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Codd and Date
Consulting Group

Mr. Frank Clugage

Tandem Computers Incorporated

19191 Vallco Parkway

Cupertino CA 95014

March 6, 1987

Mr. Clugage:

The attached report describes the portions of the
Debit/Credit benchmark audited by Codd and Date Consulting
Group.

The 32-processor VLX system ran the benchmark in excess of
200 transactions per second for a period of 15 minutes.

The following additional attributes of the benchmark were
verified:

» The transaction is correctly implemented

» The database is properly sized

» The programs are unaware of data distribution

» The percentage of inter-branch transactions is correct
» The response time is correctly measured

» The inter-arrival times are exponentially distributed
» The recovery log is mirrored

» Database updates are locked during a transaction

» The performance is linear with system size

» The application is implemented in COBOL and SQL

» The network can mix small and large'systems.
Respectfully yours,
a??};"&m .’6;%tg?r/ “
Thomas H. Sawyer

Senior Consultant

408-907-3888 m TELEX 18-1159
Suite 109 » 6489 Camden Avenue
San Jose. Calif. 85120
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AUDIT REPORT OF TOPGUN BENCHMARK

Benchmark 8ynopsis

The Debit/Credit Transaction is a stylized automatic
teller transaction. The process consists of updating:
the account balance of the teller user. The balance of
the teller and branch are also updated. A history
record is inserted to complete the database portion of
the transaction.

The terminal portion of the transaction consists of
receiving a 100 byte record from the automatic teller
and returning a 200 byte record at transaction
completion.

At least 15% of the accounts affected are in a
different branch than the teller processing the
transaction.

For a complete description of the debit/credit
transaction, see "A Measure of Transaction Processing
Power by Anon. el al." contained in the Auditor's
Notebook.

Observed Results

Two hardware configurations were audited, each of which
ran the debit/credit transaction implemented in COBOL
and SQL. Both configurations delivered the performance
documented elsewhere in this report. The verification
section details the auditing techniques.

The larger hardware configuration consisted of four 8-
processor VLX systems connected via a FOX ring. One
VLX system was also connected to a remote EXT 10 via a
9.6K bit transmission line. Transactions were
submitted directly to each system (including the EXT
10). The correct percentage of these were inter-
branch. The EXT 10 also participated in inter-branch
transactions at a rate commensurate with the size of
its database.
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Benchmark Implementation

The verification procedures are dependent on the Tandem
implementation of the benchmark. Tandem implemented
the benchmark with two sets of hardware - a driver
system and the system to be measured.

The driver system (a 10-processor TXP system) was
connected to the measured system via 56 K bit
transmission lines. There was one line for each
processor in the measured system. A transaction
submitting program (the Driver Program) on the driver
system simulated an Automatic Teller Network.

All measurements were taken, recorded and summarized on
the driver system. The measured system contained two
application programs. One program (the Requestor
Program) received the transaction from the
communication software, reformatted the transaction
data and assigned it to a copy of the Server Program.

The Server Program performed the database updates and
returned a confirmation to the Requestor Program. The
latter program then sent a response to the driver
system to complete the transaction.

Steps Involved in a Timing Run

Script Preparation

The data for each transaction is prepared by a script
generation program. Each transaction record contains
the account, branch, teller and amount involved.

The script generator uses a random number generator to
determine the account number. This number is then used
to determine the branch and teller. The random number
generator is used a second time to determine if this
transaction should be inter-branch. If so, the random
number generator is used again to pick an account that
is not in the branch.

Transaction Timing

Transaction timing is performed by the driver program
as part of submitting transactions to the measured

Page - 2 -
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system. The transaction is time-stamped when it is sent
to the X.25 component on the driver machine. A second
time-stamp is taken when the X.25 component returns the
response to the driver software.

The response time is the difference of the two time-
stamps. Note that the time-stamps include all X.25
processing and all transmission time in the response
time. The standard benchmark response time requirement
only counts the time spent in the measured systemn.
Thus, the true response times are actually less than
reported.

When the transaction completes, the driver calculates
the inter-arrival rate of the next transaction relative
to when it was submitted. If the inter-arrival time
was exceeded by the response time, the next transaction
is submitted immediately. If there is any remaining
"think time", the transaction is queued until the think
time elapses.

Tandem chose an exponential inter-arrival rate. This
rate is the most difficult for transaction processing
systems to accommodate. The easiest is a constant
inter-arrival rate - e.g. each terminal submits one
transaction every ten seconds with no variance.

The driver program writes a report record showing the
response time, the calculated inter-arrival time of the
next message and the delay factor if the response time
exceeds the inter-arrival time.

Report preparation

After the transaction submission portion of the run is
stopped, the report files from the driver system are
collected and summarized. This summarization produces
the transaction rate graph and inter-arrival rate
graphs.

The inter-arrival rate graph shows the theoretical and
the actual inter-arrival rate for each run. The
theoretical rate is usually not met for extremely short
inter-arrival times ~ the actual response times are
longer. Where the computed times exceed the response
time, the distribution takes on the correct shape.

Page - 3 -
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The calculations and report logic were verified by
inspecting the source code. A further check was made
by spot-checking the dis-assembled code from the
execution module with the listing.

Verification

Inter-branch transactions

The required percentage of 15% was verified two ways.
The script generation code was inspected to validate
the percentage generated and the output was spot
checked to confirm the percentage. The spot check
yielded 16%.

Response Time

Response time was verified two ways. The driver and
reporter code was inspected for correctness. The
driver code was modified to take additional
transactions directly submitted by the auditor. During
the transaction submission portion of the run, direct
transactions were submitted. These transactions
updated accounts on each of the nodes in the network.
Upon receipt of the response, the computed response
time was noted and later compared with the response
times generated by the reports.

Linear Transaction Rate

The benchmark attempted to show an absolutely linear
performance improvement as nodes were added to the
system. The actual improvement is very close to linear
but shows a growing divergence from true linearity as
nodes are added. The auditor ascribes most of this
fall-off to the effects of the inter-branch
transactions. '

In the benchmarked configuration, each VLX processor
directly dealt with eight branches; a VLX system had
eight processors. Thus in an 8 processor system, all
inter-branch transactions would have their recovery
scope contained on one system. The communication
within a VLX system uses dual high speed buses
(24Mbytes/second) and has no need to coordinate
recovery scope with any other node on the system.
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As nodes are added to the system, the percentage of
transactions requiring inter-system coordination
increases. For example, a system made up of two 8
processor VILXs would have one half of the inter-branch
transactions spread across the network. As the number
of nodes rises, the percentage increases until it
approaches 100% of all inter-branch transactions or 15%
of all transactions.

Indeed, the extrapolation of the 8 processor
transaction rate to 16 and 32 processor systems
predicts 116 and 232 tps. The interpolated rates were
106 and 208. These are 8 and 10% below linearity. The
percentage of inter-node, inter-branch transactions for
these two configurations is 7.5 and 11%.

Distributed Database Capability

The benchmark demonstrated three aspects of distributed
data base support:

Program transparency
Distributed Updates
Asymmetric node support

Program Transparency

This feature allows applications to be coded as
though all data is at one location. The systen
takes care of processing any data remote to the
node executing the transaction.

The Tandem system permits spreading of a table
across multiple systems based on the values of one
column. This is commonly referred to as
partitioning. For the benchmark, the accounts
database was spread over 5 network nodes - 1 EXT
10 and 4 VLX systems. I inspected the application
program (Server); there is no knowledge of this
partitioning in the program.

Distributed Updates

This features coordinates updates that occur on
more than one node for one transaction. This
means the system must be prepared to abort all
work done by a transaction on all nodes where it
occurs.
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The inter-branch transactions produce multiple
node updates for eleven percent of the inter-
branch transactions.

Additional tests were performed using the
interactive SQL interface (SQLCI) where all
updates were on a node different from the one
processing the transaction.

Asymmetric Node t

This feature allows processors of different power
to participate in the same transaction. The EXT 10
participated in both local and inter-branch
transactions even though the 2-processor EXT 10
has less than half the power of a single VIX
processor. It should be noted that the
debit/credit transaction is not a heavy duty test
since it does not have much complex processing.

Duplexed o rored Logqg F

The benchmark requires the log file to be
duplexed. That is, that the system should be
capable of losing one of the log files and still
be able to recover or abort transactions.

This capability was demonstrated in the following
manner. SQLCI was used to start a transaction and
update an account. The power was turned off for
one of the log disks. The transaction was
aborted. The account balance was queried and
shown to be restored to the balance prior to the
start of the transaction.

Additional checks performed

Several additional checks were performed to insure
the validity of the benchmark. :

Database ILocking

To prove that record locking was actually
occurring, the following test was performed.

SQICI was used to start a transaction. An account
balance was updated and queried to demonstrate the
change. A second transaction was started on
another terminal. The same account was queried.
The balance was not returned to the second
transaction which was timed out after waiting a
decent interval. If there were no locking
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mechanism, the balance would have been returned to
the second transaction even though the first had
not completed.

Transaction Message Size

The benchmark calls for an input message of 100
bytes and a 200 byte confirmation. This was
verified in the following manner. The driver code
was inspected to insure it was sending a 100 byte
message. The code was also inspected to verify
that it calculated the length of the response
correctly. The auditor transaction submission
code was inspected to verify the message length
response was correct.

The length of the response was spot-checked during
the submission of transactions during the test.
Several additional transactions were submitted
with invalid account numbers. These elicited
error responses of a different length than the
normal transactions.

Hardware confiquration

Several checks were made to validate the hardware
configuration.

The nodes on a Tandem system are connected with a
fiber optic ring (FOX) when high transmission
rates are desired. To verify that only the
benchmark systems were on the ring, the tiles in
the machine room were removed and the cabling
traced.

All disks not directly needed for the benchmark
were turned off.

All systems not used in the benchmark were
inspected to insure no FOX connection.

The line speed setting between the measured system
and the EXT 10 was verified at 9.6K bits/second.

Database sizing

The Tandem benchmark system was configured for a
maximum transaction rate of 256 tps. This rate
requires 25.6 million account records of 100 bytes
each. 1In addition, the EXT 10 required 400,000
account records.
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The above was verified by inspecting the data
definition statements for the account, branch and
teller tables. Additionally, accounts in each of
the nodes were updated via transactions submitted
during the timing portion. These accounts were
then queried using SQLCI to verify the updates had
taken place.

Inter-arrival rate

To verify the random inter-arrival rate, code was
added to the reporting program to plot the
theoretical and actual distribution. This code
was inspected to insure correctness.

Re~verified all code each day

The timing runs were performed over several days.

To insure the same software was used each day, the
auditor kept a tape of the executable modules for

the driver system. The contents of this tape were
compared to the programs used for each run.

The code on the measured machine was inspected
prior to each day's runs.

Verified use of generated scripts

After the script files were generated, one of them
was picked and several of the transactions were
altered to update balances not otherwise accessed.
These transactions were scattered through the
script to insure the entire script was used.

After a timing run, the balances of these accounts
were verified.

Conformance to Debit/Credit Benchmark

Deficiencies
Terminal Sizing

The benchmark calls for a configuration of
ten terminals for every branch. Each
terminal has a one hundred second think time.
Tandem reduced the number of terminals by ten
and reduced the think time by ten. This
change retained the transaction rate but does
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have the affect of reducing the amount of
memory needed to support the terminal
configuration.

Response Time Graph

The benchmark states that 95% of all
transactions must complete in one second.
Tandem uses two seconds for 90% of all
transactions.

History Database

The history database did not have physical
disks allocated to cover the ninety day
requirement. This is a minor matter since
this database is updated at the end. The
priced configuration should have the correct
amount of disk included.

Extensions

Mirrored Disks

All data is written to its primary location
and its mirrored location. This doubles the
number of disk I/Os for each transaction.

Message Inter—-Arrival Rate

The benchmark does not specify the pattern of
time between messages. The easiest is a
constant time. For this benchmark that would
be a rate of one message every ten seconds
per terminal. Tandem used an inter-arrival
rate that was exponential but had a mean of
ten seconds per terminal. This rate is a
worst case assumption.

Response Time Measurement

The benchmark definition of response time
starts when the last bit of the transaction
is received in the measured machine and ends
when the first bit is sent out on the
transmission line. It must include all time
spent in the measured machine.
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Tandem measured the response time from the
time the message was accepted by the X.25
component on the driver side of the
communication line until the last byte of the
response had been processed by the X.25
component on the driver machine. Thus all
message processing and queueing that occurred
on the driver machine and all the line time
was added to the response time.

Implementation Language

Tandem implemented all application dependent
code in COBOL 85. The database processing
was implemented in SQL rather than a machine
specific access mechanism.

Account Balance Testing

The benchmark makes no requirement to test
the account balance for overdrafts. Tandem
included an overdraft protection check in the
transaction. This made the transaction a bit
more real life.

Conformance to ANSI Standard SQL

Three exceptions were noted.

The WHERE clause that specifies which teller or which
branch is updated references a field called "syskey".
This field is not a data value in the row; it is the
relative record number - in effect a direct reference.
This usage removes the access transparency normally
gained by SQL. That is, the program is dependent on
the underlying implementation. The same effect could
be obtained by enhancing the CREATE TABLE statement to
include the information that the branch_number is equal
to syskey. '
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A second exception to the ANSI standard is the use of
COBOL picture clauses in the column definitions under
CREATE TABLE.

All table names in the application SQL statements are
preceeded with equal signs ("="). This is a Tandem
idiosyncrasy that concerns the mapping of table name to
data file. Unfortunately, it makes the programs non-
portable.

The Create Table statement contains one extension - the
information needed to partition the table.
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A BENCHMARK OF TANDEM'S NonStop SQL
DEMONSTRATING OVER 200 TRANSACTIONS PER SECOND

Anon Et Al

INTRODUCTION

NonStop SQL is Tandem's implementation of the ANSI SQL relational
database language. In contrast to other SQL implementations, NonStop
SQL is designed for on-line transaction processing as well as for
information-center use. It delivers high performance at good price
performance. In addition it supports distributed data with local

autonomy.

THE PURPOSE OF THE BENCHMARKS

Part NonStop SQL's performance assurance compared the throughput of
the Encompass system and the new SQL system. The benchmarks were done
jointly by Software Development in Cupertino, the High Performance

Research Center in Frankfurt, and the Benchmark Center in Sunnyvale.

Parts of the benchmark were audited and certified by the Codd and Date

Consulting Group.

The benchmarks demonstrated the following aspects of NonStop SQL:

* FUNCTIONAL: NonStop SQL is functional and has been stress tested
for high-volume OLTP applications.



DISTRIBUTED: NonStop SQL allows distributed data and distributed
transactions.

SCALEABLE: NonStop SQL runs on small departmental systems as well as
on large mainframe systems.

LINEARITY: NonStop SQL demonstrates linear increases in throughput
when the discs and processesors are added using the Dynabus or the
FOX fiber optic ring.

NO PERFORMANCE LIMIT: There is no apparent limit to the transaction
throughput of NonStop SQL systems. In particular there are no
bottle-necks in systems running hundreds of transactions per second.

NO PERFORMANCE PENALTY: NonStop SQL performs as well as the record-
at-a-time Encompass system on OLTP applications.

GOOD PRICE PERFORMANCE: Both Encompass and NonStop SQL have
impressive price performance at both 1low and high transaction
volumes.

SQL COSTS NO MORE: The price performance of Tandem systems is
competitive for both departmental systems (EXT-10) and data center
systems (VLX).



THE DEFINITION OF THROUGHPUT AND PRICE PERFORMANCE

The benchmarks were based on the DebitCredit OLTP transaction defined
in Datamation "A Measure of Transaction Processing Power", [Anon].
That article defines a standard database, a standard terminal network
and a way to scale them to larger systems. It defines a standard
transaction, called the DebitCredit transaction and specifies how to

measure the throughput and price/performance of the resulting system.

Briefly, the database consists of four SQL tables:

ACCOUNT: A file of bank accounts, each record is 100 bytes and holds
the account number and balance among other things.

TELLER: A file of tellers, each record 1is 100 bytes and holds the
teller number and cash position among other things.

BRANCH: A file of branches, each record is 100 bytes and holds the
branch number and cash position of all tellers at the branch.

HISTORY: An entry sequence file containing a list of all
transactions that have run. Each record is 50 bytes 1long and
holds the account, teller, branch, delta, and timestamp.

The transaction coded in SQL is:

READ 100 BYTES FROM TERMINAL;

BEGIN WORK;

PERFORM PRESENTATION SERVICES GIVING account_ number,
teller number,
branch number,
delta;

UPDATE ACCOUNT

SET balance = balance + :delta
WHERE account_number = :account_number;
UPDATE TELLER
SET balance = balance + :delta
WHERE teller number = :teller_number;
UPDATE BRANCH
SET balance = balance + :delta
WHERE branch_number = :branch_number;
INSERT INTO HISTORY VALUES
(timestamp,account_number,teller_number,branch number,delta);



PERFORM PRESENTATION SERVICES;

COMMIT WORK;
WRITE 200 BYTES TO TERMINAL;

The system 1is presented with various transaction rates and the
response time is measured over ten-minute windows. This gives rise to
a response time curve,

[
response |
time |
in |
seconds |
|

I

|

transaction completion rate

Figure 1. A typical response time curve showing how response
time grows as the transaction load on the system increases.

A system that can run one such transaction per second giving less than
one second response time to 95% of the transactions 1is called a 1TPS
(transaction per second) system. For a 1TPS system the database is
defined to have the following sizes:
100,000 Accounts
100 Tellers
10 Branches
2,590,000 History ! space for a 90 day history assuming average
! rate is 1/3 of peak rate of 1TPS and 24hrs
! per day, seven days a week.
In addition, the standard specifies that a 1TPS system has 100 tellers
at 10 branches. Each teller thinks for an average of 100 seconds and
then submitts a transaction. The tellers use block mode terminals

with ten fields of input and output. The input message is 100 bytes

and the output message is 200 bytes. Messages are transmitted via the



X.25 communication protocol.

Systems which run more than 1TPS have the database sizes and network
scaled linearly. For example a 100TPS system has a database and

teller network one hundred times larger.

The standard specifies that accounts belong to branches and tellers
belong to branches. If the database is distributed, then 15% of the
transactions arrive at branches different from the account's home

branch. These 15% are uniformly distributed among the other branches.

The benchmark requires that the transactions be run with UNDO/REDO
transaction protection (abort, autorestart, and rollforward recovery).

In addition it specifies that the transaction log must be duplexed.



DEPARTURES FROM THE STANDARD DEBIT CREDIT TRANSACTION

The NonStop SQL benchmark departed from the Datamation standard

definition in the following ways:

1.

Terminals were driven in record mode (Intelligent Device Support)
rather than block mode. In effect this assumes that presentation

services are done in the terminal.

It was assumed that each branch had a concentrator which
multiplexed the teller terminals at the branch. This had the
effect of reducing the number of sessions by a factor of 10 for

the same transaction rate when compared to the standard.

TPS was measured as the throughput when 90% of the transactions
get less than 2 second response time. The standard measures TPS

at 1 second for 95% of the transactions.

The SQL system had the disc process check that debits did not

cause account balances to become negative.

The system was measured over ten minute periods and the average
for each period was used to compute the response time curves and

consequent TPS ratings.

Response times were measured within the driver system. The

standard specfies that response can be measured at the interface




to the service system,

All devices were driven by NonStop processes so that no single

failure would cause a denial of service,

All discs were mirrored (duplexed) as is standard in Tandem.

Standard products were used. All applications were written in

Cobol85.

Items 1, 2, and 3 have the effect of giving an optimistic TPS rating.

Items 4, 5, 6, 7, 8, and 9 tend to reduce the system's TPS rating.



THE BENCHMARK SYSTEM DESIGN

The benchmark hardware consisted of 32 VLX processors. Each VLX
procesor had a 5Mb/sec channel, 8Mb of main memory and is rated at
about three Tandem mips. In addition, an EXT-10 system was included
in the benchmark hardware to demonstrate scalability. The EXT-10 is
Tandem's smallest system. It consists of two processors each with 4Mb
of main memory and two discs. The EXT-10 processors together are
appoximately as powerful as half a VLX cpu. Thus, the complex was

sized as a 32.5 VLX processor system,

The VLX processors were decomposed into four nodes of eight VLX cpus
each. Each node connects its eight processors via dual 20Mb/sec
Dynabus, and the nodes are interconnected via a four fiber optic

rings.

To model a distributed node, the EXT-10 was connected to VLXs via a

9.6Kb communication line.

The Guardian90XF system makes the entire 32VLX + EXT10 configuration

appear to be a single system with location transparency.
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Figure 2. The benchmark configuration. The two processor EXT-10
is connected to one VLX via a 9.6KB line. The 32VXL are
decomposed into four nodes of eight processors each. The nodes
are connected by the high speed FOX ring. The whole complex looks
like a single system to the application programmer. A separate
driver system submitts transactions to this system via X.25 lines.

The database and transaction load were partitioned into 33 parts.

Based on preliminary tests, each VLX processor could process up to

eight transactions per second and the EXT-10 could process four

trasactions per second. All sizings based on these preliminary

measurements.,



Each transaction input message is 100 bytes and the reply is 200
bytes. With X.25 overheads this translates to 340 bytes in all. At
8TPS, this is 22kbits/sec. A 56Kb 1line can handle this load quite
comfortably. So each VLX processor was configured with a G56Kb line

and the EXT-10 was configured with a single 56Kb line.

The database was sized as follows. Each eight VLX node had:
* A mirrored disc to store the programs and the transaction log
(audit trail).
* A mirrored disc dedicated to the History table. 1In the benchmark
only one disc was configured, but in pricing the system the 90-day

-history file of each node was sized at 6.7GB (14 mirrored volumes).

According to the standard, 8TPS implies:

80 branches 8Kb
800 tellers 80Kb
800,000 accounts 80Mb

These records along with their indicies and some slack fit comfortably
on Tandem's smallest disc -- so each VLX processor was given a
mirrored disc volume to hold its part of the Account-Branch-Teller
(ABT) tables. A 1.6MB disc cache per mirrored disc partition was
sufficient to keep all branches, tellers and the account index pages

resident in main memory.

Overall then, the system configuration is:

DATABASE
NETWORK RECORDS SIZE
25,600 Tellers 25,600 Tellers 2.6Mb
2560 branches - ———=—=—=w- > 2,560 Branches . 3Mb

25,600,000 Accounts 2.6Gb
54,080,000,000 History 27.1Gb
The teller, branch and Account files were mirrored, but for economic

reasons, the History file was not mirrored

10
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Figure 3. The configuration of each 8-processor VLX node in the

FOX ring.

The SQL tables were defined to be partitioned by the appropriate key
values. The approximate syntax for creating the ACCOUNT table is:

CREATE TABLE account (number PIC 9(12),
balance PIC S9(11)v(2),

)

KEY number

PARTITION $vlx2 START KEY 800000
PARTITION $Sv1x3 START KEY 1600000

PARTITION $v1x32 START KEY 24800000
PARTITION Sext START KEY 25600000;

This creates a single table with 33 partitions. NonStop SQL hides
this partitioning from the application programmer. The branch and

teller files were partitioned in a similar way.

11



NonStop SQL imposes no practical limit on the number of partitions a
table may have. Enscribe 1is limited to a maximum of 16 partitions.
So the Enscribe database and Enscribe benchmark was limited to 16 VLX

processors.

In the Tandem system, terminal control and presentaton services are
done by a process called the Terminal Control Program (TCP). It is the
logical equivalent of IMS/DC or CICS. Since each cpu was sized at
8TPS, each CPU controlled 800 tellers at 80 branches. It was decided
to configure 32 branches (320 tellers) per TCP which gave rise to

about 2.5 TCPs per VLX cpu.

To avoid queueing on database servers at 8TPS with a 2 second average
response time, 20 Debit/Credit servers were configured per cpu (20 ~
2*8) The code and data for the TCPs came to about .5MB/VLX cpu. The
Enscribe servers consumed .25MB/VLX. The NonStop SQL servers used
about 10Kb more memory -- twenty NonStop SQL servers used about

.5MB/VLX in all.

The EXT-10 system was sized at half of a VLX. The programs and audit
trail were on one mirrored disc and the database resided on a second

mirrored disc.

A second complex of 12 Tandem TXP processors simulated the network of
2560 branches (25,600 tellers) by submitting transactions via X.25
using modem eliminators to connect the X.25 lines. Typically,

transactions were submitted to each VLX 1line at an average rate

12
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between 4TPS and 8TPS with expenentially distributed interarrival
times. The EXT-10 was driven at about 4TPS. Each transaction message
named an Account, Branch, Teller and Debit amount. As specified by
the standard, in 85% of the cases, the account and branch were local,
in 15% of the cases the account was in a branch different from the
branch and teller of this transaction, Some of these "non-local"
transactions were in branches at the same node, but most went to other
nodes of the network. For example, when the system was running at
over 200 TPS the EXT-10 originated or received about 1 distributed
transaction per second while each VLX node originated or received

about 15 distributed transactions per second.

The driver system measured response time as the time between the send

and the completion of the receive in the driver system.

13



RESPONSE TIME

SIMULATOR TEST
SYSTEN SYSTEM

CcLOCK 1 I
SEND READ

BEQIN TRANSACTION
f UPDATE ACCOUNT
UPDATE TELLER
UPDATE BRANCH
INSERT HISTORY
COMMIT TRANSACTION
READ WRITE
CLOCK2 '

RESPONSE TIME = CLOCK2 - CLOCK1

Figure 4. The driver system submitts messages via X.25 and

measures the transaction completion rate and response time.

In summary, the hardware configuration was:

DRIVER SYSTEM LINES PROCESSORS DISCS
24mips 33*56Kb X.25 32VLX+EXT10 86 volumes
100 mips 20Gb
250Mbytes +27GB history

(when pricing)

Assembling this hardware was no small matter. Aside from the cost

(about 8M$), the VLX has a backlog of orders. The benchmark was

14



allowed to use the equipment for a limited time. The hardware had to
be assembled, benchmarked, and disassembled all in 50 days.
Fortunately, the equipment was installed on schedule, there were no
hardware errors during the benchmark, and no critical software errors
were discovered in the SQL product itself. The only hardware problem

was a double power failure early in the benchmark.

15



THE EXPERIMENTS

The benchmarks measured the ability to grow a Tandem VLX system from
eight VLX processors to thirty two processors using the FOX fiber

optic ring.

In addition, they demonstrate that NonStop SQL runs on Tandem's low-
end EXT-10 system attached to the VLXs via an 9.6kb line. The EXT-10
had a proportionate part of the database and sent and received

distributed transactions (15%).

First the throughput of single 8VLX system was measured for both
Enscribe and SQL. Then a pair of 8VLX systems were connected via FOX
and their performance measured for both SQL and Enscribe. Finally the
4-node 32-processor FOX connected network with attached EXT-10 was
measured. The last experiment was only done for SQL because Enscribe

is limited to 16 partitions per file.

Figure 5 shows the response time curves for the SQL and Enscribe tests
on a eight processor VLX system. The curves show that for the same
response time, SQL gives sligtly better throughput and conversely that

SQL gives better response time for a fixed throughput.

16
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Figure 5. The response time curves for NonStop SQL and
Tandem's record-at-a-time Enscribe system running on an
8 processor VLX system. Notice that NonStop SQL has
slightly better performance than Enscribe.

The each transaction generated one physical read of the account file
and two pyhsical writes of the account file (1 mirrored write). Disc
reads and writes of the account, branch and history files are
amortized over many transactions. In addition, each transaction
contributes about .4 physical log I0 per tansaction because group
commits batch about five transactions per audit flush. A detailed
breakdown of the cpu utilization by function is shown in figure 6. 1In
that figure "INNT" signifies interrupt handing and the message system.
"ATB" stands for the Account, Branch, and Teller disc servers. Both
the primary ATB and backup (process pair) disc processes are
separated. The "TCP" does presentation services and terminal

handling, "X.25" is does the physical line handling for the input and

17



output messages. The disc server storing the History table is shown
separately. Lastly, the transaction commit coordinator is represented

by "TMF-MON",

=1

20

MSECS/ 18

10

s o8
4 53

$3 63

" ATB-P *r WA e HSTORYS  ATS-D TMFMON  HISTORY-8

Figure 6. The detailed breakdown of cpu time spent by
each component of the DebitCredit transaction on an

8 processor VLX system. Both the Enscribe and SQL costs
are shown.

These experiments were repeated for 16 VLX processors and then the SQL
experiments were repeated for 32 VLX processors (recall that Enscribe
is limited to 16 partitions). The response times were plotted and are
documented in [Sawyer]. The resulting throughput curves are shown in

Figure 7.

These experiments were audited by Codd and Date. As explained in the

Auditor's report [Sawyer], the auditor verified that:

18



The code correctly implemented the standard transaction.
The database was sized correctly

15% of the transactions were non-local

Transactions were protected by a dual UNDO/REDO log

The response times were measured correctly

The measured response time curves matched the system

SQL and Enscribe had comparable performance

240 -*

220 e

200 == [ el I 208

180 o
160 T
140 =
TWSEC AT 120 o
90% 2SEC

100 =g

80 o

0 5

#0F VX3

Figure 7. The TPS rating of VLX processors for NonStop SQL.
At peak the system was running at a sustained rate of 208

SQL TPS.
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Based on early measurements, the system was expected to perform about
7TPS per cpu and have linear growth from 8 to 32 cpus. That meant the
32 processor system would do about 256TPS. In fact the 8VLX system
did 7.2TPS/VLX cpu and a there was a 10% dropoff as the system was
scaled to 32 processors. This is shown in the figure 7. The dropoff
is due to the increased cost of network distributed transactions,
When transactions do work at multiple nodes, they cost extra
instructions and IO traffic. This extra cost implies a reduction in
throughput overall. Dispite this, the TPS curves are linear -- it is

just that they are .9x rather than 1x.

In addition, NonStop SQL uses slightly fewer cpu instructions than
does Enscribe. Consequently, NonStop SQL has slightly higher
transaction throughput than Enscribe. Ignoring response time, the

peak NonStop SQL throughput was 229 TPS.

Given this linear throughput vs hardware, it is possible to quote the
price performance of the system in terms of the price performance of a
single processor. To a first approximation, the five-year
cost/transaction is the same for a small and a large system. The
dominant issue is which processor 1line the user selects. Generally
newer systems are less expensive. Table 1 shows the cost per
transaction of the various Tandem processors. Two costs are quoted in
table 1: the cost of a fully mirrored disc configuration (the typical
Tandem confiquration) and the cost of a un-mirrored disc configuration

(1/2 as many discs).

20



PROCESSOR
VLX

TXP

CLX
EXT-25
EXT-10

MIRRORED
59K$
85K$
??

?27?
?7?

COST/TPS
DISCS UNMIRRORED DISCS
55KS$
81K$
?7?
??
?7?

Table 1. The cost per transaction of various Tandem Processors.
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WHY IS NonStop SQL SO FAST AND POWERFUL?

Historically, SQL has been confined to information center environments
and to low-end systems where programmer productivity is more important
than system performance. In these environmnts, the power of the SQL
language and the relational model compensated for the lackluster

performance of most relational systems.

NonStop SQL is the first SQL system to offer the high performance
necessary for online transaction processing. As demonstrated by the
benchmarks, it has performance comparable to Tandem's record-at-a-time
Enscribe system. We believe both NonStop SQL and Enscribe have the
best price performance of any full-function data management system.
The cost per transaction is about 53K$ and the systems are capable of
over 200TPS. In addition, NonStop SQL 1is a distributed relational
system; whereas other systems do not offer full-function distributed
data or distrubuted execution.

How did Tandem succeed where so many others failed? First, NonStop
SQL benefited from the experience of its predecessors, The developers
had collectively worked on System R, SQL/DS, DB2, R*, IDM, Encompass,
Esvel, Wang VS, and several other systems. For some, this was their
sixth, and hopefully last, SQL implementation. They did not repeat any

of the mistakes of our earlier efforts.

A second benefit was the close cooperation between the database group

and the operating system and languages group. Tandem is a transaction
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processing company. So the operating system is geared for efficient
processing of distributed transactions, NonStop SQL exploits the
transaction mechanism of the Guardian90XF operating system to easily
and efficiently get transaction protected distrubuted execution based

on remote procedure calls.

Perhaps the most significant advantage of NonStop SQL is the SQL
language itself. One can see the difference when contrasting the
record-at-a-time interface of Enscribe, DL/1, or DBTG, with the set-
oriented interface of §SQL. Consider the UPDATE statements in the
DebitCredit transaction. Ingnoring error handling, these statements
are coded as:

COBOL- ENSCRIBE SQL

START branch KEY IS EQUAL TO
branch-number

READ branch RECORD with LOCK UPDATE branch

ADD debit TO balance OF branch SET balance = balance + :debit

REWRITE branch WHERE number = :branch-number
AND balance >= debit;

In the Enscribe case, a message is sent to the appropriate part (disc
process) of the database to get the designated branch record. The
record is then returned to the program which examines it, alters it
and then returns it to the database. This is two messages and a lot

of data movement,

In the NonStop SQL case, a single message is sent to the data (disc
process) requesting an update of the appropriate account by the
appropriate amount. The disc process applies this update and returns
a status message to the caller. 1In this case, NonStop SQL sends half

as many messages and one quarter the number of message bytes.
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In general, the NonStop SQL subcontracts single variable queries to
remote servers. This allows the NonStop SQL disc process to act as a
database machine which performs updates, deletes and filters data,

returning only the desired rows and columns of a table.

----write--->

ENSCRIBE | SQL
|
APPLICATION DATA | APPLICATION DATA
----read----> i update---->
<---data---- |
update I
|
I

Figure 8. SQL can update or filter data at the source whereas
record-at-a-time interfaces must fetch the data to the application
program. In this way, SQL saves messages and cpu cycles over a
conventional data management system.

This example hints at the synergy between SQL and distributed database
systems. It has long been argued that SQL would be a good basis for
distributed database systems. 1In all the benchmarks we have done, the
message savings of SQL have compensated for the extra work the system
must perform in order to implement the more complex semantics of the
SQL language. For example, NonStop SQL is about two times faster than
Enform on the "Wisconsin Benchmark" [Bittonl]. Virtually all this
speedup is due to the close integration of NonStop SQL with the

operating system.

Even with all these nice features, a system might bottleneck on

certain resources. For example, most transaction processing systems

24



bottleneck at 30TPS because they have not implemented group commit
[Gawlick]. The fact that the NonStop SQL was benchmarked at 16
processors on a single dynabus and at over 200TPS without any
bottlenecks suggests that there are no obvious bottlenecks. In fact
we are unaware of any bottlenecks in the system. This is no accident,

Tandem has spent the last few years eliminating bottlenecks.
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SUMMARY

Running over 230 TPS on a 32VLX processor complex and an EXT-10
demonstes that NonStop SQL is

* FUNCTIONAL

* DISTRIBUTED

* SCALEABLE

* HAS LINEAR GROWTH

* HAS NO PERFORMANCE LIMIT

* HAS NO PERFORMACE PENANLTY FOR SQL

* HAS GOOD PRICE PERFORMANCE

* HAS FLAT PRICE PERFORMANCE FROM THE LOW END TO THE HIGH END
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22 January 1987

Tom Sawyer
Codd and Date Consulting Group
6489 Camden Av #109
San Jose, CA. 95120
Frank Clugage
Tandem Computers Inc.
19333 vVallco Parkway
Cupertino, CA 95014

Dear Frank:

This letter reviews my plans to support Tandem's SQL announcement.

* I will audit and validate the results of the performance benchmark
of SQL and Enscribe on a 32VXL+EXT10 configuration. This benchmark
will run the standard Debit/Credit transaction as documented in "A
Measure of Transaction Processing Power" [Datamation, April 1984]
with exceptions.

* I will write a report with my conclusions on the performance of the
benchmark and my confidence in the numbers.

* I will also assist C. J. Date in preparing a ten minute videotape
on Tandem's SQL system.

In preparation for the audit I have reviewed the application (server)
programs, the performance papers, the UFI Reference Manual, the recent
Tandem Systems Review on performance, and the proposal for the
benchmark prepared by Jim Enright on Jan. 15 1987.

So far, everything 1looks fine with one exception. I notice that the
server programs always credit the account with 1008$. The amount
should be in the input message and should be used by the servers.

These are the aspects of the benchmark I expect to audit:
1. That the programs correctly implement the DebitCredit transaction.
2. That the database design is correct and that its size 1is correct
for the transaction rate.
3. That the database 1is being updated by the transactions and that
the inter-branch transaction rate is 15% of the total rate.
4. That the transaction rate and response times are as claimed by the
monitoring software for both the VLX and EXT systems.
5. That the system is in steady-state.
6. That the transaction logs are duplexed and that they support
transaction backout.

Each of these points must be established for both Enscribe and SQL.

In addition, you may want to demonstrate Tandem's ability to tolerate
the following kinds of faults:

. Processor failure

Disc controller failure

Disc failure

Log disc failure

Communications controller failure

Dynabus failure

Fox link failure,

QEEOOm>
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22 January 1987

In order to audit the benchmark I will need the following:

To establish points 1 and 2 above (the programs correctly implement
the DebitCredit transaction, that the database design is correct, and
that its size is correct for the transaction rate) I will need:

A. A formal description of the experiments to be performed. This

should include the following:

A list of the exceptions to the standard for the benchmark.
Listings of the DRIVER software along with its manual.
Listing of the REQUESTOR software.

Listings of the SERVER software (SQL and Enscribe)

Listing of the Database Dictionary (SQL and Enscribe)
Listing of the physical database design (SQL and Enscribe)
Associated language manuals (Tal/Cobol).

B. Ability during the benchmark to verify that these listings
correspond to the system being benchmarked. Examining the
processes using the SOURCE command of INSPECT will prove that
the programs are the same. FUP and UFI can be used to verify the
file sizes and layouts.

*

¥ X X X X X

To establish point 3 above (that the database is being updated by the
transactions and that the inter-branch transaction rate is 15% of the
total rate) I will need:
A, Ability to set the Account balances to zero for some key range.
B. Local updates will be X dollars (probably 1$), and global
updates will be Y dollars (probably 1,000,000$). I will tell you

X and Y at the time of the benchmark.

. Ability with ENFORM and UFI to see account balances.

D. Ability to submit transactions to the system from the driver
system given the account, branch, teller and delta. The program
should be interactive and measure the response time. Enform/UFI
will then be used to see that the data changed.

To establish point 4 above (that the transaction rate and response
times are as claimed by the driver software for both the VLX and EXT)
I will use the interactive program mentioned in point 3.D above.

I expect Tandem to present driver reports for two different ten minute
intervals to prove that the system response time is stable. This will
establish point 5.

To establish point 6, I will fail one of the 1log discs and then use
the UFI or the interactive program to run and then abort a
transaction. A special program will be required for Enscribe. UFI
and ENFORM will be used to show that the transaction was indeed
undone.

Note: This letter was typed from draft form by Jim Gray who took some
editorial license with the draft.
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ABSTRACT

Three benchmarks are defined: Sort, Scan and DebitCredit. The first
two benchmarks measure a system's input/output pérformance.
DebitCredit is a simple transaction processing application used to
define a throughput measure -- Transactions Per Second (TPS). These
benchmarks measure the performance of diverse transaction processiné
systems. A standard system cost measure is stated and used to define

price/performance metrics.

A condensed version of this paper appears in Datamation, April 1, 1985
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Who Needs Performance Metrics?

" A measure of transaction processing power 1is needed -- a standard
which can measure and compare the throughput and price/performance of

various transaction processing systems.

Vendors of transaction processing systems quote Transaction Per Second
(TPS) rates for their systems. But there 1isn't a standard
transaction, so it is difficult to verify or compare theée TPS claims.
In addition, there is no accepted way to price a system supporting a
desired TPS rate. This makes it impossible to compare. the

price/performance of different systems.

The performance of a transaction processing system depends heavily on
the system input/outpht architecture, data communications architecture
and even more importantly on the efficiency of the system software.
Traditional computer performancé metrics, Whetstones, MIPS, MegaFLOPS
and GigaLIPS, focus on CPU speed. These measures do not capture the
features that make one transaction processing system faster or cheaper

than another.

This paper is an attempt by two dozen people active in transaction
processing to write down the folklore we use to measure system
performance. The authors include academics, vendors, and users. A

condensation of this paper appears in Datamation (April 1, 1985).



We rate a transaction processing system's performance a

price/performanée by:

* performance is quantified by measuring the elapsed time for t»
standard batch transactions and throughput for an interacti:
transaction.

* Price is quantified as the five-year capital cost of the syst
equipment exclusive of communications lines, terminals, developmel
and operations.

* Price/Performance is the ratio Price over Performance.

These measures also gauge the peak performance and performance trenc

of a system as new hardware and software is introduced. This is

valuable aid to system pricing, sales and purchase.

We rate a transaction processing system by its performance on thr

generic operations:
* A simple interactive transaction.
* A minibatch transaction which updates a small batch of records.

* A utility which does bulk data movement.



This simplistic position 1is similar to Gibson's observation that if

you can load and store quickly, you have a fast machine [Gibson].
We believe this simple benchmark is adequate because:

* The interactive transaction forms the basis for the TPS rating. It
is also a litmus test for transaction processing systems -- it
requires the system have at least minimal presentation services,

transaction recovery, and data management.

* The minibatch transaction tells the IO performance available to the

Cobol programmer. It tells us how fast the end-user IO software is.

* The utility program is included to show what a really tricky
programmer can squeeze out of the system. It tells us how fast the
real IO architecture is. On most systems, the utilities trick the
I0 software into giving the raw IO device performance with almost no

software overhead.

In other words, we believe these three benchmarks indicate the
performance of a transaction processing system because the wutility
benchmark gauges the IO hardware, the minibatch benchmark gauges the
IO software and the interactive transaction gauges the performance of

the online transaction processing system.

The particular programs chosen here have become part of the folklore

of computing. Increasingly, they are being used to compare system



performance from release to release and in some cases, to compare the
price/performance of different vendor's transaction processing

systems.
The basic benchmarks are:

DebitCredit: A banking transaction interacts with a block-mode
terminal connected via X.25. The system does presentation
services to map the input for a Cobol program which in turn
uses a database system to debit a bank account, do the standard
double entry book-keeping and then reply fo the terminal. 95%
of the transactions must provide one second response time.

Relevant measures are throughput and cost.

Scan: A minibatch Cobol transaction sequentially scans and updates
one thousand records. A  duplexed transaction log is
automatically maintained for transaction recovery. Relevant

measures are elapsed time, and cost.

Sort: A disc sort of one million records. The source and target
files are sequential, Relevant measures are elapsed time, and

cost.

A word of caution: these are performance metrics, not function
metrics. They make minimal demands on the network (only x.25 and very
minimal presentation services), transaction processing (no distributed

data), data management (no complex data structures), and recovery



management (no duplexed or distributed data).

Most of us have spent our careers making high-function systems. It is
painful to see a metric which rewards simplicity -- simple systems are
faster than fancy'ones. We really wish this were a function benchmark.

It isn't.

Surprisingly, these minimal requirements disqualify many purpbrted
transaction processing systems, but there is a very wide spectrum of

function and useability among the systems that have these minimal

functions.



Our Performance and Price Metrics

What is meant by the terms: elapsed time, cost and throughput? Before
getting into any discussion of these issues, you must get the right
attitude. These measures are very rough. As the Environmental
Protection Agency says about its milage ratings, "Your actual
performance may vary depending on driving habits, road conditions and
queue lengths - use them for comparison purposes only". This
cavalier attitude is required for the rest of this paper and for
performance metrics in general -- if you don't believe this,

reconsider EPA milage ratings for cars.
So, what is meant by the terms: elapsed time, cost and throughput?
ELAPSED TIME

Elapsed Time is the wall-clock time required to do the operation on an
otherwise empty system. It is a very crude performance measure but it
is both intuitive and indicative. It gives an optimistic performance
measure. In a real system, things never go that fast, but someone got

it to go that fast once.
COST

Cost is a much more complex measure. Anyone involved with an

accounting system appreciates this., What should be included? Should



it include the cost of communications lines, termiﬁals, application
development, personnel, facilities, maintenance, etc.? Ideally, cost
would capture the entire "cost-of-ownership”. It 1is very hard to
measure cost-of-ownership, We take a myopic vendor's view: cost is
the 5-year capital cost of vendor supplied hardware and software 1in
the machine room. It does not include terminal cost, communications
costs, application development costs or operations costs. It does
include hardware and software purchase, installation and maintenance

charges.

This cost measure is éypically one fifth of the total cost-of-
ownership. We take this narrow view of cost because it is simple.
One can count the hardware boxes and software packages. Each has a
price in the price book. Computing this cost is a matter of inventory

and arithmetic.

A benchmark is charged for the resources it wuses rather than the
entire system cost. For example, if the benchmark runs for an hour, we
charge it for an hour. This in turn requires a way to measure system
cost/hour rather than just system cost. Rather than get into
discussions of the cost of money, we normalize the discussion by
ignoring interest and 1imagine that the system |is straight-line
depreciated over 5 years. Hence an hour costs about 2E-5 of the five

year cost and a second costs about 5E-9 of the five year cost.

Utilization is another tough issue. Who pays for overhead? The answer

we adopt is a simple one: the benchmark is charged for all operating



system activity. Similarly, the disc is charged for all disc activity,
either direct (e.g. application input/output) or indirect (e.q.

paging).

To make this specific, lets compute the cost of a sort benchmark which
runs for an hour, uses 2 megabytes of memory and two discs and their

controllers.

Package Package Per hour. Benchmark
cost cost cost
Processor 80KS$ 1.8$% 1.8
Memory 15KS$ .38 .38
Disc 50KS$ 1.1$ 1.18
Software S0KS 1.18 1.18
135

So the cost is 4.3$ per sort.

The people who run the benchmark are free to configure it for minimum
cost or minimum time. They may pick a fast processor, add or drop
memory, channels or other accelerators. In general the minimum-
elapsed-time system is not the minimum-cost system. For example, the
minimum cost Tandem system for Sort is a one processor two disc
system. Sort takes about 30 minutes at a cost of 1.5$. On the other
hand, we believe a 16 processor two disc Tandem system with 8Mbytes
per processor could do Sort within ten minutes for about 15$ -- six
times faster and 10 times as expensive. In the IBM world, minimum

cost generally comes with model 4300 processors, minimum time



generally comes with 308x processors.

The macho performance measure is throughput -- how much work the
system can do per second. MIPS, GigaLIPS and MegaFLOPS are all
throughput measures. For transaction processing, transactions per

second (TPS) is the throughput measure.

A standard definition of the unit transaction is required to make the
TPS metric concrete. We use the DebitCredit transaction as such a

unit transaction.

To normalize the TPS measure, most of the transactions must have less
than a specified response time. To eliminate the issue of
communication line speed and delay, response time is defined as the
time interval between the arrival of the last bit from the
communications line and the sending of the first bit to the
communications line. This 1is the metric used by most teleprocessihg

stress testers.

Hence the Transactions Per Second (TPS) unit is defined as:

TPS: Peak DebitCredit transactions per second with 95% of the

transactions having less than one second response time.

Having defined the terms: elapsed time, cost and throughput, we can

now define the various benchmarks.



The Sort Benchmark

The sort benchmark measures the performance possible with the best
programmers using all the mean tricks 1in the system. It 1is an
excellent test of the input-output architecture of a computer and its

operating system.

The definition of the sort benchmark 1is simple. The input is one-
million hundred-byte records stored in a sequential disc file. The
first ten bytes of each record are the key. The keys of the input
file are in random order. The sort program creates an output file and
fills it with the input file sorted in key order. The sort may use as

many scratch discs and as much memory as it likes.

Implementors of sort care about seeks, disc io, compares, and such.
Users only care how long it takes and how much it costs. From the

user's viewpoint, relevant metrics are:
Elapsed time: the time from the start to the end of the sort program.

Cost: the time weighted cost of the sort software, the software and

hardware packages it uses.

In theory, a fast machine with 100mb memory could do the job in a
minute at a cost of 20$. In practice, elapsed times range from 10
minutes to 10 hours and costs between 1$ and 100S. A one hour 10§

sort is typical of good commercial systems.
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The Scan Benchmark

The Sort benchmark indicates what sequential performance a wizard can
get out of the system. The Scan benchmark indicates the comparable
performance available to end-users: Cobol programmers. The difference

is frequently a factor of five or ten.

The Scan benchmark is based on a Cobol program which sequentially
scans a sequentiai file, reading and updating each record. Such scans
are typical of end-of-day processing in online transaction processing
systems. The total scan is broken into minibatch transactions each of.
which scans one thousand records. Each minibatch transaction 1is a

Scan transaction.

The input is a sequential file of 100 byte records stored on one disc.
Because the data 1is online, Scan cannot get exclusive access to the
file and cannot use old-master new-master recovery techniques. Scan
must use fine granularity locking so that concurrent access to other
parts of the file is possible while Scan is running. Updates to the
file must be protected by a system maintained duplexed log which can

be used to reconstruct the file in case of failure.

Scan must be written in Cobol, PLI or some othér end-user application
interface. It must use the standard IO library of the system and
otherwise behave as a good citizen with portable and maintainable
code. Scan cannot use features not directly supported by the

language.

11



The transaction flow is:

OPEN file SHARED, RECORD LOCKING
PERFORM SCAN 1000 TIMES
BEGIN -- Start of Scan Transaction
BEGIN-TRANSACTION
PERFORM 1000 TIMES
READ file NEXT RECORD record WITH LOCK
REWRITE record
COMMIT-TRANSACTION
END -- End of Scan Transaction
CLOSE FILE

The relevant measures of Scan are:

Elapsed time: The average time between successive BeginTransaction
steps. If the data 1is buffered in main memory, the flush to

disc must be included.
Cost: the time weighted system cost of Scan.

In theory, a fast machine with a conventional disc and flawless
software could do Scan in .1 second. In practice elapsed times range
from 1 second to 100 seconds while costs range from .001$ to .1$.
Commercial systems execute scan for a penny with ten second elapsed

time.,

12



The DebitCredit Benchmark

The Sort and Scan benchmarks have the virtué of simplicity. They can
be ported to a system in a few hours if it has a reasonable software
base -- a sort utility, Cobol qompiler and a transactional file
system. Without this base, there is not much sense considering the

system for transaction processing.

The DebitCredit transaction is a more difficult benchmark to describe
or port -- it can take a day or several months to install depending on
the available tools. On the other hand, it 1is the simplest

application we can imagine.

A little history explains how DebitCredit became a de facto standard.
In 1973 a large retail bank wanted to put 1its 1,000 branches, 10,000
tellers and 10,000,000 accounts online. They wanted to run a peak load
of 100 transactions per second against the system. They also wanted
high availability (central system availability of 99.5%) with two data

centers.

The bank got two bids, one for 5M$ from a minicomputer vendor and
another for 25M$ from a major-computer vendor. The mini solution was
picked and built [Goodl. It had a G50KS$S/TPS cost whereas the other
system had a 250K$/TPS cost. This event crystalized the concept of
cost/TPS. A generalization (and elaboration) of the bread-and-butter
transaction to support those 10,000 tellers has come to be variously

known as the TP1, ET1 or DebitCredit transaction [Gray].
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In order to make the transaction definition portable and explicit, we
define some extra details, namely the communication protocol (x.25)

and presentation services.

The DebitCredit application has a database consisting of four record

types. History records are 50 bytes, others are 100 bytes.

* 1,000 branches ( .1 MDb, random access )
* 10,000 tellers ( 1 Mb random access)
* 10,000,000 accobunts ( 1 Gb random access)
* a 90 day history ( 10 Gb sequential ).

The transaction has the flow:
DebitCredit:

BEGIN-TRANSACTION

READ MESSAGE FROM TERMINAL (100 bytes)

REWRITE ACCOUNT  (random)

WRITE  HISTORY (sequential)

REWRITE TELLER (random)

REWRITE BRANCH (random)

WRITE MESSAGE TO TERMINAL (200 bytes)

COMMIT-TRANSACTION
A few more things need to be said about the transaction. Branch keys
are generated randomly. Then a teller within the branch is picked at
random. Then a random account at the branch is picked 85% of the time
and a random account at a different branch is picked 15% of the time.
Account keys are 10 bytes, the other keys can be short. All data
files must be protected by fine granularity locking and logging. The
log file for transaction recovery must be duplexed to tolerate single
failures, data files need not be duplexed. 95% of the transactions
must give at least one second response time. Message handling should

deal with a block-mode terminal (eg IBM 3270) with a base screen of 20

fields. Ten of these fields are read, mapped by presentation services

14



and then remapped and written as part of the reply. The line protocol

is x.25.

The benchmark scales as follows. Tellers have 100 second think times
on average. So at 10TPS, store only a tenth of the database. At 1TPS
store one hundredth of the database. At one teller, store only one

ten thousandth of the database and run .01 TPS,

Typical costs for DebitCredit appear below. These numbers come from
real systems, hence the anomaly that the lean-and-mean system does too

many disc ios. Identifying these systems makes an interesting parlor

game.
K-inst I0 TPS KS/TPS ¢/T Packets
Lean and Mean 20 6 400 40 .02 2
Fast 50 4 100 60 .03 2
Good 100 10 50 80 .04 2
Common , 300 20 15 150 .75 4
Funny 1000 20 1 400 2.0 8

The units in the table are:

K-inst: The number of thousands of instructions to run the
transaction., You might think that adding 10$ to your bank
account is a single instruction (add). Not so, one system
needs a million instructions to do that add. Instructions are

expressed in 370 instructions or their equivalent and are

15



fuzzy numbers for non-370 systems.

DiscIO: The number of disc io required to run the transaction. The

fast system does two database IO and two log writes.

TPS: Maximum Transactions Per Second you can run before the largest
system saturates (response time exceeds one second). This is
a throughput measure. The good system peaks at 50

transactions per second.

K$/TPS: Cost per transaction per second. This 1is just system cost
divided by TPS. It is a simple measure to compute. The funny
system costs 400K$ per transaction per second. That 1is, it
costs 400K$ over 5 years and can barely run one transaction
per second with one second response time. The

cost/transaction for these systems is .5E-8 times the K$/TPS.

¢/T: Cost per transaction (measured 1in pennies per transaction).

This may be computed by multiplying the system $/TPS by 5E-9,

Packets: The number of X.25 packets exchanged per transaction. This
charges for network traffic. A good system will send two X.25
packets per transaction. A bad one will send four times that
many. This t;anslates into larger demands for communications
bandwidth, longer response times at the terminals and much
higher costs. X.25 was chosen both because it is a standard

and because it allows one to count packets.
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Observations On The DebitCredit Benchmark

The numbers in the table on page 15 are ones achieved by vendors
-benchmarking their own systems. Strangely, customers rarely achieve
these numbers -- typical customers report three to five times these
costs and small fractions of the TPS .rating. We suspect this is
because vendor benchmarks are perfectly tuned while customers focus
more on getting it to work at all and dealing with constant change and
growth., If this explanation is correct, real systems are seriously
out of tune and automatic system tuning will reap enormous cost

savings.

The relatively small variation in costs 1is surprising -- the TPS range
is 400 but the K$/TPS range is 10. In part the narrow cost range
stems from the small systems being priced on the minicomputer curve
and hence being much cheaper than the mainframe systems. Another
factor is that disc capacity and access are a major part of the system
cost. The disc storage scales with TPS and disc accesses only vary by
a factor of 5. Perhaps the real determinant is that few people will

pay 400 times more for one system over a competing system.

There are definite economies of scale 1in transaction processing --

high performance systems have very good price/performance.
It is also surprising to note that a personal computer with
appropriate hardware and data management software supports one teller,

scales to .01 TPS, and costs 8K$ -- about 800KS$/TPS! Yes, that's an

17



unfair comparison. Performance comparisons are unfair.

There are many pitfalls for the data management system running
DebitCredit. These pitfalls are typical of other applications. For
example, the branch database is a high-traffic small database, the end
of the history file is a hotspot, the log may grow rapidly at 100TPS
unless it is compressed, the account file 1is large but it must be
spread across many discs because of the high disc traffic to 1it, and
SO on, Most data management systems bottleneck on software
performance bugs long before hardware limits are reached [Gawlick],

[(Gray, et all.

The system must be able to run the periodic reporting -- sort merge
the history file with the other account activity to produce 1/20 of
the monthly statements. This can be done as a collection of background
batch jobs that run after the end-of-day processing and must complete
before the next end-of-day. This accounts for the interest 1in the

scan and sort benchmarks.
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Criticism

Twenty four people wrote this paper. Each feels it fails to capture
the performance bugs in his system. Each knows that systems have
already evolved to make some of the assumptions irrelevant (e.g.
intelligent terminals now do distributed presentation services). But
these benchmarks have been with us for a long time and provide a

static yardstick for our systems.

There is particular concern that we ignore the performance of system
startup (after a crash or installation of new software), and
transaction startup (the first time it is called). These are serious
performance bugs in some systems. A system should restart 1in a
minute, and should NEVER lose a 10,000 terminal network because
restart would be unacceptably long. With the advent of the 64kbit
memory chip (not to mention the 1lmbit memory chip), program loading

should be instantaneous.

The second major concern is that this 1is a performance benchmark.
Most of us have spent our careers making high-function systems. It is
painful to see a metric which rewards simplicity -- simple systems are
faster than fancy ones. We really wish this were a function benchmark.

It isn't.
In focusing on DebitCredit, we have ignored system features which pay
off in more complex applications: e.g. clustering of detail records on

the same page with the master record, sophisticated use of alternate
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access paths, support for distributed data and distributed execution,
and so on. Each of these features has major performance benefits.
However, benchmarks to demonstrate them are too complex to be

portable.
Lastly, we have grave reservations about our cost model.

First, our "cost" ignores communications costs and terminal costs. An
ATM costs S50KS over 5 years, the machine room hardware to support it
costs S5K$. The communications costs are somewhere in between.
Typically, the machine room cost is 10% of the system cost. But we
can find no reasonable way to capture this "other 90%" of the cost.
In defense of our cost metric, the other costs are fixed, while the

central system cost does vary by an order of magnitude

Second, our "cost" ignores the cost of development and maintenance.
One can implement thé DebitCredit transaction in a day or two on some
systems. On others it takes months to get started. There are huge
differences in productivity between different systems. Implementing
these benchmarks is a good test of a system's productivity tools. We
have brought it up (from scratch) in a week, complete with test
database and scripts for the network driver. We estimate the leanest-
meanest system would require six months of expert time to get
DebitCredit operational. What's more, it has no Sort utility or

transaction logging.
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Third, our "cost" ignores the cost of outages. People comprise 60% of
most DP budgets. People costs do not enter into our calculations at
all. We can argue that a system with 10,000 active wusers and a 30
minute outage each week costs 100KS$/TPS just in lost labor over five

years. Needless to say, this calculation is very controversial.
In defense of our myopic cost model, it is the vendor's model and the

customer's model when money changes hands. Systems are sold (or not

sold) based on the vendor's bid which is our cost number.
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Summary

Computer performance is difficult to quantify. Different measures are
appropriate to different application areas. None of the benchmarks
described here ‘use any floating point operations or logical
inferences. Hence MegaFLOPS and GigaLIPS are not helpful on these
applications. Even the MIPS measure is a poor metric -- one software
system may use ten times the resources of another on the same

hardware.

Cpu power measures miss an 1important trend in computer architecture:
the emergence of parallel processing systems built out of modest
processors which deliver impressive performance by wusing a large
number of them. Cost and throughput are the only reasonable metrics

for such computer architectures.

In addition, input-output architecture largely dominates the
performance of most applications. Conventional measures ignore input-

output completely.

We defined three benchmarks, Sort, Scan and DebitCredit. The first two
benchmarks are really measure the system's input/output performance.
DebitCredit is a very simple transaction processing application.

Based on the definition of DebitCredit we defined the Transactions Per

Second (TPS) measure:
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TPS: Peak DebitCredit transactions per second with 95% of the

transactions having less than one second response time.

TPS is a good metric because it measures software and hardware

performance including input-output.

These three benchmarks combined allow performance and

price/performance comparisons of systems.

In closing, we restate our cavalier attitude about all this: "Actual
performance may vary depending on driving habits, road conditions. and
queue lengths ~- use these numbers for comparison purposes only". Put
more bluntly, there are lies, damn lies and then there are performance

measures.
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Top Gun Benchmark tasks 02/16/87

Starting February 16, 1987

Verify sources with inspect.

Generate script with new delta values.

Alter specific account and delta values throughout a script
Fup load script

Down six unused Enscribe volumes

Poke around SQL database at will

Begin SQL sessions on 32.5 VLX configuration
Reset balance for specified key ranges on VLX and EXT
Begin high tx rate run
Monitor response time on interactive terminal
for VLX and EXT partitions
End response timings
Audit proof at interactive terminal
Begin transaction
Modify account on node \x
Select account and verify change
Down primary or backup audit trail on node \x
Select account and verify change
Abort transaction
Select account and verify change backout
Revive downed disc
Repeat audit proof on EXT?
End test

Reset balance for specified key ranges on VLX and EXT
Begin high tx rate run
Monitor response time on interactive terminal
for VLX and EXT partitions
End test

Reset balance for specified key ranges on VLX and EXT
Begin lower tx rate run
Monitor response time on interactive terminal
for VLX and EXT partitions
End test

Reset balance for specified key ranges on VLX and EXT
Begin lowest tx rate run
Monitor response time on interactive terminal
for VLX and EXT partitions
End test

Reset balance for specified key ranges on VLX and EXT
Begin highest tx rate run
Monitor response time on interactive terminal
for VLX and EXT partitions
End test

Tandem Computers - Proprietary and Confidential



Top Gun Benchmark tasks 02/16/87

Begin SQL sessions on 16 VLX configuration
Generate script with the delta values.
Alter specific account and delta values throughout a script
Fup load script
Poke around SQL database at will
Reset balance for specified key ranges on VLX and EXT
Begin high tx rate run
Monitor response time on interactive terminal
End test

Reset balance for specified key ranges on VLX and EXT
Begin high tx rate run

Monitor response time on interactive terminal
End test

Reset balance for specified key ranges on VLX and EXT
Begin lower tx rate run

Monitor response time on interactive terminal
End test

Reset balance for specified key ranges on VLX and EXT
Begin lowest tx rate run

Monitor response time on interactive terminal
End test

Reset balance for specified key ranges on VLX and EXT
Begin highest tx rate run

Monitor response time on interactive terminal
End test

Tandem Computers - Proprietary and Confidential



Top Gun Benchmark tasks 02/16/87

Begin Enscribe sessions on 16 VLX configuration
Up six Enscribe volumes / Down six SQL volumes
Generate script with the delta values.
Alter specific account and delta values throughout a script
Fup load script
Load Enscribe database
Poke around Enscribe database at will

Begin high tx rate run

Monitor response time on interactive terminal
End test

Reload a partition to reset balances for specific key ranges
Verify with Enform
Begin high tx rate run
Monitor response time on interactive terminal
End test

Reload a partition to reset balances for specific key ranges
Verify with Enform
Begin lower tx rate run
Monitor response time on interactive terminal
End test

Reload a partition to reset balances for specific key ranges
Verify with Enform
Begin lowest tx rate run
Monitor response time on interactive terminal
End test

Reload a partition to reset balances for specific key ranges
Verify with Enform
Begin highest tx rate run
Monitor response time on interactive terminal
End test

Tandem Computers - Proprietary and Confidential
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WHY THE BENCHMARKS?

« TO DEMONSTRATE THAT NonStop/SQL :

- WORKS
- DISTRIBUTED
- NO PERFORMANCE PENALTY USING SQL

LINEAR GROWTH
SCALEABLE (EXT TO VLX)

GOOD PRICE / PERFORMANCE

NO LIMIT ON PERFORMANCE



THE DEBITCREDIT "STANDARD"

« THE TRANSACTION

READ 100 BYTES FROM TERMINAL ;
BEGIN TRANSACTION ;
UPDATE account BY DELTA ;
UPDATE teller BY DELTA ;
UPDATE branch BY DELTA ;
INSERT INTO history ;
COMMIT TRANSACTION ;

WRITE 200 BYTES TO TERMINAL ;

© Tandem Computers Inc. 1987



THE DEBITCREDIT "STANDARD"

« THE DATABASE FOR A 1 TPS SYSTEM

« THE "ABT" FILES:

100,000 - 100 BYTE ACCOUNT RECORDS
10 -100 BYTE BRANCH RECORDS
100- 100 BYTE TELLER RECORDS

2,590,000 - 50 BYTE HISTORY RECORDS

(90 days online history file, this is
included in the "standard" to compare
disk storage cost )

« THINK TIME - 100 seconds

100 terminals / 100 seconds think time = 1 TPS

© Tandem Computers Inc. 1987



RESPONSE TIME

SIMULATOR TEST
SYSTEM SYSTEM

CLOCK 1

SEND READ
BEGIN TRANSACTION
UPDATE ACCOUNT
UPDATE TELLER

UPDATE BRANCH

INSERT HISTORY

COMMIT TRANSACTION
READ WRITE

CLOCK2

RESPONSE TIME = CLOCK2 - CLOCK1

NOTE :
THE STANDARD SPECIFIES THE RESPONSE TIME AS THE

ELAPSED TIME BETWEEN THE LAST BIT ENTERING THE
TEST SYSTEM TILL THE TIME THE FIRST BIT LEAVES

THE SYSTEM.

Tandem Computers Inc March 16, 1987



THE DEBITCREDIT "STANDARD"

« OTHER DETAILS

« THROUGHPUT OR TPS RATING

TPS IS SPECIFIED AS THE TRANSACTION RATE

AT WHICH 95% OF THE TRANSACTIONS HAVE
A RESPONSE TIME OF LESS THAN OR EQUAL
TO 1 SECOND.

« DISTRIBUTED

15% OF TRANSACTIONS ARE INTER-BRANCH

« COST

MEASURED AS THE 5 YEAR COST OF HARDWARE
AND SOFTWARE PURCHASE AND MAINTENANCE

« THE BOTTOM LINE

COST PER TPS

e.g. A $250,000 system which can do 5 TPS has
a cost per tps of $ 50,000.( $ 250,000 / 5 tps)

© Tandem Computers Inc. 1987



TANDEM'S TWO DATABASE

SYSTEMS
ENSCRIBE NonStop / SOL
RELATIONAL DDL RELATIONAL DDL
RECORD-AT-A-TIME DML RELATIONAL DML
DISTRIBUTED DISTRIBUTED
TRANSACTION PROTECTED TRANSACTION PROTECTED

© Tandem Computers Inc. 1987



- HARDWARE USED

« FOR DEBIT-CREDIT SYSTEMS

« FOR THE TERMINAL SIMULATORS

« FOR COMMUNICATION

Tandem Computers Inc March 16, 1987



* DEBIT-CREDIT SYSTEMS

« 4 NODES CONNECTED VIA FOX

« EACH NODE 8 VLX PROCESSORS
- TOTAL OF 32 VLX PROCESSORS

« 8 MBYTES MEMORY PER PROCESSOR
- TOTAL OF 256 MBYTES MEMORY

« 10 MIRRORED DISK VOLUMES PER NODE
- TOTAL OF 40 MIRRORED DISK VOLUMES

« 1 EXT10 SYSTEM

« 4 MBYTES MEMORY PER PROCESSOR

« 2 MIRRORED DISK VOLUMES

« CONNECTED VIA 9600 BAUD EXPAND
LINE TO A VLX NODE

© Tandem Computers Inc. 1987
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FOR TERMINAL SIMULATORS

« 10 TXP PROCESSORS
« 4 MBYTES MEMORY PER PROCESSOR

« 8 MIRRORED DISK VOLUMES

© Tandem Computers Inc. 1987
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COMMUNICATION HARDWARE

26 BITSYNC CONTROLLERS

« 4 BITSYNCS PER VLX NODE, 16 FOR 4 NODES
* 1 BITSYNC FOR THE EXT10 SYSTEM

* 9 BITSYNCS FOR THE SIMULATOR SYSTEM

33 X25 LINES

« 8 LINES PER VLX NODE, 32 FOR 4 NODES

«1 LINE FOR THE EXT10 SYSTEM

33 MODEM ELIMINATORS (56 KB/SEC)

« FOR THE 33 X25 LINES

1 MODEM ELIMINATOR (9600 B/SEC)

» FOR THE EXPAND LINE CONNECTING THE EXT10

© Tandem Computers Inc. 1987
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« DATABASE SIZE FOR WHOLE SYSTEM

ACCOUNT FILE
- 33 PARTITIONS, 26 MILLION REC

TELLER FILE
- 33 PARTITIONS, 26000 RECORDS

BRANCH FILE
- 33 PARTITIONS, 2600 RECORDS

HISTORY FILES
- ONE PER NODE, TOTAL 5 FILES

« TOTAL DATABASE EXCLUDING HISTORY
FILES WAS OVER 2,700 MBYTES.

© Tandem Computers Inc. 1987
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« ALL STANDARD SOFTWARE USED

B41 SOFTWARE

« PATHWAY

« COBOL SERVERS FOR ENSCRIBE

« COBOL/SQL SERVERS FOR NonStop/SQL
« SCOBOL TCP

« TMF

© Tandem Computers Inc. 1987



SIMULATOR
SYSTEM TEST SYSTEM

READ
(( SEND-REPLY
WRITE

READ

BEGIN TRANSACTION
SEND - REPLY

END TRANSACTION

REPLY /

SERVER
READ

UPDATE ACCOUNT
UPDATE TELLER
UPDATE BRANCH

INSERT HISTORY
REPLY

ET1 - SETUP

Tandem Computers Inc March 16, 1987
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DEVIATIONS FROM "STANDARD" DURING TESTING

« OVERDONE

« TRANSACTION ARRIVAL PATTERN

« THE "STANDARD" DOES NOT SPECIFY THE DISTRIBUTION
ARRIVALS FOR THE TRANSACTIONS. FOR THIS TESTING
A RANDOM ARRIVAIL, WITH CONSTANT MEAN RATE WAS
USED. (i.e. the distribution of the inter-arrival times was

exponential )

« RANDOM DISTRIBUTION OF ARRIVALS CAUSES GREATER
FLUCTUATIONS IN THE RESPONSE TIMES OF THE
TRANSACTIONS AS COMPARED TO THE A UNIFORM

OR CONSTANT ARRIVALS.

« RANDOM ARRIVALS IS MOST REALISTIC FOR OLTP

SYSTEMS

© Tandem Computers Inc. 1987



« OVERDONE

« RESPONSE TIME MEASUREMENTS

« RESPONSE TIMES WERE MEASURED IN THE SIMULATOR

SYSTEMS. THIS WOULD ADD BETWEEN 150 TO 180
MILLISECONDS TO THE RESPONSE TIMES AS COMPARED

TO THE "STANDARD".

« DATABASE SIZE

« THE DATABASE WAS OVERSIZED. THE DATABASE

WAS SIZED FOR 260 TPS.

© Tandem Computers Inc. 1987
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« OVERDONE
« ALL DISCS WERE MIRRORED

« THE "STANDARD" STATES THAT ONLY LOG (TMF) DISK

NEEDS TO BE MIRRORED.

« ALL DISCS USED FOR THE BENCHMARK WERE

MIRRORED.

© Tandem Computers Inc. 1987
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« UNDERDONE

« THROUGHPUT MEASUREMENTS

ALL TPS MEASUREMENTS ARE COMPARED AT 90%
OF TRANSACTIONS COMPLETING IN LESS THAN OR

EQUAL TO TWO SECONDS.

THIS WAS DONE SO THAT A COMPARISION ON THE
SAME BASIS COULD BE DONE ACROSS THE TANDEM
PROCESSOR LINE. (e.g. It would be unrealistic to measure
the EXT10 system and compare its throughput at 95%

transactions completing in less than or equal to 1 second.)

© Tandem Computers Inc. 1987



or

« UNDERDONE

« NUMBER OF TERMINALS SIMULATED

THE NUMBER OF TERMINALS SIMULATED WERE EQUAL
TO THE NUMBER OF BRANCHES (2,600) INSTEAD OF
THE NUMBER OF TELLERS (26,0000 AS SPECIFIED IN

THE "STANDARD".

MOST CUSTOMERS WOULD USE CONCENTRATORS FROM
THE BRANCHES TO THE DATABASE SYSTEMS.

THE 10 TERMINALS AT EACH BRANCH WOULD
NORMALLY BE CONNECTED THROUGH A SINGLE
CONCENTRATOR. HENCE THE NUMBER OF TERMINALS
SIMULATED WERE EQUAL TO THE NUMBER OF

CONCENTRATORS ( 2,600).

© Tandem Computers Inc. 1987
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WHY THE AUDITOR?

« VALIDATE HARDWARE USED
« VALIDATE BENCHMARK IMPLEMENTATION
« VALIDATE MEASUREMENTS

« AUDITOR - Codd & Date Consulting Group

© Tandem Computers Inc. 1987
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NonStop/SQL - Response time vs. throughput ET1 with TMF
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in seconds -
90%

32 VLX - Response time vs. throughput ET1 - with TMF - NonStop/SQL
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8 VLX - PROCESS BUSY PER TX
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Response time
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TPS PER PROCESSOR - LINEARITY - 1 NODE TO 4 NODES
ET1 with TMF and Nonstop/SQL
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TOP GUN sizing

The 32 VLX processors were configured as four systems of eight processors each.
The next page shows the eight processor Mackie diagrams.

Having sized the VLX processors at 8§ TPS each, the EXT10 system was sized as 1/2 of a
VLX processor.

The following page shows a two processor EXT10 system Mackie diagram.



-+ L
e
1
T
e
—1
]

T
T

i
O
0]
TR e

o=

T OO OO OO e

ee
§ IR
[ CEee
B0 e

O




Example node: With Mirrored disk config.
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S System disk
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TG .3ktps Benchmark ver 6.4 June 5, 1987

This document provides an overview of the SQL and ENSCRIBE benchmarks to be performed by
Tandem. Included in this document are: 1) A high level description of the experiments to be run;
2) A sizing of the benchmark, including the equipment to be used; and 3) A schedule of events
along the way. Currently open issues and status will appear in separate documents and mail
messages.

Experiments

The experiments scheduled are based upon the ET1 standard published in Datamation on April
1, 1985. Exceptions from that standard are the use of conversational terminals instead of block
mode devices and lines submit transactions once every ten seconds. This simulates ten attached
terminals per X.25 line, each with a 100 second think time.

The benchmarks are intended to demonstrate the performance of Tandem/SQL and ENSRCIBE
over a range of system sizes. Additional tests will be run up to a 32 VLX processor configuration
which is expected to deliver the following TPS ratings. The intent of these tests is to demonstrate
the linearity of Tandem systems. To demonstrate performance and function of remote systems, an
EXT10 will be processing distributed transactions during some of the tests.

To size the benchmark the following areas are discussed here:

Driver system CPU requirements
Communication line requirements
Database sizing

disk and controller requirements
Memory requirements

System Configurations

Next the deliverables of the benchmark are discussed:
Description of the benchmark as run.
Disclosure details of tests.
Results.
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TG .3ktps Benchmark ver 6.4 March 12, 1987
Driver system CPU requirements,

Assumptions:

Must drive 256 TPS.

TXP processors.

X.25 protocol.

340 Bytes per transaction.

56kb lines.

System software on the driver may be "non released software".
256 Byte X.25 packet size.

Measured CPU components with TXGEN driver.

Description TXP CPU ms

X.25 10 Process and Interrupts ZOrhs
Transaction Driver Process 3ms

Predicted CPU requirements for Driver (Remote Terminal Emulation or Driver) system.
23ms per TX total CPU requirement estimated for driver with C0O0.
23 *256 = 5.888 TXP seconds per second.
Assuming 75% CPU busy: 5.888/.75=7.80or 8 TXPs
This assumes CPU balancing is perfect. Ten TXPs will be used to drive 256 TPS. Sixteen
processors are available and built as a single system. Each processor pair on the driver system will

generate the transactions for an 8 processor VLX. The last CPU pair will drive the EXT10 system
and provide spare capacity.
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i ine requiremen
Assumptions:
Must drive 256 TPS.
TXP processors (driver side).
X.25 protocol.
340 Bytes per transaction.
56kb lines.

SBS-4 (6105) a/k/a Single Board Sage is planned
6104 bit sync controllers may be substituted for 6105s.

Required bandwidth

340 bytes per tx * 256 TPS = 87,040 Bytes per second
= 87.04 KB/s

Bandwidth per line

56Kbps line = 7KB/s (read or write)
At 40% capacity 2.8 KB/s

So 87.04 KB/s
2.8KB/s = 31.08 or 31 lines at 40%

If 4 lines per SBS-4 controller are assumed
This means 31/4 or 8 controllers = 16 Total (Driver + Debit-Credit at 40%)

Or if 2 lines per bit sync controller is assumed (SBS-4 controllers not available)
This means 31/2 or 16 controllers = 32 Total (Driver + Debit-Credit at 40%)

These figures do not include the 2 extra controllers to drive and foreward transactions to the
EXT10. The EXT10 comes with it’s own 6105 controller. However the Driver system will need a’
controller to drive the EXT10. One of the VLX systems will require an expand line for the
distributed remote transactions from the EXT10.

The cost for a bit sync controller for 5 yrs is approximately $10,000. If we use eight additional
controllers on the Debit-Credit (or 16 additional bit sync controllers in total) we will add $80k to
our 5 year cost. This adds only $250 to $350 per transaction to our cost which is expected to be
around $50k/t/s for 5 year system cost.

Each active line (32 on VLX side) will require a modem eliminator for clocking the bit sync
controller ports. Joining these 32 will be two additional modem eliminators for the EXT10 Expand
and X.25 lines.

Summary:

32 Active 56kb lines.
1 Active 9.6kb line for EXPAND between a VLX and the EXT10.
1 Active 37kb line for X.25 lines into the EXT10.

34 Modem eliminators

19 SBS-4 Controllers (10 on Debit-Credit side* and 9** on the Driver side)
or
33 Bit sync Controllers (17 on Debit-Credit side plus a 6105 on the EXT10
and 17 bit sync controllers on the Driver side)

* 8 on VLX, 1 on VLX for Expand to EXT10 and one in the EXT10.
ke 8 to drive VLX, 1 one to drive EXT10
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Database Sizing

Assumptions:

Datamation standard, sized to maximum TPS rating of system.
Expected VLX transactions per processor per second is eight.
Eight processor systems need a 64 TPS database per node.

A four processor system would have half the database spread over
half the number of discs and CPUs. The partitions themselves would
be identical.

The 260 TPS database distributed over S systems will look as follows:

File name Record Number File File
Size  of records Size Type
Account 100 26m 2.6gb Key Seq partitioned - 12 byte key
Branch 100 2.6k 260kb Relative partitioned
Teller 100 26k 2.6mb Relative partitioned
History 50 1/tx - Entry Sequenced

A 64 TPS database on each VLX node will look as follows:

File name Record Number File File
Size  of records Size Type
Account 100 6.4m 640mb Key Seq partitioned - 12 byte key
Branch 100 640 64k Relative partitioned
Teller 100 6.4k 640k Relative partitioned
History 50 1/tx See Table Entry Sequenced

A 8 TPS database on each VLX partition will look as follows:

File name Record Number File File
Size  of records Size Type
Account 100 800k 80mb Key Seq partitioned - 12 byte key
Branch 100 80 8k Relative partitioned
Teller 100 800 80k Relative partitioned
History Not partitioned See sizing equation for History file.

The 4 TPS database on the EXT10 partition will look as follows:

File name Record Number File File
Size  of records Size  Type

Account 100 400k 40mb Key Seq partitioned - 12 byte key
Branch 100 40 4k Relative partitioned

Teller 100 400 40k  Relative partitioned

History Not partitioned See sizing equation for history file.
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Cache sizing

Account file cache calculation assumptions:
4k blocking on Account file
200 keys per index block
Indexes to be cache resident.

800000 records / 40 records per block = 20000 datablocks per Account partition.
20000 index pointers at 200 pointers per block = 100 4k index blocks per Account partition.
100/ 200 = < 1 root index block .

101 4kbyte index blocks per Account partition
250 4kbyte data blocks to assure data blocks are LRU.
Partitions with 500 blocks total cache.

Branch and Teller cache calculations:
512 Byte blocking
127KB Branch file + 127KB Teller file = 256 KB of Branch and Teller data
(These files are overpopulated to achieve the desired partitioning)
256000/512 = 500 .5k cache blocks per Branch/Teller partition

Total primary disk cache requirements: 351 4k blocks or 1.56 mb Account cache
500 .5k blocks or .256 mb Branch and Teller cache

Total primary cache per partition = 1.65mb or 3.3mb per CPU including the
backup disk processes cache.
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Disk and Controller requirements

Assumptions:

8 TPS per partition (account, branch, teller) is peak access rate.

1 partition per CPU

1 Account read per tx

1 Account write per tx

16 IOs per partition (at 8 TPS / CPU) is acceptable and will provide reasonable
response times.

1 History file disk per system (8 CPU or 4 CPU) shared with system disk.
1 Mirrored Audittrail per system. (Mirrored audittrails are a requirement of ET1)

Mirroring of the application database is not a requirement for ET1. Two different
Pricing calculations will be made. If desired a non-mirrored test can be run to
verify performance expectations. See "ET1 mirrored vs Non-mirrored" document.

Each system will have:

» eight mirrored volumes for each of the account, branch and teller partitions
(V8 drives are cost-effective and suitable for the task with enough space)

* one volume containing both history and system files

* one audittrail volume

Summary:

A total of 10 mirrored volumes or 20 disk drives per 8 CPU node. With this
configuration the physical IOs on the account branch and teller partitions would
consist of a read from the primary or mirror and a write to the primary and mirror
disk. The history file with 4k blocks (Each containing 80 records per block) will
require 2 IOs for every 80 transactions. At 64 TPS this is about 1.25 IOs / second.

For non-mirrored application database files, the disk compliment would be reduced
in the following way. One less for each of the account, branch and teller partition
disks or 8 fewer disks, also the history volume mirror could be deleted for a total
reduction of 9 disks. This brings the total number of disks per node to 11. The
history file disk space and controllers required to store 90 days of transactions must
still be added.
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Memory and process requirements

Assumptions:

We will not exceed 8mb per CPU. The cost would be $6k per TPS to upgrade all
CPUs to 16mb.

Caches are about 3.5mb/CPU
OS requirement 2+ mb
TCP requirements for 2.5 TCPs per CPU = .5mb

There will be 80 concurrent X.25 circuits per CPU or 640 per 8 processor node. At
8 TPS/CPU this would require an inter-circuit arrival time of 10 seconds.

The ET1 specification calls for a think time of 100 seconds per teller which would |
require one hundred terminals per transaction per second, or 800 per CPU for a total
of 6400 terminals per node.

With 80 circuits per CPU and 8 CPUs per system this equals 640 circuits per
system. With 32 branch circuits per TCP, 20 TCPs per system are required.
This averages out to 2.5 TCPs per CPU.

Each TCP requires 100k bytes for stack plus 400 bytes per circuit for context or
100k + 1000 * 32 = 132k bytes of data per TCP,

132k * 2.5 = .33 mb TCP data per CPU + .1mb TCP code per CPU for

a total of .45 or .5mb / CPU for TCPs.

*Current measurements show the TCP code per CPU to be about 50 pages or
100k bytes.

The autorestart option will be for TCPs, so no backup TCP or checkpointing to the |
backup TCP will be required. Additionally IDS support will be used for the
terminals.

Server requirement .48mb for 20 SQL servers.
COBOL/SQL Server process measurements.

Code space 120k / CPU
Stack & PFS 18k / server

Eight servers per TCP = 20 Servers per CPU.
120k + 18k * 20 = 480 or .48mb of servers per CPU
Enscribe Server process measurements.

Code space 40k / CPU
Stack & PFS 10k / server

Eight servers per TCP = 20 Servers per CPU.
40k + 10k * 20 = 240 or .24mb of servers per CPU
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System Configuration

The Mackie diagram shows the full size of the benchmark. Each of the 4 VLX nodes is
configured as shown by the systems at the top of the diagram. The one exception will be the forth
system which will also require an Expand link to the EXT10. The example nodes demonstrate the
following three system configurations:

Example node descriptions:

Full disk benchmark configuration '
This is the basic system configuration, All systems are physically configured this way.

Mirrored disk configuration
This is the configuration of the systems as they are run. Only discs which are utilized
are shown. This is NOT the pricing configuration. The 90 day history file requirement
must be added onto the 5 year cost. This then is the 5 year price configuration (burdened
with mirrors).

Un-mirrored disk configuration
This is the configuration of the systems if the database were not mirrored. The audittrail
still must be mirrored. Once again , this is NOT the pricing configuration. The 90 day
history file requirement must be added onto the 5 year cost. This then is the 5 year price
configuration.

System software requirements

Required software by product;
Guardian, Pathway, TMF, DDL, COBOL, SQL stuff, X.25 and EXPAND
SORT should also be included.

Simple costing would include. -
Guardian 90XF ( Guardian, Pathway, TMF and DDL)
COBOL and SQL Stuff
X.25 and EXPAND

90 Day history file requirement

The amount of disk required to store 90 days of the History file online has been calculated
with the following assumptions. The average transaction load is 1/3 of the peak. Also, 24 hour a
day 7 day a week operation is assumed. The EXT10 is the most sensitive to changes because of
low entry cost and not enough in-cabinet growth capacity.

For the VLX nodes:
(208 TPS peak * 1/3 average ) * 60 seconds * 60 minutes * 24 hours * 90 days * 50 bytes =

26,956,800,000 bytes or 27 GB for 4 VLX nodes or 6,750,000,000 bytes or 6.7 GB per node.
This should be about 6.7 GB per node, and require 16 XL.8 volumes or 2 XL8 drives, assuming a
non-mirrored long term history file. The initial cost is about S00k$ to support 90 days of 64tps
banking for about 7,8008$ per transaction per second.

For the EXT10 node:
(3 TPS peak * 1/3 average ) * 60 seconds * 60 minutes * 24 hours * 90 days * 50 bytes =

388,800,000 bytes or 389 MB for the EXT10. The best option is to replace the internal drives and

controllers with an XIL4. A mirrored volume configured as audittrail, the other with the entire
online database and 90 days of history.
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Example node: With Mirrored disk config.

ABT, S | H

ABT

N\

QO[]

ABT Audit ABT

ABT Account Branch & Teller partitions
H History file (one per node)
S System disk

6. /0
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T1 Benchmark deliverabl

The objective here is a full and complete description of the test run that was run and results
that were obtained. To achieve this the following information will be made available:

Description of the benchmark

Application description
Database description
Requestor description
Server description

isclosur: ils of

Implementation details of application
Number of terminals and think times
Database layout including locality of reference
physical size including indexes
TCP configuration
Terminals per TCP
TCP options selected

Implementation details of system software configuration
OS revision level and relevant sysgen options
Expedited buffers, etc
Number of disk processes and type
Communication lines and type

System hardware configuration
Including price of required configuration.
Initial cost including installation (free).
Cost of ownership (other Tandem charges) for five years

Results disclosur ription

Response time versus throughput curves.
95th percentile
90th percentile
Average

CPU consumption per transaction
Total ‘
By process

IOs per transaction

By file type
By device

Device utilizations
Discs
Processors
Comm Lines

Driver system details
CPU per tx and total, disk IOs.
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Schedule of events

Dec 31 Equipment ordered for Benchmark center.

Jan § Publish the following:
This Schedule
The Mackie diagrams for 8 x 4 configuration
The memory margin expected.
The comm sizing calculations.
The preliminary DB sizing.
Jan 5 Investigate changes to the driver to reduce the hardware resource requirements of the
RTE system.
Jan 5 Have VLX four processor system up and running \Tino.
Jan 6 Have Build 12 installed on \Tino and \Cuper.
Jan 7 Unittest ET1 in a multi user environment.
Jan 7 Determine ET1 driver status; Distribute driver.
Jan 8 Complete a full ET1 SQL measurement.
Jan 12 Harald performing Enscribe tests.
Jan 14 Formalize the DB layout (send to Harald too) into a publishable description.
Jan 15 Meet w/ Codd-Date Auditor Tom Sawyer.
Jan 16 Checkpoint of plan to all involved (Will Jan 20th milestones be met?)
Jan 20 All three sites should be activly persuing:
B' Center Continued system configurations comm, fox, etc.
Frankfurt Proceeding with network enscribe on 1 x 4 thru 4 x 4. (2x47)
Ridgeview  Complete 1 x 4 tests; Complete other tests; Test software fixes
as delivered from Tandem/SQL group, etc. ReTest as necessary.
Jan 20 Publish results of 1 x 4. With only 500 terminals, this is to further assure the
results for the 32 VLX benchmark.
Jan 20 Tom Sawyer familiar with the benchmark
Jan 21 Train arms and legs as needed (at least one Cupertino person to go to Germany).
Jan 28 Transmittal of updated version of plan to Cupertino from Germany

Jan 29 Network testing of Enscribe and SQL ET1 configurations should be complete.
Jan 29 Failure mode tests defined. Capabilities established and coded software.
Jan 29 Communication hardware decision (6105s if available).

Feb 2 Review formal presentation Gray & Enright (in Cupertino)

Feb 3 Have driver system and COMM hardware installed and tested at PSG.

Feb 3 Formal presentation to Tom Sawyer of tests to be run.

Feb 4 Begin configuring test on 4 x 8 VLX configuration. Enscribe & Tandem/SQL.

Feb 12 Bring in Tom Sawyer to begin review process.

Feb 12 Publish results of 1 x 8 SQL and Enscribe.

Feb 13 Review test plan with Tom Sawyer.

Feb 13 SQL database built on 34 processors (33 partitions on 5 nodes)
Feb 14 Build scripts and complete first 32.5 VLX SQL run.

Feb 15 Make series of 32.5 VLX SQL runs.

Feb 16 Vacation...Sure. (Dry run with Auditor)

Feb 17 External show for Auditors. Get final debit amounts to be applied to database.
Feb 18 Prepare preliminary reports on 32.5 VLX runs.

Feb 18 Internal failure mode tests.

Feb 20 Park all data on tapes...,etc.

Feb 20 Shutdown/Wrap at benchmark center.

Feb 24 Give Frank Clugage g final report...
Mar 16 Announce to public.
Mar 17Have a cigar & watch the movie...
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Price Performance Summary

Three hardware configurations are shown for price performance
comparison purposes. They are:

o Benchmark compliance, plus additional fault tolerant
capabilities

o Benchmark compliance

o Benchmark compliance without the 90 days of online history
storage requirement

© Tandem Computers Inc. 1987



SUMMARY ( NonStop /SQL)

ET1 - FULL TRANSACTION PROTECTION (TMF)

TPS - 90% 5 YEAR

SYSTEMS AT 2 SEC COST OF K$ / TPS
RESPONSE OWNERSHIP
TIME IN K$
1*8 VLX 58 3,314 56.2
2*8 VLX 106 6,250 58.7
4*8 VLX 208 11,436 59.6
EXT10 4 255 63.8

NOTES: 'compliance plus’

Above cost includes :
- 90 day HISTORY file disk storage requirement
- Dual data paths to 90 days of History data
- All database and Audittrail disks mirrored
- Full list Price (Not discounted)
- Maintenance cost with NPV @ 15% 5 years
- For multiple nodes, Distributed Service Option included in the pricing

© Tandem Computers Inc. 1987
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ET1 - FULL TRANSACTION PROTECTION (TMF)

TPS - 90% 5 YEAR

SYSTEMS AT 2 SEC COST OF K$/TPS
RESPONSE OWNERSHIP
TIME IN K$
1*8 VLX 58 2,995 51.6
2*8VLX 106 5,775 54.5
4 *8 VLX 208 11,436 55.0
EXT10 4 255 63.8

NOTES: 'straight compliance”

Above cost includes :
- 90 day HISTORY file disk storage requirement
- Single data path to 90 days of History data
- Audittrail disk(s) mirrored, Database disks not mirrored
- Full list Price (Not discounted)
- Maintenance cost with NPV @ 15% 5 years
- For multiple nodes, Distributed Service Option included in the pricing
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SUMMARY ( NonStop/SQL)

ET1 - FULL TRANSACTION PROTECTION (TMF)

TPS - 90% 5 YEAR

SYSTEMS AT 2 SEC COST OF K$ / TPS
RESPONSE OWNERSHIP
TIME IN K$
1*8 VLX 58 2,485 42.8
2*8 VLX 106 4,911 46.3
4 *8 VLX 208 9,709 46.7
EXT10 4 194 48.6

NOTES: '"compliance minus 90 day History requirement"

Above cost includes :
- Audittrail disk(s) mirrored, Database disks not mirrored
- Full list Price (Not discounted)
- Maintenance cost with NPV @ 15% S years
- For multiple nodes, Distributed Service Option included in the pricin

© Tandem Computers Inc. 1987



32 VLX - Response time vs. throughput ET1 - with TMF - NonStop/SQL
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----- PARAMETERS === === = = e e e e e e e e e e

Test Title
Test Date
Test Length
Window Length
Tx Log File

Terminals/X25 Line

Tx Arrival Process

Tx Arrival Rate/X25 Line
Tx Arrival Rate/Terminal
Tx Inter-Arrival Time

W nn

nuwwn

Test ALL;RUNO6-32.5;SQL
87-02-19

19:06:55 - 19:31:09 (1454 sec)
19:13:00 - 19:28:00 (900 sec)
\DRIVER.$DMO1.TXGEN.TLOGSUMZ

80 #
RANDOM
8.500 tx/sec
0.106 tx/sec
9.412 sec

ULl LU oW



————— MEASUREMENT RESULTS

Tx Throughput
Tx Response Time

Tx Response Time

Tx Think

Tx Delay

Average
Std Dev
Minimum
Max i mum
Count

10%
20%
30%
40%
50%
60%
70%
80%
20%
95%

Average
Std Dev
Minimum
Max imum
Count

Average
Std Dev
Minimum
Max imum
Count

(vs 2.03)

229.353
2.759
1.426
0.549

142.495

206418

1.550
1.800
2,000
2.250
2.500
2.750
3.150
3.650
4.400
5.100

9.409
9.389
0.001
112.020
155386

1.728
1.737
0.000
94.971
51032

TOPGUN - RESPONSE REPORTS - 4 * 8 VLX SYSTEMS - 229 TPS - NonStop/SQ

tx/sec

sec
sec
sec
sec
#

sec
secC
sec
secC
sec
sec
secC
secC
sec
sec

secC
sec
secC
sec
#

sec
sec
secC
sec
#

(

11.
21,
30.

41
51

75.

24,

7%)
3%)
3%)

.3%)
.5%)
60.
70.
80.
90.
95.

0%)
8%)
7%)
3%)
0%)

3%)

7%)
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Mean Std Min Max Count Thruput
2.759 s 1.426 s 0.549 s 142.495 s 206418 229.353 tx/s

RespTime Count Pct CumPct

0.000 o 0.0

0.100 0 . 0.0

0.200 0 . 0.0

0.300 s} . 0.0

0.400 0 0.0

0.500 0 . 0.0

0.600 g . 0.0

0.700 38 . 0.0

0.800 135 . 0.1

0.900 400 . 0.3 | *

1.000 946 0.7 |*¥***

1.100 1638 . 1.5 |***%kkx

1.200 2611 . 2.8 |#xkdkrkkkrkk

1.300 3832 . 4.7 3 3k % o % % o K K ok K K ok ok ok kK

1.400 4891 7.0 | o ok ok ot sk ok ok ok ok ok o ok ok ke ok ok ok ok ok ek

1.500 6078 10.0 kEkkkkkkk ke ko kkk kR ke kokk kR k

1.800 7098 13.4 |*#**kekkkkhhkhbkkrerhkbhhhrbrehsd

1.700 7739 17.2 FEEEFERRFERFEFRFRFRFRER Rk bRk F*k
1.800 8600 21.3 |[**kkskkrhbdbhhhhkkkhbhhbkhhbbnonsbhbhkks
1.900 9135 25 .7 | vk vk sk e o ok ok ok o ok ok o o ko ok o o o ok ok K K o R ok ok ok ok ok K

« o e

2.000 9356
2.100 9086
2.200 9160
2.300 8960
2.400 8536
2.500 7979
2.600 7515
2.700 6792
2.800 6448
2.900 6019
3.000 5444
3.100 5286
3.200 4803
3.300 4455

30.3 |k kkddknkhknhk bk kR bk ko k kR ki ko ki ok kR ki ok ok ok k
34,7 |Hrkrkkkkkp kR kR AR R Rk R R Rk R Rk
BO.1 |HEFEkEE R E IR E AR E R E AR KRR AR R R Rk R R Rk
43,5 |#¥FF¥kFARKEHFEFREFFREERREF AR R KRR KRR KRk K K
47 .6 |*#kFFkEkrkr ek kb kAR FRRRRRER R R KRB AR ERRE R
1.5 |**¥s*ssdkkerrssrrehbr ke rRrbxn bbbk i

55,1 |*kkrdkk bk rk Rk kR AR AR R KRR AR E RN

B58.4 | ¥ ¥ ¥t e s ek a ek r e e e kb ek b kR RELAS

B1.5 |**kEkrkkrkrkrhkrkrrkrhnekr ik

BA.4 |¥EXEXXEXXEEEFLKELXL R LR RRRE

B7.1 |**¥*dxekkxekrrshrrbheets

B9.6 |*Fkkkkkkkkkk kR kR AR ERE RS

72.0 |*rerrrkkrrerehhknkuks

74,1 |[*ekrkxekrkehrkkRkkk

S NWWARONDO2NWOOO2WOO—=WHADADBNNDDMOMOWODOIN~~O0OO0OO0OO0OO0OO0O

.

3.400 4318 . 76.2 |*kkkrbkhrkkkrrkknksk
3.500 3920 78.1 [k ks kbhhrhkkh
3.600 3682 . 79.9 |¥skeksrkikikisk
3.700 3491 . B1.6 |****ssrrkrkrsx
3.800 3215 . 83.1 Hokokkokok ok k ok kK ok ok
3.900 2902 . B4.5 |*kkkkkkkkdkkx

4,000 2748 . B85.0 |*%%xkkkkkktis

4.100 2628 . 87.1 |*k*xk*krkxx

4,200 2420 . 88.3 |**¥*¥*xx*xxk

e e et s S A NNNNNNOWOWODBDBDAMAMAMLBAWWNN—S,—2O0OO0000000000QO0O

4,300 2169 BO.4 |***kxxxkxs
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1918 0.9 ©9O0.3 [****xukik
1784 0.9 91,2 |#kkbrkkx
1851 0.8 92.0 [***%xxk
1531 0.7 92.7 |**%**xx*
1359 0.7 93.4 |**%¥xx
1230 0.8 94.0 |**wukx
1173 0.6 94.5 [**¥xx
1045 0.5 95.0 |#**#%*
956 0.5 95.5 [***x
853 0.4 95.9 |**x
791 0.4 ©96.3 |[**=*
711 0.3 96.6 |**%
626 0.3 96.9 |[**
581 0.3 97.2 [**
513 0.2 07.5 |**
469 0.2 97.7 |[**
428 0.2 97.9 |*

374 0.2 98.1 |*

382 0.2 98.3 |*

318 0.2 98.4 |*

297 0.1 ©98.6 |*

258 0.1 98.7 |[¥*

226 0.1 98.8 |[*

230 0.1 ©98.9 |[*

200 0.1 99.0

182 0.1 99.1

146 0.1 99.2

131 0.1 99.2

109 0.1 99.3

116 0.1 99.3

104 0.1 99.4

102 0.0 99.4

85 0.0 99.5

73 0.0 99.5

67 0.0 99.6

65 0.0 99.6

60 0.0 99.6

62 0.0 99.8

35 0.0 99.7

64 0.0 99.7

40 0.0 99.7

24 0.0 99.7

58 0.0 099.8

31 0.0 99.8

27 0.0 99.8

23 0.0 99.8

29 0.0 99.8

22 0.0 99.8

22 0.0 885.8

22 0.0 99.8

28 0.0 99.9

23 0.0 99.9

14 0.0 99.9

12 0.0 99.9
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* ET1 Inter-Arrival Time Distribution *

Mean Std Min Ma x Count Thruput
9.842 s 9.094 s 0.671 s 142.495 s 206418 229.3583 tx/s

0.000 0 0.0 0.0

1.000 173 0.1 8.6 T
2.000 11749 5.7 7.8 |**kkkkkkuekkkkkhkkkk T
3.000 25651 12.4 T .2 | dkkok e ok ok ok ok ke e e ok o e e o o ok o ok Tk ok ok o ok ok ok ok ok ok ok sk ok ok ok ok ok
4,000 23813 11.5 6.5 Rk AR KRR KRR R RSk KR TR Rk Rk Rk k kR kk %k
5.000 18788 9.1 6.0 |*kkkkbkkkkkkhkhkkhkkThkkkkkkkkF
6.000 14856 7.2 5.5 |¥kkkkrhkkkkkkbrkk kT ER k%%
7.000 11985 5.8 G.0 |[HekkErre kb ke xRk ETHF

8.000 10409 5.0 4.6 |[FEFEEEEREXRXERT R

9.000 9290 4.5 4.2 |[FkeddkdkokkkkkTH

10.000 8008 3.9 3.8 |[¥¥kEXEEHERXEXT

11.000 7182 3.5 3.5 [H*EFFERERREKT

12.000 6599 3.2 3.2 [¥FEFFXXXEFT

13.000 5782 2.8 2.9 | **FFFERFFT

14.000 5429 2.6 2.7 |k*xkwkkk&T

15.000 4757 2.3 2.4 |#F+xE*T

16.000 4242 2.1 2.2 |**k*Ek T

17.000 3781 1.8 2.0 |*kkkk=*T

18.000 3385 1.8 1.9 |*xxxs7T

19.000 3201 1.6 1.7 |[*#%%xT

20.000 2613 1.3 1.6 |*#%*%*T

21.000 2586 1.3 1.4 [*%**T

22.000 2254 1.1 1.3 | *%*T

23.000 2021 1.0 1.2 |*%*T

24.000 1900 0.9 1.1 *ExT

25.000 1668 0.8 1.0 | *=*T

26.000 1375 0.7 0.9 |[**T

27.000 1344 0.7 0.8 |[**T

28.000 1148 0.6 0.8 |* T

29.000 1031 0.5 0.7 |*T

30.000 927 0.4 0.6 [*T

31.000 894 0.4 0.6 |*T

32.000 791 0.4 0.5 |*T

33.000 728 0.4 0.5 |*T

34.000 602 0.3 0.4 T

35.000 564 0.3 0.4 |T

36.000 514 0.2 0.4 |T

37.000 458 0.2 0.3 [T

38.000 417 0.2 0.3 |T

39.000 345 0.2 0.3 |T

40.000 317 0.2 0.3 |T

41.000 239 0.1 0.2 |T

42.000 257 0.1 0.2 |7

43.000 198 0.1 0.2 |T

44,000 235 0.1 0.2 |T
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————— PARAMETERS === === = = = m o o e o e e e

Test Title
Test Date
Test Length
Window Length
Tx Log File

Terminals/X25 Line

Tx Arrival Process

Tx Arrival Rate/X25 Line
Tx Arrival Rate/Terminal
Tx Inter—Arrival Time

nwnnanun

I T I T I 1}

Test ALL;RUNO5-32.5;SQL
87-02-19

18:06:59 - 18:32:13 (1513 sec)
18:15:00 - 18:30:00 (900 sec)
\DRIVER.$DMO1.TXGEN.TLOGSUMZ

80 #
RANDOM
7.500 tx/sec
0.094 tx/sec
10.667 sec

220 TPS

N

o}

nStop/SQ



----- MEASUREMENT RESULTS

Tx Throughput
Tx Response Time

Tx Response Time

Tx Think

Tx Delay

Average
Std Dev
Minimum
Max imum
Count

10%
20%
30%
40%
50%
60%
70%
80%
90%
95%

Average
Std Dev
Minimum
Max imum
Count

Average
Std Dev
Minimum
Max imum
Count

(vs 2.03)

220.530
1.666
0.649
0.405

58.224
198477

.050
.200
.300
.450
.550
1.700
1.900
2.100
2.500
2.800

[P

10.655
10.644
0.001
128.1569
170328

0.967
0.842
0.000
52.599
28149
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tx/sec

sec
sec
sec
sec
#

secC
secC
sec
sec
secC
sec
sec
sec
sec
sec

sec
secC
sec
sec
#

sec
sec
sec
sec
#

NN NN NN N~

(

85

L1%)
.0%)
1%)
.9%)
L7%)
.2%)
.3%)
.5%)
.9%)
.0%)

.8%)

.2%)
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* ET1 Response Time Distribution *

Mean Std Min Max Count Thruput
1.666 s 0.649 s 0.405 s 58.224 s 198477 220.530 tx/s

0.000 0 0.0

0.100 0 0.0

0.200 0 0.0

0.300 0 . 0.0

0.400 0 . 0.0

0.500 20 . 0.0

0.600 166 . 0.1

0.700 720 0.5 |*

0.800 2268 . 1.6 |****xx*

0.900 5183 4.2 | *kekkxkkrkkk

1.000 8178 . 8.3 FERERERE KRR KRR KRR KKK

1.100 12151 14.5 st s o ok ok sk sk sk sk ok ok ok sk ok sk ok sk ok s ok ok sk s sk ok ok ek

1.200 14881 272 .0 ] %%k kok ok ok ok ok ok ok ok ok ok ok ok ok o ok ok s ok sk ok sk sk ok ok ok ok ok ok ok ok ok ok
1.300 16243 30.1 Hkkkkkkkkkkkkkkkkk kb kkk bk kk Rk kR ek kkk k¥
1.400 17165 BB B ] ok e sk ok ok ko ok ok ok ok ok K ok ok ok ok ook ok ok K K ok ko ok ok ok ok K K K K
1.500 16193 46.9 Ak ok ok ook ok ok ok ok ok ok ok ok ok %k ok ok ok ok ok ok ok ok ok ok ok ok ok ok Rk Xk
1.600 14818 54, 4 | ok ok ok ok ok ok ok ok ok ok ok K o ok ok K ok ok e kR ok ok R ok ok Ok kK kK
1.700 13497 R B 1.2 | ok sk ok ok sk ok ok ok ok K ok ok ok 9k ok 3 o K ok ok ok ok o sk o ok ok ok ok

1.800 11763 . 67.1 ek 3k ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok K kK ok ok kK

1.900 10271 . T2.3 |*kkbxkkkbkkkbhbkbkbkbkkdx

2.000 8750 . T6 T | ok ook ook o ok ok 3k ok ok ke ok ok ok K ok K

2.100 7%19 . BO.5 [ #kkkkadkkokhkkkokkdkkk

2.200 6530
2.300 5510
2.400 4702

83.8 |¥*x*kkkkkkxkEkk¥
86.6 |k krwkkekkk
88.0 |**kkkkkdkrxk

2.500 3897 . 00.9 |*kkkkkkskwn
2.600 3277 02.6 |[k¥¥kxkkx
2.700 2690 93.9 |***k*%

2.800 2219
2.900 1802

95.0 |*¥%***
95.9 |[*k***

- S e NN QOB O P NODODWODLHENODODOANONOI =2 -~ Hb 000000

3.000 1497 66.7 |**¥*
3.100 , 1211 97.3 |*#
3.200 948 . 97.8 |**
3.300 786 . 98.2 |*
3.400 660 . 98.5 |*
3.500 509 . 98.8 |=*
3.600 378 . 99.0
3.700 334 . 99.1
3.800 270 . 99.3
3.900 21 . 2.4
4.000 185 . 99.5
4.100 151 99.5
4.200 117 . 99.6

O00O00OO0O00000OO000 == NNNWWH»AITONDODONDDAN—~~ODODOCOOOCOOCOO

4.300 101 99.6
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9.800 0 0.0 100.0
2.900 1 0.0 100.0
10.000 0 0.0 100.0
18.1G68 i 6.0 1386.6
10.200 0 0.0 100.0
10.300 0 0.0 100.0
10.400 0 0.0 100.0
10.500 o] 0.0 100.0
10.600 0 0.0 100.0
10.700 1 0.0 100.0
10.800 0 0.0 100.0
10.900 1 0.0 100.0
11.000 0 0.0 100.0
11.100 1 0.0 100.0
11.200 0 0.0 100.0
11.300 0 0.0 100.0
11.400 1 0.0 100.0
11.500 0 0.0 100.0
11.600 0 0.0 100.0
11.700 0 0.0 100.0
11.800 0 0.0 100.0
11.900 1 0.0 100.0
12.000 0 0.0 100.0
12.100 0 0.0 100.0
12.200 0 0.0 100.0
12.300 1 0.0 100.0
12.400 o] 0.0 100.0
12.500 0 0.0 100.0
12.600 0 0.0 100.0
12.700 0 0.0 100.0
12.800 a 0.0 100.0
12.900 1 0.0 100.0
13.000 0 0.0 100.0
13.100 0 0.0 100.0
13.200 0 0.0 100.0
13.300 Q 0.0 100.0
13.400 1 0.0 100.0




TOPGUN - RESPONSE REPORTS - 4 * 8 VLX SYSTEMS - 220 TPS - NonStop/SQ

¥ ET1 Inter~Arrival Time Distribution *

Mean Std Min Max Count Thruput
10.809 s 10.527 s 0.446 s 129.222 s 198477 220.530 tx/s

ArrvTime Count Pct Theory

0.000 0 0.0 0.0
1.000 1456 0.7 8.3 |[** T
2.000 24458 12.3 7.6 | kkkkkdokkkokkkkokokkokkkk kb ok kok TRk ok ok ok ok k ok ok k¥ ok
3.000 20911 10.5 6.9 FkkokkkkkkkkkkkkhkkkkkkkThkkkkkkkkkx
4.000 14851 7.5 6.4 Aok ok ok ok ok ok ok ok ok ok k ok ok ok k ok odk ok ok kT ok ok ok
5.000 12359 6.2 5.8 |kkkkkkkkkkkkkkkukkkT*
6.000 11025 5.6 5.4 |FkkkkkpkdhkkkkkkkdT
7.000 10048 5.1 4.9 | FFFXRRFFFFFKEFRKRT
8.000 9113 4.6 4.5 |*kkkxkEkERERERT

9.000 8496 4.3 4.1 # ok ok ko kKR T

10.000 7777 3.9 3.8 |®kkckkdkkkkkk*T

11.000 6920 3.5 3.5 | *kkkkkkkkkkkT

12.000 6321 3.2 3.2 [Hwkkkkkokk*kT

13.000 5637 2.8 2.9 | FFXXXAXEXT

14.000 5508 2.8 2,7 [ FXkEXREXRRXT

15.000 4820 2.4 2.5 | ¥¥RKkEXREKT

16.000 4603 2.3 2.3 | kkEkEEFRET

17.000 3912 2.0 2.1 FRRKRKRT

18.000 3626 1.8 1.9 | *¥kk**T

19.000 3270 1.6 1.8 |*%*%*T

20.000 2889 1.5 1.6 | ¥%%%T

21.000 2772 1.4 1.5 | #%**T

22.000 2546 1.3 1.4 |%***T

23.000 2246 1.1 1.2 | %%%T

24.000 2057 1.0 1.1 | **%*T

25.000 1927 1.0 1.0 | ***T

26.000 1716 0.9 1.0 | **T

27.000 1589 0.8 0.9 [ **T

28.000 1472 0.7 0.8 | **T

29.000 1201 0.6 0.7 | **T

30.000 1172 0.6 0.7 |*T

31.000 1114 0.6 0.6 |*T

32.000 904 0.5 0.6 |*T

33.000 851 0.4 0.5 |*T

34.000 764 0.4 0.5 |*T

35.000 758 0.4 0.4 |*T

36.000 721 0.4 0.4 T

37.000 602 0.3 0.4 |T

38.000 575 0.3 0.3 |T

39.000 469 0.2 0.3 |T

40.000 481 0.2 0.3 |T

41.000 395 0.2 0.3 |T

42.000 398 0.2 0.2 |T

43.000 369 0.2 0.2 |T

44,000 285 0.1 0.2 |T
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TOPGUN - RESPONSE REPORTS - 4 * 8 VLX SYSTEMS - 206 TPS - NonStop/Sé

* ET1 Report (Driver System) - TOPGUN PROJECT ¥
————— PARAMETERS —=—-==—e— e mm e e e e e e
Test Title Test ALL;RUNDO2-32.5;SQL

Test Date
Test Length
wWindow Length
Tx Log File

Terminals/X25 Line

Tx Arrival Process

Tx Arrival Rate/X25 Line
Tx Arrival Rate/Terminal
Tx Inter-Arrival Time

wonwuwn

o nnn

87-02-19

14:01:49 - 14:42:11 (2421 sec)
14:21:00 - 14:36:00 (900 sec)
\DRIVER.$DMO1.TXGEN.TLOGSUMZ

80 #
RANDOM
6.500 tx/sec
0.081 tx/sec
12.308 sec



?/L

----- MEASUREMENT RESULTS

Tx Throughput

Tx Response Time Average
Std Dev
Minimum
Max imum
Count

Tx Response Time 10%
20%
30%
40%
50%
60%
70%
80%
90%
95%

Tx Think Average
Std Dev
Minimum
Max imum
Count

Tx Delay Average
Std Dev
Minimum
Max imum
Count

e tnunnun wnwnnnu

Hwiunoa

(vs 2

206
1

0

0
42

.03)

.040
.271
.485
.335
.176

185436

0
0

1
1
1
1
1

1
1
2

12
12
0
147

.800
.950
.000
. 100
.200
.300
. 400
.600
.900
.200

.290
.222
.001
.797

167514

¢]
0
0
386

.737
.602
.000
.932

TOPGUN - RESPONSE REPORTS - 4 *# 8 VLX SYSTEMS - 206 TPS - NonStop/SQ

tx/sec

sec
sec
sec
secC
#

sec
sec
secC
sec
sec
sec
sec
sec
sec
secC

sec
sec
sec
sec
#

sec
sec
secC
sec

17922 #

FNNNN NN NN AN

(

10.4%)
25.2%)
31.1%)
43.1%)
53.8%)
62.7%)
70.1%)
80.8%)
90.5%)
95.5%)

90.3%)

9.7%)
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TOPGUN - RESPONSE REPORTS - 4 * 8 VLX SYSTEMS - 206 TPS - NonStop/SQ

¥ ET1 Response Time Distribution *

Mean Std Min Max Count Thruput

0.000 0 0.0 0.0

0.100 0 0.0 0.0

0.200 0 0.0 0.0

0.300 0 0.0 0.0

0.400 6 0.0 0.0

0.500 245 0.1 0.1

0.600 1801 1.0 1.1 | **x%

0.700 5879 3.2 4.3 |*FExkEkkExEkrk

0.800 11351 6.1 10.4 |***xkkxrrrrekbrexerkrks

0.900 17195 9.3 19.7 % 3 2k kK %k ok ok ok ok %k K ok 3k ok % %k R 3k ok %k %k ok Ok ok ok ok ok ok ok ok %
1.000 21182 11.4 31.1 LR AR RS R R RS SRR R R RS RE RS2SR R R E R RS
1.100 22220 12.0 43,1 |#kkkkkketkekrkrdvkrkkrkhkrhhedrh bk ke drk ke sk x
1.200 19855 10.7 53.8 |kt et st xserrtserr ek ke rehhrsk
1.300 16576 8.9 62.7 |*kxkkkkxkkkbkkrkkkrkRkERkkk Rk kK
1.400 13598 7.3 70,1 [ErkkkkdckkkkkkkckkkRE Rk Rk kK

1.500 11054 6.0 76.0 |dckwskkokdokckonkrkkokkkokrk

1.600 8813 4.8 B80.8 |*kxkskrrkxkrkis

1.700 7181 3.9 B4.6 |¥EkkkEkkkkkkkk

1.800 5987 3.2 B87.9 |*¥dkkkFkkkxk

1.900 4797 2.6 90.5 |[*x*xkxkix

2.000 3834 2.1 92,5 |¥¥k¥k*x

2.100 3049 1.6 94.2 |***x%

2.200 2439 1.3 ©95.5 |#**x*x

2.300 1928 1.0 96.5 |#***

2.400 1403 0.8 97.3 |*#*

2.500 1047 0.6 97.8 |*

2.600 851 0.5 98.3 |*

2.700 640 0.3 98.6 |*

2.800 469 0.3 98.9

2.900 392 0.2 991

3.000 295 0.2 99.3

3.100 253 0.t ©99.4

3.200 201 0.1 99.5

3.300 155 0.1 99.6

3.400 118 0.1 99.7

3.500 100 0.1 89.7

3.600 61 0.0 99.8

3.700 75 0.0 99.8

3.800 62 0.0 99.8

3.900 42 0.0 99.8

4.000 35 0.0 99.9

4.100 34 0.0 @99.9

4.200 24 0.0 99.9

4.300 24 0.0 99.9
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9.900
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12.200
12.300
12.400
12.500
12.600
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13.000
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15.200 0 0.0 100.0
15.300 0 0.0 100.0
15.400 0 0.0 100.0
15.500 0 0.0 100.0
15.600 0 0.0 100.0
15.700 0 0.0 100.0
15.800 0 0.0 100.0
15.900 0 0.0 100.0
16.000 0 0.0 100.0
16.100 o] 0.0 100.0
16.200 o] 0.0 100.0
16.300 0 0.0 100.0
16.400 0 0.0 100.0
16.500 0 0.0 100.0
16.600 0 0.0 100.0
16.700 0 0.0 100.0
16.800 0 0.0 100.0
16.900 0 0.0 100.0
17.000 0 0.0 100.0
17.100 0 0.0 100.0
17.200 0 0.0 100.0
17.300 Q 0.0 100.0
17.400 0 0.0 100.0
17.500 0 0.0 100.0
17.600 0 0.0 100.0
17.700 0 0.0 100.0
17.800 0 0.0 100.0
17.900 0 0.0 100.0
18.000 0 0.0 100.0
18.100 0 0.0 100.0
18.200 0 0.0 100.0
18.300 0 0.0 100.0
18.400 0 0.0 100.0
18.500 0 0.0 100.0
18.600 0 0.0 100.0
18.700 0 0.0 100.0
18.800 0 0.0 100.0
18.900 0 0.0 100.0
19.000 0 0.0 100.0
19.100 0 0.0 100.0
19.200 0 0.0 100.0
19.300 0 0.0 100.0
19.400 0 0.0 100.0
19.500 0 0.0 100.0
19.600 0 0.0 100.0
19.700 0 0.0 100.0
19.800 0 0.0 100.0
19.900 o] 0.0 100.0
20.000 0 0.0 100.0
20.100 0 0.0 100.0
20.200 0 0.0 100.0
20.300 0 0.0 100.0
20.400 0 0.0 100.0
20.500 0 0.0 100.0
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31.400 0 0.0 100.0
31.500 0 0.0 100.0
31.600 0 0.0 100.0
31.700 0] 0.0 100.0
31.800 0 0.0 100.0
31.900 0 0.0 100.0
32.000 0 0.0 100.0
32.100 0 6.0 100.0
32.200 [ 0.0 100.0
32.300 0 0.0 100.0
32.400 0 0.0 100.0
32.500 0 0.0 100.0
32.600 0 0.0 100.0
32.7060 0 0.0 100.0
32.800 0 0.0 100.0
32.900 0 0.0 100.0
33.000 0 0.0 100.0
33.100 8] 0.0 100.0
33.200 0 0.0 100.0
33.300 0 0.0 100.0
33.400 0 0.0 100.0
33.500 0 0.0 100.0
33.600 0 0.0 100.0
33.700 0 0.0 100.0
33.800 Q 0.0 100.0
33.900 0 0.0 100.0
34.000 Q 0.0 100.0
34.100 0 0.0 100.0
34.200 0 0.0 100.0
34.300 0 0.0 100.0
34.400 0 0.0 100.0
34.500 0 0.0 100.0
34.600 0 0.0 100.0
34.700 0 0.0 100.0
34.800 0 0.0 100.0
34.900 0 0.0 100.0
35.000 0 0.0 100.0
35.100 0 0.0 100.0
35.200 0 0.0 100.0
35.300 0 0.0 100.0
35.400 0 0.0 100.0
35.500 0 0.0 100.0
35.600 0 0.0 100.0
35.700 0 0.0 100.0
35.800 0 0.0 100.0
35.900 0 0.0 100.0
36.000 6] 0.0 100.0
36.100 0 0.0 100.0
36.200 0 0.0 100.0
36.300 0 0.0 100.0
36.400 0 0.0 100.0
36.500 0 0.0 100.0
36.600 0 0.0 100.0
36.700 0 0.0 100.0
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36.800 0 0.0 100.0
36.9200 o] 0.0 100.0
37.000 o] 0.0 100.0
37.100 o] 0.0 100.0
37.200 0 0.0 100.0
37.300 0 0.0 100.0
37.400 0 0.0 100.0
37.500 0 0.0 100.0
37.600 0 0.0 100.0
37.700 0 0.0 100.0
37.800 0 0.0 100.0
37.900 0 0.0 100.0
38.000 0 0.0 100.0
38.100 0 0.0 100.0
38.200 0 0.0 100.0
38.300 0 0.0 100.0
38.400 0 0.0 100.0
38.500 0 0.0 100.0
38.600 0 0.0 100.0
38.700 0 0.0 100.0
38.800 0 0.0 100.0
38.900 0 0.0 100.0
39.000 0 0.0 100.0
39.100 0 0.0 100.0
39.200 0 0.0 100.0
39.300 0 0.0 100.0
39.400 0 0.0 100.0
39.500 0 0.0 100.0
39.600 0 0.0 100.0
39.700 0 0.0 100.0
39.800 0 0.0 100.0
39.900 0 0.0 100.0
40.000 0 0.0 100.0
40.100 0 0.0 100.0
40.200 0 0.0 100.0
40.300 0 0.0 100.0
40.400 0 0.0 100.0
40.500 0 0.0 100.0
40.600 0 0.0 100.0
40.700 0 0.0 100.0
40.800 0 0.0 100.0
40.900 0 0.0 100.0
41.000 0 0.0 100.0
41.100 0 0.0 100.0
41.200 0 0.0 100.0
41.300 0 0.0 100.0
41.400 0 0.0 100.0
41.500 0 0.0 100.0
41,600 0 0.0 100.0
41.700 0 0.0 100.0
41.800 0 0.0 100.0
41.900 0 0.0 100.0
42.000 0 0.0 100.0
42.100 ¢] 0.0 100.0
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¥ ET1 Inter-Arrival Time Distribution *

Mean Std Min Max Count Thruput
12.373 s 12.163 s 0.464 s 149.103 s 185436 206.040 tx/s

0.000 0 0.0 0.0
1.000 4415 2.4 7.7 |#¥Fkkdxsk T
2.000 21177 11.4 7.1 | ko ook ok o ook ok o ko R ok o ok ok T ok ok R R R R K
3.000 13953 7.5 6.6 |*kkkkrkrkkkhkbrrkhkkkEETHER
4.000 11582 6.2 6.1 |*¥*k*kkkkkkkkkkhkkkhkkkkT
5.000 10471 5.6 5.6 |kkkkkkkkkkkkkkkRKkKRKT
6.000 9676 5.2 5.2 |F*kkkkkkkkkE Rk RERKRT
7.000 8953 4.8 4.8 |*kkkkkkkrkkkkRekxT
8.000 8095 4.4 4.4 |[HFEFXXFRFEXERKRRT
9.000 7482 4.0 4.1 |**kxxsxdkxxsxtxsT
10.000 6992 3.8 3.7 |*k*ekrkrrkrkxT

11.000 6494 3.5 3.5 |#xkssksdkxes*T

12.000 5994 3.2 3.2 |k¥kEkkkkkkxT

13.000 5293 2.9 2.9 | FxkExERERFT

14.000 5170 2.8 2.7 |#***kxxsxT

15.000 4541 2.4 2.5 |#xxEkEkksT

16.000 4374 2.4 2.3 | ¥¥kkkAkRET

17.000 3998 2.2 2.1 | FxkEkERET

18.000 3856 2.1 2.0 |#*EFkxT

19.000 3399 1.8 1.8 |#**k&x*T

20.000 3121 1.7 1.7 | #¥*&xT

21.000 2888 1.6 1.5 | *%*%x%T

22.000 2575 1.4 1.4 | ¥*%*T

23.000 2378 1.3 1.3 | *%%%T

24,000 2320 1.3 1.2 | ¥%*T

25.000 2135 1.2 1.1 | #**T

26.000 1821 1.0 1.0 |#*¥*T

27.000 1792 1.0 1.0 | ***T

28.000 1591 0.9 0.9 |**T

29.000 1483 0.8 0.8 |**T

30.000 1406 0.8 0.7 | **T

31.000 1255 0.7 0.7 |**T

32.000 1275 0.7 0.6 |*T

33.000 10628 0.6 0.6 |*T

34.000 935 0.5 0.5 |*T

35.000 820 0.4 0.5 |*T

36.000 903 0.5 0.5 |*T

37.000 709 0.4 0.4 |*T

38.000 729 0.4 0.4 |T

39.000 672 .4 c.4 |7

40.000 636 0.3 0.3 |T

41.000 545 0.3 0.3 [T

42,000 478 0.3 0.3 |T

43.000 512 0.3 0.3 |T

44,000 464 0.3 0.2 |T
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45.000
46.000
47 .000
48.000
49.000
50.000
51.000
52.000
53.000
54.000
55.000
56.000
57.000
58.000
59.000
60.000
61.000
62.000
63.000
64.000
65.000
66.000
67.000
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69.000
70.000
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83.000
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89.000
90.000
91.000
92.000
93.000
94.000
95.000
96.000
97.000
98.000

387
356
381
313
303
241
230
266
190
182
178
161
118
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109
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TOPGUN - RESPONSE REPORTS - 4 * B VLX SYSTEMS -

* ET1 Report (Driver System)

- TOPGUN PROJECT *

————— PARAMETERS === === o o o e o e e e e e

Test Title
Test Date
Test Length
Window Length
Tx Log File

Terminals/X25 Line

Tx Arrival Process

Tx Arrival Rate/X25 Line
Tx Arrival Rate/Terminal
Tx Inter-Arrival Time

Hawbwn

L LI T L I T 1

Test ALL;RUNO3-32.5;SQL
87-02-19

15:53:583 - 16:20:09 (1576 sec)
16:04:00 - 16:19:00 (900 sec)
\DRIVER.$DMO1.TXGEN.TLOGSUMZ

80 #
RANDOM
5.500 tx/sec
0.068 tx/sec
14.545 sec

175 TPS - NonStop/SQ
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----- MEASUREMENT RESULTS

Tx Throughput
Tx Response Time

Tx Response Time

Tx Think

Tx Delay

Average
Std Dev
Minimum
Max imum
Count

10%
20%
30%
40%
50%
60%
70%
80%
90%
95%

Average
Std Dev
Minimum
Ma x i mum
Count

Average
Std Dev
Minimum
Max imum
Count

L T T 1A 1 A T 1 I 1

(vs 2.03)

175.162
0.933
0.331
0.293

16.605
157646

0.650
0.700
0.800
0.850
0.200
0.950
1.050
1.150
1.350
1.500

14.567
14.586
0.001
175.431
147983

0.530
0.523
0.000
16.060
9663

TOPGUN -~ RESPONSE REPORTS - 4 * 8 VLX SYSTEMS -

tx/sec

sec
sec
sec
sec
#

sec
sec
sec
sec
sec
sec
sec
secC
secC
secC

sec
sec
sec
sec
#

sec
sec
sec
secC
#

PN NN NN NN

(

13.1%)
20.3%)
37.4%)
46.3%)
54.6%)
62.1%)
73.9%)
82.0%)
91.3%)
95.2%)

93.9%)

6.1%)

175 TPS - NonStop/SQ



b

TOPGUN - RESPONSE REPORTS - 4 * 8 VLX SYSTEMS - 175 TPS - NonStop/SQ

Mean Std Min Max Count Thruput
0.933 s 0.331 s 0.293 s 16.605 s 157646 175.162 tx/s

0.000 0 0.0 0.0

0.100 0 0.0 0.0

0.200 0 0.0 0.0

0.300 2 0.0 0.0

0.400 184 0.1 0.1

0.500 2257 1.4 1.5 |*xx

0.600 9546 6.1 T.6 | kkkkokkkokokkkokk*

0.700 19969 12.7 20.3 kkkokokokkokkokokkk kR Rk Rk kR R kR kokokkok¥k
0.800 26928 17.1  37.4 | %%k ko ok ok ok ok ok ok ok d ok ok o ok ok ok ok ok ok ok ok ok ok o ok 3k 3 ok o ok ok sk Rk
0.900 27260 17 .3  §4 .6 | ok ok ok o ok ok ok ok ok ok ok ok ok ok ok ok 3 ok ok ok ok sk ok ok K 3K ok o ok ok ok ok ok ke ok ok ok ok kK
1.000 21866 13.9 68.5 |*kkkkkkkkkpkkkrkrkrkkkrkrkbirbrik
1.100 15568 9.9 T7B.4 |*FkkxkkkkkkkkkERRERRKERE
1.200 10358 6.6 BB5.0 |*¥¥kkkdkkrrrsdk

1.300 7223 4.6 B89.5 |[*¥xkxkkkkikx

1.400 5194 3.3 92.8 |*kxFkkkx

1.500 3769 2.4 95.2 [x¥*kx

1.600 2501 1.6 96.8 |**x

1.700 1699 1.1 97.9 [*=*

1.800 1027 0.7 98.5 |*

1.900 659 0.4 99.0 |*

2.000 405 0.3 99.2

2.100 282 0.2 99.4

2.200 181 0.1 99.5

2.300 149 0.1 99.6

2.400 116 0.1 99.7

2.500 87 0.1 99.7

2.600 77 0.0 99.8

2.700 54 0.0 99.8

2.800 41 0.0 99.8

2.900 33 0.0 99.9

3.000 28 0.0 99.9

3.100 24 0.0 99.9

3.200 19 0.0 99.9

3.300 14 0.0 99.8

3.400 14 0.0 99.9

3.500 11 0.0 99.9

3.600 12 0.0 99.9

3.700 6 0.0 99.9

3.800 12 0.0 100.0

3.900 3 0.0 100.0

4.000 9 0.0 100.0

4.100 7 0.0 100.0

4.200 2 0.0 100.0

4.300 2 0.0 100.0
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TOPGUN - RESPONSE REPORTS - 4 # 8 VLX SYSTEMS - 175 TPS - NonStop/SQ

¥ ET1 Inter—-Arrival Time Distribution *

Mean Std Min Max Count Thruput
14.607 s 14.552 s 0.354 s 176.217 s 157646 175.162 tx/s

0.000 0 0.0 0.0

1.000 7109 4.5 6.6 |FEkFkkkkkhkkkkokokkkkkkkkx T
2.000 12840 8.1 6.2 | Fdokokok kK ok ok ok ok ok ok ok sk ok ok ok ok o ok ok ok ok ok ok sk ok ok ok Tk ok sk ok sk ok ok ok ok ok
3.000 9312 5.9 5.8 |®kkdkskkkkkkhkkbrkkhkkkbkkhkkkT
4.000 8521 5.4 5.4 |*kkkkkkkkkkkkkkrkkkhkkhhk kT
5.000 8031 5.1 5.0 |*%kkkkkkkkkkknkrkkkkkkdkkT
6.000 7399 4.7 4.7 | *kkkkkkkkhkkkkkkkkkkkkk T
7.000 6816 4.3 4.4 |FkxwkkkkkkkkkkkkokkkkkkT
8.000 6290 4.0 4.1 RKkkkkk Rk khk bk kbR kR kT
9.000 6105 3.9 3.8 | Fk¥kkkkkkkkkkk Rk KR FEKT
10.000 5671 3.6 3.6 |FEkEFEKAKKKRKFRFRRT

11.000 5252 3.3 3.3 kkkkkkkkkkkkkokk kT

12.000 4970 3.2 3.1 Ak FkRRRARERRKKKT

13.000 4620 2.9 2.9 |[E¥rkdkkkEkRRKKT

14.000 4448 2.8 2.7 | ¥k¥REkERRXKKEKT

15.000 3908 2.5 2.5 [ ¥EFXEFEXEFFART

16.000 3749 2.4 2.4 | FxEkkEkkERAXT

17.000 3468 2.2 2.2 l*skksrkkexT

18.000 3128 2.0 2.1 | kekkkkkkkkT

19.000 3217 2.0 1.0 |[kkxkkbkdkkkT

20.000 2754 1.7 1.8 | *¥k&kkk*ksT

21.000 2755 1.7 1.7 | ***Fxk*xT

22.000 2651 1.7 1.6 | *kFkxkk*T

23.000 2212 1.4 1.5 |edkkdkdT

24,000 2118 1.3 1.4 |*%xkx®x*T

25.000 2069 1.3 1.3 | *kkkk*T

26.000 1841 1.2 1.2 |[*%%%%T

27.000 1645 1.0 1.1 | *&%k*T

28.000 1663 1.1 1.0 | ***xT

29.000 1499 1.0 1.0 [ ****T

30.000 1473 0.9 0.9 |*¥%xT

31.000 1270 0.8 0.8 | ***T

32.000 1328 0.8 0.8 |[***T

33.000 1132 0.7 0.7 |¥**T

34.000 1146 0.7 0.7 | ***T

35.000 1030 0.7 0.6 | **T

36.000 890 0.6 0.6 |**T

37.000 978 0.6 0.6 |**T

38.000 856 0.5 0.5 |**T

39.000 741 0.5 0.5 |**T

40.000 753 0.5 0.5 {*T

41.000 666 0.4 0.4 [*T

42.000 652 0.4 0.4 |*T

43.000 554 0.4 0.4 [ *T

44,000 534 0.3 0.3 [*T
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TOPGUN - RESPONSE REPORTS - 4 *% B VLX SYSTEMS -

----- PARAMETERS === == = o o s s e e e e e e

Test Title
Test Date
Test Length
Window Length
Tx Log File

Terminals/X25 Line

Tx Arrival Process

Tx Arrival Rate/X25 Line
Tx Arrival Rate/Terminal
Tx Inter—~Arrival Time

wwnnum

Test ALL;RUN0O4-32.5;SQL
87-02-19

19:58:09 - 20:22:07 (1438 sec)
20:04:00 - 20:19:00 (900 sec)
\DRIVER.$DMO1 . TXGEN.TLOGSUMZ

80 #
RANDOM
4.500 tx/sec
0.056 tx/sec
17.778 sec

143 TPS - NonStop/SQ



————— MEASUREMENT RESULTS

Tx Throughput

Tx Response Time Average
Std Dev
Minimum
Max imum
Count

Tx Response Time 10%
20%
30%
40%
50%
60%
70%
80%
90%
95%

Tx Think Average
Std Dev
Minimum
Max imum
Count

Tx Delay Average
Std Dev
Minimum
Max imum
Count

LI T LI (I 1

e nu

L LI T (1 [}

(L I T T 1|

(vs 2.03)

142.944
0.827
0.285
0.261

16.038
128650

0.600
0.650
0.700
0.750
0.800
0.850
0.900
1.000
1.150
1.300

17.890
17.858
0.001
214.754
122814

0.463
0.427
0.000
12.307
5836

TOPGUN - RESPONSE REPORTS ~ 4 * 8 VLX SYSTEMS -

tx/sec

sec
sec
sec
sec
#

secC
sec
sec
sec
secC
sec
sec
sec
sec
sec

sec
sec
sec
sec
#

sec
sec
sec
secC
#

(

15.2%)
23.0%)
32.4%)
42.9%)
53.6%)
63.4%)
71.0%)
81.9%)
90.5%)
95.1%)

95.5%)

4.5%)

143 TPS - NonStop/SQ



TOPGUN - RESPONSE REPORTS - 4 *# 8 VLX SYSTEMS - 143 TPS - NonStop/SQ

¥ ET1 Response Time Distribution #*

Mean Std Min Max Count Thruput
0.827 s 0.285 s 0.261 s 16.038 s 128650 142.944 tx/s

0.000 0 0.0 0.0

0.100 0 0.0 0.0

0.200 0 0.0 0.0

0.300 12 0.0 0.0

0.400 553 0.4 0.4

0.500 4803 3.7 4,2 [ ¥Ek¥kkkk

0.600 14192 11.0 16.2 ML RN KL R KRR R R R Rk k%
0.700 220861 17.1 32.4 |*kkkkkkrkkkrkkkkkkkkk Rk Rk Rk Rk Rk k¥
0.800 27398 21.3 53.6 |**kkkkkkrkkkrikkkkkbbkkkkxrkk Rk kkRkkkrkknkk
0.900 22306 17.3  71.0 | ¥%skkskksrkmokkdokskkokokkokokkkkokkkokskdknk
1.000 14009 10.9 81.9 3 % 3 K K ok ok ok K ok ok K k% ok ok ok K ok ok
1.100 8298 6.5 B8B8.3 |[*¥kFkFkkkkkk¥k

1.200 5044 3.9 0902.2 |*¥xkkkik

1.300 3650 2.8 9O5.1 [*k*k#

1.400 2581 2.0 97.1 |[**x%

1.500 1515 1.2 98.3 |*#*

1.600 875 0.7 98.9 |*

1.700 440 0.3 ¢99.3

1.800 248 0.2 99.5

1.900 137 0.1 99.6

2.000 26 0.1 99.7

2.100 60 0.0 99.7

2.200 48 0.0 99.7

2.300 47 0.0 99.8

2.400 34 0.0 99.8

2.500 24 0.0 99.8

2.600 31 0.0 99.9

2.700 17 0.0 99.9

2.800 17 0.0 99.9

2.900 16 0.0 99.9

3.000 15 0.0 99.9

3.100 19 0.0 99.9

3.200 12 0.0 99.9

3.300 13 0.0 99.9

3.400 11 0.0 99.9

3.500 9 0.0 100.0

3.600 7 0.0 100.0

3.700 7 0.0 100.0

3.800 6 0.0 100.0

3.900 4 0.0 100.0

4.000 6 0.0 100.0

4.100 5 0.0 100.0

4.200 1 0.0 100.0

4._300 1 0.0 100.0
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TOPGUN - RESPONSE REPORTS - 4 * 8 VLX SYSTEMS - 143 TPS - NonStop/SQ

$.800 G 0.0 10G.0
9.900 0 0.0 100.0
10.000 0 0.0 100.0
10.100 0 0.0 100.0
10.200 0 0.0 100.0
10.300 0 0.0 100.0
10.400 0 0.0 100.0
10.500 0 0.0 100.0
10.600 0 0.0 100.0
10.700 8] 0.0 100.0
10.800 0 0.0 100.0
10.900 o] 0.0 100.0
11.000 0 0.0 100.0
11.100 0 0.0 100.0
11.200 1 0.0 100.0
11.300 0 0.0 100.0
11.400 0 0.0 100.0
11.500 0 0.0 100.0
11.600 0 0.0 100.0
11.700 1 0.0 100.0
11.800 0 0.0 100.0
11.900 0 0.0 100.0
12.000 2 0.0 100.0
12.100 1 0.0 100.0
12.200 0 0.0 100.0
12.300 0 0.0 100.0
12.400 0 0.0 100.0
12.500 8] 0.0 100.0
12.600 0 0.0 100.0
12.700 0 0.0 100.0
12.800 0 0.0 100.0
12.900 0 0.0 100.0
13.000 0 0.0 100.0
13.100 8] 0.0 100.0
13.200 0 0.0 100.0
13.300 0 0.0 100.0
13.400 0 0.0 100.0
13.500 0 0.0 100.0
13.600 0 0.0 100.0
13.700 0 0.0 100.0
13.800 0 0.0 100.0
13.900 1 0.0 100.0
14.000 1 0.0 100.0
14.100 0 0.0 100.0
14.200 0 0.0 100.0
14.300 1 0.0 100.0
14.400 0 0.0 100.0
14.500 1 0.0 100.0
14.600 1 0.0 100.0
14.700 0 0.0 100.0
14.800 0 0.0 100.0
14.900 0 0.0 100.0
15.000 0 0.0 100.0
15.100 1 0.0 100.0
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TOPGUN - RESPONSE REPORTS - 4 * 8 VLX SYSTEMS - 143 TPS - NonStop/SQ

* ET1 Inter-Arrival Time Distribution *

Mean Std Min Ma x Count Thruput
17.905 s 17.838 s 0.32