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ABSTRACT

The research reported in this thesis concentrates on a subclass of visual informat ion processing
referred to as verification vision (abbreviated VV). VV uses a model of a scene to locate objects
of interest in a picture of the scene. The characteristic s that distinguish VV from the other
types of v isual informat ion processing are: (I) the system has a great deal of prior knowledge
about the type, placemen t, and appearance of the objects that form the scene and (2) the goal Is
to ver ify and refin e the location of one or more objects in the scene. VV includes a significant
portion of the v isual feedback tasks required within programmable assembly. For example,
locating a screw hole and determining the relative displacement between a screw and the screw
hole are both VV tasks.

There are several types of informat ion available in VV tasks that can facilitate the soluti on of
such tasks: a model of each object in the scene, a set of initial constraints on the locat ions of the
objects, and a set of previous picture s of this scene or similar scenes. Additional infor mation can
be obtained by applying visual operators to a curren t picture of the scene. [continued next page)
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p
How can all of this information be used to minimize the amount of work required to perform a
task? Two ste ps are involved in answerin g this question: (I) formalize the types of tasks ,
available information , and quantities of interest and (2) formulate combination rules that use the
availab le information to estimate the quantities of interest. The combination rules that estimate
confidences are based upon Bayes’ theorem. They are designed to combine the resul ts of
operators that are not completely reliable , I.e., operators that may find any one of several know n
featu res or a surprise. The combination rules that esti mate precisions are based upon a least-
squares techn ique. They use the expected preclsions of the operators to check the structural
consistency of a set of matches and to estimate the resuking precis ions of the points of interest.

An inter active VV system based upon these ideas has been implemented. It helps the
programmer select potentially useful operator/feature pairs, provides a training session to gather
statistics on the behavior of the operators, auto matically ranks the operator /feature pairs
accord ing to thei r expected contributions, and performs the desired task. The VV system has
also been interfaced to the AL control system for the mechanical arms and has been tested on
tasks that invo lve a combination of touch, force, and visu al feedback.

This thesis was submitted to the Department of Computer Science and the Committee on
Graduate Studies of Stanford Universit y in partial fulfillment of the requirements for the degree
of Doctor of Philosophy.
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PREFACE

The work reported in this thesis was performed while the author was a member of the
hand/eye group at the Stanford Artificia l Intelligence Project. The~group has traditionally
followed the philosop hy that one of the most im portant stages in testing a theory is to build
the necessary hardware and software and make sure that the combinatio n performs as
desired . In line with that philosophy a verif ication vision (abbreviated VV )  system has been
implemented that incorporates most of the ideas discussed in this thesis. It has been used to
perform several inspection and location tasks . It has also been interfaced to the mechanical
arm and the combination has been used to perform a few tasks that involve both
manipulation and visual feedback.

The current implementation suffers from a well-known disease of programming:
unplanned growth. Because of that , a few of the ideas, such as the heuristic to determine
conservative distributions, have been implemented as separate programs. All of the examp les

used in the t hesis are results from the VV system or one of these auxiliary programs.
Appendices IV and V are extensive traces of the interaction between a programmer and the
VV system as the programmer prepares VV programs to perform different tasks. Comments
have been added to these traces and a few minor changes have been made to clarify the
ex planations.

The thes is is a combination of theory and practice. Chapters three, four , and five
present the theory; the rest of the chapters present the practical motivation and system aspects.
The casual reader can pick up the main ideas by reading the introduction (chapter I). the
motivation chapter (chapter 2), the two traces (append ices IV and V), and the conc lusion
(chapter 7). A more serious reader may also want to look at the traces and conclusion before
starting chapters three , fou r, and five.
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CHAPTER 1

INTROT)UCTION

Verification vision is a type of visual information processing that uses a model of a
scene to locate ob jects of interest in a picture of the scene. The characteristics that distinguish
verification v ision (abbreviated VV )  from the other types of visual information processing
are: (I) the system has a great deal of prior knowledge about the type, placement , and
appearance of the objects that form the scene and (2) the goal is to verify and refine the
location of one or more objects in the scene. The following situation illustrates a typical use
of VV:

During the assembly of a pump , a mechanica l arm
places the pump base in a vise. The next step Is to
insert en aligning pin into one of the screw holes in the
base. But the location of the screw hole Is not known
precisely enough to Insert the pin directly. The
programmable assembly program needs to Improve Its
estimate for the location of the hole. W Is one way to
accomplish this subtask.

In this task the pump base may be mispositioned to the extent of perhaps plus or minus half
an Inch and rotated plus or minus fifteen degrees, but there will not be any big Surprises: the
base will not be upside down or at the other end of the workstation.

The class of VV tasks can be placed in perspective by comparing it to other types of
visual information processing. Baumgart distinguishes three types: description , recognition ,
and verification (see (Baumgart 7lb]). These types can be conveniently defined in terms of
three factors: prior knowledge about what can be in a scene (and can therefore appear in a
picture of the scene), prior knowledge about when things might be with respect to the camera
(and hence wher. they might appear In a picture), and the goal of the task. The three types
of tasks are:
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DE SCRIPTIO N
Prior knowl ed ge only incl udcs the types of features that comprise
the objects and how to build complex models from these features;
t/u~ identit y and position of the objec ts are unknown; t ile goal is
to built! a ~nodel that (h ’scribes t he scoic.

If you have never seen a telephone , but you
know abou t co lors , shapes , and sizes , you might describe
a standard , black telephone , like this: it is black
and abou t half the si ze of a sho e box; there i s a
dumbbell-shaped crossbar on top, near the back; it has
a round , disk with several holes in it on the top, near
the front; the ten digits are arranged in an arc of a
circle underneath the holes in the disk.

[COGNITION
Prior knowledge includes a fixed set of possible obj ect models and
occasiona lly a few constraints on where tile objects might occur;
tile goal is to identijy an obj ect in the scene and possibly
quantify a few param e ters about it.

If you know about telephones , what they look
like , where they normally are , and what they are used
for , you might Identify a telephone in an office like
this : you will probably first look on the desk for
something black and about half the size of a shoe box .
There may be several objects on the desk that you
recognize : books, pencils , a coffee cup, an d a tele phone.
Having recognized the phone you could roughly describe
its location : it is on the far left corner of the desk ,
almost against the back wall. Garvey has written a
program that performs this type of recognition for
tclcphoncs and other office equipment (see [Gorvey
76] ) .

VERIF ICAT ION
Prior knowledge Includes the Identity of all obje cts in the scene
and approximately where they arc , the goal is to determine Me
precise location of one or more of (/ie objects.

If you know approximate ly where the telephone
Is (e.g., with the sane general precision as Gervey ’s
program) and you wish to dial a number , you would verify
that the phone really Is In that general area and then
locate the receiver precisely enough to pick it up and

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~ LA ~~~~~~~~~~~~
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locate the holes precisely enough to insert your finger
and dial .

VV provides a way to reduce the uncertainties associated with the location of an object. It
bridges the gap between the known tolerances on an object and the desired tolerances when
the init ia l tolerances greatl y rest r ict  t i le po ssible appea rance of the object. V V  mani pulates
three-dimensional object models and it can determine three-dimensional corrections , but it
assumes that the two-dimensiona l appearance of the features do not change significantly from
one execution of the task to the next. Thus, VV as discussed in this thesis is restricted to
quasi two-dimensional tasks. This type of feedback , however , plays an important role in
several aieas. Programmable assembly is one; aerial photograph interpretation arid m edica l
image processing are others.

VV has been used itt several ways in the past. Possibly the best known is within the
Ay~ o Utesis and test paradigm . For examp le. a high-level procedure hypothesizes an edIre at
a cci ta m place; the ve rification step vet ifies that the edge is there and computes its position
and art~ l*~ The model includes exactly what will appear (the edge), approximately where (at
some position and o ruCntat ion), and approximate ly how it will appear (with some given
contrast). There a~e several systems in which this type of VV plays a major role (see [FaIk
70), (Sh irai 73). tTe iienbaum ‘70], a rid [Grape 73)). Another area in which V V  has been used
is narrow-ang le stereo programs. In these cases , a model is a set of correlation patches from
one view of the scene and the goal is to locate these patches in the second view . Again the
model states the identity (the unnamed features that produce the correlation patches), the
approximate position (near the back-projection of the ray), and the appearance (a slig ht
variation from the correlation patch). See [Quam 74), [Hannah 74], and [Pingle 74) for
programs of this ‘ype.

More recently there has been considerable interest in visual perception within a
programmable .o~sembly system. Such syst ems provide comp lex , but predictable environments.
For examp le, consider the task of insertin g a screw in a hole. It can be reduced to a few
subtasks, each of which could involve VV :

(1) locate the hole with the screw outside the field of
view (see figure 1.1),

(2) move .the screwdr i ver and screw into the picture and
locate them against the now known background (see
figure 1.2),

(3) decide how to move the screw closer to the hole ,
and (4) return to step 2 if necessary .

Assume that a mechanical arm picks up the part with the hole and places it in a vise whose
position is reasonably well known. In that case the hole may appear displaced in a picture at

I
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step (I) because (a) the par :  does not S I :  in t he vise exac t l y as planned arv t (b) the

calibration between the arm and the camera is not exact Finding the hole in step (I) r r i n r c

these factors. Thus , there are fewer Uncer a in : irs for step (2) For step (3) the ma in factor
contributing to the error will be the imprecision of the arm since the problem will have been

I
’ reduced to an analysis of the rel at ive disp la~emetit bet’reen the tip of the screw and the hole .

More and more infotma t io ri about the expected ap pearance of the ob jects c4 n he
brought to bear as the program prog resses from step to step For step ( I) the only
information may be a comparison picture of ~I i s  same step during a previous assembl y and
possibly a synthetic picture gene rated from the model of the expected scene. For step (2) the
picture taken at step (I , is avai lable. It cont a i ns the background that w ill appear throug hout
the ta sk  For step (3~ the ear l ier  pic t u res provide information ~..orit actual glares , shadows
and light levels as the screw approac hes the hole

Thus, t he th ree steps offer successi vely greater constr aints on the positions of the
objec ts and greater knowled ge about the appearances of the objects. The increasing amount
of information shou ld make each successive step easier and faster. The algorithms employed
by V V are specificall y desi gned to take advan tage of this ty pe of information. V V tries to
determine the cheapest , most reliable way to locate an ob ject within a desired precision.

V V  is not the only method that a programmable assem bly system can use to improve its
estimate of the location of an object . In the past . the most common method has been to grasp
an object at two or three places and then combine the resulting position information into an
estimate for thc location of the object. Each grasp is equivalent to a visual operator in the
information th &t it gathers: a value (the thickness of the object at the grasping point) and a
position (the position of a point on a plane parallel to the plane of the fingers). But visual
operators hold several advanta ges over grasping operators:

(I) Visua l operators are pot enl ial! y faster; they function at electronic
speed s as opposed to the mechanical speeds that limit touch and
force feedback.

(2) V isual operators are passive; they gather information about an
ob j ect without disturbing it This may be important for small ,
delicate parts.

(3) V isual operators offer a wider variety; some locate a corner , some

locate a point on a line, some locate a point on a plane, etc.

(4) V isual operators offer a wider range of scales; the same operators
can be used with microsco pes or telescopes.
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(~~ ) \~ isual fec dhack of ic is a more global view of a situation. For
e~ ~~~~ it is virtually impossible to use force feedback to decide
which way to proceed after a screw has missed a hole. A spiral
search by the arm is possible , but slow .

(6r V i~iral info rmat ion processtrlg can often be performed concurrently

~ ith mechani cal motion. For exam p le, if the screwdriver almost
a l w ay s  sL iccee ds in picking up a sc rew from the dispenser , it may be
possible to take a picture of the end of the screwdriver as it is
ledving the dis penser in order to verify that the screw is present.
1 lie a rm can move toward the hole while the VV  system decides
w hether or not the screw is present. If the system decides that it is
pi rsciit , the arm is (RC to continue along its path. However , if the
sc r ew is not there , the VV  system can signal the arm to return to the
dispeiiser to tr y again. The economics of this parallel checking
depends upon the frequency that t he screw is missed and whether or
not the r esources are otherwise idle.

Ihis list of adva ntages should not be taken as an argument for the exclusive use of visual
feedback In fact , visio n is most effective when it is used in conjunction with touch and force
sensing, the different systems can check each other . For exam ple, if visual feedback is trying
to servo a screw into a hole, force feedback can indicate that the screw has missed the hole.

One long- range goal of the research described in this thesis is to make it easier for
programmer s who are not ex perts in computer vision to program VV feedback. In the past .
simple touch and force feedback have been understood and incorporated into mechanical arm
programs , btn vision has been t reated like a never-never land by anyone not involved in
vision research The goal is to make vis ion a v iab le alternative within the feedback trio of
touch , force , and vision. To do that requires a way to extract useful information from a
picture of the wo rkstation , to combine the results of such extractions , and finally to make a
decision based upon the summarized results (see figure 1.3).

Programmers generally know how to express their vision tasks in terms of the following
three quanti ties:

(a) the confidence that the system has found the correct object(s),
(b) the precision within which the system has located the object(s),

and (c) the cost inv olved in determining this information.

These concepts have to be formalized in order for a programmer to specify the goal of a task
precisely. But the more difficult problem is to develop methods that produce this information
from pictures of the scene. There are two aspects of this second problem: (I) the extraction

—— .~ .~~~~~~ . . .  ~~~~~~~~~~~~~~~~ ~~~T1~~~~~~~~
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of individual pieces of useful information from a picture and (2) the combination of several
pieces of information to form estimates of the quantities of interest. This thesis concentrates
on the latter prob lem.

The imp lementatio n of the VV  system discussed in this thesis gathers information by
applying well-known o~crators , such as edge operators , correlation operators , and region
growers , that are designed to locate and describe features , such as line segments . correlation
points , and regions. The information produced by such operators can be roughly classified
into two ty pes: value information and position information. Value information includes the
value of a correlation coefficient , the contrast across an edge, and the intensity of a region.
Position information , in addition to (x ,y) or (x ,y.z) information , may include orientation
information For exam ple, an edge operator might return the (x ,y) position of a point on a
line arid an estimate of the or ientation of the line. This information is classified as position
information. The same edge operator may compute the contrast across the edge and the
confidence that there rea lly is an edge at that position , both of which are classified as value
information.

The distinction between value information and position information is natural because
often it is reasonable to assume that values from different operators are independent, but it is
seldom reasonable to assume that positions of features are independent (especially features of
rigid objects). Independence means that the value of one operator (such as a correlator) does
not affect the ex pected value for another operator (such as an edge operator). The position
information , on the other hand , is not independent because the loca t ion of one point or the
orientation of one line greatl y influences the possible positions for other features.

Given the position and value information from several operators , what is the best
estimate of the location of an object’ What is the precision associated with that estimate?
What should the combination rules be? In the pas t the combination rules have been desi gned
for specific operators and/or tasks. There have been a few special-purpose programs wr itten
that perform VV tasks within programmable assembly environments (e.g., see (Bolles 73] and
(Dewar 73)) and a few programs that handle a subclass of the VV tasks (e.g., see (Ag in 75] ,
(Fischler 7lb], (Chien 75] and (Holland 75]), but none of these programs concentrates on
precision and confidence and is general enough to accomplish a wide variety of VV tasks.

Part of this thesis describes a set of mathematical tools that form a set of combination
rules for t he class of VV  tasks. A least-squares technique is used to combine available
pos ition information to form a current , best estimate of the location of the object (plus a
to lerance abou t that estimate ). Bayesian pro bability is used within a sequential decision

scheme to compute the necess ary confidences. These techn iques are we ll -known , but they
combine particularly nicely to answer the various needs of a VV system.
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Figure 1.1 shows the general flow of control for a VV program based upon these ideas.
The flowchart describes the subtasks performed at execution time. There are also several
prelin)mary subtasks that have to be pei lornied in order to produce such a program. The
following is a list of some of the subtas ks involved in VV:

(I) Given a sl)eci(ic set of objects , suggest some candidate features and
opeiato rs to find such features .

(2) Determine the information that a specific operator can contribute
toward the confidence that the correct object has been found.

(
~) Estimate the expected cost of apply ing operator X.

(‘I ) Deten m ine the actual cost of applying Operator X .

(5) Select the next operator to be applied.

(6) Combine the results of several operators to give an overall
confidence.

(7) Estimate the location of an object based Ul)Ofl the results of several . . 
-

operators.

(8) Predict the ex pected number of operators required to achieve a
certain confidence.

These sub t as ks can be partitioned according to the time at which they are most important.
For example , to predict the expected number of operators is important at planning time when
the program or user is trying to decide the expected cost of accom plishing the task.
Suggesting candidate features is important at pr ogramming time when the user is descr ibing
potential sources of information. Four such times or stages will be distinguished within this
thesis:

(I) PROGRAMMING TiME~ the user states the goal of the task ,
51)ecifics the confidence, precision, and cost constraints, and
interactivel y chooses potential features and operators.

(2) TRAINING TIME: the program applies the chosen operators to
seve ral sample pictures and gathers statistical information about
their eff ectiveness. •

I.
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(3) PI.ANNING TIME: the system ranks the operators according to
their ex pected contribution , determines the ex pected number of
operators to be needed, and predicts the cost of accomplishing the
task.

( I)  EXECUTION TIME: the system applies operators one at a time,
combines the results into confidences and precision, and stops when
the desired levels have been reached or a cost limit has been
exceeded.

To accom plish a VV  task requires progress from one stage to the next in the order
shown above. However , for clarit y, t hese stages will be discussed in a different order:
exec u tion t ime, planning time, programming time , and training time. The execution-time
discussion descr ibes how the results of operators are combined for the two types of tasks ,
inspection and location; the planning-time discussion describes how the application order and
number of the operators is determined; the programming-time discussion describes how an
operator/feature pair is chosen as a potential source of information; the training—time
discussion describes how the potential benefits of an operator are characterized from several
trial runs. The thesis concludes with a descr iption of some possible extensions.

This thesis relies heavily upon the domain of programmable assembly for its examp les
and motivation (e g.. see EFinkel 75] and {Finkel 76]). The techniques are discussed in the
context of a highly controlled environment in which mechanical arms are performing
assembly tasl~s. Some of the techni ques have been optimized to take advantage of specific
properties of this environment , but the basic methods used to produce location and confidence
information from the results of several visual operators are more widely applicable. Other
possible areas include photo-interpretation and medical image processing.

There is one ’ other general remark that should be made at the beginning of this
discussion. Although most of the examp les and techniques described here are based upon
conventional te levision cameras and their images , there is no reason why the same or similar
techniQues could not be used within systems based upon direct ranging devices, laser trackers ,
or multi ple touch sensors.
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CHAPTER 2

MOTIVATION

The purpose of this chapter is to outline the general requirements and the semantic
structures necessary for a VV system that can be easily programmed (see (Bolles 75)). Two
example tasks and their solutions are used to introduce the desired capabilities. Later
cha p~~rs will discuss specific mechanisms in detail. A ppendices IV and V contain traces of a
programmer using the current implementation of the VV system to set up and test VV
programs that perform the two tasks discussed in this chapter.

The two examp le tasks are (I) check for a screw on the end of the screwdriver and (2)
locate a screw hole in a part that has been placed in a vise. The goal of the first task is to
make a yes or no decision: Is the screw present? VV tasks of this type will be referred to as
ins~ ec1ion tasks . The goal of a locat ion task, on~ the other hand, is to estimate the current
location of the object , or equivalently to estimate the displacement between the current
location of the object and its planned location. The success of an inspection task is usually
measured by its confidence; the success of a location task is usually measured by its precision.

Section I
CHECKING FOR A SCREW

Cons ider visua lly deciding whether ’ or not there is a screw on the end of the
screwdriver . One idea for a solution is to aim a camera at the exit of the screw dispenser ,
take a picture of the end of the screwdriver as it leaves the dispenser , apply a series of
operators to the picture , and use the values of the operators to decide whether or not the
screw is on the end. There are several decisions to be made before this idea can be converted
into an algorithm to perform the desired task; Which visual operators should be applied?
Where should they be applied? In what order should the operators be applied? How should
the ~‘esul ts of several operators be combined? How much can an operator contribute toward

- - - - ‘r Sr WWa~ r~~~~t t~~~~~~~—
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the final decision? These and other questions will be briefly discussed below.

1. What are some potentiall y useful operator/ feature pairs !

Since the goal of this task is to decide whether or not the screw is on the end of the
screwdriver , each operator chosen should contribute toward this decision . Consider figure
2.1.1, which shows typical pictures of the two ex pected situations: one with the screw on the
end of the screwdriver and one wit h the screw missing. An operator that can distinguish the

~exture formed by the screw threads is a potentially useful operator , because the presence of
screw threads distinguishes the two situations. An operator that locates a feature on the
screwdr iver would not directly contribute to a decision because the screwdriver is present
whether the screw is there or not. But this operator may still be useful to improve the
system’s estimate of the location of the screwdriver tip and hence make it easier for the
texture operator to find the screw threads . Thus, operators may directly or indirectly
contribute to the final decision.

‘
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Figure 2.1.1

In general, the objects in a scene have several visual features: colors, textures , sizes,
edges, corners, and holes. The more unique features an object has, the easier it is to find.
One reason the blocks world is difficult to analyze visually is that blocks do not have very
many distinctive features. All blocks have edges, corners, and planes so it is difficult to
distinguish one from another. Programmable assembly, on the other hand, offers a wide
variety of features.

~~~~~~~~~~~ ~~~~~~~~~~~~ ~~~~~~ 1-~ 
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Given a wide variety of features , wh ich ones would be useful to locate? Which
operators should be appliect to find such features ? A V ’t ’ program can provide a user with
three levels of assistance in order to help him choose potentially useful operator/feature pairs
for a specific task:

( I) The VV  system c~n provide a convenient environment within
which to ex periment with different operators. The user might describe
features such as lines, corners , and correlation patches and apply various
operators to locate them in trial pictures. For example, the user could
describe the corner formed by the head of the screw and the shaft of the
screwdi iver (see figure 2.1.2), try a corner—finder to find it, tr y a
coi relat ion operator to find it, choose the more promising operator , and
add the chosen operator and corner to the list of potentially useful
operator/feature pairs.

(2) The VV system can analyze a ty pical picture of the scene to
produce a ranked list of potential operator/feature pairs. For examp le.
an edge operator may be app lied to the picture in order to pick out all
pairs of line segments that form a corner of a certain minimum size.
One of these corners might be the corner formed by the head of the
screw and the shaft of the screwdriver .’ Since both a corner-finder and a
correlation operator can locate corners, two operator/feature pairs can be
added to the list of suggestions for each corner: a corner—finder /corner
pair and a correlation operator/corner pair.

This type of automatic operator/feature suggestion procedure
reduces the amount of detailed work required of the user. The user only
has to filter out suggestions that are difficult to locate reliably or that
produce unreliable position information.

(3) The VV system can analyze a model of the scene to produce a
ranked list of operator/feature pairs. The more complete the model, the
better the suggestions. The model might include a three-dimensional
representation of all the objects in the scene, a model of the camera , and
a model of the light sources. For example, a hidden-line elimination
scheme can be used to predict visible corners from models of the screw
and screwdriver. One of these corners might be the one formed by the
head of the screw and the shaft of the screwdriver.

This type of automatic suggestion procedure can analyze potential
operator/feature pairs at a higher level than the system mentioned above.
Potentially it can bring to bear all the knowledge associated with real
objects: their appearance , their structure, and their function. However,

~~~~~~~~~~~~~~~~~~ -~~~~~~~~~~ —~~~ ‘ 
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the results are only as good as the mod~l, whereas in (2) the results are
only as good as the training pictuic .

This list is cndezed accord ing to the sophist ication of the proposed system; the later
procedures require more information about the tac~ and they can analyze the potential
suggestions more eff iciently. For examp le, the second level might suggest a corner feature , one

side of which is for med by a shadow It the shadow changes from one trial picture to the
next , the fe ature is probably not a c’~ood one. The o i i y wa y that the second level system can
an ive at this conc lusion is (1) to monitor the relative positions of several features in several
trial pictures and (2) to notice that the corner changes position with respect to the other
featuies. Thc third level system could directly determine that one side is formed by a shadow
and discaid this feat ure immediately.

2 Where sh ould an operator be applied!

In t h e  set ~-w iii~pect ion task , since the arm aiicl c~mera are not exact , the end of the
screwdriver will somet imes appeal at one point in the picture and sometimes at another It
the otal ran ge of possible positions is only a small 1o t  t ion of the picture , there is no reason to
apply opei-atoi s over the whole picture. The region of possible positions for a feature in a
picture will be refet t ed to ac the to lci anc e re gion for the feature. It can be determined once
during a programming session and can remain- fixed during the training, plannin g-, and

execution phasec In order to find the feature during otie of these phases, only its tolerance
region must be scanned , not the whole picture.

How can the tolerance region for a feature be determined? One way would be to have
the arm attem pt to get a screw from the dispenser several hundred times, ta ke a picture after
each atte mpt . mark the position of the end of the screwdriver in each of the pictures ,
incorporate all of the occurrences into a continuous region (e.g.. a convex polygon), and

declare that region to be thQ tolerance region for thc end of the screwdriver.

Another way to determine the to le rance region about a feature is to ask the user to
specify the constraints that limit the uncertainty associated with the position of the feature.
For the sc iew —c htcckin g examp le tl.~ ronstia ints would include such information as the
accuracy of the arm and the acc uracy of the hand grasping the screwdriver. These
constra ints can be trans lated into a three-dimensional volume that represents the possible
positions of the feature. This volume will be referred to as the tolerance volume of the
feature The tolerance region foi the feature can be formed by projecting its tolerance
volume onto the screen.

In order to project the three-dimensional volume onto the camera screen a camera
calibration is needed Camera calibrations are designed to provide (1) a transform that maps

~~~~~~~~~~~ -.~~~~ ~~ 7~~.i’~~~~L.á ~~~~~~~~
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a point in the workstation coordinate systeii~ onto a point in the screen coordinate system and
(2) a t ransform that maps a point in the screen coordinate system into a ray in the workstatio n
coordinate system Some additional piece of information (e.g.. the height of a point) is
necessary to ma p a point on the screen into a point in the workstation coordinate system (e.g.,
see [Sobel 74]). Camera calibrations are not exact , so tolerance regions should be expanded to
accommodate for this additional inaccuracy. The app lication of a camera calibration to move
back and forth between the screen coordinate system and the workstation coordinate system
will be used several times throughout the remainder of this discussion.

Given a feature , its tolerance region . and an operator to find the feature , where should
the operator be applied within the region to locate the best match for the feature? The
search strate gy depends upon several factors , including the type of feature , the operator being
used , the size of the tolerance reg ion, and the feature ’s ex pected distribution of positions
within the tolerance region. If a correlation operator is used to locate the corner formed by
the head of the screw and the shaft of the screwdriver , an exhaustive search may be
reasonable if the tolerance region is small. When an edge operator is used to locate a point
on a line segiiwnr . a few linear scar ’s ac ross the tolerance reg ion are often sufficient. A set of
searc h tec hnique s and met. ~rds to predict their expected cost in different situations are
required in order to choose a good search strate gy .

3. How should tire results of an operator be interpreted!

Consider a hypothetical tex t ure operator that ranks local regions in a picture according
to their similarity to the texture formed by the screw t hreads. It may return a value of .95
when applied to an exam ple picture with the screw present (see figure 2.1.1) and .57 when
applied to an examp le picture with the screw missing. If the same operator is app lied to a
new picture to decide whether or not the screw is present , and it returns a value of .86, what
is the probability that the screw is on the ‘end of the screwdriver? How can the a priori
probabilities be incorporated into the computation?

If one operator implies that there is a probability of .76 that the screw is present and
another operator implies that there is a probability of .84 that the screw is present, w hat is the
overall probability of the screw being present? How are the results of the two operators
related? In general, how can the values of several operators be integrated into one estimate
for the probability that the screw is present?

There are two errors that can be made in a task of this sort: (a) the operator values
• may imply that the screw is present when it is not , and (b) the operator values may imply that

the screw is missing when, in fact , it is present. These errors are referred to as errors of the
first and second type, respectively (Shewhart 391 How can an assembly engineer set the limits
on the acceptable number of errors of each type? Given such limits and a set of operators,
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what is the ex pecte d number or o pe rat o r s that will have to be ap plied in order to make a
decision that satisf ies these limits?

The combination rules a lt comp licated b~ the fact that visual operators are not
comp letel y reliable. Sometimes the best match they find is not the intended match. For
examp le, consider the coriehtaon opera tor shown in ir ~ t ire 2.1.3. It  it is app lied throughout
the tolerance reg ion shown in, figure 2.1 .~ b , i t wil l pi cibably find two good matches , as shown
in f i~, ure 2.l.3.c. If the operator happens to prefer match B, it will return an incorrect match.
In general , whe n an operator is app lied at several positions within a tolerance region, it
returns a set of different values. Which position is the best match ? What is the chance that
the best ma rch is really the corr ect match? How can the combination rules ad just for this
unreliability ?

1 he possibility of unreliable operators means that (I) the user should check for
potential confusions at programming time; (2) the training—time subsys tem should gather
statistics on the reliability of the operators; (3) the planning—time subs ystem should reduce the
desirability of unre liable operators; and (‘4 ) the execution—time combination rules should
reduce the contribution of any operator known to be unreliable.

4. Which operator should be applied f irst!

Some operators find their matches more easily than others ; some operators contribute
more toward the finiai decision than others. In what order should the operators be applied?
For example, in the screw-checki ng task the screw thread operator may be faster than the
corner-finder , but the corner-f inder may produce more information than the screw thread
operator. Which one should be applied first?

One possible choice mechan ism is to apply the operator with the largest expected value
for the ratio

<contr ibution toward the f i na~ decis ion >

<cost)

first. But what is the expcckcl contribution of an operator? At execution time the
combination rules compute a specific contr ibution for a specific value of’ an operator. The
planning mechanism needs the average contribution of the operator , whic h depends U~ Ofl the
distribution of the values of the operator as we ll as the contribution derived from each value.

As mentioned earlier , operators can contribute indirectly as well as directly toward the
fina l decision. How can these indirect contributions be incorporated into the ranking of the

.~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
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oper ator s~ I’oi examp le, an edge operator that locates a point on the side of’ the shaft of the
sc rewdr iver  may be the cheapest operator to app ly in the screw—checking task. It only
indirectly coii tr ibutes to the tas k by inc reasing the constra ints on the position of the
screwdriver ar id screw , but it still may Ire t h e  best t r r s t  ste p toward the final decision. How
can the strat”g isI ta~. r this type of expec ted progress into account?

5. A ref :n (d VI’ pr og ram

In li~. h~ of this discussion the exec LiriOn- t ime program for the screw—checkin g task can
be restated as follows

(a) Aim the Idl I c r a  at the ex it of the scr ew dispenser.

(b) Calil,r at e the camera.

(c) 1 a picture of the end of the screwdriver as it leaves the
dis penser .

(d, A pp ly one operator at a time , using the best one first. For each one,
emp loy the appropriate search technique to locate the best match
w it h i n  the tolerance reg ion of the feature.

(e) Incrementally incor porate the results of each operator into an
estimate of the probability that the screw is present. Be aware of
1,ossiblc confusions and ad just the probabilities according ly.

(f) Sup aji ~ih y ing operators and make a decision as soon as one can be
Itad e with the desired confidence.

The calib rat ion steps (steps a a rid b) may be performed only once for each series of
assemblies. 1 lie remaining steps are performed each time the arm tries to obtain a sc rew
from the screw dispenser.

_ _  
- 

- .
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Section 2
LOCATING A HOLE

Consider visually locating a screw hole in a part that has been placed in a vise. Such a
task is a location task; the user is more concerned about the location and precision associated
with the hole than about the confidence that the hole is present. There is no question about
what is sought, just an uncertainty about where it is.

Figure 2.2.1

Assume that a flat side of the part is placed in contact with one of the vise jaws (see
figure 2.2.1). Then the part can only be rotated and translated in the plane parallel to the
jaws. If the vise location is well-known, the uncertainties associated with the location of the
part can be described as a planar transformation , which Is a function of’ three parameters: dx,
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f’~. arid il . ‘l’ hie l iar aim’te rs dx and d~ a t urr ~ i Ow Ii t : rns h a ’ ions in the plane of the vise
j aw s ; ~~ rS all un kn own rotatio n about a vector l i  et l d icu ha r  to the plane of the vise jaws.

~‘.onstr aim tes~ iving routines can combine the acc u: i cy  of the arm and the accuracy of
grasping the part  to produce a p r i o r i  limits on these parameters. For example ,

-1 .32 cn � dx 1.32 cm
- .76 c m � d ~~� . T h c i

-10.4 degrees ~ ~ 10.4 degrees.

T he goal of the ta s k is to improve these limits to a prescribed value , For examp le. the arm
control I~ 

1 , am might need to know the location of the screw hole to within the following
tolerances ;

- .15 cm � (lx .15 cm
- ,15 cnn � d~ � .15 cm .

A i~er c: al way to accorriplish this goal is to ap plY several operators and combine their
position rufor ~iati on to lor m a better estimate for the location of the screw hole and a
measu re of t he precision of that est imate. What a re the combination rules necessary to
produce suc h esti mates , arid how can the pr~~~oni of each individual operator be taken into
account ? These arid other questions will be briefly discussed in the following subsections.

1. How can posit ion cs t in iate s am! ~r e c is ion s be computed !

in the holr~ loca t rn~ task each operator loca cs a specific point on the part in the vise.
The function of the combination rules is to dete rm ine the values of dx , dy, and d-;~ that
t ransfor ’rr i th e ex pecte d (on I)l~r i I4 ’(~

) positions of (lie t . ’a~ures into the observed positions of
the fe a tures 1 t i n s  se of combination rules wi ll Ire ‘etu; red w as the f i t t in g sc hem e.

F itt in i~~. sd iemes encounter several coinnplicating factors. First , v uu al operators locate
matches in a picture of a scene arid hence produce position information within the coorurnate
systeil’r of the camera screen , not the workstation. Since the arm contro l program r~ eds to
know the location of the hole in the workst atio n coordinate system , the position information
has to be transform ed by the camera calibration into the workstation coordinate system. If
two or mcii e c an ’iei as are  bein g used, stereo techni ques can directly locate features in the

I ’  i I woi kstation coo rdinate system. With one camera , however , additional position information is

11 needed to de termine a fe ature ’s wo rkstation coord inates. In the screw hole task , since the
uncertainties have the form of a planar transform , the distance from a feature to the known
l)lane is suff icient. l’hat is, given the scree n coordinates for the image of a feature and the
height of the feature , it is possible to locate the unique, three—dime nsional position for the
feature. Stereo is preferable , but useful in formation can be derived from a single camera and
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some additional information.

The second complication is that some operators are more precise than others. For
examp le, a correlation operator may locate the corner formed by the head of the screw and
shaft of the screwdriver to within 1.5 pixels and the corner-finder may locate the same corner
to within half a pixel. (A pixel is one resolution element in a digitized picture.) The fitting
scheme should be able to weight the results of these operators appropriately.

A third complication is t hat some operators do not locate a specific point on the part;
they locate a piece of a line or a portion of a region. For example , the edge operator that
looks for the side of t he shaft locates a point on a line segment and the hypothetical screw
th read operator locates a portion of a small region. The fitting scheme should be general
enough to incor porate these different types of position information.

A fourt h comp lication is that an operator may locate a decoy instead of the correct
match. If the decoy looks locally like the desired match , the only way to determine that it is a
decoy is to check the global structure of the matches. Since the features of a rigid object are
ex pected to remain at fixed relative positions , it should be possible to check a set of feature
matches for their structural consistency. Do the matching positions correspond to some
reasonable transformation of the object? Structural consistency can also be incorporated into
the confidence computations used in inspection tasks. If the program is checking for a
vertical screw , and a pair of operators imply that the tip of the screw and the top of the screw
are side by side, one ought to be suspicious.

This discussion of decoys and unreliable operators suggests two general conclusions: (I)
the confidence that an operator has located the correct match is just as important within
location tasks as it is within inspection tasks , and (2) position information (i.e., structural
consistency) can make a significant contribution in an inspection task toward the overall
confidence in a decision. In other words inspection tasks should be concerned with position
information in addition to confidences , and location tasks should be concerned with
confidences in addition to position information. Thus, structural consistency and confidence
are important within both types of tasks.

Finally, the fitting scheme should be able to incorporate new information incrementally.
As more operators are applied and matches are found, their results should be combined with
previous results. intermediate estimates can be used to reduce the amount of searching
required to locate a new feature. For example, after a point on the shaft of the screwdriver
has been located, its position and precision can be combined with a priori limits associated
with the location of the screw to form a new, smaller tolerance region about the corner formed
by the head of the screw and the side of the shaft . The use of intermediate estimates to
reduce tolerance regions re-emp hasizes the importance of the order of the operators and the
need for a sequential strategy to locate the desired object to within the desired precision.

L ‘
~ ,~ ~~. ~~~~~~~~~~~~~~~~~~~~ ..‘
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2. 4 ri ’Jined Vi’ p rogram to locate the screw hole

The execution-time VV  program to locate the screw hole can be restated as follows:

(a) Aim the camera at the vise.

(b) (alibi ate the camera.

(c) A pply one operator at a time in the most strategic order.

(d) I Ice each operator ’s position information to update the estimates for
tine parameters , dx , dy, and d~ .

(e) Lice the estimates for the parameters to determine the expected
I 1~ irit1n1 of the next fea ture and a new, improved tolerance region
about that position.

(f ) I~e ca utio us about the implications dra.c’n from the position
infor mation because the operators are not completely reliable.

Section 3
S U M M A R Y  OF R EQUIRED FACILITIES

ibis section srrmman izes the facilities required by a VV system. It lists the main
com ponents , states their role within the com plete system , and br iefl y describes the current
state-of-the -art in each area.

1. Calibration Techniques

‘ C.ai ibtat i.,,i iriutinieS provide transforma tions back and forth between the screen
coordinate system and the workstation coordinate system. Almost every computer vision

I ‘ 

I 
system hac its own methods for calibrating the cameras . The basic techni ques can be found

/ ‘ in (Sobel ‘74), (Sprou ll ‘73) . and [Raumgart 7lb] .
Il

Ca libtation cart itself be described as a VV task: place a known object at a known
position, v isua lly locate the object, arid compute the current position of the camera. The
advantage of this formulation is that the same VV program can be used to calibrate the
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cameras and to perform the desired feedback task; a special-purpose calibration subsystem is
not necessary. Another advanta ge of this approach is that the camera can directly calibrate
itself with respect to the stationary objects in the scene (e.g. the vise or the screw dispenser)
instead of a special calibration object . Gill used his corner-finder to develop a version of this
type of calibration system for the blocks world (see (Gill 72]).

A calibration routine may also include an estimate for the camera noise and a
description of the lens distortion. These quantities are important factors in predicting the
appearances and positions of features , Gennery and Moravec have developed a program to
estimate these quantities (Moravec 76).

2. Visual Operators

A visual operator locates the image of a feature and retunna an estimate for its location
and a description of its appearance. For example , a region grower might locate a small , dark ,
elliptical region inside a larger , grey region; an edge operator might locate a distinct ,
high-contrast edge with some particular orientation at a certain location.

There are several well-known types of operators : edge operators (e.g. see (Roberts 63),
[Horn 7 1), and [Hueckel 69)), line followers (e.g. see [Tenenbaum 70) and [Shirai 73)), corner
finders (e.g. see (Gill 72) and [Perkins ‘73]), corre lation operators (e.g. see [Quam ‘7 1), [Hannah

‘74), and (Moravec 76)), region growers (e.g. see [Bnice 70], (Yakimovsky ‘iSa), (Agin 75), and
(Garvey ‘76]), and texture operators (e.g. see (Bajcsy 72], (Liebernian 74) and [Marr 75a)).
There is , however , still a need for a wider variety of more powerful operators. Some of the
most useful would be operators to grow textured regions and locate boundaries between two
textured regions.

3. Search Strategies

The purpose of a search strategy is to choose where to apply an operator in order to
locate the best (or at least a good) match as cheap ly as possible. Strategies may include
heuristics to avoid the :ost of an exhaustive search. For example, Moravec uses a
two—d imensional binar y search to locate a good match for a correlation operator (see
(Moravec 76]). Exhaustive searches can also be avoided when looking for extended features ,
such as lines and regions. The larger the feature , the easier it is to find.

If an operator is known to be unreliable, a search strategy may be used to produce an
ordered list of the best three or four matches for the operator. A VV program may try one
match after another until it finds a structurally consistent one,
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4 . 4 Lig ht Alodcl

A li~’ht model describes the position , brightness , and spectrum of each light source at
the wo nksta r io n . It can be used in con j unction w ith the object models to predict the
appearance of an objec t. The angle of incidence, the reflectance of the object, and the ang le
of obcei vatio n a t e  the basic variables that determine the appearance of a point on an object

There are several piograms that use ob ject models and light models to pioduce
synthetic pictures Some of the most complete graphic display systems have been developed at
the u nivers it y of Utah (e.g.. see (Gouraud 71)). SUCh systems are general enough to handle
ob jects with smooth, curved surfaces (e.g. car bodies), trans parent objects (e.g. wine glasses) .
and shadows. The  two main restrictions associated with these programs are that (I) the
object models are difficult to construct and (2) they require a great deal of computation time.

Horn at MIT [Horn ‘70] has investigated techniques to reverse this process. That is ,
use pixel intensities , contours between the intensity levels , object models , and reflectance
properties of light to recognize an obj~’ct in a scene. It is difficult to analyze comp lex pictures
because of the interaction of several light sources and the reflection from several small
surfaces.

5. OI;j ect lvi odi ’ls

Object models ate used to ptedrct the positions and appearances of features. For

example, it’ the model includes descriptions of the shapes and surfaces of the object , it is
possible to predict the positions . shapes, arid colors of the corresponding regions in a picture
of the object.

Object modelling at this level of detail is quite complex. The representation depends
upon the purpose of the model. It makes a differe n ce whether the object is going to be

looked at , picked up, or painted. Models may include one or all of the following facets: a
rigid inter-afl,xment of features (e.g. sec [Finkel 74), (Taylor ‘76), and [Lieberman 75b)), a
structural description (e.g. see (A gin 72), (Nevatia 71), (&aumgart ‘Ia), (Grossman 75a),
(Miyamoto 75), and (PADL 74]), an articulation description (e.g. see (Nevacia 71)), and a
desci iption of the surfaces (e.g. see (Coons 67), [Corden 72), and [Could 72)). These
individual components are reasonably well understood, but ther e are no existing systems that
provide all of them.

6. A Constraint R esolving A lgorithm

A constraint resolving algorithm takes as input an object model and a set of constraints
on the object, and produces a list of the remaining degrees of freedom and the resulting
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constraints associated with those degrees of freedom. For examp le, if a coffee cup is known to
be sitting upright on the table and a vision program locates the center of the hole on top, the
constraint system produces a locus of points that describes the possible positions for the
handle of the coffee cup.

A completely general constraint resolving system is difficult to program because an
object may have as many as six nonlinearly related degrees of freedom (three displacements
and three rotations) and the loci are often quite complex subregions of th is 6-space. Ambler
and Popplestone have investigated a limited set of constraints for cylinders and V-blocks (see
[Ambler 73)). Taylor has developed a linear programming system that handles a wider range
of constraints and produces specific tolerance information (see (Tay lor 76)). Grossman has
combined a graphics model with a Monte Carlo simulation technique to produce the
distributions formed by a set of input constraints (see [Grossman 76)). All of these programs
are steps in the right direction, but there is still a great deal of work to be done.

7. Combination R ules for Probabilities

Combination rules use a priori probabilities and the value and position information
provided by the operators to produce estimates for various probabilities. Typical
probabilities of interest are the probability that an object is present (e.g. a screw), the
probability that the current match is the correct match , and the probability that a set of
matches is structurally consistent.

Probability analyses ha ve been used for numerous tasks. Some of the formulations that
are the closest to the one developed in this thesis are: medical diagnosis models (e.g. see
(Shortliffe 75), and (Davis 76]), a fault detection model (e.g. see (Nilsson 75]), and parts
recognition models (e.g. see (Duda] and (Rosen 74)). All of these models use Bayes ’ theorem
or a closely related mechanism to compute the desired a posteriori probabilities.

All of these systems have to make some strong independence and conditional
independence assumptions in order to convert Bayes’ theorem into a usable form. Similar
assumptions are made in this thesis . The validity of the results depend upon the validit y of
these assumptions.

8. Combinatl,on R ules for Position Information

Combination rules for position information use position and orientation estimates from
individual operators to produce an overall estimate for the location of the object. The rules
can also use the precisions associated with each position estimate to produce an overall
precision estimate for the location of the object. For example, it it Is known that a screw
dispenser is sitting upright on the table and if a vision program locates two features on the
dispenser, then the combination rules should be able to produce an estimate for the location
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of the dicpencct The precision of this estimate depends upon the precision of the position
r it f or mation of the operator s and on the structural relationsh ip between the two features. If
the line joining the two features happens to be perpendicu lar to the table, the overall
contributio n of the two features will be less than if the line is parallel to the table , because the
plane of the uncertainties is parallel to the table.

Combination rules of t his type are closely related to constraint resolving procedures.
Both~ ieduce a set of constraints into a single, overal l description of the remaining
urice r tain ti es . l’he difference is that the comb ination rules are designed to deal with
unreliable operators. In particular , they have to deal with inconsistent pieces of information ,
some of which are seriously in error , and should be discarded , and some of which are only
slightl y inconsistent and should be included in the computation.

Some f rti irh’ schemes , such as least—s quares , are we ll-known and have been used in a
wide va t icty of tasks. Almost from the very beginning of computer vision research , fitting
scheries have been used to optimize various criteria. Roberts used a least-squares routine in
one of the intet mediate ste ps involved in deciding wh ich block prototype best fit the observed
data (sri’ [Roberts 63)). Perkins used a least—squares fitting technique within his
cot r ie r ’ t  it ide r to locate the lines that form the corner [Perkins 733. Gennet y used a
lea~t—s qt ia r es f i r t in~ routine to calibrate a stereo pair of cameras (see IGennery 75)).

Fi~chler arid Elschlager have taken a slightly different approach to the combination
rules problem. They use a linear programming scheme to determine the optimum matching
position for a structure of features (see [Fischler 71b)). Their method can weight each feature
and the links between the features. Their technique, however , is more concerned with the
position of the best overall match than with the precision and confidence associated with that
match.

9 . A Statcgi s l

A strategist tiies to construct the most efficient program to accomplish a task by ranking
the available operators and choosing the most appropriate control structures. It bases its
decisions upon the expected contributions and costs of the operators when applied to the
specific task. Fo’ exam p le, a strategist ma y decide to try to locate a point on a large ellipse
and uc~’ thr information from that operation to locate the desired hole. Or the strate gy
program may decide to locate a point on the ellipse, follow the ellipse a short distance in order
to refine the system’s estimate of the location of the ellipse , and then try to locate the desired
hole.

ihe artificial intelligence community has been working on the strategy problem for a
long time. The basic approaches can be found in (McCarthy 58), (Nilsson 71), (Fikes 71),
[Sacerdo i 7~b], and (Tay lor 761. Feldman and Sproull have developed one of the most

—



2.3.9 Page 29

comprehensive systems to deal with costs, constraints , and confidences (see (Feldman 75] and
(Sproull 77]). Their system is based upon a decision theoretic model of strategies. Other
examples of the use of strategy programs within computer vision research can be found in
[Yakimovsky 73a) and [Garvey 76).

10. An Interactive Programming System

A VV system that can be easily programmed requires a human engineered, top-level
system that interacts w ith the user. This type of control program provides an environment in
which a user can experiment with different operators, arrange VV programs, and test them
on trial pictures .

Recently considerable interest has been shown in teach-by-doing programming
techniques for arm programs (e.g. see [Rosen 74)). Some of this enthusiasm has extended into
vision research. For exam ple, an interactive parts recognition system has been implemented
at SRI [Rosen ‘71). Two other vision systems that provide this type of user interface are
described in [A gin 75) and [Garvey 76).

ii. Conclujions

The purpose of this chapter was to outline the set of capabilities required within a VV
system. Systems already exist that provide several of these capabilities, such as camera
calibration and object modelling. However , two of the most important capabilities are
missing: combination rules for probabilities and combination rules for position information.
The next three chapters develop a set of these combination rules for VV.
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CIIAPTEIt 3

IX F(:UTION-TIME COMBiNATION RULES FOR INSPECTION

The intioductory cha pters have st ressed the importance of combining the results of

several , possibl y unreliable tests . Chapters 3, ‘1, arid S derive combination rules for VV . The
derivations a re fu n damental , but the reader may wish to look at some exam ples first.
A ppendices IV ar id V con tain i \t eIrdcd examp tc of the a pplication of these combination
rules. ihe exa mp les provide a general feeling for the behavior of the rules.

1 het e a te  two types of combination ruk~ ex ecution—time rules and planning—time
rules The fouri er is concerned wi th  combining the actual results of the operators as they find
fea~utes 1 he latter is concerned with computing and combining the expected contributions of
the opu arm s. in this chapter we deal with execut ion—time rules needed to accom plish
inspection. Execution-time rules for location are discussed in the next chapter.

The combination rules are incrementally deve loped in conjunction wi th a sequence of
examp les designed to incor porate increasing levels of comp lexity. Each section, exce pt the last
one, extends the rulcs to cover one additional aspect of the problem. The last section
discusses some of the important assumptions that are made in the first five sections in order
to derive the combination rules.

Section I
OPERATOR VALUE INFORMATION

Consider t h e  sta n dard ins pection tas k : decide whether or not there is a screw on the
end of the sc iewd i i ve r .  For sinrphicity assume that normalized cross-correlation is the only
type of operator known to the VV  system. Correlation uses patches from a planning picture
as features to he found in a test picture. Figure 3.1 .1 shows a planning picture with the screw
on the end of t he screwdriver and several samp le pictures , some w ith the screw present, some

with it missing. Figure 3. 1 .2 shows several corie lation patches outlined on top of the planning



3.1 Page 31

~~ ~ 
~~

PLANNI1~G PIcI’uR.~ 
I! 

‘
~~

I
~~

II

:~ 1 

:: L 

~:. ..

I 
I

I ’ I~~ I

li
i

tLi~IP i II II
IlIIi,

~ I 
. i~I~IIli~ . ~~~~~~

I. 
I

~ 
i1I~I1 

I

Figure 3.1.1



Page 32 3.1

s~ -~~
_-~ ~~~~~~ 

-
~~~~~

.€ -- - 
- 

~=-=- -

r-v~ 
-
~y~ 1~7~~

=
~~

--=
~~2:1 -

i
~~~~~~ t~-

& ~,
~~~~~ 

.D

- 
~~~~~.

.
_ . t __

•
_

~ E~1 !.
~r1~~12

• 
3 L± qIL

fi1~t
Figure 3.1 . 2 

g.a” - n:a)a, nr~~~~s r r~ - -



3.1 Page 33

picture. Whenever operator I is app lied to a sam ple picture it locates a best match with a
certain value , which is a function of the correlation coefficient.

If operator I is applied to a sample picture in which the screw is missing, no Portion of
the picture will match operator I very well. Operator I will still locate a best match , but the
correlation coefficient will be lower. Thus , operator 1, if reliab le, will (I) match the correct
piece of the screw , if the screw is there , and (2) match some other feature (with a lower
correlation va lue) if the screw is not there. This performance difference is the basis for
deciding whether the screw is there or not.

Figure 3.1 .3 shows the results of applying operator I to ten different samp le pictures
where the screw is present. If the frequency of these values is assumed to follow a normal
distribution , the corresponding d istribution can be approximated from the experimental mean
and standard deviation of these values. The fitted sam ple distribution is shown in figure
3.1.4. If operator I is applied to several pictures without the screw , the resulting values wifl
form some other distribution. A table of ten such trials and the corres ponding distribution
(a gain assuming a normal distribution) are shown in figure 3.1.5. The two frequency
functions are superimposed in figure 3.1 .6. The assumption of normality is not necessary for
the rules derived in this cha pter. The assumption is convenient for displaying examp le

distributions and it simplifies some of the planning—time computations , but it is not necessary
for the execution-time formulas. Section 3.6 will outline the potential advanta ges of normally
distributed values.

If operator I is applied to a test picture to determine whether the screw is there , the
operator will find a best match with some value, sa y .93. Based solely upon operator I,
should the system say that the screw is there or not? In probabilistic terms , what is the
probability that the screw is there, given that operator I has a value of .93? Denote that
quantity as follows:

(3.1.1) P[<screw there> I <value of operator 1 is .93)].

Let

(3.1.2) On i <the screw Is on the end of the screwdriver>
Off i <the screw is not on the end of the screwdriver>
vi i (operator I returns the value vi>

then the basic a pr iori probability diagram is

_____________________________ - :—~~~~~~~~ 
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Ott O f f

and the inclusion of P[vl) produces

On O f f.......... I..
• vi
.. e .• • . .• •  S ..

Bayes’ ~heorem (e.g.. see [Hoel 71)) is a convenient way of combining this a priori probability
information with the distribution information to produce an estimate for the probability that
the screw is On. Bayes’ theorem expresses the desired a posteriori probability in terms of the
a priori and conditional probabilities as follows:

P(vilOn]*P [On ]
(3,1.3) P[OnIvl]

P [vllOn )*P[On] + P(viJOff]*P[Off)

or

(3.1.4 ) P(On Ivl) =

P(vlIOff]*P(Off]
1+

P(vI On J*P[On ]

These formulas state the desired probability in terms of probabilities that are often more
readily computed. The a priori probabilities are based upon measured statistics or the
experience of the assembly engineer. For example, if the screwdriver correctly acquires a
screw nine-tenths of the !~me, P( On ] ii .9. The density functions shown in figure 3.1.6 can be
used to compute the conditional probabilities, P(v ilOff] and P(v llOn ). Since the functions
are density functions, the probability of the operator producing any one particular value is
zero. But the probability of the operator producing a value within a certain range is the
integral of the function over that range. Thus one way of estimating the above ratio for a
specific value of the operator is to consider a small range about the value, compute the two

• • .  -~--- 
., ‘. •~~~~~~~ •.• .- .;_
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probabilities by integi ation , and form the ratio. Notice , however , that as the width of the
region decreases , the a pproximations for the ratio approach the ratio of the two values of the
density functions at X. That is , the ratio of the probabilities can be replaced by the ratio of

the densities . This observation makes it particularly easy to compute the appropriate ratio for
any value of the operator .

Bayes’ theorem can he extended to combine the values of several operators:

(3 . 1.5) P[ On Ivi ,v2 ,. . .vN ) =

vi , v2 , .. , vN 10ff Of f ]
1 +

vi , v2 , .. , vN IOn ]*P( On 3

Let P[vl ,On) re 1.iresent the probability that the screw is On and that operator number one
produces the value vi. Since

P[v l ,On]

(3. 1.6) P[v l lOn ) E
P[On ]

and

P[vi ,v2 ,On) P[On ,v2)

(3. 1.7) P(vl ,v2 lOn) * P[v l lOn ,v2) * P[ v2 lOn),
P[On J P[On ,v2)

then, more generally, the conditional probabilities can be expanded into:

(3.1.8) Plvl ,v2 ,...vN (On 3 P [vlIOn ,V2 ,V3,...vN 3 * P[v2IOn ,v3,v4,...vN) *

* P [v(N-1)$On ,vN] A P(vN I On).

If the vj ’s are assumed to be conditionally independent , that is,

1 /  (3.1~9) P(vJIOn ,vJ.i ,...vN] a PfvJ lOn] ( for afl J’ s)

then these probabilit ies reduce to

(3.1.10) PtvI ,v2,...vNlOn ) P[vl)On) * P[v2 IOn ) * • . .  * P(vN I Ori],

.1 
_ _
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and (3.1.5) becomes

(3.1.11) PtOn lvl ,v2,...vN) =
P(Off] N P [vllOff)

1 +

P[On ) 1=1 P[v ilOn ]

The conditional independence assumption stated in (3.1.10) is a major assumption. It
makes it possible to reduce the interdependences significantly. But it also restricts the type of
operators that can be used within a VV system that is based upon formulas such as (3.1.11).
If the value of an operator is not appro> imately conditionally independent of the values of
other operators , it can not be used.

Both (3.1.4) and (3.1.11) make it clear that the contribution of an operator is the value of
the ratio:

vi lOf f ]
(3 .1.12)

P[vi IOn )

The contribution of an operator determines its influence on the estimate of
P[ OnIvl ,v2, . . .vi4 ). The inverse of ratio 3.1.12,

P[vI IOn )
(3.1 .13) — ,

P[vi jO ff ]

is known as the likeli hood ratio. The logarithm of the likelihood ratio is also important , as

the chapter on planning-time combination rules will show . The larger the likelihood ratio ,
t he stronger the evidence that the screw is present. This formulation agrees with one’s
intuition in several ways . Consider figure 3.1.7 in which three values of the operator have
been indicated: W, X, and Y. If the operator happens to produce the value W , the
likelihood ratio is 1.0, and the estimate for the probability that the screw is there is
unchanged. Any value to the left of W implies a likelihood ratio less than 1.0, and thus

• decreases the estimate of the probability that the screw is there. Both X and V are to the left
of W; both suggest that the screw is not there, but V does so more strongly, as expected.

Not all values to the right of W will necessarily suggest that the screw is there.
Consider figure ~.l.8. It emphasizes the difference between the two standard deviations so
that it becomes clear that there can be a region to the right of W in which the likelihood
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ratios are less than one. Only a small interval (labeled a) contains values that suggest that the
screw is there. The likelihood ratios for every value in a are greater than one. All other
values for the operator produce likelihood ratios less than one. Figure 3.1.9 shows the
likelihood ratios and the log likelihood ratios associated with the distributions shown in
figure 3.1.7.

The formuiation of (3.1.11) is computationally convenient. For example, define

P[OffJ
(3.1.14) t (O)

P[On ]

P[ vj 10ff)
and t ( j)  * t(j—1) (for ,j > 0)

vj IOn )

• then

(3.1.15) P[On l ,i~ ,. . .vJ ] =

1 +t ( . j )

This set of formulas gives a straightfor ward way to incorporate the results of sequentiall y
app lied, conditionally independent operators incrementally . In fact , it is a powerful way to
combine the value information of operators into a probability that an object is present.

For example, consider the screw checking task. 11 P[On ] is .90. then t (0)  is .11111 .
Assume that the density functions shown in figure 3.1.10 correspond to operator I. If it
returns a value of .810 (represented by the vertical line in the figure), then t( 1) is .0080 and
P( OnIv l) is .9920. If the desired confidence is less than this amount, the program can stop
app lying operators and make a decision: the screw is present. If the desired confidence is
.999, more information is needed. Consider the density functions for operator 2 shown in
figure 3.1.11. if the second operator returns a value of .840, then t (2) is .0004 76 and
P(OnIvI ,v2] is .9995, which is sufficient to make a decision.

— -~1



Page 44 3.2

Section 2
I(NOWN AL 1’ERNAT LVE S FOR A FEATURE

in the pievious section , an operator was applied over some portion of a picture under
the assumptIon that th ’i e are only two possible results: (I) the screw is present and the
operator locates the a~~1i opriate P’~~ 

of the screw or (2) the screw is not present and the
operator locates sonic other best match. It was also assumed that the operator was app lied
over the whole region bt fore ~uturiiing the best match. iii ef fect , these assumpt ions guarant ee
that the value retuu~ d by the operator belongs to one of the two density funct ions, On or Off.
Th is result is pleasant if true , but there are several reasons why these assumptions might be
u n war ran ted:

( I) There may be similar features in the same local area that sometimes appear
better to the operator than the proper match . If a similar feature appears
regulaily enough in samp le pic Lire s so that the sys tem can determine the
corres ponding density function, the i~atwe ~ ~t be cal led a known alt er na:u ’e
In that case the desired feature is itsclt considered to be one of the known
alternatives. Ever y time a best match is fou l, the V V  program must decide
whic h altern ative is beitig matclic’d . If a similar fea t ure occurs infrequently
and unpredictably. it will be referred to as a s urp r i se .

(~
) Each a pplication of the operator may be so ex pensive that it is prohibitive to

scan it ovet the comp lete area in order to choose the best match. Instead , it
has to be sequentia lly app lied until some reasonab ly good match is found. if
there are a few similar features in the local area , a reasonabl y good match
may not be the best match , and hence the value produced by the operator
may not belong to one of the two density functions.

(3) T he measurements made by the operator may not immediately single out the
best march. A correlation operator is a special type of operator; it only
returns one value, so it is easy to determine which match is best. Other
operators may return values along several scales. The best match is
ex perimentally defi ned to be the one th at produces values closest to the
training values. For examp le, an ed ge operator may return both the
distinctness of the edge and the contrast across the edge. If the desired line is
a fuzzy line with a high contrast , it is not clear how to determine the best
match. A nien ic has to be defined.

(4) The desited feature may not be in the pot tion of the picture scanned by the

_____ ~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~ ~~~~~~~
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operator. This problem may occur if the program has incorrectl y restricted
the tolerance region for a match , or if the feature has been obscured for some
reason. The operator still returns the location and value for the best match it
can fInd, but such a value does not belong to either of the densities; no
conclusions can be drawn about P[On Ivi ,v2 , . . .vN].

(5) Some global factor may change (e.g., one of the workstation ’s lights may be
out) so that the feature appears quite different , even though it is in the
correct area. In this case the values of the operator may be rac ically different
than planned .

In this section the combination rules are extended to include known alternatives.  Later
sections wil l discuss the extensions necessary for surprises , multiple—valued operators , sparsel y
applied operators , and global changes.

Consider the problem of correctl y deciding which of three possible line segments an
edge operator has located . There are several sources of information (orientation , fuzziness ,
contrast, etc.), but for the time being consider only one dimension (e.g.. contrast ). Assume that
during the training session the system gathered enough statistics about the three lines to
approximate the three density functions associated with their contrast values. If an edge is
found with a certain contrast in an actual picture, which line is the operator on (assuming
that there are only three possibilities) and what is the confidence associated with that
decision? This question can be answered by computing three probabilities: the probability
that the operator has located line I, the probability that the operator has located line 2, and

the probability that the operator has located line 3. Let

(3.2.1) Li a (operator 1 has located a point on line 1>
12 i <operator 1 has located a point on line 2>

and 13 a (operator I has located a point on line 3>.

Then Bayes’ theorem states that

(3 .2.2) P[Li Iv)
P[vI-iLl]*P[ -,L1)

1 +

P(v ILl)*P[L1)

Consider the following diagram

_ _ _ _ _ _ _ _ _ _  -j
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Li L2 L3

• V 0

• , . .. 0 0 . . I  0 0 .t • s • I  • 0 .

Since

(3.2.3) ~Ll = L2 ~ L3 ( ~ stands for exclusive OR ),

(3.2.4) P [vl-’Ll] P~vjL2]*P [L2I~ L1)+ P [vlL3)*P[L31-sLl).

Formula 3.2 2 reduces to

(3.2.5) P[Lllv ) =

• P[vIL 2)*P[L2 ,-~L 1) P[vIL3)*P[L3 ,.,L1)
1 +  — +

P[vILl]*P [L1) P [vlLl)*P[L1)

Since L2 and L3 form — LI , each is co tita iried in — Li .  Therefore , (3.2.5) can be further reduced
to

(3 .2 .6)  P[ L l Iv )
P[v lt .2 J* P[ L2]  P(v IL3}* P[L3]

1 +
P[vllij*P[L1J P[vjLl]*P [L1]

When there are N known alternatives formula 3.2.6 can be generalized to

(3 .2 . 7 )  P[L .j lv )  . (for 1�j �N)
v IL L I )

1 +

i�j P(v ILJJ * P[ LJ )

This formula is convenient because it states the desired probability in terms of a pr iori
probabiliti es and likelihood ratios. Given the value of an operator that has several known
alternatives , the probability of each alternative is computed , and the alternative with the
largest probability is the best match.
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This derivation is also useful for an inspection task in which there are two or three
known alternatives when the object is there and two or three known alternatives when the
object is not there. in this case the program is less concerned about which alternative is the
best match than about the overall probabil ity that the objec t is there. A derivation similar to
the one used above produces the formula needed in this situation. Let f i , f2 , . . . fM be
the known alternatives that might be matched when the object is there and let qi , g2 , .

gN be the alternatives that are possible when the object is not there. Bayes ’ theorem sta tes

(3 .2 .8 )  P[Onjv]  —.

P[v lO f f ) * P [O f f j
1 +

P[v IOnJ* P[On ]

By assumption

(3 .2 . 9 )  P[On ) : P{f l )  + P[ f2 ) + . , , + P [ f M ]
and
(3 .2 . 10)  P[O f f J  = Ptg l)  ~ P[g2] + ... + P[gN],

Formula 3.2.8 can be expanded into

(3.2.11)

P[On lv J =

P [vI gl]*P[gl] + P~vIg2)*P[g2] + , . . + P[v lcj MJ* P[gN)
1 +

P{vlf l )* P[f l )  + P[v lf2 ) * P[ f2 ] + . . . + P [vj fM ] * P [ fM )

or

(3 .2 .12)  P[ On lv]

~~ P[vIg i] * P[gi j
1 � I

1 +

~~ 
P[vlf l )* P[f i ]

l�i�M

This formula gathers all of the evidence for and against the proposition On and forms
a ratio between them. To use this formula requires a great deal of knowledge about what can

_______________________________________________• • .
~~~~ •.—...—
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he e~~ ’ iii a ru l i t l i n’ ~~i t i ; e  In 1i :i I t iclI i~ : , t h i~ know led ge includes the set of possible

alte rnat i ’. s , thei r v ines , and th ir a ;~ ;ci: probabil it ies. Withi n the context of
progr:imiiiii lc’ ~~~~~ i I i1~ t h is  i I i (o lm a t ic r r  ii oI;t’i: av a i lab le because the e nviron m en t is highly

constrained ;~ri i  a i~’ ui din has the o 1 1 n  tu nity to watch several examp les of the assembly.

Con~i er t he a l9il icat ioii of loi inula 3.2 12 to the screw checking exa mp le. When the
scre w is nor oii the end . oni it the operators (say operator I that tries to locate the tip of the

s~ it ~~
) i i 4 ’~ u : i I r i g  a d i t t i ’ iei i t  set values dipc iiding upon whether or not the detent at the

e! id of t he s : ,“.v cit ive~ f c  s huw ini .  (The deten t is the spni r ig— loac red bailbearing that holds

the screw our t h e  en ) 1; ,ippCa~ S in the piCtU re only if the scre wdriver is oriented in such a
th at :,Ii~~~ t I ’  ~~ ‘ ;i! the c al e ra . ~l l ius , there ate two known a lternatives for operator I

whet i  the si U~’. iS i)Ot 01) th e el)d (1) the cie:ent is : d cw i n g  ancr ~ ) the detent is r io t  show ir i~
When the screw is I :  t ’. rnt , there is still only one known alternat ive. Thus , the a pr ior i

1,robab ditii s for  n1 ~ :.i t i u  I are:

( 3 . 2 . 1 3)  P[ On ) P[Screw ]
P[Off] = P[Detent) + P[No Detent],

wh ich c.~r i t ie d~ i, , ldiucd as follows ;

Or O f f

Detent

Screi-i
No

Det ent

This diag iarn is j ust for operator I. The other operators may not be affected by the detent.

If operarol I ic the first operator to be app lied , formula 3.2~ 12 simplifies to:

(3.2 .14)
1

P[On Iv lJ  • —

P lv l l De ten t ] * P [ De te nt )  + P[v l lNo Detent] *P[No Detent]
1 +

P[v l lSc rew ] * P[Screw )

~~~~~~~ ~~~~‘ 
• -~~~~~~~-r ~~~~~~~~~~~~~~~~~~~~~~~ .. - j .
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Assume ‘hat

( 3 . 2 , 15 )  P[Scr ew ] = .90

P[Detent] .03
P[No Detent]  .07

and t h at the density functions show n in figure 3 2 .1 are the functions for operator I If
operator I returns a value of SI , then P[On lvi) is .991 0. Figure 3.2.2 shows the three known
alter Iidti ves for operator I anti three typ ical values produced by operator I . Each column of
the table contains P [ T r p lv) . P[No Detent Iv] , and P[Dete nt lv ] .  Given a value , v i , for
operator I, the known alternative with the la:~ est value of P[<known a l te rnat ive > I v i ]
is tue best match fot that value. Fm cxani 1 Ie , given the value .47 , the best match i s the

Detent . That is . based upon the a ~riot r probabilities and the training information , a value
of •4~ ~~-‘~ Operator I implies that the most likely feature being matched is the detent iii the
end of the screwdriver. The second best choice is the end of the screwdriver without the
detent.

H 1\f \ s c ~~
DET

/

1’
\

\
/ \

I 
—

T

4

_ _  • 

~~~ H~ R 

.
~Y 1T1.I

U1 .’I~~~A T O R  V A t  U~
Figur e 3.2.1
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.47

Set c i  . 1 1~ ,i i~ ,~2a3

;~ 1Eid ,A T I  I L  . r .  ~~~~ .~ td .3 ~~~~~ . I 3 ~

fl,. .
~~~~~ . e ’ . ’~ . j~ :~ .7470

i e u :  ‘: 3.22

i d  :: 12 c i  I eds i l y c’.:’. r u d  to lI u:1eu.ue the results of several operators , all
of n t i c  h I: , ‘.‘r kr i\ r i  ,

~ ~~~~ .i nie : 1 ; :  t I :  i are K operato r s. Let f j  , 1; 

~ ~~ ~ ~~ j j~~ ~ n aIteJri ,~:ivis for th c ~t )  operator when the ob ject jc

I ’ ’  ~~ I ii , I ; oj , ? ’  ij,MJ hi~ the M j  know n aI:~r r ia t i ves  to the j th c l :dro r
o l o u  tJ~ v) ‘ is j :  1 : 1  ii~ 1 iii

( 3 . 2 . 16 )

l’ On l vl ,v.’ ,... vK J : —

(K-i) ~ P [vjlgj, i]*P[gj.i]
P[Ont J K 1�i~.l~j

1 +  [ 1
ftc - i ) j~ 1 \ P[vjlfj. )*P[fj,i]

i’~Olf] 1<~~~Mj

-l t i ~ i’ .,poni. ut (P ..— 1) al I) ’ .ims bin inn tI ’e r ,~~~e ss Ur t o t  each ot the K operators I)mothicCS .i
f i.i o r  of

t [On ]
( 3 . 2 . 1 7 )

I’LOf . t• j

a r id  U i ’ ratio t a ;‘:. s : 1  l i l t ; in I :  t r u l,t E.2 S ca ncels one of them.
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Section 3
SURPRIS ES

11w main assum ption of the last section is that all of the alternatives are known arid
c h a r  actertied in advanc e Somerimes. however , operators match unknown features and return
unusual values Such unknown and unexp lained matches will be referred to as s t i r  puzsc s
The values produced by sur prises can not be accounted for by the usual density funct ions

ih ere a’ v several Possible causes for an u n u s u a l match (some global change , the feature
is riot prese nt , or a surprise), so the values prodticed for such a match should not he u sed to
alter the overall confidence estimate. The values may contribute to other considerations (such
as a global error decision), but the y should not be blindly cranked through the combination
rules

~i here are tw~ ways to deal with unusual values: (I) filter out particularl y bad values
and (2 , scale down the pou.’ntia 1 con tri b ution (in the probabil ity comp utations) of any
oI)erator that ic known to find sur prises 1 he first method involves a check on each value
produced by an Oj ier ator to m a k e  sure tIi~t it is reasonable for at least one of the known
alter nativ es For examp le. II a value is not within three standard deviations of the mean of
at Ic id one known a l tern at ive , classif y it as an unusual value This method is generally onl y
a pplicable w hen some unexpected event occurs , such as one of the lights burns out at the
workstation so that the pictures of the scene t i le s ig n if icant ly dif ferent than ex pected.

The second method is to lower the possible contribution of unreliable operators. This
method is based upon a simp le rule: an operator that f inds surprises should not be trusted as
much  ac one that doesn’t. The assum ption th ia t all of the alternatives are known has been
ex pressed in for niula 329.

( 3 .3 . 1 )  PEOn ] P[ fi ]  + P[ f2 ) + . .. P[ fN] .

If the operator occasionall y locates surprises , ,i better model is

( 3 .3 .2 )  P[On ] = P [ f l]  + P[ f2]  + . . . P[ fN ) + P[sJ

whe re P(s] is the a p r i o ; i  probabilit y of finding a surprise. To reflect this model in the

d ~irobahi lit y cnril I)utat ions r r i i r  “c a density function to be associated with the sur prises .
Wha t should the for m of th is density be? If surprises can randomly produce any value for
the operator , one reasonab le assum ption is that the surprise density has a rectangular
dis tribution If the lilte nini g method (i c’ , method I mentioned above) is applied , the range of

-~~~~
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t h e  r e  ‘ am iil,ii c l i t i  it i i t i t i r i  ~ i to rest ’ :. : to ’ ) i ’ n h :  v .il betwee n the sma llest re. iso ,iah le
val ue fcn t i ’  v ’ ~~’ .i to i  i . t v  I. ’ . ; v ’’,r ,v i k  value f igure 3 3.l.a shows th re e c J ’ n n ~ i t y
t unic t ior i~ . oiw t o .  U i  v .  t i  w i tc h s c r . ~ Ic l) esr ’ r l t  and t~~o known alter natives when the
sc rew i’ m i i i rc. i i t II (~ v e  o~” v 1 i ’ ‘ d l v  locates surprises , a rectangular density
funct i on is .~ :d.’i, .~s ~~~~ ii is, v 3.3 lb

7 he den it y iii vu f u r  SL i m p ci’s be incorporated into the confiden ce computation
in a sn a ig hrt o r Wa , t1 w u y  Since a su rprise ‘nay occur whether or not the object is present , the
new possibility is in cli n e ini P tb the flh irflvi ator and the denominator. However , the

~ 
obahilit y of .~ cu r pnuse u ; u ’i~ be different whi rr the screw is present than when it is not.

That js , P[ Surpr ise lOn J f l y  he dif fe rent (noun P[Surpr isej Of f )  In order to provide for
this poss ibili ty, di f fer e nt qu a n t i t i es  a: i’ included in the numerator and denominator. If s
te1), ese nts a sur prise , for mula 3.2 12 c~n be restated as:

(3 .3 .3 )  PlOn iv i
N

Pfv Is ,Off ’ ] * P{s ,O ff ] +~~~~P[v Ig i )* P [g i ]
i — i

1 +
II

Pfv Is ,On]*P[ s ,On] + V P[v If i ) * P[f i ]

The additional density function restricts the contribution of t he suspect operator. The
operator can not be as strong ly for or against the proposition On as it could be when all of the
altern atives were known. For exam ple , consider operator I mentioned in the last section. The
a /mriori probabilities are

(3 .3 . 4 )  P[On ) = P[On ,Surprise] + P[Screw]
P[Off J = P [Off ,Surpr~seJ + P[ Oe t en t ]  + P( No Detent ]

and the corres ponding diagram is

_ _
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(In (1ff

Ctf f .Surpr i se

— 
On .Suir r r  I

~e tent

~)cr
No

De t e n t

lu, tuiti la 3..’ 7 ‘ t i l l ’S tO

(3 .3 .~’) P~On J v X ]

P[ v X l  O f f , Surp  J* I’j O f f  ,Surp] + P{ vX J [Jet ] .’ If  Dot]  + If vX l No Det ) * F [  No Dot]
1 +

fi( vX j Qn ,Surp Jim r( On,Surp) + Pf vXj Scr ewj * Pf s c r ow ]

A s~ ii, ’ iv ’  t h,i r

( 3 . 3 . G )  P f S c r c w)  .88
P[Dc ’t ]  = .02
P[No Det ]  .0(1
1’[Off ,Su rp] = .02 .

and  I’[On ,Sur p } = .02.

Sin ce F’ [ O f f ,Suirp I. b’~On .Sr i rp] . P[v I IOn ,Surp], and P(v l IOff ,Surp] are constants,
f in i u n I v  3,~ 

r, l U. . 5 tO

( 3 . 3 . 7 )

l’ [On lv i )  =

.0318 + P~ v 1 I i c ’ t ] * P [ D e t )  + P[ v 1 I t ~ Oot ]* P[N o Det]
1 + -

.03 18 + P(v i IScr cw ) * P[S cr ew )

1 lii ’ m aximum valise of PEOn lv i  ] is achieved when operator I returns a value that
rnr i ru inv i l ’  s both i’[ vi I Dot)  and P[ v i No Ot~t). At th s t  point F’[On lv i ]  is .7Th1. This value
i s si~ nifncai ’ut Iy less th an the mIxin ur l i  value of I (~• which is possible if the surprises are not
incor porated into the formula So IncorlJoi’atin~ sur prises into the formulas for operators

-- - .  .. . rr~~.L-nSr ‘—~~~~~~~~~~~~~ rr -
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known to produce surprising values reduces the operators ’ contributions toward the overall
probabi lities , thereb y implementing method 2 above.

If the densit y functions shown in figure 3.3.l.b are the functions for operator I , and
operator I returns a.value of .63, the conditional probabilities associated with the alternati ves
are:

(3 .3 .8)  P[T i p~ .63] = .00 11
P[Det I .63]  = .1338

P[No DetI .63] = .7096
and P[Surpr is e l .63 ]  .1556.

The best alternati ve is No Detent and the overall probability that the screw is on is .0789.

The incor poration of surprises also means that sometimes the best match may be a
surpr ise.  For examp le . if operator I happens to return a value of .40.
P[Surprlsc l .40]r~.&869, which means that the best match is the sur prise.

Formula •1 3.3 can be extended to combine the results of several operators, each of
which may have known alte rnatives arid /or surprises. Let fJ, 0 be the sur prise associated
with the jth operator when the object is there and let gi • 0 be the surprise for the j th
operator when the object is not there. Then the formula can be written as:

(3 . 3 .9)

P[ On~ vi ,v2 , . ..vK ) = - ,

~~ P[vjJ gJ, 1]*P[gj,iJ
P[Off ]  K P[On ) O�i�Nj

1 +  

~
] (  * 

)

P[On ] .j=1 P[Off ]  ~~ P(vjI fJ ,1 ]*P[fj.1)
0�i �P1J

This extension to include surprises means that there are three possible outcomes
whenever an operator is app lied: (I) the value is outside th e reasonable range, (2) the value is
reasonable, but the best match is a surpr ise, or (3) the value is reasonab le and the best match
is a known alternative. The higher-level interpretation , if any, of the unusual values and
surprises will be discussed in a later chapter.

- . .~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
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Section 4
MU [. T I P L F .- V A L U E I )  OI’ERA7’ ORS

Some opci ators scull ii more tha n out’ va lue; t i e  descri ption of what they have t e n

con t a i n s values alnu, n~ several scales. For examp le. a texture operator may describe a local
n’c~’, son, in t r: n i rs  of i t’. s t i r , density. and pc:’ iod ic rty. it has al ready been mentioned th a t  ec I~ i
operdtu r s c t : .  n r r e t t i t u u  two  or t hree va lues. W bie r r d~~n liii~ with such oper ators one wants to

com bine all ot t h e  avail al :v lc inlor r ’i raU oii into one probab i l i ty  t h r at  the ob j ect is present , OF 10

deter m in e the Liv s~ a Lc ’i n a t i v e. A~,.i in L’.ayesi ari  proLiuhil ity piovides a way to ii,a~.e ir is

combination. Cciuisic lcr an inspect ic.ni task a u- id one cu per ator that reti .rrns M va lues , xl  • x2

and xM. 1 I c it  the st.tni dar d E~ayc s ra n formula is

(3.4.1) P [OnIxi ,x2 , ...xM] :

P{x l ,x2 , . . . x M  I O f f ]  P[ Of f ]

1 +  *

P[x l ,x2 , . . . x M I On) P[On ]

11 the v. ilr ies happen to be condit ionall y independent of each other , the usual reduction yields

( 3 .4 . 2 )  P[ On ix ] ,x2 ,...x ll) =

P [ O f f ]  N P [ x i lO f f ]

1 +  *

P[On ] i=I P Ex i l O n ]

hr ’ ’” toi n in n y .  ( Inn be C X l ’ I r L ~v ; to include sever al operators , each of wh’iich may rc t uun
s cv c i  ,vi va lue ’ . A ’ c uuu ir t h at thne :v :  N ope rators ar r I each operator returns Nj values ( Nj ?
1). Let x j ,  1; x j  .2 ; . . . xj  , Nj be the Nj valu es returned by the jth operator. if the
values fo r one oile r atcm r ar e ini tc i  dependent . but the values of separate operators are
conid iti onsah l y ii s l ’ j o ’ n  rth ’ rrt , thieni

.___ ._ a~~~~~~~~
— ~-. — .  —~ ‘ ‘ -. r . “-‘~ n ”  ~~. ..,
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(3 .4 .3 )

P[On (xl .); xl ,2; ... x l ,M 1)  ( x N ,1; xN ,2; ... xN ,M N )  J

P[Off) N P[ (xj. 1;xj,2;...;xj,Mj) I Of f ]
1 +  *

P[On ] j=l P[ (xj , l;xj ,2 ; . .  .;xj, M j )  I On]

if aN of the values are conditionally independent of each other this formula collapses back to
t he previous for mula (with a suitab le renumbering of the x’s).

Formula 3.4.3 can be fu nther extended to include operators that have several known
alternatives and even sur prises. Assume that the values for one operator are interdependent ,
but that the values of separate operator s are conditionally independent. Let there be K
operator’s. Let the j th operator have Nj known alternatives when the object is there , and Nj
known alte rnati ves when the object is not there. Let MO and NO represent the surprises.
Assume that the j th operator returns Rj values as a descrip tion of what it finds. Then the
appropriate formula is:

(3 . 4 .4 )

P[ On (xI ,I;xl ,2; . . ;xl ,R1) , . .., (x N ,1;xN ,2 ; . . . ; xN ,R N ) ]  =

~~ P[(xI ,1 ; x i ,2; . . . ;xi ,R i ) Ig J, 1]*P[gjW
P[ Of f)  K P[On ] O�1�Nj

1 +  * )

P(On] j=l P[Of.f) ~ , P[(xi ,1;x i ,2;. .,;x1 ,Ri )IfJ, 1)*P[fj.ij

0 � I �h1J

To use operators that return several iiuterdependent values requires enough information
to approximate the multi-dimensional density functions. Once this has been done, the ratio
of density values can be used iii place of the ratio of probabilities, j ust as in the
one-dimensional case .

Since the ex pression (xj ,  1; x J .2; ... x j ,  Rj) can be val idl y substituted for vj in
any of the derivations that follow, the remaining derivations will only be concerned with
single-valued operators. The formulas apply to multiple-valued operators, but for notational

. . . cr ~~ ‘ -~~—jr ~~ V ~~~~~~~~~~~ .~~as~~~t T 1 - F ., -
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sinip lrci:v t hr ’y ~ ill h i t  be s tatc ~ in n tI -r e i n ’ lull gener a lity.

Sect ion ~
POSIT ION INFORMATION

‘I ii, I. . v i  ~‘ aI n i ” t n t  i i  riia ’~~.i;r produced by an open ator is important . hut the relat ive
st : ni ‘ur c of t i e  iii,,t’. n v ’ . ~s cruci a l i t  v et  1nC~~’ ro i r  v ision. This sect ion descr ibes two method s
t I ,,~t i i i . ’: 1 a t ”  s t : i i  ‘ i u i ~~I i rnnD r f l i a t iou i  i nnto the e xe : nn t r inl-tim e forinul as for’ inspec t ion . One
c v  ho~ in v . a Si or mu cc lies to d etermi ne the moct cons istent location for the object and then
d iue~. iv ,n in~ v i ~ t h t i t  lo at io i i is i n n i i : l n t  of the initial task conistra ints and the tr ’ a i nr i rn ~’
ii i t o : n v ’ r e i n ,  -l hi ~r, t r i O  me: hod simp ly et ’~r ci rc :cs the nnnmber of reasonabl y consiste nit
m a ’ c ) i v ” . c ’ i v e i r  rh I.~ th i v t  the t i ’ r t u n . :. art? p~i : t  ot a rn~. ru . thr ’ e—dimen rsional object. A

ma j un di a’.’. h.ic~ tc t h e  f in st method is tha t thc :ni: runit of com putation goes up ex poneii tiall y
as t i n ’  n i n n i u i v u  ot C I j i : i n n s  i t c i e a s ” s  The seco n d m et h od is a simple heuristic to avoid this
Iat ,‘ v ’ ; ,p,ninii c i t c ’ r: i 1 ni l  m c m i , but it does riot ta ke lull advan tage of the available infor rnaatio n.

I ni ’’ 3. ~i I .i sh.otcs the positions of four ty p ica l  features iii a plan ning picture .
.\ c ’ - n n n  mc th a t r h  t i~~ i’. to cl e tt ’: n ’ n rnre  the char ge from the plann ing picture to the test picture
ant u t i , ,  the cli n v ,  us cn.i ir - rly ant \ — Y sh ift .  If tine four operators are app lied to a test
pic ture a n i r .~ t i , ’  ii i t .  th eir Liv: st marches at the positio n s show n inn figure 3.5. 1 .h, the rela tive

SI r ii~~lu r v  ~ ! t h y  r n  t i l i ~ ’. a ppears to he Clii ‘‘ct A le ast—s q ua res f i t t i ng routine (or some other
f i t t i i ,c  r . i , n i u n u e )  C i i i  h’ tn .v d  t ’ . ’ n , , ’ i uc e  art e s : n I : , t v ’ for the shri f t  arid an estimate for’ the
goodnir’.n ot In this e x i n ip lr . the residua l ci :oi~ a te  qu ite small (as shown in t n ~ t i re
3 5 I c ) . ~

, n e t  t h i i c  is a ~ tvc v1 n t . ( n r c wou ld s.’ ha t the ma: i:hnrs are 517 u c tur a /l y co ns ist en t .
it t hii ’ ton i r i m ’ huc ~ il, rou n ret at tI ne pns it ior n s shciw ni in f n~ trre 3’ 5. i.d, the best f i t

wouild uil l v i i i  hat  v t  lo t  (see r unt ’ 3.~ I.e) it t this case one would probably be suspicious
of at lea ‘.~ one of the s aear c h , e s .

‘1 lie inci p lim at ion us t hiat the residual e: r o :s at ’ :  a fur’,ction of the struc tural consistency of

I,r se: ot m a tc h .- ’ 1 he less consisten t the iin . r lc hts.  t i re Ian~ en’ the en rors. The sum of t he
squares ot t i e  C r i o n s it cv ii u iv c i n i l y used to measure Ch i ts type of con sistency. It is a conven ient
l i nt -mui r c- or cc t hv i  t’ an ’ ’ v.. r i l — k r i e ’ w n ,  t ec h n iques fu r min imi zin g it It is also appealing
because t h u d i t t r i hiii t i~ n i of the simm of the squ a les of the errors is known to be a Chi— square
d i s t i r  Un ’ in it  t he e r ro r s a r t ’ normally distr ibuted ~Gray bill 61). Si nce measurement errors are
‘
~. ro i w nt  to ho’ p ucmn mall y c~i’ .tnibuted t o n a la rg e number ’ of s ituations , the use of least—squares
techniques looks quite I~ 

omising

1 lie hi I l l tl s . , t  cj  ~r it it’s the distnibut ic imi of the sum of the squares of the errors can
he c t a trd as t~ v l i iw~

— —  
. ~ —. - ‘ ‘
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IH[OR [M; 1 1 there are N flncar equ ations rel a tin g the ac tua l
ri.m tc hi n q po’.itio n s with the p lanned positions and If there are R

pni r .tnnn’ t c r~ to [c adjusted in the trans form ation from the planned

to ni ctu a l po.sitiOn s , the sirrir Of the squares of the errors (for

norri ,i li y distributed errors) forns a Chi -squ are distr ibution
w li ii (N—U) de rrees of f re e dom.

0m m ,  ii n j m l r c . a : m i u ,  of t hm n: ~ thicin v:i~n ns th,i t a C .h n— s 1 ’ n~ i’. n’sr c an t U’ app lied to a pa t icula r S U m ;

of sq u a ; ’  to de ; t ’ n  nitri c whether it e ’ m ;  € Ci l i lS a c onis ist e nt t r an st o mat ron between the p h m n c n i v

arid a ctu a l  e. rt o n  5. It t h e t v :-st n in d icarcs t hat t h e s t  cit matches is Tro t consistent , it is possible

t im  dt- tc-i i nm ni c wh ich matc h is the least conisi st enit . For c :’. ,nnlt 1 )Ie , in n gun e 3,5. h e , the hex a~ urn is

t h i e ii’ ~st c oi. .n c t. rn l hI: ,unie . ‘1 Ire Iv ’ .ist conis st m r n t m m c i i  can be temporari ly left out of the

solution arid ai tot  lie : I r :act — s q ua rcs f i t  can he comput ed. It the new fit is snmi ifica nt l y bette r

th in r h,. pr~ im m i ’ .  U n i v . t i n ’  least con si s te n t nia t ch can be per ma nic nrt l y ncincn ved from the set of
m i t: hr s ‘1 h i s  c nml i m n o ’ of [am ! ni,i t chm ’s can coi in hmic un til a cons isten t set of matches has L i c m t

um ii ci 1 bus , .,n r ut bi cn measure cit the consistency or a se t or c atches is the ~e ~ermta ’t of

ni .itc~ c~ c [ en .~i 1nc r c n .ns i s t e i r t  by th Is cinllr rm 
~ 

oce c u: c 1- - u n  e 3 ’.~ I f shows the best t n t  a f ter t im .

li-a st co nu si st .’nn t n ti ,,t cii hit been dicc: ,: c ~ . The : c - n. i :m nn n irig t h r ee matches are strucwraii y
cii r i s i c I el m I

v’ .. i’ t v  ci , t h i ,’ concept Cit 5 (7 c ? .  1 7 /  CL~T t S 1  c?euc ’~ is an’, irriportant as pect of ver i f icat io n
l~nit m c , ’ .  sh m itild it Lie i n m : ’ - ei a ’ ’’c~ wi th ,  t he v r ~ue in formation? It is possible to extend t h e
co nnd iti u nn al p n . l v . m h i t l i t y  for rollin s to in cl u de tIne posit ions of the m atches in addition to tine

v ahi .ic’s of t in ’  r n n , . t ’ h v - c  Let

(3.5.1) p s (the pos i t i on  of operator i’ s match> ,

then i’.’s€’ s t h y  O i t ’ i l m  S t a t C S

(3.5.2) P[On jv l ,...vN ,p l ,...p N]
P[vl ,...vN ,pL..pNZOff ) P[OffJ

1 +  *

P[v l ,.~~ vN ,pl ...pNlOn ) P[On )

If the v n ’s a n * ’  a c c n m n c m v - d  to be con ditionally n n di - pcn ( [ “ t n t  of the p i ’s (an-rd each other), formula
3.5.2 r cu r d v - c  to



35  Page 6 1

( 3 .5 . 3 )

P[On lv l , . . .v N ,pl , . . . P N ]
1 [p l .  . .p N IO f f ]  P [ O ff ]  N P iv i lO f f ]

1 +  * — * 1 1
P[p l ...pN iOn ] P[On } i:1 Piv i lOn ]

The assunipt :iii r that the v i ’s are conditionall y independent of the p1’s means that the value
of a n operator is independent of the irxatio ti of the match. That is, if an operator locates the
same feature at different positions iii dilfer eiit test p ictures , it is expected to produce the same

value. In programmable ascem i)ly this is generally a reason able assumption C..u pt when
diflerent positio n s consistent l y produce di f ferent  Ing hnt in c , conditions. For examp le, if a
shadow happens to fall on a feature when the object is oriented in a certain way,  the value of
the operator that tn’ ies to find that feature will depend upon the orientation of the obj ect.

The assumption one does not want to make is that the p1’s are conditionall y
independent of each other. Such an assumption would completely ignore structural

consistency , which is precise ly what the mathematics is intended to capture. But what is the

value of

P[pl ,p2 ,...pN I Off ’ ]
( 3 . 5 . 4 )

P[pl ,p2 ,...pN I On]

First , consider a siniipler version of ( 3 . 5 .4 )  that is only concerned with the positions of two
operators-

P[pl ,p2 I O f f ]

(3.5.5)
P[pl ,p2 I On]

1 he probability P(pl ,p2 IOf f ]  is the probability that operator 1 will find its match at the

positionn p1 and th iat operator 2 wi ll fi n d its match at the position p2. Ratio 3.5 5 can be
rewritten as

P[pI ,p2 ,Off ] * P[On ]
(3 .5 .6 )

p1 , p2 , On ]* P[ Off )

If Pt O f f ]  could be expressed simply as :

( 3 . 5 . 7 )  P [O f f J  P [X ]  + P[Y] +

-
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the n P[ p1 ,Of I ] could Lie , :xJ in :.S ’cl ac

( 3 . 5 . 8 )  i’ [p 1 ,O f t J ~~~ l’[ p l,X] + P[p1 ,Y ] + P [ o 1 ,Z ]

and P[ p1 ,p~’ ,Of f  I could be e\1) v ’ s S rL~ as

( 3 . 5 . 9 )  i [ p I ,p? ,O f f ]  P[pl ,p2 ,Y. ] + P[pI ,p2 ,Y ]  + P[ p l ,p2 ,Z ] .

-. v ’ - P[ Off 1 is onon e conl’ip i n :  ,~: t lt arr t I m  m l ,  It is a sum of several conjunctions. Assum’ne

I hit  I h~- t m  st O1~~i aton in nc ml  ‘K r te r n aIle ’cni . mt y es w hen the sc rew is Of f  an-rd n 1 known
.,ltenn iat nvc s when the screw is On . le t gl .1; gi ,2 ; . . . gi ,m l be the ml known

; n l t e r nnatn yes w ht , : nn t i m ’  sc ew it Off’ ar id let f l , 1; f I , 2; . . . f l  ,nl be the ni known
alt c:n i ,mt t vcs u l m y nn t h e  sc i’.’.’ is On. Similarl y let g2 ,1; g2 , 2 ;  ... g2 ,m2 arid f2 ,1; f2 ,2;

f 2  . n2 h m v ~ t i m ’  knmowni a l ter  na t ives  fm the second operator. Th en P[Of f ]  and P[On ] can
be ex pr essid at  fol l ow s

ml m2

~3 . 5 . l O )  P ( O f f J ‘

~~ ~ P[gl ,j ; g2 ,kJ .
j :I  k u l

Ci’. ~:O t h is C\ P v ’ - .s i m m r m  tm  ti n e pt oba bi lt ry P[ Off 
~. the ania iogous formula to (3.5.9) is

nil m2
(3.5.11) P[p1 ,p2 ,O f f ]~~ V ~~~P[p l;p 2 ;g1 ,j; g2,k].

j~ 1 k:]

Then rat io 3.5 1, ca n be r e w r i t t e n  as

rn I  nn?

~ P~pl; p2; cjl ,j ; g2 ,k ]

P{On ) j~~l k:I
( 3 . 5 .12) *

P[Of’f ]  n 1  n2

~ P[pl ; p2 ; f l ,j; f2 ,k),

j:1 k:l

T hus , ra tio ?- r
~ j i n - i S h~ ‘ nt reduced to t h e evalu ation of several expressions of the for m

Pt pj ; p1~. ; f I , j ; 12 , k ], whic h n i- I r. - :nrs tine proh ab il ity that o~ me rato n’ 1 has found nown
ah terstative fi , j at posit ion pj ar m open’ator 2 h,is foun d kr’mowri al ternative f2, k at position
pk 

.‘- ________________
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Inn order to see how esti mates for probabilities such as P[ p1; p2 ; f I , j  ; 12 , k] mig ht be
cot n’ipnntcd . consider r’i~ i i re  3 52 . wh ich it a pic t ure of a screw taken during the standard s c new
check iiw ta c k . Inn that task t h e  location of the tip of ti - re screw is assumed to be known within
plus or n i i n- rL ns one q nn .~rte r inch a l m m n m ~ e a ch axis an d the orientation of the screw is asc umed to
be w ithin plus or minus I m t t n ’ .’ni d r - i  v- c c of vert ica l. Figure 3 5.2 shows two features on the
s c n ew . II two . 1 mr li tm u s in y t n i t , to locate thr~n’ fe a tures halapen to find their best matches at the
locations shown inn f igure 3 3. wh a t  is t ine pn’cn ba bi h it y that  they ha v e  loc~nted the correct
t v . a t  m n  r l’h m c ch a n ic ”  ~S p m m l i  ~Ic1 y sn- rail beca unse it wo u ld require the screw to be rotated I ‘10
degrees from v e n t  real , which mc hit ,hl’~ unlikel y since the initial un certainty is only p ins or

minus t’ nf tc r n i  d,’ c i e e c  If the two r u n t  i m. ; : ’ 1 m c m c l i m o n m s  an t :  it the locations shown in figure 3.5 i ,

t he probability that t i e  n’n’ma tche s are cmi ect is s n~ n m i fn c a nt ly  hngher since the irnplnc c
disp lac e n- reni ts an - rd r n i ta t io r ’ n a re withirn t i- re ex pec ted ranges ‘T he importa nt idea is that the
estimate of the probability P[ p1; p2; f i ,j ; 12 , k] can be based upon the likelihood that the
object would be at t ine locat ion i imp lied by the set of matches.

T he  likelihood t hat an ob j ec t is at a specific location can be expressed in ten ms of t l ’ ,C

parameter s that describe the locationi . F’or examp le, con sider a task in which the unce rtainties
are pseudo-p la n ar (i e., ti - re unknown parameters are X ari d Y displacements , dx ari d dy, a
rotation change , dt; and a scale chanre , Os). Statistics cam be gathered at training time that
descr ibe the expected density funnctior ’i s for these parameters (see figure 3.5.5). II two matches
imp ly that dx: .l , dy~ - .2 , dt:- 2.3 , and ds:l.02 , t he probabilnty P[p l;p2 ; f I ,J ; f2 ,k)
can be expres sed as

(3.5.13) P[p]; p2; f1 ,j; f2 ,k ]  P [dx~ .1;dy:- .2;dt~ -2. 3 ;ds 1 .O2 ] .

To a f i r c r  approximation the parameters can be treated independen tiy. Thus,

( 3 . 5 . 1 4 )  P [pl ;p2 ; f l ,j ; f2 ,k] P[dx: .]]*P[dy:- .2] * P[dt ~ -2 . 3 ) * P [ds~ 1.O2 ) .

The value of eac h of t i- re component prob abul itres can be deter-mined by Integrating the
appropriate density function over a small interval  centered about the nominal value ,

Thins step completes the demonstratio n that the position information can be
incorporated into the conditional probability for m ulas and that there are reasonable
techni ques for estimating the necessary probabilities. The finai formula for two operators is
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( 3 .5 . 1 5 )  1’1On lv 1 .v2 .pl ,p2]~~

ml m2

,~ ,, P[p l; p2; gl ,j; g2 ,k]
14 P [vilOf f] j=1 k~ 1

1 +  [1 *

n~ 1 P[vi lOn ] nI n2
“

~ 
P[pl ;  p2 ; f1 ,j; f2 ,k] ,

J~~l v~~1

Tine value ten - inns - r n :  based upon t i n  operators ’ c v a iu : v r i~ n s  of ti-r e appear ances of the features
and th u 

~~~~~~~~~~ 
t r ’  mS a r e  based upon tine likelihood of tine object being at the location

implied ii , tine position of tine m.ntcb ies .

1-orn’uul. ~ S. I S  e . i i m be e \1I m mdi  .1 to m: ~ m m dc N opera tors , but the con’m n btrn a ton lal
ex1,losiont m m m i~ 5 it s nm~~ t nu inm , ’ t s  I c’ c,’c : m f l ;~ 4t , ii

’ t n ~~c o pera t ors  each have three known
al te r na t i ves  w h , c n i  t i n  s c m  ‘i.’ is pr c s et it  arid thmt n :m :1 c , r : m t m s e s  w hen the screw is n n n s s in ig ,  ~~ :- ~

se parate pnoLi .nl min lm v - ~ w ti mi hd i m .v ’,e to i.e cm.m m . m p n i t t c t  I en-i Q j t ’ i a l ( mnS w mul d require I I~m l IS
terms 1 m i s  t a c t  s r i t e st ;  tha t tcm r l m I n l ’ m 3. ru~~ ~i i r n n l m i  on n ly he used to evaluate the structural
co nn s n st e n t cy cml  s u m  iii sut )set s of ti ne to l lm I n m n n ’i mLm t-; ci: o 1m . .mto 5 Sect ion 4.2 will discuss the use
of this type of f o r n m m i n i . v  to ac s i~ ri kn ownt a l t e rnn .v t mv to the results of two or thn’ee operator’s.
Inn ef te c t , t i n ’  t o n  n u m m i t  mace s it possible to choose t iut ’  most connsis tenit pattern of aiternatives
for a small riununber 01 operators.

C)nrr - way to avoi d the computation costs inherent in tine strai g htforward a pp lication of
formula 3.5. 1 r~ to a large numbcn of oj )c rato rs is to use some other technique to approximate
t he ratio

P[p l,p 2 I O f f ]
( 3 . 5 . 16 )

P[pl ,p2 I On]

One heuristic th at h i t  pnovecl to he ex I ie r in neni t a i l ’ m’ lms r ’ t ul is to rep lace (3 5 16) by

<iM rc cntdm jc of cons istent I m ’ i t u r e s , given Of f >
( 3 .5 . 1 7 )  — ____________________________________________

(
~ orce ntagc of consisten t foat uros , g iven On>

T’tni~ ratio is only a etude a p 1 m r o.\ n m :m mti o n to the rat io of the probabilities , but it is useful
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because it contributes a factor based upon ti -re structural consistency of the matches ,

Since the total number of possible mat c bnes is the same for the two cases , On and O f f ,
the ratio of percenta ges reduces to

<number of con s is tent  features , given Off>
( 3 . 5 . 1 8 )

<number of consistent features , given On>

Thus , the contribution of structural ccunnsister icy in the probability formulas can he
transformed nnto a ratio of the nun- rbers of co nsistent matches.

In order to compute a value for the ratio in (3.5.18) the least—squares culling routine is
app lied twice: once assuming that the screw is present and once assuming that the screw is
rnuissing . The input for each app licatio n is a list of pairs:

( 3 . 5 . 1 9 )  <planned feature pos it ion , matching posit ion of the Operator > .

l’he planned feature posit ions for the operators depend upon the assumption about the screw .
If the sci ew is assumed to be present , on e  set of plannni i ’tg positions is used. If the screw is
acc umed to be missing, a different set of pian r ’iing positions is used, because the operators are
ex pected to find different features when the screw is missing.

Tine set of features for each assum ptio n forms a geometric pattern (or s ructure). The
least-squares culltng routi n e is used to rnieasure the agteernent between a planning pattern
and au actua l patter ii of match es. Tine ratio in (3.5.18) measures the relative agreement. Th is
relative measure is the con tributio n of the position information toward the overall confidence.

lit most cases the stn nicrun’e of the plan ning features is significantly different when the
screw ~c On than when the screw is Off. This difference essentially guara ntees that the ratio
in (3. 5 18) w ill not be close to 1.0. As ti- re number of matches included in the fit increases , the
structures for the two situatio n s become n-rote distinct. This behavior is important if the
position information is to disti nguish between the two situations.

An, important assutu ptton of thnis d iscussion so far has been that the operators match
unique features , one for on  arid one for o ff. If there are several known alternatives for an
opera tot . th ie pnogram has to decide which is the best match for that operator and assign that
match to the openator so the least-squares culling routine can be called. The basic formula
used to determine the best alternative was developed in section 3.2. It is

~~~~~~~~~~~~~~~~ “~—d - ~
“ 

-



F’~~ ’ h’~

( 3 . 5 . 2 0 )  i’~ ( . j Iv)  ( for all  ,j).
P[v ( L iJ * P [ L l ]

1 +
iij P[v~Ljj*P[Lj]

it then e h - r i 1  IIIC~ to be twu or r , m m m : t  a l ter n :n :n v cs  w i t h  approx imately equal probabil ities of
beitne t h e  In. -~t nn,itch , ti ne le .n c t—s ,~ ri m : c’s c t r l l inc ’ in cucedure ca n be extended as fo llows :
whenever the I nr~t choice is ahonit to lie d isca rdcd ‘ f in - cause it is the least consistent match),
rep lace it wi th a t i o t lmnn o n e  of t iì’. aj m p iox in na ci , equa l choices , This extension increases the
c c m m u r i J i I ’ x i ry  01 t i r~ Li’ i c t— sq ua nes cu llm r ii, r on in inc , but ii provides ann auto m at ic way of giv ing an
open at un a second cha n ce wh en ever there is more than one possible exl)lanat ion for its results.

line iincc .n 1,or at i m: m nn of the position in ni orrnm. inn o nn does not alter ti - re ease with which the
1n r oI)ab ilt tm r~ C m i  me c m r : i p n i t ’ d  Sc~3 n i cnu t i a i i y  a Ij ui l  ccl innfo rmat ioni can still he included very
nice ly Sin nec t m r  least —sq unar es culi ur m~ procc dt nre ca n not be app lied until some mini imum
n i u m mnlo ’r of ni ,‘ I t I n ’ c  ii m c I... n m lc , n i’ c l . t iir iius nt ioni nr i r ’ormatior n earn not contribute anyth in’ ng
unit ii that mint  iniui nrn nnimbcr has Lii cnn reached. 1 lie minnimlim nunnber depends U~ Oii the
nuinther it n i  .41 I i ’ I t ’I S l..e ini~ ad j us rc ’cl, the n m n m r ; m l .’c : of eq uatio n s cotitr ibuted by each
operator! 1 r . .n iun  t ’ 1iaii , ~r ’id t ine number of nrcTh 1 . cndcnn ce conditions. For exam p le, if the
l ias t — s qu na r  t~ m l  ilnod is ixi l’ormi ni~ a planar fit , t lne:e are three parameters , dx , dY , ar- rd dcc
Since each cor n d a t  ion I e m l u n c  a n d  caci , p o inn t —or t —a—l in n e feature contributes two equations , any
two of t in -c e f ,’ . n t m n n e c  wc,ulci be su i t r i c i c ’ nm t  Three or four wou ld be better because the
least—squ a res technn~1uic performs bette r when ti - re parameters are over—cons t rained. Since this
is true , it n m  ‘y Ii, ,i l v an i t au ~eoru s to inner -ease tine nitnmber of matches above the theoretical
minimum before us u nn c th i ns method to incorporate pc.sdior ’n irnforniation .

if there an . : several knowii a l ternat ives fur a n operator , the program may make a
mistake whern it assi~nis an a l ternat ive w the results of ann operator. That is , given the value
and J)OsIt ion inlorniat ion of a niatci t for t ue o~ 

n m ~: ,itur , the IH ogram may decide that the
operator located alter n at ive f 1 , 1. when inn fact , it located alternative f 1, 2. Since the program
d oes n-rot know w ) i r’t lpen it us correct or not , one prnssib ility is to use the probability associated
wit h the Li. t nr m : , tm j i ac tine ex pected ruunnber of f ood matches co iutrnb uted by the operator
linus, it t ite ~~n 1 , 1 ‘ab i l i ty accoc iat ed cen t  in time l,t :st a ltcn i t a t i v e is .8, the operator contributes .8 of
a good nia tc in to;, mn d t lie (Iesired nnitn im&nm.

Fin r i t e  i~. ‘~ c outlin es the ~‘‘ i r e  ml nwthod s ni -~ cst ed by this sectton. Or ie operator after
an-,othe r is a p 1n l ie ml minI the a c cu nm tu i , . t ec i  v - l u t e  n nn t ~.in nu:nt ion ir nduc ate ; that sufficie n t features
have b,-i ’ nt Io’ .utn ’ r l , t l ic ’ t i  tine L i -n c t - ’ squ a a re s method is app lied. Additional features are  added
until thur coJ n udenice J u n  i,. ; t lnc - m l , ’ n: in n ai t. 1 h i s  ai: ’onir inr n could form the basis for an
tnispe ct ioni syst .’ Iuu It can be used to di c d t  if a -ms ~~Ct is alread y on, to decide if a hole has
been drilled , on to decide it the ex 1j em. n.d sub~ss~nntL.Iy has been added.
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Scet iour G
A SSUM Pl’IO~~S

1 h i t s  5 t uc.nn d i s c us s es t i m e  a ss u uv m 1i tuo t ’ uS that a n c  ~c 1u u r c ’ d  by tine combination rules us -I
t o c c u t m 1 m m n : i ’ t l~.’ m ; m .m i . n . m t , m l m : m , ’s of u n i t . : ,;:. 1 I i e — e ,m S ’ nm m m ’m } m t lo i m s  a : e  ftindame nita i assu n ipt no nts
about tue class ot m~~~ S ii m u  CLI tO Sm ; ven t i c a tuorn  vn;iofl  tasks arid about the probab i l is t ic
met hod s ii ~‘ ~ to tinudel sucin tasks. Ai m cx amp tc ul such a im assumption is the cond it iona I
un m d ej c r m n ~ r n m ;  u of the va lue and 1 m u ’ m t n i .wm nn u I o r nm n a t i onn of tine operators. If this assumpt ion is
not ap1.n nox in nn:tt ely tr t ie i c :  a par cnnl ;u r t :i~k . i ro nic of the caye s ia n probability f ormu las

clevek 1med iii t his dln ;i l ,te n ca ni be :m 1 m 1 d mc d , t l m ’ N i  1 nm. . ; mm nm m ~r : m 0 i i5 are not satisfied.

Ii. ’ , l L ’ . l u i : m 1 , t i u i n S  h iave h i S  n m  c ia c sit ’iccl i n m t ( m  t hree types: ( I) Bayesian 1irohab ihit ’ ,’
assunhl.urno t us , (2 i  v .ml ue distn ii.nn it i el rn acc ut uipt  to n i c , an d (3) con ditional inde pendence
a . c m m n ’mip t ioi i s F ii type will he o i s c n m s s m :d tnt a ~e 1’ .’m :  a te sub section.

1. t .: ‘~,‘sna nn Pt 1 - I ’ - : 1 n ( t ( : e s

E’.,m ’1 CS ’ t l u .ui cnn sta:es a dcsin cc l a ;mc~ 1 c ? n c : ,’ 1)~0b3h1l i ty in terms of the a p r io r i  and
condationah probabilities:

P[v I I i ]* P[H)
( 3 .6 . 1  .1) P [ H Iv ]  =

P[ v I Fh ] * P [ i l ]+P [v i ” . .H)* P[ -,H]

This fon nintila is co nivc nnie int b m : cam ns c t i m e  conditi mmn al pn-ohah ilttnes P[ vi H] and P[ VI -dl I are

genien all y ea c r c n to nm ea s u tn e (or est inl ate ) t h :mnu Pj Ill v]. However , Shortlif fe and Buchanan
(see (Shon t In t it ~m J aind (Nilsson- i •I’ n],  Ira cc pm in ted outt two related problems involved in

applyinf’, L~ 
-
‘ y..’s ’ t iuroi enin to van ions decision i t ,m c k ~ line f i rs t  is t h at one flush be caret nil to

S PeCIt Y t hu r  Set  (if j , i m csi hle eve n ts ar id t i m i l i  r,.l : t m l m n n : S I n i l .u to tI.e I)rOIlOsitions of i n m t m ’ n( s . El ar td
—~H. lii p .u i t iC ul : I n , ~-n lm m j n t l i m fe . C ,ucl n:u ntan, and N nl - ’ - sn nm e t c  coni ce n n- red about ti - re cas e inn w lnich
H is a coiii1.otnincl in °l°~~~°” 

an - rd t i c  d~- c i :ed  pnoh. .ah ihi ty is P [ v j  —.11 ]. What is the r m n c.unn n n~- (tf
_t’i? line se on’nd 

~ 
ohi iet nn is Un.i t ti ne ai;iou,it of st n : m s t ue s required to estimate tine desired

probabilities nn .a y  Ii , pu ohu i h i t nvc , cv~ ni ii it is cka n- whicin statist ics should be gathered.

Iii progran imniable acsrnuib ly t hnC l i t  St ~ t ui,mlu :mi i  is c’ iCt ally easy to solve because the
envir o n n n n ne ni t  is lti~’, 1nly controlled arid pic dictable . l’or exam p le, consider the task of deciding
w ht’ther on not a c a n buretor has Lie’ n m a t tached to an eni~ ine assem bly. Assume that there are
three possible cv er i t s

‘~~ .~~‘ ~~~~~~~~~~~~~~~
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( 3 .6 . 1 . ? )  A <c nrbureto r of type X is at tached > ,
it <c u n ’buretor of typo V is at tached > ,

and C <no carburetor  is at tached > .

Consider a nn Operator th a t  be haves as fo llows , w hen a carbureto r of type X uc at t ached , it

locates one of two features , ii on f 2 , w Iicnn a c a n buretor of type V is attached , it locates fe a t tnn e
f3~ and w h en the re is m o  ca r bunretor . iL t , m r ) m i S i I , it locates one of two features , f4 or fS . The
con res pond iing a pm tor i  probabilities c an be diagram ed as follows.

H -.H
F- I

B C

f i
f4

f 3

f :  fE.

P[ V I U) arid P[ v~ —dl ) can be cx 1tun i d e d into

(3 .6 . 1.3 )  PIv J H ) Pf v I f l J * P [ f l J  + P[v 1f2 1* P[f2 ] + P[v If 3 ] * P [ f3]

and P1vl~ ui) PIvIf4J*P [ f4) + P [ vI f S )* P [ f 5) .

The same eniunneratnon procedu ne ear n be applied when H is a compound proposit ion.
For examp le, a ssume t h at the en1~ u nrc ca ; i rr f- ,, rm ne ittno ned inn the previous exam p le, m a y  or m a y

not be painted and that the a ,enr wr ~ probabilities of the possible events are:

A B C

- f4

PAINT ~ Ii f3
11

IS 
• e . s . .* . •  I I . . . . . .  • S • S • •

iN~’AJNTE[ j  f3  17
cc.

- -~ ‘~ -~~ . . r



It ’ t i n e iii ,n 1 ,o d i tnont  of m l m m  : ‘ .t us —

( 3 . 6 . 1 .4 )  U A n < PAINTED> ,

P[ v i  Ill S m n r ; i  I’[ V I  .-.hI) ( m m  be u ’ \ j J : e ’- s m c  as  i m m i i s I W S

(3.6.1.5) P[v Jii ) = P [ v i r / J - A P [ f 2 )  + t ’ [v i f l ,PAINTED ] * P [f l , PAI NTED]

ani ( h P[ v j  -.11] P~ v i  f 3] * P[ f3 ]  + v j  1’4 )‘A- P[ f4 ] + P[v i  f5 ]*P[ f5 ]  +

F ’ [ v I f n ..m] ~~F ’ [ f u ] 4 t’~v l f 7 ] * F ’ [ f 7 ) +
PIv i f t  ,UU PA I NT [O J AP(  f i ,tnNP4I NTED] .

j ’h mi ~ . thu . - i n S t  I I c h ) h l  t n t  (.ini  lie smj l.’ .1 b~ i , t m ’: m i i i ’ ,’ t ; r u ; m c l : m t r n m S  tine possible eve n ts arid t i ncun ’
iii te ’t act  io n is

[v eit 11 m m  Ii it is m~. cy to solv e tine t i n s :  m ; h h ’ i , i  w rthu irn 1 i im ~ -,nam mabl e a ssi : m m hi y ,  it is
c t i t t un,m m l :  t m , . 5 m m 1 t I m ’ ’ s ’ ’ - m , n i d  Whi n m m , v  r t i nci ’ .’ i t , .’ s,- ver ’;nt known a h t e t t i a t i ves , tin e t n , m t n i n n r ~’
s , - c s i m , n i  lu ’s ’ to - , e i m ’ ’i si m i c t tc s  I L :  S i t  t I m  i l : m : : n m : m t n ’ ,’ e t  me d all LI: t i ne inter act ions between t m ’ ’

t i m ’ n y u  1 hi m m ‘ n i l  n t  (If s: tn ~ : ic m . inuf o r ’n n a tur j un i i .  en :  ..i ann- i the n umber of tr i:ds nie m ”c ted

to p n t m l u c e  ;‘ ,, i m m l  ~~i m ; i , m t r S  fo r  t in’ : St , s t i s i(S dej . cimct upon ti n e number of alternatives anid the
dis~i ih , nnt io ni s to : t i r c  i n n l u : u t m m t i o n m .  1 h in: m ’ q ua rm t i : i e s  will be discussed in ti - re c lna pter

des cni hinig t i . ’ t i m e  puogran’n rn’ling arid t i , m m m m n i r  t m I i m 5 1 5

2 1 C, t . , ’ m’ 1) r s t in [ ’ : . ~f t ’CS

1’ hr Cmu~ - l t o t i t  t ime devcloj nrnicn’ it ot t i i~ f m :  r: ’ m i ba s a n iorr na l distr ibution has hecti assumed
t Ut the va lue iiut or nlna ri o nn of the olnerator s . 1 ma t us , tine v a lues associated with an a lt e rr td t lve

~~u. n m  a~ s i m i m u r n I  to h a y . ’ a n i u : m ; m ~ l d m snn i ln i t i m ni ,  I i t i~ a ssL inYipt~OI’t , Inowever , is not necessary to
compute ti ne likt ’ li Irood n i t  US

1’[v i lOn i
( 3 .6 .2 . 1 )

F’[v i 10f f )

A m y  dist n thiuti on is sLit t icient. It ic c , ’ .’ ;r possibl e to use the histogram of values produced at

t i , m i n m t n i ~, tu t u,: a5 t he (li ’ r i i h , n u t n o r m , ti. lo is , ’, as l m . :m , ’  us a S i m , i C i C i t t  nuiniher of trials.

A lion m m  .1 d i ’ tn  iI,utioni w a s  a~~
- . r m m , i m  1 iii t im ’ :  dc : vatior ns because it is a good model for

sonne of the o~;er ato rs an - rd it is con iven nicn nt for ’ ch is play inn~ exam p le distributions. Hocs even , if

the V ,m k i CS of an open cstcu r are riot nonirnahiy di s tn iij uti’d , ll nen e may be a change of va r iable that
can co invert the m Iniro ann : i I m u Jn ox i mm n . .tc ly mnoi inal d n c :n ubution. A later portion of this section t
will discuss a change of va riable t i- rat co nverts cot relts t iot i values into a distribution that is 

~~~~ L’ tt - . 
~~~~~~~~~~~~~~~~~~~~~ ..
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a~npto~ t r i m  ut e ly non ninal

It v , mh mu e s  of an opera te: a te  kncmwrr to follow sot -ne distribution other than a normal
dn c t  ibnut  ion , it is ea~v to uncor por a te tin e m e w  distribution in- rto the execution—time formulas
1 he on ly rnnfon n.m t ton nu r . ’deci n ut add itioru to I he density fu n ction is a specification for the
uni ter  v - r I  of r ,  ,‘7, c( ”~m7~’It ’ va lues What va lues of the operator should be classif ied as unus ual
ami d h-u r r e  should be fil tered out (see SC tion 3.~)? For normal distr ibut ions it is easy to
specif y a nn t n t . ’: sa l  in ten ntis of the number o f standard deviations away from the mean.
Other ( I ic tn ibutio nns require some other sj “ c i  r.sm t ion for the interval of reasonable values.

A m y  du si n iburiont cart be used for tin e va Lue in formation of an operator. For example . if
some a pYl o n innfor nnat ion imp lies t hat t i ne  distribution for a particular operator is a gamma
distr ibt i t ionn , -a e, annma dustr uli utien ear n be su bst i t uted in-rIo the appropriate formulas. If t u e
train - t in t ,-, resu lts rnn l uly that t ine d ic t n rhution ‘n riot one of the standard distributions , the density
function def ined by tht histog rann can be used in the forrm nulas.

Sor ine of these other distribu t io rns mac - c pro pert ies that  n- rake them good n-iodels for the
operators uc, d in V V . 1’ cmi exam p le, the ~, a ncm r ea distribution is asymmetrical; ii can model a
wider ran ge of dist ributions thin a nomnt n:m l distributio n , and yet its form can be easi ly
deten -mined from tine exper u i n nc n n t al mean and standard deviation of the training samp les.

A C hange of l ’ani able for Con r dati on n l ” a I r n s s

Onne open ator that is known to produce a non-normal distribution is cross—correlation
(see (Hoel 71) > . Consider ti - re following formula for the correlation coefficient:

N

~~

‘ 

( X i - Mx) * (Y ’ i - t l y )
1:1

(3.6.2.2) r

N * Sx * Sy

where X i and Vi  are joi ntly normally distributed , Mx arid My are the sam ple means of X arid
Y, res pe ctivel y, and Sx and Sy a r e  tine samp le standard deviations. It would he possible to use
t he act u al distribution of r , but there is a convenient change of variable that converts r into
a distribution that is approxin-nate l y norm al 1 he change of variable is

1 1 + r
( 3 . 6 . 2 . 3 )  z = — * l og (  

1 - r

— ‘—.— — ~~~~~~~~~~~~~ T,T . .J~. ‘ ‘_.
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The r i . ’ m m  ol t Ii,’ mu w i i i  n i l ,tmt m in im i5

( 3 . 6 . ~~ . 4 )  = * le ’ ; - : : )~
s ’ nimr n u ’ c’ : m  j m l n  ‘n.’ r m t c  a i m ’  t i m i ’im i c :u cal  v i m ’ of :ii~ c m mn n m:ha: ion c c n , : t i i c n m t m t  The standard th.-c- iat io nn
r ,,_j n t I m .  n m e ’ .~ ml i~ : n i t  mu ;  t u tu is

( 3 . 6 . 2 . 5 )  Si
sqr t ( N  - 3)

h.: N is t i e  mni n u -rntic n of sam ples m s  ci tO Compute r.

“I 1 m m ’ co m m , u s m r n  o 1m c ia to r  nr ’ i m j ’ i ’ , m ’ i i ’  m l t m S : ~ b~ I- I nc P M c m t : m c m ’c at S t .nr mf on’ d arid ins’ Li i nn
t i t u s  t~’ m m : m. iii i m  m s - i ’ s a ( I u j t c h i n m ’  to t ints t i m ’  n.’t y ~imi( ~ m c c c  ~S]. Con sider figure 3.6.2. 1. Fn c o re
~
‘. 62  I a is i I m ‘ t m . :  mm ot l i t  t y  coi t m ’ l . m : i cm crn” n c i c n t  valu es , line values are the results ot

, , J . J m l y i m m  t I m  S a n j m m ’ C c i i i .  h. m ’ iOi’i o J m . i m i r i to f i f ty  d m~~’:.. im t  prct ures of a scene1 for orue ,V V  t a sk .
1 iuC nit : : ca l  sui .: .ml m n m c , t i m . ’ in n: izoi nt l at’ s of the’ k rap h is on e—half  of the samp le s ta n dard
s:. ’ v m ioiu ,\c I : ’  I i c t , m l  t l m o cu : i m, l ; , ’ i unm ‘,r m i U ’ ’S cj :rr m a si~ewed distr ibution (with a t ineo retica l

~1 ‘i m , n  limit of I n )  l i e  ch i—s q u . mt  C %‘ , m i L i C  us l,im~m :cI un 1monn the eleve n inut erva ls cen’rtered a bout
t i m . ’ 95! I

~ he rt m” an. I i;’ uure 36 2 1. 1, is t ii~ h s: mj :’ :,irn of values produced by t i - re change of
v . m r m , i t , lr in ton ur n rula 3 (2 .3 .  Fr ’ -u im ’ ? 6 2 .  i.e is t i m e hni ~ : mm ~ :am that would be expected if the

~c s n i u j r l s  f r_ i mccl a 
~~ 

fec t n ormal e ns ; ributiori .

I i m ’ ’ C l i i — S I 1 n i . m i ’ e  v . ih i i r _ d t o j j s  sn- n r l n c . m t’ m t l y  ke rn ~~~ (w It h eu1 , int degrees of f r’eedonn) to
9 3  ( w r t i m  ci i;  ni , t i c  0, t n m ,’ r d r m mi m )  l m ” i  t i r p im , ”si mi i r c r r m l m m t u d n n .  The improvement is not a lways
t b . ;  c n: . m e m , r t u , h u t  t i u c  c i i a n r ,  c ~tf v,m: u m I ’ ~ ’ ot :’’:r t ;,mn m sf o rms a s i , ew ed dnst r ibut no nn in to a
d is t r ibut ion ckuu’ r to umo i r ru a l.  ( lorn sme. i Ii n i n e  ~

‘- C’ ‘.i~~. ,m SC.m~~Ci c 1 ,m : ra rn  of the pairs

( 3 . 6 ? . 6 )  ( < c h -~.q(nare of r,:- -’ va lues > , <chi -square of changed value s>).

A ny 
~ 

uni t  to t imi n i ; 1 i mt  of t i m C dii m ’ r mrm l m i t  1u 1 : ’  o ’ n m t s  a case in which the change of varia hi.’
m i l e  t h u . ’ dus t :  il.uutio n i lii i tine sa l nu c s Ol an operator look more luke a normal distribution
( , i r m m , : ( I n n u , ~ t o t i , e  ciii sq mi. i : m- t u s l ) .  1 i.e c in a n mm ,m: of var iab le onnly slightly deg nades the
cl uu c , 1 m i  i nc  ~‘a Inn m ’ iii t I- ic 1ev. ’ ( i c ’ S i i i . m t it makes the dic t rnbu tto n worse. A point in the shaded

s r ~ .m of I i C O n  e ‘
~ h 2 2 r ‘

~ 
e S e n m t s  al t  o~mc : ,1 n m t  w h n os m : d ’ :ribtut uomi was improved si g n i uf ic ant l y

t o t  s ’  : in .  ch n a n e -e of van iable the ch ni — s q ua ne t~ : (at tine ~r~’ level) re jected the hy~nothnes is that
t in e sa ri mp l~ cou ld have  c..nnnmC f ront ,  a riot tr ial d ic ,ribtit ion . Ak. ’ : tine change of variable the
chi - square  test iii iC i i .  d t in - at  it w .i~ plati~iblc Umi the sam rn ple to have come from a inormal
du ct rihutioii.
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The questio n ahout which distribution to use to model the results of an opet ator is a
hard one. Tine chi-s quaie test u sed above is helpful , but it is mainl y a method to reject
proposed models.

3. C ondi tt o n rmi / l re (ep endence

1 hr dci ivitionis of several of the for niniulas depend upon two important assum pt ions
about t he coindi tuo nnal ind e j , e nm den mc e of the values of the operators: (I) the value of an
operator is condir iorn:ull y in d epen den t of t I m e  v.m lues of the other operators and (2) the val u e of
an o 1 m c r m t n ’ n is conditionall y irn cl ep e nnc h ennt of the position of its match. Bot h of thr~,~
assur in prions an t ins tn unne nmtai  in siui npIi tyi nn~, tire relevant formulas. For examp le they make it
possubl e to simp lif y forrnu Ia 3. ~ 2:

(3.6.3.1) P[On lv l, .. .vN ,p] , ...pN]

Ptv l , . . .vN ,p l . . . p N lO f f ]  P [Of f J
1 +  *

P [ v l , . . . vN ,p l . . .pN lOn J P[On )

into

( 3 . 6 . 3 . 2 )

P[On Ivl , . . . vN ,pl ,...p N]
r’ [p l...pNIO ff] P[Off) N P[viIO ffJ

1 + -  * *
P[p 1...p N ~On] P[On ] i=1 P [v i jO n ]

l’hu” accun npm io nis si~-.um i f i ca r r t l y  n m - .~luce tine n’uu n nn b et of dependencies within the conditional
prohahmiitur’ s and r m a ~ r- t i nm ’ r m n fe msmhl c  to cdmi ’n n i rutc.  T i r€  forr nnu las are designed to he as f lexible
as possible arnd st ill be comput able i~ ti- re Zu ssnim pt iOns are not true for an operator , formula
3.6 3 2 c - ann riot be uced to esn imare due ~,‘cm rc d pro babil i t ies.

Both of the a s s um p t u ’ mnm s d r 1mm- ncl uu 1r c i t n t i-ic values of the operators and the values of the
oper .mt ors ;m t e baced upon the aju pea nan mcm ’ s of t h-re feat ut res. U nfortunately, there are several

1- , ms ,, n s w hy the appearanc e of a fe a ture nni g hn t c inaruge from one picture to the next:

I) The featur e ut cm ’l f may he d i f fe rent For eX?m ple, In assembly
tasks all putmp bas es are not e~ a n ; Iy the same , so all screw holes
i i m  not the e~..’ t l y s ,m nrr In photo-interpretation (abbreviated
P1) featur ~s. suc h as roa ds, m a n’ be changed



P a , 1e ‘78 3.6.3

(
~) lime 1 & ’m s i t ion au nd Cm, ~m -nr t a k o nn of ob j m:c ;s in the picture may

c l n a nr C - c Inn assembl y t ine PUt ’~n1) bases may not seat exactly the
same sc rm y inn t ine v is e

~
) ‘l ime Ir . , i m ; m n r : 1  may h i m ’ c i i t : c : m ’ nlt I nn Pt  t h ie s m i rn r:’m : m ’,’ he in a

d i t t m : n m ~- nu t  k’ . . m t i ot’r , C. m m n : -nnm ~ c ln l f e : . ’-nmt  shadows a in ’t g’ l:mres. In

m ’ n  ,mr ~’m m ’ i ’m , m h l ~ . c c m ’ r ’ , m td~m h i l t s  c ai n be co rnt ro iled more easily, but
hi ’ ’~ sti l l u’nn:uy v u ;  y ~Ii~ lmt l y.

(‘i) 1 inc Im l is l i  u d m i n and o r mcn ri :m t i m n  m of tine cannen ’a may be dn ff erernt.
In n assenibl y duc c m m l i i ’: :m i-tr ay be OS e l fo~ rrrorc than one task in
such a w ; ry  t l n a t  it rmnuisl he rc1 .c . : . I t I Cm i  mcd br_ fore each task.
R m’ j m m  c u r  unn run rc ~ is t i o t  s’’. act . In P1 tinc ’ position of tine plane or

sate llite may be d m1 e t ’ mmt

~‘) 
1 hu e sen sitivity of t h n c a m e r a  t in ny be d mf ier e n nt . Cameras have
u u i t c n u r : m l a i a i ~ie ; m - i ’s sucir as t a i~ :e; voI ;a~,e that c htu rnge over
tinn e .

( L’ )  1 I c  C, m~ t e ra  noise Ii’ .’ ’ I us ‘.‘ a: n.nblc

In m U: .‘ : - t i ne t s. ’o c uiidnt ioiial u rnd m~ m mi i  nc lc rncc as~uninjnt ions state t i - rat  none of these
v an  ia hlrs chn ’m n m : ’ m t ime  ,:t ’ . 1 mm . ru’d dis ; i  I l m i r t i o t i  of v : m l n i ss  prod uced by an’ . operator inn V V . Some
operators . 01 c ‘ e m :  c. ’ , den depernd ti m morn one on rntc .re ol ti rese variables. T inus fact raises ar - n

important qnu ’ ~t i ce r

G mc ‘ ‘ m m  ~u ic V V ta sk , is t i m s i e  a way to dete rmit ’ie
w I ct lncr or n n i t  t i ne  asc ui~npt Io uns hold for a particu lar
omb ii iat r on u of operators?

1’~he r e n n a u n u c l e r  of t in~s seci ion dec’cIo ~is son-ic t ins i~’ , I m t  i t t t cm  this question.

lI-ic f irst a sstnn nptionn st at es th:i t the va lt ue of an operator is conditiona lly independent
of the values of the other opei’a tumi s. eg .,

( 3 . 6 .3 . 3) P~ v2 IOn ,v 1) P Lv2 I O n ] .
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This fon ninula says that given On , tine probability of operator 2 producing tine value v2 is the
same w h ether ’ or i-rot tine value of operator I is knnow n Formula 36.3 3 is equivalent to

P{v2 ,On ,v l ]

( 3 . 6 . 3 . 4 )  P[v2 IOn],
P[On ,v i ]

P [ v l ,v2 I o n ]
( 3 . 6 . 3 . 5 )  P[v2 lOn ] ,

P[v l  On]

a rnd

( 3 .6 . 3 .6 )  P[vl  , v2 I On ] P[v l Ion ] * P[v2 IOn ] .

1 has . it us possible to check the f i rst assum ption for two operators by (1) gat } nei- nnc~ the
stat is t ics  n n ” rn cc .mry to for nan the d istn ibu rior n s associated with the three conditional probabi l i t ies
in (3 1 36 )  anncl (2) app lirng a r u s t , suc in as t he Chi—squan e test , to decide if the dnst nibu ’ionn
formed by the c nni vo lur ionn ot’ t he d is t r ibu ut uonns for P[ v i I On] and P[ v2 I On] is the sari -re as the
d ic tn ibuit iorn for P[ v i , v2 iOn ] The secornd acsumption can be checked in a similar n m  m i n t - ’:

1 I.e f i rs t  ass u n mptionn i; oft ri m t r u e  inn \ ‘ V because different operators depend u 1nor
d i f ferent ptopcrties of t I m e  picture The probab il ity of producing a certain value for a
con- relatioin open aror is oftern m i n t  f ec t . ’d by the results of a previousl y app lied edge operator.
Ann obvious c - a ce in wh Kh tine ass n.im ptio ni is riot true is when operator I and operator 2 are
hot in corn ‘:l.-

~: i..inn operators a und t b y  oven lap. k irow ing the Va lune of one operator certainl y
a lt e n s the 1,f m ‘- ub le values for th r srconnd S u n i n i l . m r l y ,  arm ent ~ , e and correlation test for the same
dtnn ’ner wi ll be m m m i  de 1 m e n n Ien nt . F ort n i  i m r m t m ’ I y , sun - ice n-rest of the ob jects in programn able
assemble have s e v e n a l  i rm : . ’ n r s t t nr ~ f u ’ a t n r r c ’.. ove n lapping operators cat - i he avoided .

line s r i m m r m t t  ass unnpt ionn states th a t the ap pca ra ince of a feature on an object does not

c hange as the oh ;’ et moves ano u inu d w in i nt u it ’ - t o l c na n ’mce vo lume. Put another way, if an

operator is app lied to several  c t i f le rc rnt pn~~u r cs. ar - rd it locates the same known alternat ive inn
each , tine vali u m ’ returned by tine operator us in dependent of the location of the alt er nat ive in
tine picture. This is usually It  ni r _ ’ in VV h ’ , -m ::uuse , by assumption , the changes are so sniall that
the appearance of a feature is e s s u ’ n n t u a  Il y Constant

I lowever , there are two Si t t ua t to ns in which the second assumption n-right he false. line
fi r s t  ~s when a s r i rall cha n ge in or-r e of tine v ,nr i .m hks  inn the transform causes a shadow to ta l l
on a feature At some b ea t r i m s  tin’ : feature is in a s inadow and at others it is nor, 1”he value
of ai rniost a n y  operat or a t i r n i m f n r i r m t ’ to locate such a feature would depend U~~Ofl whether the
feature is in a shadow or not. h ence the value of the operator would depend uponi ti- re

— .- - --- - --.--- - - _u_____ _ ~~~~ ~— ‘:z~~~~~~
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pos it ion of line t m m :  mu t a n nd ti nt’ ass um 1 ( io n would be a lse Tine seconnd si t uatuo rn a n u s e s  w hen

a small d i m , m i m ’ ,’ i ii pr’m c i t n onl c au ns es cm d m a n ’m a ; n :  c i m : m i i ,c i n t im r a 1rpca ranice of a 1e : m i un tm :  For
ex .mnnni)It’, a nn e p i c r un  e nnn cu y sh ow 1 sri c v  m ole th a t  us pan iiall y occluded on the left by a s haft

a i’m m,t m n m c ,  
~
m uc t tnnC (m~ r i t e  s: mu vu c m ole ‘n r a ’.’ s in Ce , -. :1.” s iua ~t ocdl udn rm ’ tine hole on the n u t

it ’  i~ d m 1 ( i , m  ‘- c~ s n : m m : ’ t n ’ m i i S  I’ md to oh , m t i i n  th a n p odince m n c ’ a r a a ; c  (or ’ at least h i - i n
c’ n m anicu ’/ dcn m~ ut y liii uoi ’us. Onnc 

~ 
,‘ mk mr ‘I: oc uuced by t I C  m~~ u e s  shown rnc ’ , the feature inn tine

s in , mn , I m m c ~’ m m d  t I t r ’  c m t l m m  n 1 , ” .~k is m : m ’m l m n c m .’c: b’~’ t i ’ j , u C ; nm i cs  S h m m a s s m l m g  it nn tine l idl ’ mt , Si n ce t im c -

c:’ c oi t tn il ,m i ut j o ti f or s n c ln O J m t ’ t , , i m i S  ns c cn icr .m lty low , ti ne t in ut oma r ic ra n’ n ’~un i  sc heme will
m’ thu s  t - ~; i ’ at oj ’’iato n ’ ri can t i m :  l,ottmj m cit tin :’ h’t of potential operators to be used ur n a

~i
’
~- It tin e \ ‘  \ ‘  s ,s t . in is irnt e r ’aC tuvc , 1 1 ) m d , d r , ’ui ’ mliI ’ r e a r n also dusca i-d any features of this type

1.1 ’ t i m U  syst e m If a rm d m l m m a r e  is a:cm cu l:mnl y u m ’mr l :mon t a ni t it is possible to break up tine
l i n t ’ t v - i ’  or t i n n e r  s r m l r t : n s k s , cad , of s’.h i c h  S m t i ~ t lC5 tl nc assunn ption. Taylor has used thn s

t i c in n it i ltu l .’ 5 u ’ i m u r u  h i s  c t ’ n r S t n  m i d  m . . C m t ’ .’ m r m d  S’y s U m m s’.’ i i ’ r ; meVen ’  t i e  anu g ular uncertainties are

~‘,n c u t e :  than a few cnrcn eec [Taylor 7dJ.

*
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‘ 4 !‘a ’e SI

CIIA I’TER 4

I -X FCUT ION-TIM E COMIIINATION RULES FOR LOCATION

It t in e 5 - u t  t m ’ m t noi l  v n s m m n i  s 7 s t m ’mln is t i  ym nm c ’ to locate , nnot irnspec t , ann oh Jeer , t I - r e t  e .~re two
um ’: i 1u ’ ; t ann t  q t ua nitm: i ’ c - (I) ann rc : n c ’ m . m ’C b r  t ine locat io n of tine ob ject arid (2) the ~ ‘ ‘ u ”
.1 ‘- “ inC m , m t . ’ in  w i t h  th a t  es t m ,l’l tm tm ” Itt the co m Ic xt of \ ‘  \‘ ti ne l oc a ti on of an o1~,nec t ref e rs tO t i m ,

~~
c ’s it non and o ni m -ni tat ion of thd object’s coordi nn :a;e system in terms of some other coordinate

system (r g , t he w o r kst at io nn cocmn ’du niare sy s ;c n ’’d. Usuall y t here is some poirnt or feature on tine
oh jm:ct of m:m t ~u ctu lar n n r t m ’i s’s t , e 

~: - t Ine c e r i u m  of a h ole or tine t ip of a screw . Such a Inonrut s~ il l

be ret erred to a a 
~

‘
~~~

‘ ‘n! of u rn :,-
~ m s ( .

1 I-ne ~mre c ’ unmu s cm a pren bi c f ly  n m m ~n i t iomr m :d t i - ra t  a le a st—sq niares technique c - a nn he usi-d to
i’m mm m l , n m m m ’ a set of pbm n in m t ’d po s i m n d m r m s  w it ln a i’i, t of con respornc innng measured p~~it ionis to l i rodtuim ’
an n Cr; innate f~ ’ t i m e  In , n m m S I c , :  nation b,’;wm ’ m’ni t lnenn . Givern this transformat io nn and the f m l n r n n  m e - I

location of tine oh jee r , it is i m L 5  to c i i  i m n t m :  t i m e  c u rt cu t  estimate for the location of the ob j ect.
The le nc t -s q t u  a r c s  tech n ir 1nue can a lso pi or ln ucu ” the stan’ndard deviations associated with the
esti nliate s for t I- ic  nrnc l ividu al m a ; : m i n n r t e t  S urn the transform. These standard deviations can t  be
cornhined tn pm uj duice an esti m,nrc b r  t Ine precisnon.

1 i r e n e  a t m ’ other ni - tm c s a nn cl f u tu r e :  m m  I u n i m ,s beside least—s q uares technn qurs l’he
least- s m i  L i i i  e - : ~; i i , m s ,  I-n w a r  c i rcu ce in for t ime c uni ‘ m l  nrin1) lefl ncnntat iOn of tI-ne V V syste m because
it pn-ovid es the d cci i  u-r i  lm m , a tio ni ,m in d P~ ~

c~suon i t t  Cm: n i i a ; i cmr l  and it is a well—known technique.

Tine app lnn ,l cmi i  of t ime Ie ;m st -s q nuri r cs ‘ in l i n e d epend s upon the correspondence between

t im e n-atmrhi l ie 1 m c im i r t ~ a n m ’ t  t ine p1 i i i r mmr r y :  Im ’. m r m j t es If the cor r espondence is correct , tine e cn unin ,n te

Ion th e Iii a t  ion of ti - re ob ject ~uni d tine a s i c ,  utd m ’Cl pi ecn sion - r  will he correct. If it us not correct , it

i c pm~~ m t i le to d etermine a (sremin ~:Iy) i t t  uir lnir  oiiy consistent  subset of tine featu res, win uch

leads to - ann nnco n ucct  e s t i n i m a t e  for tine location cit tine ob j ect This problem onnly arises wIn~ii
thri u’ are c e v e t  al k i- town alt e r n n a t n v e s  for tIne f e ;ut t nres o when ti - re operators Iinnd stun i’ ice s To
avoid ra;u k ui r ~- t h nc mist a ke a n- i overal l  esti n inate of the probability that the object is within the
stated pu i- c usuu iu is i mcer .n m ’ .I Suc h .ini es : n m n n , m t m :  earn be based upon the value and 1nosnt ion
infon nnar ion of the o1,er-atc ,r S .

‘F inns cha 1iter br’;- , u rm c  w i ri n a d. t . m n l r m I  vs 1, la nation n of ti - re least—s q uares method and its
ap 1 ii nc at ion t n m  the V V u n  ublet in (it 1 m m  i’ mc m g  location ar- rd precision esti m ates The eniphas is

~~~~~~~~~ ,. ~~~~~~~~ :,~~~
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is s i r t i m ’  i i i ,  . i i ; i i . m I  m d ’s;5 ~m t Iii I ’ ’ . m c : — s l m m  m: ss m . ‘ u n  lInc m t ’ :mc tmc al  a I i Iic~ut ucJin s of t i m n c

m m t i n , ’ : :  i t  c d’ min i ma ct n  mn ‘ ii pm mm ’ I n ‘ ‘. \ ‘  , c’ - hnj n i i i  v : n m r s  an annncj r:it cd t r ace of a j n i  oh’,: ~m nThrmf.’r ’

in n;’ ’ m . a c r i m m ~- v. , ( ln t l m m  c n m :  m i m I  m i m I, m c i m t a t m o n  of tin e \ \‘ syste m. Tine proPran’en’ier sets up a
\ ‘\ ‘  1n n m ’ . , :. i m : i  t m u In ’ , m t m ’ a scm , -: , - i i i ’ lm  ,m t m d  tm - _ i s  n ; urn s’ , .’ mc:a l c’aamp les. Tine t r ace  demo nst ra te s
t h n e c c m i : n i m u n :  m ; m i , , n m  c it 

~
) t C u i m O i i , the cmnlInmm ~’, of b:r ct i’im ;m tc i ic : ,, and the reduction of toler an ce

ii ’ , - I c mr r~

I iii’ 5m ’ s i m i i ~ 5’ t i m _ t i m (m~ t inis ( i . m [ i t € ’ i  d ’ c m n t j m  c ant m .samn m ; ile in which the results of the
l e as t—s q it ui m_’S m i t  l c d  :m : m’ unni:orrect a n d  ti ct i du~c mm s s s two met hods to est imate the conf idence
a “ ‘ - S i c i , i t ’ U  li n t 1 :m St ,m t ’ ’r mu t ’ nr t  at i n- n on .

Scilioii I
1)111’ RM ININ(. I’I~ I- ’CISION

‘I I m i ~ i’i - i,”li l i ii rents :m e m  mm ’ : ml  m i  lii i C m : 1’r c i f o r m ’; n m m m ’ :  rm on l ,-rn ee r ~‘ m — mu e : a i u z m ’ ’d

I’ , s ; - n j n m  i n ’  . m I i i ’ t u l t m  m i t s .  A “i: i n n  : m i ’, m i  uI t i m I d  c , n s ru i ss r o nn  is :m restatenn ent of a n ’  u r r t s : m m  ml

t i m  1—’ , i n m t ( m : t I  A m t i t u c m .ml Im i n i  11m m - c’’ i’ : i m l i d t  c- , r : tm - i m  by 1)c,mnalcl E’m . (.; e n m n e : n ’ y € ‘ t m t i t i u ,i

I . ’ ’  uc - S qmm i : m : , S ,  m c i i  ( . . m n i m s t c u  ( n I m l , n : : n i . ’ nm ” [U’ e n m i t y  Th]. Ti-r e method uses J’,a : t m c m i

de : u ’,’ , m : m v cs t in : m 1 ’ ; m si,, m em:mu : t i n . p m u l i i m ’ m u  m n m m d m : n t I n . d m: mic r aI Iumiea r hypothesis model at
s; n t n s t n m : c , t u n n  I t i n m ’ in u i ’ :  u ’ c (0 :u c lm n c ’ ’ e  t u e  CX - iCt  so lutio n . For more detailed information sc m ’

IGr~~’,b ihl &I~

— i ) m m  m i m e . , n n m , r r  m l c ’ n ive n’n tuu m is  an r’ t in ’ : t m ill m jv. ’mm, n ’t (;m l n ut :u l k-:;rt’ s den - rote nnatn nces . Vector’s
r im . ’ n~ ’~ ‘i ‘n -ri nd i n ’ , cc m lt uunn i u mar m c ’  A j ia r n u cu la m c lm:nnenit of a matr ix is represented by tine
Cu _ un m e s 1 i i m m i . l n m ,  I ’  n - c , m s , - I m n i n ,  n I m , i l , i ’,e e m l i,’, tIn ’ ’ a l m I m i d m I u m n : u ~c’ in d ices, 1 he tt ’ar’ is 1 osp of a
r i m , , : : i ’s A is m l ’  n ‘ l i d  by A ’, anid t I C  n r i v c i  s~ of A us den oted by A~ . Multip hicat ionn (either
Sc _ - m i m i  Ui i’m _ m a t i n s )  j c  du -n i o O .n by a im a r : , - i m s k

I i t  t im ”  vi ctor ’ C dc u uot e a set ot’ rim u nr k nm ow i i l ia : n m rnm’~~m 5  ton which values are n i cs n rcd
I it thi n - v, r u i n  I.) l,e a s ’ t  of nu s c , m l , m : q n r : m n m t u t u m ’s  (n�m) ti - rat are functio n s of C , u r rc l  ear n he
m m i i  , u c m m m m - ’ j  ym ’ ’ , ’”, i, ’,,.’ .‘ r n o t .  Le t  I’ mc Ii: s’ n i t in t ’ ‘ - i . - no :  01 nn iu r nct ionus th ru t relate elements m m  1)

w u r i m  (; ( i ’ ,’ m ’ mi  a r t  C ’ t m m m m , , I u ’ i on  ( . I (c’) i m s i c mi cm ’s an t  ,‘ c t m m m m te  tü i  I..) . I in- rall y let tine vc c m .mr
i,1. n i  ..‘ nut t i m ’ ’ ii i m .r tu i~,ls I i i’ , (h un m m ’  ‘.~ u i ru i m u ’  ci e; m m m i s )  th at mt ’ mi m auii beIm~meeni b..J arid an c S t I u i i u t m ’

~J r u r t r m m  ‘ i  b’~- } ‘ m ( ) ‘I h i ts

( 4 . 1 . 1 )  U F ( G )  + V.

•l’ lii u-’Oal ii. t m ,  i’ n nu im uu m , uI ’ ’ ,m I u i m c t m m m n m  or V by i’m ’mci dm ~y u m m ~’. C

~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~ , “ 
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4 1  Page S3

In - i ve rIfic atio n visuon C, us the set of p-~ran neters in tine transform that maps the planned
u loc itn o n ns of tI - ne I m ’ ,mtur c- s in to t heir n’r ia t c h u i n n d position - is (i e , the planned positions into the
nre ,ucti n ed pos ition- is ) T yp ica l eli”un’me rn rs inn C a t e  the disp lacement in X , dx , the disp lacement
i n n 1. cl ;. ar id t ine utn k nnown ro t at m o m n aij ount the Z— ax is . do. Different operator/ feature I~ ~ ins
co int n ibuic du b f - i  “ n it ccu mpo mnm - nt s to U ar - rd F For exam p le , winen the ~rans1orm IS p la n a m (so
that  tip’ ur nk nn owrn 1 m ,u , u n i n e , ,  a l e  clx ,cly, ann d do), a correlation operator/feature ia -air
comm m i nut e s t wc i  n~im ’. is tnt  cd v a l i m e s  to U: tine X -an -rd Y components of the match (let tincro be
re f i  m m c ci to as Xm and Y r- i t  Tine co nm - es po r ndr m i 1 -, fu nict iomns inn F are:

( 4 .1.2 )  Xe ( X p - X c ) * C O S ( do ) - (Yp-Yc)*SIN (da) + dx + Xc

Ye (Xp-Xc) *SIN (da ) + ( Y p - Y c ) * C O S ( d a ) + dy + Yc

is I - m i n e  (X c , Yc ) is tine ceml t r n  of rotat ionn I or dri, ( Xp, Yp ) is the planned position for t ine
c~ n n el ar ion u p i t c h , and (Xe , Ye)  u s the t n a m m s f o r u i ed position of ( Xp, Yp) , The transformed

~
)0sution ot’ ( Xu , Yp )‘ is the es ;mn :’m are for ( X~ , Yp )

‘s posirion in the current picture. Tine two
res iduals mh n: i t  would be associate d wu t h a corre lation feature are

(4 .L3) Xrm - Xe
and Yin - Ye.

] Io-~r rc sic ltual s .i n i’ tIne c m , m m i 1 m i i m n r n m t s  ci t V .  T ime conul , of course , is to use the measured values
to irmipn ove t iii c c i  ri iati’ r for tine pa rannne ters.

“I itut ’ quan r :m c form

( 4 . 1 . 4 )  q V ’ *W *V

mc the cn - i te ru ’) mn of optt mniza t ion t I - nat is to be n- r imnin nize d , ‘IV denotes an n by n wei ght niatrn r ’.
If ~V us tin ” iii v e t sm’ of tine covan m i n d ”  matrix of ti - re er rors inn the observations , the result will

nc ,iie nnr.u -~mmum hukeluhood ( inn the F s pace ) solution if t ine errors have a normal distribution.
n \V n~ - i d ni ’ ‘an al nT ua t r tX , w i- rich i mn c im c a t e s no corn elation between errors in the different

s n iase rvatuo ns , t ine q uadra t nc fon inn reduces to a weig lntcd sum of the squares of the ek ’rrucnes of
V Thus t u e  pnoblert i as stated hem-c can be sai d to be a generalized least—squares adjustment

1 ‘ he difficulty in obtainu nid u solution to the above problem lies in the fact t i - rat F in
(I I I )  us a rno nnl ui iea r f u ;nc t ion n , arid t hus in i~cn i’m al t inere is no closed—form solution. One way
of cn, I v m nn 1 ’ t ine problerin is to use some type of steepest descent technique , which tri es new
v dues of U. icu_omputes q. aind t r ies  to dr ’ ive q to a ninirnim unm. However, such methods tend
t i  cni iven~’e m a riner slowl y Al so , numerical pn’oblenn n- ray occur- if q has a very broad
mininluuirn , for round—off e r ro rs  n- ray g ive ruse to spurious local minima, Instead of such an

• a pproach , t i m  met hod dpscnil,ccl here appn’oxin ates (4 ,1.1 ) by a linearization based on ti - re

— —~-~~~ .r-—-———-- ——- ’ ” ’  -— .~~~-~‘m~ — . .. - - —
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~
m m m i t , m l  dci u s m m v ’ s  n il I - st,n l s , ’~ iii ’ : ‘  — m n j : m : i ’ Inn - , ’ nm: m t i m l , l i ’iii , tm i m - J  i t ’ :  a res  thus piocess to o d m : a n n

t i n e  scul~t r mi nt tn . t i n  ti ’ n i l i t m i’ .ui p : mil ls i i i  I m ’  m d . mn . n  5 mm ; i~l,i :’ to t i n ’ ,’ ~‘iC wtor i —R aj i ins o r ’ i method .

I t  tI m ’ n l m y  or r i m  m : t  ix P i n s ’ Cm _m n n mm mmni : . , ‘.1 o~ t in ’ : -  h ) a t tm: m I der iv : m t uves of ti-ue fu nic t ionns inn I” .
suc in t i u . ’i;

uf I

( 4 . L 5 )  I ) i ,i — .

ö i jj

[et C,; I d~m_’n i c ’ : m ’  ,(in a l ’ Ini ox nn imatuom n to c .  l’iicn m c- il t i . m t l i .i im  (1. 1 .1 ) can be approxin’nate d as follows:

(4.1.6) U F(GO ) + P(GO )~ ( G - GO) + V

where t i, ’ i i m m ’ t i c , n m, -ml d 1 i  n m e k : l ic ’ ’ on i’ on U as ,m ( , ’ i m  ex p licit l y immd nc at m :d, Define

( 4 , 1 . 1 )  F U - i (CO )
U G - fM.

‘1 I i’  m m  ‘i I C,) d in  I_ne i i - ’ ’. n i : ’. mm as

(4.1.8) 1 P~- h + V.

“I iu t i5  t i n ’ ’  r l ( ’ m u l u umer um ’  i i m u a t i on i  (1 I i )  hma ~ l ’ c i :mm r c 1 m t , m - n m i i  by tine lmn ea r equatio n (4 I S). in svhm c in

‘ C i  ‘ n i t s  t i , i ’ d m c  1 t i c y  b~ tss ,’i nm t Im ’ : ui,tn:i \ ‘ 3 : mun m t  a r e  the m coninputed values ( usmt ’ i~: t ine
c mi :  n nut ni l ‘ 1 n:- s m xm n n n a t uc , m ’rs cit tin c I_ m a :  ; imt ’i m ~t C : S ) ,  :unnd D : s l i t ’Csc ’ nltS tine corn ec tr o mns rneccled to the
pan ’ .m n : i ’  ‘ : S

In is m , u , i ’ .c a m v Ri So lve  t ør ’ 1) iii d~ IS )  ii i c i md i ’ ; Ri i’I’iu i i m m i , i Z C  q un (-L I 4) This is a
stand in ci 

~ 
obln:niu m u  linear st , i t i s t t cal  i’ ’iiii,.’:ls (i’ ‘ ‘ , s m ’ [U: iy buil 71 3). The solution for’ Li n s

( 4 . 1  •~~ ) ()

lu St t i i C ((JY,’, mi .mi u c’ i’l I ,n t mt . \  01 c m m c i : S  mn’ u tIn ’’ ~olutmnrm (cm; I) u~

( 4 . 1 . l Oj  S (P ’ *W * P) —

,ls s un mmun m ; ’ ( l i i i  V~’ is  t h e  ~~vcm se Of thin: C’ i’ ii~ u , i i id m ’ atm ix of tI - ne o l ise rv at ion errors,

S,’v , : il (u t h m i ’n 
~~ 

u rnii t us ’S ol m i t  ‘ s t  earn  he c l i - :uvi: ci t rO rn , ti m e solution. l’h ie c’xpectecl

~ , u l i u ~~ cit i~ n i - i n i  II time sc l’ ’ f ,n m ,t um of t i n r  n uV . m rnan C C nn ni t m n x of obscn’vat ion eri’or s is

uiik now m n , V~’ niru b ad p m s t e c t  lmy t i r e  rat i o nm ‘ m i m) /i’( arid S by t i c  ratio q/ (n— m) C)the m ’w msc , q

-•
~~
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Cain h. ui c , ’d as  ~i ‘~: a nt t i n e  ,i’ t j n m - ; m ; m c n m t . (or , if the observ at ion e r r o r s  have the G . m n u s c i n u r ’ i
dish mh nn taon , q has the c m i  -sq ia n t’ d us t r mhu:no ii w i n  ii n— o n ~l’~ t eec oi ft cedonin S n i - 1  n reser i t s  t ine
covat  t i ns, m u t t  ix of en rcnm ’ s in fi e a ’ l j i m c r # d  1,,i : : mi :m r t m ’ :s Tine sq ua re roots of the d iac ’oi i :m l
e leunnm _ ’ nn ts of S a: i’ t i n ,  St o m i t  .4 1  ‘ t  d,’s ’ m atmorns of t ine a n :  joc: :t pa ta nneters T I-ne correlat ion r , ’i , m t  nix
of ’ t ine f i a r . m m m m e i i  5 darn ii obtai n ed t i c m n ’;n S by d uvu d in i c ’  t i - re i,j e le rr ienur by the product of ’ t i - r e
st ,andar d des ’ mit  to n s of the it in and j t I-n pa r. m n ’nnetcrs . for a l  i an - r d

:b nen m ’’~n ul t s  n m ; ’  i i i  (.15- m t m i t R e  n n . i r r ms ,  of tine a t  j nistcd observations F’ nS P arid t i n , ’
cov ,nni ,u ince n ni , n t n u \  (it tin t ’ i ’ . ii , ls XV ’— — (l - S-m . P’). It is often usefu l to ( n a n i m i m m i l ’  t i r e

n i m a : ’ n m i ; n u d e  cit t i m e  res idua ls tin t in e m r sl nn sia m d d t mn v ia tuor s . m c , t he square roots of t I ,  d i ,a e r mm m al

eI ” r im ” i m ts of t i n e ur  c o v a r n a i m ’ ”  m i m  mx. If a n es u dm ,m l  is greater than two (on th ree ) 5’ 41 1-o ct
ib s’ m n u ; mc m m ’ i s it i i i i m m ’ , m t es  ( m at m l , ”  as~ocua ;cu mea sured value is i nco n s is t en t  wmth the other v ,a lnme r ,
used m c ’ (c nm n 1 m m i i ,  t i ne cc; n i , i ; m ; m ’ tc mi  tin e ; i a m r s f o n  inn , Thn is test is the basis for the leas t —s q ua nes
cnn l iii ,’ procedr nre r n r l mt ioTnc n i  mm the previous cina pte r.

The ~ov,n m innc e m a : t u x  S m I OUt m 
~

m ’ i n n ;  ~: m ’! in the solu :mo n is W — * ( P m _ S u P ’ )  where  P m c
the 5i’t of 1 r u m  tu al d i m  va  ives at tine p0m m a m i d Vi’ us he no verse of tine cov an ian ice  nnat m ix t h at
wt ’ u - - i m t s  t l u C i n , ’  , m c m u i , ’ l v ,m ln m i s lii V \ ’  tine si , m m m t , ird dcc i.’m n u onn ( I - nat can be coni n1rt irei ’l fron in t h is
((‘V i m i i i , . ’ nil , t t m ” , rain I ’ m ’ usc-cl (ci ml ,’;,’ i n min i ’  t inc ’ L i m nd er t a m n ’ rt y assoctated is’ i t i n  a m y  cm b re t  ii(’)t lnt
orn t ine i i i  ‘c; ( i ’ s ’  - .1 t ,  ‘ ‘ P  ‘ ,‘ l ’ : , ’ e r m ’SH It cain also be mi c rd to de t e t - nnun e tine t o l cma n nc e me , un it

i l  ‘‘ ..m m m r  t i n ’ ’ m i x  t I,’ , m m m ”  tm m m ” t i mu d

‘l ine ~olut;ori of t i me m m m i  (i n n at ’ p toI ) t r - m i m Car l now be described as follows. Ant in i t ial
‘ i re> innar m i i i  is tu rd t im c ciui n 1n lnte tine d n s ru e p a n c u es  F.m and the part ial  der ivat ives Pij . T I- nc r

f t  is i i i;  ‘I ~ t , - m l  f ronin ti 1, 9) a nn - is .,oclrd to the do rm ‘:nt apj ,mnoxi matior n for C to obta in a better
‘ I t  ( mx nm- an to n ibis pn ncr- ,s m cp. -a ts  tu n ’m tu l  tin r m r us no further appreciable di nan c ’,c in C T’h -n u

r i te  t m u  va l i um — s fn c m l i i  the last it ’  -,doi’m c n n  be used to obta ir S, V i , q, and the ot her den ived
,1 u,u n n t m m r c s  deccn u i . m c - l  a bove, ( >1 course , inn order to coun ve rge to the absolute minimum of q
rather t in  : min 5 m m ,  y en c c  to sco ne local mm mii muu n’ u on di ‘‘ em ~, ence . it is necessary t in a t  tine in i t ia l
a ppm ox mma t io m n be s m ut mc ’ i n  ntl y (In m:,e to time 0 tue so lutio mn Inn rmnost pract ic a l 1)ro blCi’tlS t he in mti .d
, m h m h mn ( n ’.r nua ti onm m c m a t  cr itmca l , t i n fact , ottcn t i n e m e is on ly omit’ minimum.

~‘ i n m e on t in e m i d  m : i ’ i m t  m i , ,  t ine  p1:; a l der ivat ives m m  ye been cominpured for tine cornverged
v aln ic of C, t i n  sin lut io nn I _n v rs m i ’  tm t ie ;-emi e m a lu zed least—s qu ares ad j ustment m nn’f :a i c l h r ss  of the
io nnlm rm ea nit ~ I bosi , ’ c ven - scum me otiner pmo I mci  t mm -’s of tine -aJ j misr u lnc nt a c  only appiox innate in t iii’

nonil inean ca~r A m’niong t hese aim ’  t ime us” of S as the cos- , m: i a r m i ’e matr ix of the em- n on’s irn t h e
u n t i l  v , ,luit ’ of ( , ar id r l m i: l it i m 1 n ’ ’i m m ’’. rI - n a n t ine so lu tmcu m n for C is nnin imunn—v m m i n c e  - am - id

unihm ni ’ i ‘ 1 1 I’ ,ss ev , m , if t I - ic  , i m i n ( , i u m i t  of nurn i m i n un m ’ a r i t y  O i ’ m m  t in’ n m n nc t e  of ti - re rneasunennner rt e n i m . .n
is c i t i m U t in e ’ , ’  n . ’ s ~~Its will be t i n i l y , l i c m i ; i t”

F m ’ - r u n e -I I I is a fl cuwc inau ’L t im ;,; u mmt l i rm i ’ s  i n S  basic steps involved in usi rnf : a Im ’ ict - s q u i res
in ~ ‘t hod to con rnj nrte - air m’~ t mm n : m t , ’ (or m im i ’ location of tin oh ject and a precisio n about th it

- . d ~~~~~~~~~~~~~~~~~~~~~~
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‘I I P-i c e msl

, ‘ s ; m m l l , , t m ’  I i,e ml -  , m i m t i , n t m  is , u c, m 1 n n , j n t m  i t  , , I ’ ’ ’ mt n t i , n i m  rh ’ ; api ] s t i,i’’ Ic ’ , s t . s , 1ua ,— ’s n cnmutm n i i  as

si m ,i, m c  - , c m m t t u i  ‘ n i t  n min ’m i l ,um ’ m m ;  I’ ’ m : n m l ’ ’’ - in n.~ ‘i - mm t m m i m m i d .  “1 l ie l.,’c; v aln u r ’ ; for’ tI - c r ’ h u t  ,mni n , ’rr ’ m
i r e  used to un n.u p ’  t l m m ’ cnI~ j i i t s  p Ii n i irc d l,’,c ,,t m c ’ m n m m m i  inn ,‘ c t m m ’ ’m i t , ” U,r i ts c m _ u r n ’  i m t  Pm ‘ Iron ‘I i n , ’

st mn ’ icl..tii cli r ’ , l r ’ ’ m i ~ , m c s , .m c n , i t ’ ’ni wn m i n t ime I,cst p ; m m a m ; m c t ’ ’ r  ‘,‘a lt me s a r t ’ cr , nmif ,mm nni ’ mn l to 1’ i im ’j uiç ’ ”

m ’ - ’ u I I nn  c ’ I Ln nn ci ’ m t  m m l m t 5  , , i ’ , i i m t  ti , ’ c ; r m ’m ’m ; , tn ’ ,\s st a t , ’  ij , t i me a I- 1-c.r ’ m; hnni is cc,In’ice mnn m ’ ;m w ith ’, tii n’

lc ’ c at uu ru iO tire oI.jt’ct ( . m v n m m  :Ii, ,‘ c ; t m ’ ; m  , ‘ m ’ Ion tine loc ,itio nn of ann 01)1 -ct anid a 1 m i , ’ m si ori , it ms

e i s y  to i n ’ i n c e  ,‘‘,n mul nat es ar id tol. ; m m m c ’ ”  m m ” , mini s for ton’1 / i c c n (s  of zntt’rest ( ‘ m m the (di ect

S e c t  norm 2

(:ONFI > lN ( : l ’  l\’ ’I’ III. i’I~ F( ; lS iON

he al ’ ‘i t u r n  s I , m ’m ’,’, n m r i m  I inn’ ‘i I I c a l m  mm” m n — c ’ ’! i , ’~’ its elf to locate ob 1m ’cts l iii ’~’. r’v ( ’n’ tm m

cl ’ . so n’ t’ q n m r ; .  c i ii ac ~ i m m ; m 1 ’ ’ n , ’ n m  i; ‘Iii l ’ n i ; t ’ s q n i : i ;ec  cim l lnm n ; ” ronu t n ne det er nnn nnc -s a c t n n m r t u m  a l ly
i , ’ m m s i s t ’  i t  s m m l m c , ’t lit t i , ’ l, ,’m : m m m , ’; u r n  m l t i m e  c l r ; n i r ’ d  pt m ’ m c m i i i  h’ m c P e ru m’ u’ ir iiedl. 1 m m  a l i t  i t

( m m m i  ‘ 1 ’i nm l r n m ’ ’e I n , ; 1 ,, i t  ,‘c;, i I , j n ’_ l i i m m  I~( t ’ ~e m ’  I n  t h e  l i c m u m t i o nns m t ’ i ’ ’ tt iced In ’,’ t i n c  i 1 . e r a t c n m s anncl tine

h , r , m ’m c ’ - ’ t n  m I — i n n  n ’ m s i ’s m u  ‘ I t ,  . m ’ m , : ’ s “1 1 m m ’  :m ’.’. m m m i 1 ,, t m m ’ m m n  ns d t e mi et nm lly ru ‘ ‘ i n n  n i m l i -  ‘.‘-‘h ’nem n t his —
u m m m n iI’’’ m at . n i c ’ ’,’,’ i m a t :’  ; m i ’ m t n ’. c ’ m~ c , ‘II ,,m m ;  t I m ’  ol ,me t : m R - rm s a re  t ’ebmal - r l e ( m m ’ ’ , t i m ,  ‘,‘ do nm n t m m

s n m - b m i m ’~i’s y e ; ’1’ t i m  1 m n ’  m m t I ’ ~ ’ I I im s ’ c - v , ”n , it m~ 1 m c i s c m ] , l e  to In ,,- ” ite a Sut ci ’ t’e , i r m m r . ” , th a t n 4 1 , 1” - n , r s (to

t i ’  h’ m c r — s q u i  m :’ ’ ’— c i m l ( m r m  ; c m m m : r n m c )  to i n ’ s ; r uc t u : , n I l v  c o m ns mstennt , wI nc - t i  inn fac t , Soni ue nat t iu e u - s m u ts
Ii, ’., l ’,’’ rn r i m -  ‘ n ‘-mt ]’, ; m c. m m c I  t im al:, ’ t m n a t m c c ~

, For exni i r n 1 nlc , consider’ fn , ’ n m r , ’ 12 1. 1 -‘ ‘ r i m e

17 I a ‘, i m ’i ’,’~s ~ p- , ; ’ :  of m ’ : ’.’l,’ - t  n ih ’ , r e t s  i n  I _ m a n  a l tu ~m n c , m r u s - e s  for four ope na t r m r ’s Oper a to r s
,~n ’uc l Iomt r  c m ’  h hnm ’,e t ic ’s , nc - tn ,,I : r m n n , m ; n v e s  Fi n ite ‘I 2 lb  shows tine m ;, ’Pl .’~7~ p( rSt t IOf lS (it

ii i c m ;  t i n ’  ‘. m 1n. m m m n t s  mu ‘i “ - ‘
~ 

mc ni l mm n .  ;t 1 m m ( i m t i C  1 Icc pm i~n in Om ’m s ai r tine posit ion - is at w I , n c i n  the

01i’ ’: i’ ’ ’ l S S i n -  ‘‘m kI tr im ’ ! t i m ’  m m , , mt  m l , ’ - ’,’ a t m ’  t r I m , , 1 ’ ] ’ -  1 - n  ‘ m m m  S ‘1 2 I,c supem’nmpcises t I - i ’’ ~ m ’ c  mi nI m m u m 5’

po s n r i nmn c tom t h e  t m , m : m  o p t  . m m m n : 5  on ttm ~~i cii’ r n ”  act u al p i s t o n s  If the l~~0n’t -a n-i de ri d es that

.‘ i t n i , : ’  I- ia ; i rm ’’c b me ci , , i n i ’— n u m , , :mv e  “ a to’ndi ii,;,; 0 n r : , m t c i :  tour I- nti s n’m - r , m u m  n u t  ,u l t . — m n n , ’ i t m v e  ‘ l i
; h n r m d m  i t  ~vh irh ,n r r  w m o ~ ’:- ) , ml , ”  ‘ i s ’ sq Lm ’m h . ’’a Q u i n n , ’  wi l l  pm’oh ahl y decide that the ti- , umi’ ; . m e

. m r t u,m n a lb y r r , n m c i s t enu t  arid m ; i ’ m , i i  to P’ t uC t  tiui t tine po mnnt of m n m t e r e c ’ is located at tine

i m ui~ u n m m n  nnu ~~. i~ tn -mi ce I 7 Id  1 m i s  cc , nn c l mm ” mm ’ n m us  ~ rcn mm n ’ , Ti- re c au ts e of in c en n o r was t ine

m nuc c , m m ’ ’ ”t ~um m m r ’ m ’ ’ n m t  of t ,I:i nm m : m s ’ n ’ ;  to the r c c m n l ; s  or the ope rat om’s . ‘ n ine r e c u i t m m , - , , a s c r e n u u u n ,’ mmt
h i q q m m  i i ’. t i m  i

~ ’~ ’’ ii’ tci Ii ” ; in uc t u mi  m I l y  conn s n ’ , t m im t a r m , ’! the F c c ; aii m , having fooled u t ’ m ’ l t , proceeds
t n ,  cha r’,’ i n ,  m m , ’  on “ cm c m , m m c l n m n n t , n m  ibm ’ m xaiii p le i s a t r il l” ex a n - r m n le , but it 1u,m n u t c  out ,i

m m m l d i i’  i t  inn i m c i n i i m : i t i , , m m  n ! I ~’ l ’ e l im , ’,’ u nm;  t h e  m m ’ s n n I t ~ 01 t In e I.” ac ’ — s q &i a n i ’ s  c r u l l m n n i :  r n i n I t mn m f ~

‘ I I,’’ ~nu~~n i - m  m l i i i  e’— r Pm s i t i n g  m r , 1 ’ lm c a ti omn I - m m ’ c a u n c m ’ (a) sc one n , t mh i .m n ,na sm,  , i I ; , n , i , , r , s , ’c
n m ’  un ‘ m i t ’  Iv n i ’ s i ,’ i m . - r I  to  t im ” ‘ m i t t s  of t in ’ ’  m l ! i m ’ i t i tO i’S nu n,! (h) t i - re m u m  tm ’m i m i n e c l Im y t in e
iii ‘ m m  ‘ i t  u - s i  m , , n , u m n t  i,,11i 1i. m m ’- ( i Ii’ ’ - : u t m c m m m : ’ i l l y  c n i r ’ msr st ,’ mm :  ‘I iuu u s there t i me mc ’~’o h ’ , ic ui  q n ies tu m~ns

O n t i n t s  type of r mn u c n~

- ~~~~~~~ -. -- -
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I (‘, n ‘,‘ .‘ m r tine v al nic at -rd ‘i’m i m t  S ic m n fon n ’rn atmo m n for se . e r a ]  operators an- rd
an n ass i~:nnn ncmn t of ~,now mn ‘alt~ m mn t i t ives to these results , what is the
inn o ha bmlmt y t I m  i t  t I m e  a~ s i c  n m ’nnc nnt is correct ~ That is , what is the

mu c u lm .i hnm i t ’ ,’ t h t  al l of tine inndiv idual assignments for the operators
ire correct?

(2) G iver ’n an acsu !n
~,n1u1nen1 t fo: a set of operators that is structural ly

coni sr cm i t  it , a t m ’ t i - ret e other ass i ; , rnrnents for the same results that are
also structural ly cor’ns is tent? i ’ imat is , how unique is the pattern
fornined by tI - re as t is :mn men t?

“I hese q mn e s t i o m ns will be discus sed in n the ~emn’uain c!er of this section.

In rs possible to Ion ni -r iula t e a versio mn cit hayes’ theorem that ex presses the prob a hrlm tv
tha t  -all of the individual , ‘ c m ; n m r m m e m r t s  are correc t , given the position and va lve information
produced by the oI:’erators ( r m r m ; rd r t  the ca~e of two operators. Assume that operator 1 has N

~n iow n n a l t ’  t n a t i v e s  lim o o1’c m ,m t cn r  2 hi - as N knnown alternatives. Let f 1 .12 , , .I’M be the
alternatives t o t  o1”i -nc r I am nd qi , g2 , . . . ‘jU be the alter n atives for operator 2. Then B,m’ 7a’s ’
r i m . ’ U; ( i ’ m  S t a t ’ s

( 4 . 2 . 1 ) 1n[ f J ,g k j v1 ,pI ,v2 ,p2 J~~ — .

P[v 1 ,v2 ,p1 ,p2~ -.(fj,~;k)] P[-’.(fj,qk)]
1 + —  *

P[v l ,v2 .pl ,p2If j,gk] P[f’j,gk]

i ‘he pn obai ,nltty P[ f j ,  it k lv i , p1 , v2 ,p2 3 re l ) resen - rts the probability that the first operator i-n c’i s
‘ c a m , , a l te rnn nm r iv u ’ f j  aind that  the s ,”nrm d operator has located alternative gk , given the value

a n n d p0s itton m nn forma rion ’r j n m udu c ei,~ by t ine two operators In other words , it is the probability
t hat U,’ as c m’ nu mcn rmnt of f’j to operator 1 arid qk  to ope na :ci r 2 is correct.

F’ornnu la 4 2 I ~mn be rewrit te n in a more convenient form (see appendix 1)

( 4 . 2 . 2 )  P[ f j ,cj k I v l ,pl ,v2 ,p2] :

P [v l Ifr J P [v2lgx ] P[pl .p2 .fy.cjzj
V “s ’ ~i ’ *Q[ r ,s)*

1 + -~(r:j 4’ :3 .,(y:j P{v l lf j ]  P [v2 lgk ]  P [p1.p2 .fj,g~,]
& s:k) & x*i- ) & z c k )  

- - ~~~~~~~~ - - - -‘ -~~~~
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w i ic:  e r , s ]  iq ircscnts P[ fr . gs l -.( f j  , gk)]. Th is version of the for mula is convenient
because the important probabi lities form ratios that can be easily evaluated from the density
functions.

Ttii~ fo: niiila can be extended to include N operators , but its utility is limited by the
number of tenns th at have to be computed. One possible way around this drawback is to
considc: only thi’ pos ition ni l orm at i on produced by the operators. The rationale behind this
ssn ~plit ication is that tie local value information produced by an operator should be used to
dr~r: fl) j t IC  tin’ know i, alre i  native that ha s been matched , if it can do so with the desired
confid ri ,ce . Otherw ise , combining the value inidrmation from two or three operators is not
ex pcctt ’d tn aci d any in ~. cnhi5tua g lits th at might ci .c t n ~,nssh ijetweeri the possible alternatives.
The i ‘s’~ l: n.: I information of an operator , howeve r , is ex pected to contr ibute new constraints if
it is corobini.d wit ii t h e  1iu~it1ofl i t i f u :  I : a : i o : :  1:01:: Q h:ei operators. Thus , if the program is
try ing to dete r mine the best assigni;~ent t oe two opcrato ’.s , it can choose the assignment
i fj  .9k] th at has the highest value of;

( 4 .2 .3 )  P[ f j ,gk I p),p2].

Since

P[fj,gk ,pl ,p2)
(4.2.4) P[fj,çik pl ,p2) =

P[ p l ,p2)

and the cleiiominator in (1.2.4) is the same for all j’s and k’s, the program can s imply choose
t h e  assi gnment that hac the highest value of P[ f j  , gk ,pl ,p2). Once the best assignment has
been found , the probability that it is the cor rect assi L~Ilment can be computed by the following
formula’

( 4 .2 . 5 )  P[fj ,cj k pl ,p2] =

P[pl ,p2 ,fx ,gy]

‘ +  >~.~(x:j & y:k) P[pl ,p2 ,fJ,gk]

Even foi mula 425 involves a large number of terms for a reasonable number of
operators Foi example. ten operators . each w it h two alternatives , require 1024 probabilities
to be computed in order to determine the best assignment. This fact implies that formula
4.2.5 should be used to assign alternatives to small subsets of the operators and then combine
these assignments to for m thc overall assignment. The probability that the complete
assignment is correct can be estimated by a function of the probabilities associated with the
subsets. It is even possible to incorporate some position information for each subset. For

c3r .& m,n ~~~ k ’  W.JLX’
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exam ple. the centroid of each subset can be used as the position of the subset. Then the
overall probability that the assignment is correct can be based upon the structure of these
subsets.

The subsets can be set up in advance or they can be created dynamically. If the subsets
are created dynamicall y more and more information can be used to make the assignments, if
necessary. The idea is to only use the posnion information of other operators if the local
information is not sufficient to choose a known alternative with the desired confidence. The
assignments in section 3.2 were made by choosing the known alternative that has the highest
value of

( 4 .2 . 6 )  P[fj I vi) (i �j�ll) .

This formu la can be extended to include the position of the match (see appendix II):

( 4 . 2 . 7 )  P[fj vl ,p i )  (1�j�M).

If th e confidence is still not hi gh enou g h in the assignment , the position information from
another operator can be included:

(4.2.8) P[fj,gk I pl ,p2 ) (1�j�M).

This process can continue until an assignment can be made with the desired confidence or the
system gives tip because of the amount of com putation.

It is important to choose subsets that a t e expected to produce unique patterns. For
example , consider figure 4.2.2, which shows the known alternatives for four operators. If the
program is trying to assign one of the two alternatives to the results of operator I, and more
information is needed to distinguish bctwcc’n these two alternatives , w hich of the other
operators should be used? Operator 2 may riot be helpful because it is probably difficult to
distinguish between the assignment (Ia ,2b) and [lb ,2a]. li the initial constraints allow for a
small angular uncertainty and a small scale uncertainty, it ma y be difficult to distinguish
between the a~signmcnts ( la ,4) and (Ib,4]. However, even if the scale is allowed to change
f ifty percent and the or ientation in the plane is completely unconstrained, it is still possible to
distinguish between the assignments (Ia,3a) and [Ib,3a1 or between ( la ,3b] and [ lb,3b).
Therefore, the subset should be operator 1 arid operator 3.

Since the known alternatives for the operators are known in advance and the task
constra ints are known in advance , it is possible to estimate the distinctness patterns and
choose the best subsets. This choice can be made at planning time.

The main ideas in this section are (I) the probability that an assignment is correct is
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important because it determines whet her or riot the r.~sults of the least—squares routine should
be believed , (2) t h e  combination of the position infor mation produced by severa l operators
adds constraints that help determine correct assignments , (3) the uni queness of a pattern of
matches determines the pattern ’s contribution toward the assignment decision , and (4) the
uniqueness of a pattern cati be estimated at planning time since the alternatives for the
operators are known at planning time.

3a

lb •3b

la.
2a
S

2b
S

S

Figure 4.2.2
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CHAPTER 5

PLANNING-TIME COMBINATION RULES

The goal of this chapter is to investigate ways to produce information that is useful to a
s1~ategist . In this context a strategist is a program (or possibly a person) that evaluates the
vat ions alternatives and deve lops a plan to achieve a particular goal. At one level a strategist
might be trying to decide whether to use visual feedback or force feedback to check for a
screw on the end of the screwdriver. At that decision point it needs information about the
ex pected costs and reliabilities of the alternative methods (see (Taylor 76) and [Sproull 77) for
descriptions of strategists and the information used to make such decisions). This chapter
develops techniques to produce this type of cost and reliability estimates for verification
vision.

The execution-time combination rules combine the results of sequentially applied
operators and produce estimates for inspection confidences, precision, and precision
confidences. These methods make it possible for the program to stop gathering information
as soon as the desired confidence and precision have been reached. The underlying program
structure is an ordered list of operators to be applied. The ordering Criteria are important
because some operators are more reliable than others, some operators contribute more than
others, and some operators cost more to apply than others. This chapter investigates
techniques to rank the operators according to their expected contributions and costs. It also
presents techniques to estimate the expected number of features (and costs) required to achieve
certain confidence and precision limits. Appendices IV and V demonstrate the application of
some of these techniques. .
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Section 1
I~AN KlNC; FEATURES BY VALUE

Consider the ~t .itid~,id tas k of ins pecting a scene to decide whether a screw is present or
not Section ~~ I developed a formula that reduces the v alue information from several

operatot s into a lt over.ill confide nce that the obj ect is present . It also pointed out that the
conti ib uti on of an operato i is the value of the ratio :

F’[vi 10ff)
(5.1.1)

P[vi Ion )

where v i is the value (or set of values) returned by the operator arid On den otes the
proposition that he object is present (see formula 3.1.12). For ranking purposes the logarithm
of the inverse ratio ,

P[vi !On ]
(5 . 1 .2 )  loçj( ),

P(vi 10ff]

is more convenient. 1 he greater the ratio , the bett er the contribution. The logarithm of the
likelihood iat io is used because it is additive and there is a theorem (to be discussed in section
5 5) that uses it to e~raniatc the number of operators required to reach a certain confidence.

At planning tinw, vi dix’s not have a specific value. Operator I has only two density
functions, one for its value s when the screw is On and one for its values when the screw is
Off. For ranking piiipoces one is interested in the expected value of the log—ratio , which
depends upon the total density function for the values associated with operator I. The total
densit y futictiori is a weighted sum o~ the density functions for On and Off (as shown in
figure 3.1.6). The weights are simply t lie corresponding a prio r i probabilities. Therefore ,

(5 . 1 .3 )  dons lty(v i)  = P[On)*On~dcns ity (v i)  + P( Off]*Off _density(vl).

This is a valid density function since

V . ,
li_ i
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(5.1.4 )

f density (X)dX f
::

0n *on_ denslt Y x dx + 1:~~
0ft]*o _d 51tY

~~~
x

= P[On )*fO:_do nsi ty (X)dX + P [Off]*fOff dens lty(X)dX

= P[ On ] + P(Of f ]  : 1.

The expected value can then be computed as follows:

(5.1.5) expected _ log-rat iO = f iog-rat io x * den slty(X) dx.

MACSYMA (see (Mathlab Group 74]) was used to expand this integral symbolically.
assuming that the density functions are normal. The derivation is given in appendix Ill.
The result is a readily evaluated expression of the two means (Ml & M2), the two standard
deviations (50 1 & 502), and the a prior i probability uf On (i.e., P):

(5 .1 .6 )  expected_ log-ratio = log(S02 ) - log(SD1) + 1/2 - P

2 2 2 2 .
SD1 + 012 - Ill) S02 + (M2 - Ml)

+ P* - ( l - P ) *
2 2

2 * 5 0 2  2 * 5 0 1

Later sections will also need estimates for the expected log—ratio, given either On or Off’.
The expected log-ratio, given On. can be computed as follows:

(5.1.7)  ELR_glven_On a f loo- rat lo (X) a On_denslty(X) dx ,

The integral can be expanded to produce

I ~~~~~~~~~~~~~~~
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2 2
SD1 + (M2 - Ml )  I

(5.1.8) ELK _given _On = lofj( S[)2 ’ ) - log (S 1) 1) + -
2 2

2 * 502

Similarl y, the expected lo&-ratio , given Off , can be expressed as

2 2
1 S02 + ( M2 - i ~])

(5 . 1 .9)  EIR_givcn _Off log(502 ) - lo~ (S01)  + — - ___________________

2 2
2 a 501

Since t h e  ex pected Io t~-Iati o fo~ an operator represents the operator’s average
contribution , operators that have large expected log— rat ios should be app lied first in order to
minimize the number of operators ii~e 1 to te ach a cc: t a m confide nce limit. Thus , a simple
operator—rankin g scheme is to compute the expected log—ra tio for each of the operators ~nd
then rank them accotd inc~ to their ex1,ected value (largest first).

Sect ion 2
KNOWN A L T E R N A T I V F S  AND SURPRISES

The inethod used in the last Section cait also be used to compute the expected
contributions for operators that have sev e ral known alternati ves and/or are subject to
surpr is e s .  I lowever , it is quite difficult to expa nd symbo lically the integrals that express the
ex pected value. A numerical technique is used instead.

Formula 3.3.9 ex presses the probability that the object is present , given the values of
several operators , each of which may have several known alternat ives and surprises. That
formula is

:~

- .
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(5 . 2 .1 )

I
P (On Ivl ,v2 ,...vK ] a

~~ P[ vj Igj ,I]*P(gj , i)
P[Off) K P(On) O�1�Nj
_ _ _ _  _ _ _ _  * )

P[On ] j=l P(O1’f) ~~ P[ vj lfj ,l]*P[ f j ,iJ
O�I�Mj

where fj ,  1; fj  , 2; , . . fj  ,Nj are the Nj known alternatives for ith operator when On is
true. gj , 1; gj, 2 ; . .. gj ,Mj are the Mj known alternatives for ,Jt h operator when On is
fa lse , fj,O is the sur prise for jt h operator when On is true , and gj,O is the surprise for j th
operator when On is false. The contribution of the Jth operator toward the overall probability
is:

I

~~ P[vj Igj, i]*P[gj, i]
P[On] O�i�Nj

( 5 . 2 . 2 )  ( * ).
P[Of f ]  ~~ Plvj If j ,i]*P( f j ,1)

O�i�Mj

For ranking purposes the logarithm of the inverse of this ratio is used:

~~
P(øff] O�i�Mj

( 5 .2 . 3 )  log -ratlo(v J ) a lo~( a ).
P[On ] ~~ P(vj~gj , l]*P[gj, I)

O�1�Nj

The expected value can again be computed by 
-.

( 5 . 2 .4 )  
, 

expected _ log-rat io . f
:~

o9
~
rat 1 o x  * dens lty(X) dx ,

W . where the dens it y depends upon all of the known alternatives and surprises. Since

( 5 . 2 . 5 )  P(On ] = P(fj , O] + P( fJ ,1] + ... P(fj,NJ)
an d P(O1’f] = PtgJ , O] + P[g .j,l)  + , .. P[ gj ,tlJ ],
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the density for operator ,i is

(5 .2 .6)
Iii Nj

densit y( x)  = E(P1rJ ,nadensity (fj,i)) + ~~~P(gj , l)*de nsIty(gJ ,i) ) .
1:0 IsO

Thus, if ELR denotes the expected log-ratio for the j th operator , then

(5 .2 .7 )

~~ P[ vj l f j ,i)*P[fJ ,1)
+oo P[ Olf] O�i~ Mj

ELK a f log( * ) * denslty(X)dx
-so P[On ] ~~ P[ vJ~gJ, I)*P[gj ,1)

O� i�Nj

or

(5.2.8) ELR

~~ P[vj lfj ,i)*P[ f J, l)
+00 O�i�Mj

1og(P[Off] )-~og(P[On)) + flog( — )*denslty(x)dx.

-so ~~ P(v ,jlgj,1]*P(gj,l )
0�1�NJ

The logarithms of the sums could be expanded in a Taylor series in order to integrate this
ex pression symbolically, but it is simpler to use a numerical integration technique to
approximate the value for a specific value of the operator. High-precision values are not
needed because they are only used to rank the operators and predict the expected number of
operators required to achieve a certain confidence in On.

It is not necessary to integrate the function from minus infinity to plus infinity. As
discussed in section 3.3 each alternative defines an interval of reasonable values: pILls or
minus three standard deviations about its expected value. It is only necessary to integrate
over the range that Is the union of all of the intervals for the individual alternatives.

The result of this section is a set of formulas that compute the expected contribution of
an operator. even if it may involve several known alternatives and surprises. These expected
contributions will be used in later sections to compute other important quantities.

L
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Section 3
COST INFORMATION

Since different operators cost different amounts to apply, a slightly more sophisticated
ranking scheme can rank the operators according to a cost-adjusted version of their expected
contribution , i.e., the~expected value of

<log-ratio )
(5.3.1)

<cost >

If it is difficult to compute the expected value of that ratio, it can be approximated by

<expected log-ratio )
(5.3.2)

<expected cost>

The cost of ~ipplying an operator could involve such factors as training time,
computation time, and memory space, but in this discussion, for simplicity, the expected cost
of an operator is defined to be the expected computation time required to locate a match.

Computation time is a function of several variables: (I) the initialization time, (2) the
number of times the operator is applied , and (3) the computation time for each application. if
an operator is applied over a complete region (e.g., the tolerance region about a known
alternative), it is relativel y easy to predict the expected cost. However , if an operator is
sequentiall y app lied in a region (using some search strategy ) until a reasonably good match is
found , one has to predict the number of separate applications to be used to find such a
match. This prediction is a little more difficult. It is based upon the type of feature , the
ex pected distributions of the feature and its alternatives , and the local characteristics of the
operator (e.g., the size of the region covered by one application). Each

feature-operator-strategy trip le needs a separate mechanism to predict the average number of

applications required to find a match.

An operator-ranking scheme that incorporates cost estimates is: compute the
benefit-cost ratios (as in formula 5,3,1) for each of the operators and order them according to
the largest first .
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Sc .t ion 4
IEAS1’-SQUARES CULLING

nhiitioucd in ScCtion ~ f~ th e Icast—st i u r :  es culling routine requires a rninimun
iiunibct of matches . 1. et ~t represent th is niUiimum number. Let N he the number ot
operators that must be app lied ii order to find M marches. Since an operator may or may i v :

.~~e a known altci l ia t ive (i.e., a match), N is greater than or equal to M. This section
develops a method to predict N. given M and an oideied list of operators. The following
sect ions dci ive method s to est im.~tc the ex~~ctet ( ~:nnber of operat or s required to achieve a
cei tam goal It should be pointed out that it is j )ossi ble to estimate these numbers by simp ly
.1PI ‘ l’~in~ t i e  dipri .~~~~: s to se v ei a l ti airIin~ pictures and averagin g the number of oper ators
needed to reach the desired goa l. C)i en t h is direct wa y is the best wa y to proceed Elow evci ,

it is tisr fnl 1: be able to j .i oduce au iiic.~cper ident es iinate of the ex pected number
of opci ato i s 1 cchni~1ues to pro. iucc rlic~c independent estimates will be discussed in the
followi,i~ stct ioiis

In order to pi edict the a v t r a ~ ~ number of operators required to locate M matches it is
uec~ ssar y to compute each o1~crato r ’s cxpc c t cd coi1t r ibu rioni toward M. Considez fi gure 5A. 1.
Figure 5.1. l.a shows the possible matches associated with a typical operator: three known
a lternat ives and a surprise (fJ , f2  , f3 , arid 3). Assume that the a p riori probabilities for
these possibilities are:

(5.4.1) P[fl] .5,
P[f2 ) .2 ,
P[f 3]  = .1 ,

and P[S) .2 .

Figuie 5.1 lb shows the densities acsoc iated w ith the various possibilities , hut they are scaled
by their a p HoH 1ncihabilities of occurrence. Fz~, ure 5.’l.l.c shows the wei ghted density
functio n for the 

~‘h ~cnatnr. l’hat is ,

3
( 5 .4 . 2 )  dcns i t y (X)  = P[S]*dersity(S) + ‘S’(P[fj]*density(fj)).

j ;l

Given a specific valuc for the operator , the best a lte rnative is the alternative with the
highest probability of being the con ect match , i.e.,

( 5 . 4 . 3 )  M A X ( P [ f J Iv ) ,  P[ f2 Iv) , P[ f3~v], P[ S lv J ) .
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The aleoriuhm shown in f i p ure 3.5.2 useS the probab i l i ty associated with the best match as the
opei ator ’s contribution toward the goal of N matches , except when the operator’s va lue is
unus ual or it suggests that a su~ p r ise is the best match. In the case of an unusual va lue or
sur pnice , no cont u ibution is credited to the operator. Figure 5.4. l.d superimposes the graph of
the operator ’s contribut ion (scaled by a factor of IC) on top of the scaled densit ies shown in

figure 51.1 h Figure 5.4 l.d also labels each interval with the name of the possibility that
would be returned as the best match. Notice that there are three intervals that imp ly that the
surprise is the best match.

The expected contribution of an operator toward N (abbreviated EC) can be computed
in the standard way:

( 5 . 4 . 4 )  [C 
L

o n t n i b u t b o n  at X > * dens ity(X)  dX

where

C ( i f  unusua l or 5u rpr I’~.~~)

(5. L .S) <c o n t r i b u t io n  at  X>
MA;~: ( P [ f ~ IX ) ,.. .P( fo  XI I (other u i  ~.e)

Again a numerical integration technique is the easiest way to compute the value of EC

Formula 5.4.4 is importa nt becau se it computes the expected contribution of an
operato i Given an ordered l ist of operators and their expected contributions it is possible to

‘~ t irna re the number of operators that have to be app lied in order to locate N matches The
ex pected number of operators is the minimum N such that

N

(5 . 4 . 6 ) . : 
~~<o perat or j ’ s ex pected contr ibution> � N.

This value of N is the planning stage ’s prediction of the number of operators to be
needed at execution time. At execu ti on time the actual contributions of the operators can be
used to decide when a suf f icient i.uimber of matches have been Inund. For examp le, if the
theoretical m inimum number of matches required by the least—squares routine is two , then 11
is ‘wo~ If thC planning st .i ;:’, e predicts that each of the operator/feature pairs will contribute .5
towa ud the required number of reliable matches , N would be four. At execution time, when
the operators are applied to a test pictute , if each operator happens to locate a best match
w ith a probability of .75, then the first three operators are suff icient. If the user wants to be

* ______
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icu lai ly roust c’ ;iiivc al’out iIidludiIh . the structural cons istency information , he can

111(1 cace the minimum number , N, (turn two to three. This increase forces the program to
app ly mcii e c’peratoi s belou e incorporating t Iie j )OSitiOfl information , which means that t het e is
a si~ialhi ’u c l iai t .’ th at t h e  lcast— s qtia res routine wil l pi uduce an incorrect precision estimate (as
discussed in section .1 2)

Sectio n 5
INS I’F.C:TION

In :i:i in~pe t icu  tack c.ich n i :  :4tcir coi i tr ibi i t ’s a cci tai nt amount toward m c i  easi f i ’ :  (ot
i i~~it ~~~ t h ’ ~ is ’. i ,

~ll ct~u hd’.tice r h : ~ the I ruposit ioti On is true. Sections ~ I and
developed tt ’chini ques to compute t I c  e’. \/ c t h l contribution of an operator. Giveri the

c~ ti U l~ i:~r to (i . t h e  expect ed coi t ribut ion) of each operator , what is the ex
numbet of oj “i , i t t p l  s i i~~uirecl to ~~i iv ate a Cdi tam confidence in On? The answer to this
question is ha~rd upon a theorem in sequential patte rn recognition [Andrews 72):

Ttl [Ol~EM: Let e (On) be the error rate allowed for saying that On is
true when it really is false and 1~ t e(Off) be the error rate
allowed for incorrect ly saying that Off is true when it really is
fa lse . Let.

1 - e(O f f) e ( O f f )
A :  and 8:

e(On ) I - e(On )

Then , given that On is true , the cx i ectcd number of operators to
tie t isnd to ni, ke a dec is ion is given by

(l-e (Off))tlcug (A) v e (O f f ) * lo c j ( B )
cxpcctcd _ # (O n ) =

<~ivercI ge log-ratio , given On>

And given thdt Off ~s true , the expected number of operators to
be used to make a decision is given by

e (O n)* log (A ) + ( I -e(On )) * log (B)
4 , 7  expecte d #(-,Oum )

<average log-r at io , given Off > 
*
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And f inally,  the ex pected number of operators to achieve the
speci f ied error rates Is

expect ed _ I = P(On)*cxpe ctc d #(On ) + P (Off)*expected _ #(Off).

The theorem is based upon the assumption that there are an infinite number of
operators whose average log-ratios are known. However , there are only a finite number of
operators (usually on the order of ten) for any specific VV  task. The theorem can still be
u sed to produce an approximate number of operato rs expected by assuming that there are an
infinite number of operators with the contribution of the best operator. If that were the case.
how many operators would be needed ? If th ic answer is one or less, t hen the best operator will
probably be sufficient , on the average. If t h e  answer is more than one, consider the avera ge
of the first two operators and compute the number needed if there were an infinite number of
operators with that expected ratio. If the answer is less than or equal to two , the best two
o1)crators will be enough on the average . etc. Figure 5.5. 1 lists eight operators and their
expected log tatios. Using those operators and a goal of e(On ) : e(~ On) : .05. the
eX1)CctCd miumber of operato r s would he one. The expected number of operators to achieve
e(On ) = e ( -On ) : .005 would be three.

• 1. 2 .9
2. 2.1
3 . 2 .0

4. 1.7
5. 1.6
6. 1.4
7 1.2
8. 1.2

Expected Log-likelihood Ratio s

Figure 5 .5.1

This theo rem is powerful because it provides a way to predict the number of features ,
on the avera ge, that w i ll be necessar y to achieve a speci f ic confidence. The theorem app lies
to all operators whether or not they have several known alternatives and/or surprises. The
only effect of alternatives and sur prises is to reduce the ex pected contribution of the operator.
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Sectio n 6
PRECISION

Ch~ipter .1 developed a method to locate objects (in the domain of V V). The rn t b ,~~rt

divided a lo~.ation task into three ssil ,tasks:

( I) loca te enough feat u res to be able to app ly the leas t—squares
cuilIitii~ rout ine (this sct o~ featur es is reter red to as the k ernel),

(2) locate enough additio na l features to produce the desired
precision about the point of interest ,

amid (?.) locate enough additiona l features to develo p the required
amount of conf idence in the stat ement of precision.

In order to ht id  It t h e  total nurnhc’r of operators needed in a location task , one needs
estimates fur each of the subtask s . Si c:ion 5.~ develo ped a method to predict the expected
iiurnhjci Of o~ ci a t ( i  s i equirccl iii sUi ‘t ask (1). This section and the r~ex t section will d.~velo1,
method s to predict the expected number of opera tors required by subtasks (2) and (i).
respectivel y.

1 hem p is a ptecicinn associate d w ith each operator/fe ature pair. For exam p le. given an
ed~e operator and a specific line to be tot ind , the ed~e operator will locate a point on t i e  line
w it h in sin ne f i t  ecis ion Given a ni:l eril it h u e  (maybe. a fuzzy line), the precision of the sau te
edge operator will probably be different. In fact , the precision of most operators also d e pe nds
(if iori t hu t ’,.’~’ ~uiid Oin ’ti ’tt 01 C hiMi~:c be~..’uui i  tI me plan rm i t i g picture and the test f ) iCt u i iC ~~

the amount ot rotation or the chanc;e in the overall light level). In order to predict t h e
number of of una t o i  s in ded to loC d~C a point of interest withi n a predeclared precision , it is
necessary to model the precisioii of c,u’hi operator. A statistical model is convenient because it

provides va t iam icr infom rnationn for each piece of position information. Given the variances
about time position iiiformation , the weight matrix (i.e., W ) can be constructed. The
least— s i 1ua nes niuniu ine t ici s t he  wei ght matrix to determine the variances about the resulting
paramet er values and tin’ points of interest.

lIme modelling of the position information is simp lified in V V because there are rio
j  l a m ge un known changes between the planning picture and the test picture. The variation in

ti me a ppearance of a fc~iture is limited. 1 lie main factors that affect the precision of an
operator ane. (I) the ~nlieieimI Opel ;itur ch:n acter istics (e.g., its maxim um resolution), (2) the
local /catui e c is a rac uci istics (e.g., fuzzines s) , amid (~~ small rotations (e.g., IS degrees). o ften the
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inlicu ent chat acrem istics of an operator are the dominant factors involved in determiring the
precision of the operator. If that is true , an a p riori estimate can be used to model the
precision. If that is not true or if a better estimate is desired , it is possible to apply the
operator (in conjunction with several other operators with known precisions) to several trial
pictures and produce an estimate for the precision of the operator/feature pair.

Given a statistical model for each operator /feature pair , approximately how many
operators will be needed by the least-s quares routine to produce the desired precision? A
property of the least-squares routine makes it possible to answer this question in a
straightforward way. If the least-s quares routine is applied to a set of N operator/feature
results , it produces essentially the same precision no matter what the actual position values
are , as long as they conform to the stated variance s . Therefore , if the routine is applied to
the position information prod u ced by N o pe ra tom /feature pairs when they are app lied to two
different trial pictures . it will return a pproximately the same precision about the point of
interest. The piecisions are approximately equal because they mainly depend upon the
relative structure of the features and the ex pected variances , both of which remain the same
from trial to trial This property is the basis for a procedure to predict t t e  number of
features needed to reach a certain precision given a trial picture, locate a kernel set of
matches , and apply the least—s quares technique ; if the resulting precision is suff icient , stop
and return the number of operators used as the expected number operators to be needed ; if
the precision is not sufficient , locate another match , apply the least—squares routine, and
repeat the precision check.

This procedure estimates the number of operators required to produce a certain
ecision. This estimate is an important piece of information for a strategist. If the

east-s quares routine requ iics a niinimum of two matches before it can be applied, and if the
ex pected number of matches required to reach the desired precision is six , a strategist has to

cide when to apply the least-squa mes routine. One strategy is to locate six matches and then
app ly the routine. Another strateg y is to locate two matches , apply the routine, use the results
to reduce the searchin g required to find the third match , find the thir~ match , apply the
routine , etc The second st rate gy may he more efficient in terms of the number of operators
used , but less eftici e iit in terms of the amount of computation time. It may be able to stop
after four matches , but each ap plicat ion of the least—squares routine requires a certain amount
of computation time. It is not clear which strat egy is better. Sproull has investigated this type
of problem ar id has implemented a strate gist based upon decision theory that can deu.ide
which strate gy is better [S~u ioulI 77]. This ch apter mainly develops techniques to estimate the
quantities that are of interes t to a strategist like his.
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(:ON F I U F N C J  IN ‘III I’I.~ ECISION

As ii, .ti~u tmu ’d ill s ~. tmo im it is (‘t in i e u ~ u iiul , Iu ’ to assuil ie that the location est i i ,u~
foi an ot,j n~ t au id the piun is io mi ~u h oui ~h.it n s ; l u l l u ;u ~ ‘~ i duind by the least—s q uare s ruI:~ I Iu ,  i~
(01 ue ~t Under ihuit :u . s imn i 1u ~iruI , t h u  c:.. 1ucc t u .d i ij t i r  of olicratol s required lot a loi.ut iumi
t i c L  is the s,s i i n~ :us the c\ 1,ectedl t i j i~il,er u: o~n .1:0: S icu dema to t ea ch the desired precis iot i. It
th u assui lupt iou i is not true , it is possib le to ii’ a ~~~ hod similar to the one used in section 55
to 1~tim;itu. t hu. expected number of operators required to reach a certain confidence in an
inspection t a s k .

F om ruiula 1 2. 7 indicates wh at the co mit ri hiutuor i of arm operator is toward the overall
confidence in a l)rec isuori. Given this symbolic ex press ion for the contribution , it is possible to
emp loy a nul iu l i u l u n i t  intu ~m .~t orm nc iiitiuu c to dcnu putr the exp ected con:r ihution from an

a o l  The ~u.1iicnt~~l f u~~t t Ci  II tC iu u . i l t t iO i i  t h r o i u . r n  r~~-i red to in section 5.5 can be a pp lied
a~ auui Given tlic expected cont i ibut ioi is for the individua l Operators . the theorem produces
the expected number of operators needed to reach a certain confidence in a precision.

Given thi s tec h nique , the e in rat predictio n sc h eme for location tasks can be stated as
follows: di~u mu le the exf ici e~ ui ui nI.cr of cipu~ratuu s ic quim ed to achieve the desit ed
precision , determine the ex pected nu mber of du hicia tor s req uned to reac h the desired
confidence iii t im ui ~u i  Li~iOIu and t ;  urn that m u  ihjer :45 the e>. pected number of operators
required to acrom1,lish the t : :c k 1 o: exam ple , i: the cxj :iected number of operators required
to ac h ieve thi pi rcisioni is fuuu . a m id if the expected niumh,€r required to develop the
confidence is six (m m’, an additional two operato rs are needed), then predict that six operators
will be uieeded for the ta sk.

Su c h ion &
I~X i’E(:’I ED COS1’

Given an oudeme d list of o1iruat o rs amid time expected number of operators required to
achieve a cci t am goal (i.e., N), it is easy to pioduce an estimate lou the expected cost associated
with ac h ieving t h e  goal: sum the expected Costs for the first N operators , i.e.,

—
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N
(5.8.1) ~~ <ex pected cost of operator ,j>.

This expression is just a rough estimate for the expected cost because it assumes that the
ex pected cost is the sum of the expected costs for the expected number of operators, which is
not generally true. A better estimate is:

(5.8.2) ~~(P[Aj J * Ci),

w here AJ means that the goal is achieved after applying operators one through j  and Cj
denotes the expected cost of applying the first ,j operators.

7 - ~~~~~~~~~
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I’1~O(;RA MMhNG TIME AM) TJ~AININ(; TIME

There . u e  four stages in the development of a VV  program: programming. training,
planniri~ and execution (see figure 6.1). There are also four types of information that are
passed ho rn  one stage to the next:

I) A state m ent of the ta s k , i.e. the feature of interest , a set of constraints
on the ob j ects in the scene, and the goa l.

(2) A cainci a calil,ration , i.e. the traiusfor niation between the camera ’s
SM e r i  coordinate system amid the wou kstati o n coordinate system.

(~ ) A list o: operator/ f eat ure pairs. Each pair contains a feature that is

~~~~ 
of one of the ob j ects in t h e  scene and an operator that can

locate the ima ge of t iuc feature in a picture of the scene.

(‘1) A set of statistics lot the opeuators , u e stat istics that describe the
reliability of the OpetarOi s arid the d istribution of values produced
by the operators.

The execution-time and pla m~~—tun - me cha pteis descr ibed the combination rules, assuming
t hat all of this information already ex isted . This chapter describes how this Information is
produced . Fach type of information will be discussed in a separate section. The ~iscussions
are based upon several exam ple VV task s . Au inot ate d traces lou- two of these tasks can be
found in appendices IV ann V. The traces show the capabilities of the . current
implementation of the system
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Proçi ramm rig t i m e

1.
Sta tement  of the tas k

Camera C a l i b r a t i o n
L is t  of po ten t ia l  operator / featu re pairs

4.
T r a i r i n ç j  t ime

Statement of the task
Camera Ca l i b ra t i on

L is t  of po tent ia l  operator / feature pairs
and

Set of s t a t i s t cs for the operator s

4.
Plann ing t ime

I
Statement  of the task

Camera Cah ibrat ion
Set of s t a t i s t i c s  for the operator s

and
Ordered l i s t  of operator/feature pairs

PICTURES OF ~~~~~~~~~~~~ cut ion~~~rne : A DECISION

Figure 6.1

4



P.u e 112 6 1

Sect io um 1
S I A ’I E ‘IH E TAS K

1. 4 it / n spec : io n Ta ;k

1 hue lii s~ ste p ii the descu ipti oum of a task is the stat e mc nt of the type of task: inspect ion
or loc at uomu hit exa mp le, considcm the task of checki ng fot a screw on the enud of the
sc ewdr mvc . 1 hu e ult imate goal is a :,~5 or 7W: Is there a screw on the end of the screwdriv e r ’
This gci a I m : u , i k n s  t h e  t ack an inspection ta sk. TI .: rema inder of t h e  descri ption depends upon
this f act. ihe descri ption of an iuis pcct ion task includes the fo llowing information:

( 1)  the a p uori probab hty th’t the object is present ,

( 2 )  the thrcsho~ds to be reached in order to decide that
the ol.’je ct is present or not ,

(3 )  t im e models of the objects in the scene,

(4 )  tIm e ex pected locat ions oc the objects in the scene ,

and (~~) the set of constraints on the deviations from the
expected locat ion s of the objects.

T ime fit st pou tuou i ot the dualog iii appciidix I V shows how the user currently specif ies this
inufoniiiat ion

In aider to set the a p1:0?: puobabi hity iii the screw—checkin g task , the user has to
decide fu om his ex peu uence w h at 

~ 
i cr iita~’, c of the time the screwdriver successfully picks up .u

sc uew from the dispensc i. Dc’es it pick up a screw nine times out of ten or only five times out
of ten? 1 he lower the a pi i or i  ‘obability. the more information the program has to gather
to decide that the scu ew is present.

T h e  second pat t of an inspect ion task descu iption is a statement of the desired
thu esiiolds Iii audi—i to decide that t i c  screw i~ p1u~sei1t, the program has to raise the

probability that t i e  scuew is presuu above a ce rtamu threshold. To decide that the sc ucw us
not pm ecenu t thu system hi..~ to lowe r the puobahih ty that the sci .w  us present below a certain
threshold . 1 he first threshold w ill be etc ir ed to as the y us th,cs/ ,otd and the second will be
referred to a’ thur no f /u .s /m o ld  The user has to de eimine the expected consequences of a

4
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wrong decision arud set the thresholds accordingly, ta king into account the fact that mone
stu ingeiit thuesholds are hauder to achie ve For exam ple , if the arm jams the screw dispenser
if it tries to pick UI) a screw when it already has one, the no t /u re s/uo ld should be set to a low
value , e g .OOO~’ Th is val ue would force the VV system to be quite sure that a screw is not
on the end before (tying tO pick U~ another one

Sometimes these tii reshioids will be referred to as the confidences to be reached by the
sys tem In these terms the system imicre ase s its confidence in a no decision as it lowers the
probability th at the object is present

The third part of a description is a set of object models. An object model is used to
state the set of constrain ts that limit the possible locations of the object and to describe the
structure of the features that the system can use to locate the object.

The curue nt object models are simi ply a three-dimensional reference coordinate system
and a structuu ed set of features defined in tennis of that coordinate system. Features are
added as they are needed to describe constraints or as they are discovered during the
programming Process For examp le, in the screw—checking task , the screw is initially
represented as a coordinate system whose ori gin is located at the tip of the screw . As features
of the screw , such as the corner formed by the head of the screw and side of the shaft , are

investigated they are added to the model

The fourth part of a task descri ption is a list of the ex pected locations for all of the
objects of inte rest in the scene. For the screw—checking task this simply consists of an
ex pected position and an expected orient ation of the screw:

( 6 . 1 .1 )  The expected posit ion of the screw ( i .e . ,  the t ip of the

screw ) is (60 cm , 45 cm , 5 cm ).

The ex pected or ientat ion of the screw is ROT(X , 180* DEG) ,
I .e. , ver t ica l , pointing down .

The ex puess ion . ROT(X , 180*DEG), is an AL ex pression for an orientat ion (see (Finkel 74)).
It means that the screw coordinate system is formed by rotatin g the workstation coordinate
system ISO deg rees about its X-axis. Since the Z-axis of the workstation points up , the
Z -ax is of the screw points do wn

The fifth and final part of a task descuiption is a set of constraints that state the
bocation restrictions associated with the objects in the scene The following statement is a
typical set of constraints for the screw—checkin g task:

4.
~~~~~~~~~~~~~~ ~~~~~~~
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( 6 . 1 . 2 )  ~eL a represent t he ancjle between the z - ax is  of the screw
and the i-axis of the workst ation. Then the ma ximum
dev ia t ions from the ex pected posi t ions are:

-1 .2 cm � dx � 1.2 cm
-1.2 cm � dy � 1.2 cm
- .8 cii � d~ � .8 cm

-10 dcO � do 10 dcc i .

Civt : i  the Iu~,i~toii of a fe a ture in the scre w cuoidtn:i:e system , these co nst raints arc suff ic ient
to deret mimic t im e th ree-d imensional volume t h~:.i tc 1j rcse nts the possible position s for the
feature Gi v c m i t h is volume and a c:imera calt h ,rat iou i , it is possible to determine the tolerance
region of ti m e iu~~ tu:  .: iii the scri.cri coc i:dinate s~’s~i~

1 iue c c.nst u a iu mts mentioned above ate  all st~~tc d directly in terms of the location of the
screw evt’um thotu~:hi they ate  the result of sever a l ot her uncertainties , such as the accuracy of
the arm 1 he Luce r is rcs l iou msi l ,t e for comb ining the v:u i b u s  inaccurac ies and producin g the
final set of cou ist r~ ii its associa ted w ith the kucat ion of the sct cw . It would be sign ificantly
better it t he u~~u could state time basic inaccur ac ies amid have the system compute the resulting
constraints on the scre w . Fat exa mp le, the screw is on thc end of the screwdr iver , which is
held in t h e  bai t of t h e  at ill It th u~s a m t amm E . cmcnl t I € :  are three places for uncertainties: the
arm (u e , the p I .cen ( lit of the h and), the l in ka ce between the hand and the screwdriver , and
the link~u~:u: L. t w u  ii t hm c end of the sc tc wc lr i ver and the screw. Typical expected locations arid
constraints on these th i cc sources of uncertainty are

(6.1.3) lIm e expected posit ion and orientation of the hand in the
wu,c ks t u t io n ’ s coord inate system is (60 cm , 45 cm , 15 cm)
and K O l ( X , 180 * DF G ) .

Ihe expected posi t ion and or ientat ion of the screwdriver in
t ime hand~s coord m ndt e system is (0 cm , 0 cm , 8 cm) and

R O l ( X , 0*DL G ) .

lhc ex pected pos it ion and or ientat ion of the screw in the
screwdriver ’s coordinate System iS (0 cm , 0 cm , 2 cm) and
KO l ( X . 0*D1G).

Let a! represent the angle between the z-axis of the hand

and time z-axis of the workst ation. Then the maximum
deviat ions about the location of the hand due to the
in accurac i cs of the arm are:
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- .6 cm � dx � .6 cm
- .6 cm � dy � .6 cm
- . 4 c m � d z � .4 cm

-4 de g � dal � 4 deg.

Let a2 represent the ang le between the z-axis of the
screwdriver and the i-axis of the hand. Then the maximum
deviat ions about the locat ion of the screwdriver due to the

inaccuracies of the grasping operation are:
- .1 cm dx .1 cm
- .1 cm � dy � .1 cm
- .1 cm � dz � .1 cm

-3 deg � da2 � 3 dog.

Let a3 represent the angle between the z-ax ls of the screw
and the i-axis of the screwdriver . Then the maximum
deviat ions about the locat ion of the screw due to the
inaccuracies of the attachment of the screw to the
screwdriver are:

- .1 cm � dx � .1 cm
- .1 cii � dy � . 1 cm

- .1 c m �  dz � .1 cm
-3 d e g � d a 3 � 3 d e g .

A constraint resolving system can reduce this series of expected locations and constraints to an

expected position for the screw and a single set of constraints on the screw , such as the set
stated in (6.1.2). Taylor’s constraint resolving system provides this type of capability for
position deviations and sm all ang ie deviations , where sma ll angles are defined to be five
degrees or less [Tay lor 76].

2. A Location Task

Consider the task of loca tin g t he screw dispenser , which is sittin g upright on the table.
It is a location task. The goal of the task is to locate the pick-u p point on the screw dispenser
so the arm can insert the tip of the screwdriver and pick up a screw. Since it is a location
task , the statement of the tas k consists of

(I) an object model of the screw dispenser,

(2) an expected location for the screw dispenser,
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(ft) t i me kucuw mi constraints on the locatio n of the screw dispenser ,

arid (1) the desired constraints on the pick—up point.

The initial model lou t h e  scu ew dispense r contains the origin of the coordinate system and the
location of the pick—up point. A typical expected location for the screw dispenser is (55 cm,
50 cm, 0 cm) and RO1 (Z , ISO*DEC) in the workstation coordinate system.

Since t Im e dispenser is known to be sitting upright on the table, there are only three
remaining degrees of freedom: X , Y , and ci, where a is a rotation about the z-ax is of the
workstation. Typical initial constraints on the dispenser are:

(6.1.3) -1.0 cm � dx � 1.0 cm
-1.0 cm � dy � 1.0 cm
-5 deg � do � 5 deg.

Typical desired constrai nts on the location of the pick-up point are:

(6 .1 .4 )  - .1 cm � dx ~ .1 cm
- .1 cm � dy ~ .1 cm.

Thus , the goal of ti mis task is to redruce the uncertaintie s associated with the screw dispenser so
that the location of the pick-u p point is known with in the desired tolerances.

All of the constraints mentioned above assume that the camera is positioned once,
calibrated , and left in a fixed posi tion for all of the assemblies. If that is not the case , the
constraint computations need to include the uncertainties associated with the repositioning of
t he camera.

Section 2
POSITION AND CALIBRATE THE CAMERA

I. Sa up for a Location Task

There are two main considerations that enter into the placement of the camera:

(I) (ar m several features on the objects of interest be seen?

___J
_
~~~

_
~ — ~~~~~~~~~~~~~~~~~~~~~~~ —
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and (2) Is the resolution of the picture high enough for the program :o
produce the desired precision?

Both requirements have to be met in order for the placement to be acceptable.

Intuitivel y time first requirement seems easy to meet: place the obje cts in their expected
locat ioas and then manually move the caniera around until a sufficient number of features
are in view . However , even for this requirement there are several complicating factors. For
exam ple, there have to be a sufficient number of visible features at all possible locations for
the objects . not just their expected locations . If the uncertainty about the location of an
object includes an unknown rotation of plus or minus ten degrees, the V V system needs to be
able to see enough features at all angles with in that twenty-de gree range.

The resol~’tion of the picture is important because (a) it may not be possible to achieve
the decited precision if the resolution is tco low and (b) the amount of searching may be
excessive if the resolution is too high. Thus , if the resolution is properly ad justed for a task ,
the progi am can locate the feature of interest within the desired precision without requiring
an unnecessary amount of searchin g.

The V V  system can help the user find a good location for a camera if it is given
several pieces of information in addition to a camera calibration:

(I) the ex pected locations for the objects in the scene ,

(2) the known constraints on the objects ,

(3) a list of potential features ,

(4 ) the featu re of interest ,

(5) the desired precision about the feature of interest ,

(6) the types of operator /featu re pairs to be used ,

and (7) the expected resolution of t h e  Operators.

The first three pieces of information can be used to determine the three-dimensional
volume that should be visible to the camera (see the trace in appendix IV). The user roughly
points out several potential features , indicates which ob jects they are a part of, and the system
uses the set of constraints to swee p out the total volume that they might appear in. That
volume will be referred to as the tolcranc tue/uni t for the task. It is essentially the union of
the tolerance volumes assoc iated with the individual features. For example, consider figure
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Figure 6.2.l.a Figure 6.2.l.b

Figure 6.2.l.c Figure 6.2.l.d
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6 2 I a , which shows a model of a screw on the end of a model of a screwdriver Figure
6.2.l.b shows one feature and its tolerance volume. Figure 6.2.l.c shows several features and
their tolerance volumes. Figure 6.2.l.d shows the task tolerance volume.

Given a camera calibration and the tolerance volume of the task , it is easy to check if
the volume is included in a picture: project the volume onto the screen of the camera and see
if that region is contained in the picture. (The projection of the tolerance volume for a task
is the CoteTance region for Clue task.)

Thus, if the tolerance region of a task is contained in the picture, the potential features
wil l be visible unless they are obscured by other objects in the scene. Currently the user is
responsible for deciding whether or not objects in the scene will obscure the potential features.
Eventually the program will be able to simulate the movement of the objects in a scene and
decide automatically whether or not the features are visible throughout the full range of
uncertainties for the objects.

Items (I), (2), and (1) can be combined to produce the known precision about the
feature of in terest. If the initial constraints happen to imply that the initial precision is

greater than the desired precision, there is no need to apply any operators; the feature is
alread y known within the desired precision. In general, however , an increase in pr.’cision is
desired and a sequence of operators has to be applied to gather position information.

The ex pected resolution of each operator is important because it determines the
ex pected contribution of the operator toward the overall precision . Given the

two—dimensional resolution of an operator in the screen coordinate system, it is possible to
determine the corresponding resolution in the workstation coordinate system. For example. if
a correl ation operator can reliabl y locate a corner w ithin one pixel and if the height of the
corner is known , it is possible to convert the one-pixel uncertainty into workstation X and Y
uncertainties, such as

(6.2. 1) - .07cm � Cx � + .O7cm
- .12cm � Cy � + .l2cm ,

where Cx is the operator ’s best estimate for the X coordinate of the corner and Cy is the
operator’s best estimate for the V coordinate of the corner.

A set of these uncertainties can be used directly by the least-squares fitting routine to
determine the expected precision to be produced by a reasonable number of operators, such as
five or ten. This expected prec ision can then be compared with the desired precision. If it is
less than the desired precision the resolution of the picture has to be increased. If it is much
greater than the desired precision, the resolution of the picture can be reduced.

____._ ___ .I,~
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C. 2 2 shi~w~ atm u t c ia tuve method for ~i m d m r m ~ a camera location that satisfies both
the visible le mlu re ueq uuue m rment amid the resolution re qui iemerm t . The basic idea is to place the

camc u a at some i eaconable position , ad just the foca l length so that the precision requirement
can be inCi , a m id t hemi loc.dly adjust the position so that enough features are in v iew.

Ai m im1iuovemei it in this algor ithm can be made by incorporating the following
inteu active tm’( hun iq UC:

(I) Iuiteuut ic uially include more of the workstation than is probably
iic~essai y in the first picture.

(2) Use a Sp lit screen disp lay; show the first picture , which is the
wide-a ng le view of the scene , on the left side and show a picture
ta ke n at auiother camcra location , which is hopeful ly better than the
fi t  st , ou~ the right (see f it~um e 6.2.3.a).

: . ~ I.~ ye t i m e s yste m s&ipe l ’impose the toler ance re~ion of the task on top
c’f the f i t  st l)iCtuu’e. Sur mc e the first pict ure was desi gned to cover
i uut c of the scene that i is n ecessary, the tolerance region of the task
should lit within the bounds of the j c m ~~ (see figure 6.2.3.b).

(1) Al te r determining the desired change in magnification , scale the
tolerance region of the task to the desired size, and overlay it on the
ight side (see figure 6.2.3.c).

(5) 1 lieu the user can adjust the camera , take a picture , display it , and
see if the camera i s cor rectl y positiorued (see figure 6.2.3.d). The
c~mmncra us corr ectly positioned if ti me region outlined in the left
j .iuure is blown up at ledst as large as the region outlined on the
uugl mt  and the region outlined on the left is completely contained in
the pictuu e on the right.

This technique si m plif ies the eat lien procedure because the user can easily see the effect of
changing t h e  po~ition arid focal lcngth of the camer a . He can position the camera by
ad justiiig the pot lion of the picture outlined on the left until it fills up the outline on the
right

Thus u t  huui i q mm is interactive , not automatic. Currentl y there is rio substitute lou
experience wheum it comes to deciding which camera positions are reasonable and which arc
not . F vetatually high-Ic vel su ~t. ~y programs will be able to suggest reasonable camera
locations from models of the task. 1 o do tha the strategy program will have to consider
several factors:



p 6 2 1  Pa ge 12 1

I
F’FRFDRM THE I N I 1 J A L  CAMERA ~AL lBRAT lON

Input the known to le rances on the objects  in the scene ,
input th€ ’ cIm ~~irerh to lerances on the point of interest ,

p rm c iti on the ohject 9 ar~h camera at their expected loca t ions ,
take a picture for cal ibration ,

po int out features in the Pic t ure  antI g ive the ir 3—0 coordinates ,

~a l hi-ate the camera ,
spec i fq the 3-0 vo lume that conta ins po ten t ia l  feat ures ,

c icter umui ne the reg ion of the p ic ture where p o t e n t i a l  features might  appear ,
and

s pec if g  the expected resolution of the operators to be used

I
tke the cal t b rat  ion to deter mine

ti m e e f f e c t i v e  3-0 reso lu t io n  * Use the o ld p ic ture and the
of thE’ operators to be used operator / feature pai rs to

reca l i b ra te  the camera

[letermine the expected tolerance
produced b~ several operators Jlake a new pi cture li

1’ 
_ _ _ _ _ _

I~ t hr cxp .ctcci tolerance close l NO Zoom the camera in or out
t o  the c f r ’ . i red tolerance? _j to improve the tolerance

YES

u s  the des i red reg ion of the p icture in view ?I

YES ,I IW O

I~~
turui euccessJ 

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

Figure 6.2.2
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(a) the tolerance vo lume of the task .

(b) the resolution of the picture,

(c) the other objects in the scene,

(d) the path of the arm,

(e) the lighting,

amid (f) the other v ision tasks for which the camera might be used.

For exam ple, if VV is to be used to check for a screw on the end of the screwdriver as the
screwdriver leaves the screw dispenser, the camera must be in a safe place and must be able
to ~ee the screw To be in a safe place it must be out of the way of the arm. To see the screw
it must be ahove the table anti not behind the dispenser. In general, the placement of the
camera is similar to the object avoidance problem. The program has to locate a place for the
camera such that the line of si ght from the camera to the object of interest does not pass
through any other objects in the sceuie.

If the camera is not movable, it has to be out of the way of the arm for all of the
motions in the task , riot just the one or two proceeding the vision subtask. For example , if a
camera is to be used to locate a hole , it has to be out of the working area of the arm when the
arm places the part in the vise , aligns the top, inser ts the screws , and finally transfers the part
to its packing box.

The strategy program should also consider the complete sequence of events when it tries
to select a position for the camera. If a camera can be used for more than one task , tr y to
position it so that it meets the requirements for all of the tasks. For examp le, if a camera can
be used to locate a hole and visually servo.a screw into the hole, try to position it so that it
does not have to be moved between tasks. In general, try to minimize the amount of
repositioning of the cameras

2. Sd u~ f or  an Insp ect ion Task

For an inspection task the resolution of the picture is not critical as long as the
operators produce sufficiently different results when the object is present than when it is not.
For example, in the screw-checking task if one correlation operator can reliabl y decide
whether the screw is present or not when the image of the screw is only a few pixels high, the
resolutio n of the picture can be quite low (see figure 6.2.4.a). However , if one opera tor is not
reliable enough or distinguishing enough , the resolution has to be increased so that several

- J
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featur es a re  visib le. FI’ , III e 6.2 ’i b shows the SC ; . v enl~r~ecI so that the corner s ca n bc
distinguished. Aim even hiu , lic~ resolution would be eqtnred to detect the texture of the scm ew
threads.

Sect ion 3
C~iI0OSE POTENTIAL O1’ERAl’OR/FEATURE PAIRS

I low does one choose pof ’Ii:;,ll ly useful 0js~ afOP J Ca t l1 r C pairs? Often the appea m a mm ces
of sev & ’ t al te , i f l  i t  u s .4 ;  quite sii u . n  I low c amu 01st ’ t u t u  ope ratot s that locate unique fe a tu m es
or o 1 e s i f s -t : s th a t  only hav e a I W  Iiu ’ crl a l t c r I r f svcc ~ As mentioned in cha pte r 2 , a
system car p pi c m .  1m t l p p  i i  li~v e ls  os a- ~ s~ 111cc to help a user answer these questions: (I ,, a
con ~I e I I i c s m t  enVi t  (ittlIwilt iii wh ich to cr’: i t  mcnt with different operators , (2; a list of
su~~cs’ to ns ti m I l o i p i  typ ical 1 : 0 ;  cs oi the task , or (3) a list of suggestio ns derived from
a model of the task. 1 ‘se thr ee’ leve ls of ass is:a nicc arc discussed below .

1. A C07 c ru e l : t  L t :i  s, ~i :m( r,(

One of the b.m c ac features of the cut me ri t V \‘ system is a user in terface that faci l i tates
ex perimentation. Such au inset fac e is important hcca use the cur rent analytic tools are not
comp lete elmou~~h to pm ed ict the result of app lyui i . ’, an operator to a picture. The V V system
ca uu not atmtomat i c al I ~ invcst ;~ a fc al l as~cc ts 0: 3fl opcrato r . A user has to help the program
decide which opem at o z I f e , l t u i e  pails hav e the most potentia l. To help the system , the user has
to exp et mnlelit V l ~ Ii d S f  I ;  P P  t 0

~ 
c: :~to: s and deve lop an intuit ion about them. Thus , e m p irical

techniqu es a 4 1 used o U~ I . e t h e  
~ ‘ l~ 

that remain iii a nalytic models. An operator is applied
to several Iii IlliIH Cs ill otUe r to ml c r 1 ct h ow e~ will behave when a pplied to an
unknown pmctui C

Fuy ~ e 6 ‘.. 1 . 1 is f lowch a rt for one 175 of mI r m ’ rac ti ve sy s te m A user of that system
might pm oducr f l u tOli(i Wmfl f pm otocol as he si t : t ~~ po: :mi tm a l  opCra Iol / t e a f u m e  pairs:

( I) l’ s j o u l u m u i  Ill screw dms p c i sscu II u~~ c , ’,5’ iued locat io n arid tak e a
III be U SPI I as c p lammuii n g p mctu:c

(2) Ifrcc , ube i corner t h ,mt has an Ii let al angle of approximately 90
‘- ‘ s  anc a conti ast ac t uss the cdge~ of approximately 12 grey

levels (T he dic~iti iatmon of an ,si,al i ~ ’ picture converts the intensity
at each Iim~ el into one of a t iu im t e number of grey levels. Pictures are
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I
i I ;u t  the p l anning p i c t u r e  

1

roec .rr be the feature to be located

I
roescr i be the c ; e r a t o r  t o  be t r i e d

[IE’scr be u. i here the operator
should be app I i

Ocscr ihe the i nfo rmat ion
to be gathered

a t r i a l  p ic ture

Apply the operator as d i rec ted

I
Dis p lay  the resu l t s

I
Another p ic ture? Ne~i feature?

I- *****~4*~~***~****~

S a t i s f i e d ?
! 1~

0 f a t i 0
~

Add the operator/feature Mo d i f y the clescr i i .tion of the feature ,
pa ir to the l i s t  [ operator , or search technique

Figure 6.3.1 .1

______
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mu t u a l ly  d i r ? J to 1t , ~2, 6’l , ot 2~6 ci leve ls ) .

I 1)escm ibc a cot elation opci ato m to f inr~ the cot ;  if

(‘1) Use t i m e  ca p ii a cal ibration and the col l~ f f a inI model to produce the
teml er aii cc I ‘;ioli about t h e  cot p er .

(5’ ) Ii ci c a t  t ha t  the o~ ic rasor should Icmcate the three best matches for
lie co p t in . sh ow the J J O L I I  o t i c  of the matches , and display the

associat e .; correl ation c oc fj l c ic l p fs .

p ts l cm v e the ScreW dispenser so ot ic of I f s  ty pical  posit ions and tak~ a
l m i m t t u t C  to a uo’ci a~ a t ; t al ~~~ c

(7) A 1 1 1 1 t i m  co rrel a ; iotm ol.me r at u ; th rou?.hlollt the to l : ranc e leg io n.

(S) N l i t v c  t5 ~. s c ;  t w  d ciu~pe.er 5cm :ir i ’ ; hc ~ one of ifs typica l positions and
t . kc .m j~m ctu m tc  to be LIc CU :mc the 5 ’ ~~~u I i, 5: al pu c t u te .

(ii) A j m p ly t hu correl ation operato r t t t U I l ~ l u u p l1 the tolc ; al i c e region.

(10) Sm im c c the appear ance of the Cot ic; c hai i i ~es s u l i u t  uc .m r it l y  from one
picture to t im e lie:~ 5 , t I e  corre lation operator does not always locate
t i c  co m i cct coi ncr. 1: y a c o r nc r— t iuiclc r ii ste ad of the correlation
opem ari a ;. A cor mi er -f iidcr is more ; e l p ab l e  over a wider range of
m orat iem it s , but i t is rnoi C ex pe ns ive  to app ly.

( I I )  A 1 m j i l y the co; i t c r —: i i i dm: i throuc ~houit t he t u l c : a i s c c  rr ,,;on

Il I h uumt  t lm ~ f i t  ~ t~~ l m c u i m c  to see ;t S ite corner—finder can locate the
co n iect  te ,Oui e

(13) A pp ly the com n c r —mu ; td e r  throug hout t ImC f cu t~ t :~nce reg ion.

(II) Move the scm ew d m s pc m m set to ano ther one of it s Iy j  r ;ca l  positions and
tak e :m pic ure to be nc as the t h u d  t r i a l  pict ure.

I ~) 
~~ 

ply t h m ~ cot mur  — f u e l e r  throu~,hout the to lerance r :~, ion.

(16) Since t im e 011(1 atom a ppears to be C C I I  I m c t l y n ;a:ch p ii~’ the desired
corner , add the cot ncr— i in~ e; a m d corner to tile list of potent ial
operason / teatu re pu; s Tim e pair may be discarded later during the

-fl-.. C!~L ~~~~ ‘- ‘ .1
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planning stage . but t so far it looks like a potential source of
information.

This protocol demonstrates the overall p occ~s involved in choosing potential operator/feature
pairs. Traces of th is process within the current versio n of the VV  system can be found in

appendices IV and V

Several of tile tennis and operations used in the above protocol need to be exp lained
further. The remainder of this section describes these conce pts in more detail.

Plan n ing picture

The planning picture is a picture of the objects in their expected locations. It is the
refet ence pmct u; c in the sense that  it is used to define the planning locations for all of the
features. For exam ple. the planning location for the 90—degree corner on the screw dispenser
can be defined by pointing out its position it ; the planning picture. Since the model of the
screw dispenser contains the height of the 90-degree corner , the camera calibration can be
used to com pute the corresponding point in the workstation coordinate system. At execution
t ime when the corner—finder determines the matching position for the corner in the picture ,
the same calibration and height can be used to com pute the current location for the corner.

Since relat ive location changes can be more accurately computed than absolute locations ,
the execution-time program directl y computes the relative change from the position of a
feature in a plannin g picture , its position in the current picture , and its planning location in
the workstation. This relative change can be used to adjust the destination of the arm.

E) e s c r m bz n g a fea ture

There are two basic mechanisms that are necessary to describe features: ( I) a cursor
with which l to point out features and (2) a model within wh ich to store the descri ption of the
features. For exam ple, consider the 90-degree corner that is part of the screw dispenser
shown in figure 6.3. 1.2 . In order to describe that corner the user might do the following:

(a) Declare that he is about to describe a corner .

(b) Use the cursor to point out the vertex of the

corner.

( C )  State the height of the ve r tex .

( d )  Ind icate a point on one of the edges that forms the
corner .
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I s  to 1m m cli u m m l . m l m u m I m ; l , l S  of 1 : 1 1 1 1  il l, , c ut  S and s hapes . .m re ni has to be desc uihed in
t f ’ t I i m s  ot m t i t i . m i ~~ Sr ,r i m e l p t s  cml m t  c ; and all m ~~~~ hi i c  to Li c i ms c ; u l ; cd in te r ms of length ,
O r mcmm t at i t mmi , ant I d i t t i t u ; i i m sc As ii t~ S m  ‘nI l  c i; .icldcd to thie V V  system , the appropi late
di’,ci ip rimi h p,  vi to be added to t I m  ii,;, a l ive $VstenI.

mit ’

~~h 1 e ia to t s arm f .ci l (I rahI y h I m a i t m i  : 1 ;  uiud , t h y  hav e diileoi t s izes , different thresholds ,
and differe nt v i ;  c im au t ‘I Ic  usia hat 10 s m ;  t h e  V , mhI;m ~ for these parameters in order to beg in
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ex perimenting wi th an o~~: a t ;  For e.sa m 1: ’lc , iii order to ap ply a co rum er—fim i d e m such as
Aharoui Gill’s [Gill 72]. tI m e mi s em may have to specify an estimate for the contrast across the
ed ges th at form the corner. Of t m ’ti estimates for this type of quantit y can be oh; m e d  by

app lying a less comp licated operator , such a -  an intensity extraction operator , to one of the
t r a ining pictures

In gen e ral , t he param eter s for an ope rator go through three stages as the V V program
is constructed :

(I) they are initially estimated , possibly with the help of other
operators ,

(2) they ate changed several times as the user experiments
with diffe r emit variations ,

and (3) they are finall y fixed after the training session.

As operators are better understood and modelling techniques improve, this process of
successive approximation will be shortened.

t) e s cr ibing ru /me re an opu ’ra tor s/ mould be applied

Given a feature and an operator to locate the feature , the calibration can be used to
determine the tolerance region about the feature , but where should the operator be app lied
within the tolerance region? That is , what search strate gy should be used to locate the
feature? As mentioned in cha pter 2 the strategy depends upon several factors: the type of
feature , the site of the ope rator , t h e  size of the tolerance region, and the distribution of
occurrences within the tolerance region. Each type of feature needs its own method to
determine the best search tech n ique for each situation.

Figure 6.3.1.3 shows an exam ple of a search strategy to be used to find a point of a line
segment. The diagonal line is the ex pected location of line segment in question. T h e
rectan gle is the tolerance region about the center of the segment . The numbered dots indicate
the position aim d om’der of the edge operator app lications. The f i rst part of the search
concentrates on the region close to the planned position of the center of the segment because
the distribution of occurrences indicates that  th e probability of finding a match is highest
there. The pattern guarantees at least one point on the line segment.
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Figure ~~~~~~

(/ ~ -k in ‘~ Joij 1’tentui ! deco~s

The rel i : mhm l i ty a um d expected col t ; ibLuiorm of an operator depend upon the number of
potentia l c o , mfu s mnmm s for the cipcr’a tor In; exa mp le , it ’ the ; e ate three corners that all a ppear
similar to t h e  ~p ’ ;  di~~t ee corner , the coiner— f inder ma’~ sometimes locate one them and think
t h at it has fomui md t he r~ 1mc cted gf .i cl -c t cc courier.

lo c hm.: i.k fom dm ’ c ’ yS t Ime t ic ; C a t m  ask time operator to return the best three or four
matches for a feature. II the val u es of thic operator indicate c hat it is difficult to distinguish
between t he niarci m u :’s , II1C c l ii ; i t ( m t  ni’t m y he d is ca rd e d .  If the matches are similar , but the
ope rato m seems Ui be able to distinguish the desired match from the others , the decoys can be
added 1cm t ime m , m , mdel  of t ime feature as k~; mm n alt ernati ves. The training session will gather
stat ist ics on the know n a ltern a ti ve s and decide whether or not they can be reliably
d isti u’ mgu ished ft o mu the desired match.

2. Su~~est ions from Typ ical Pictures

G iv et .  a c o m uv e mm ien t en vt toi lnmcul t for ex pciimcnm tatiO n , the user still has to generate his
own C-ai ididat r ’s fur pot e m mt i al  opel at om/feature pairs. This section describes an automatic
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method to generate such candidates . The idea is to app ly an operator to a t ra m ri mni ’ . p mctur
and locate visually distinct features . For examp le, a procedure to suggest line segmeults rni~, ht

be’ app ly an edge operator to a picture , link up sets of edge segments that form lines , and

suggest as candidates those lines that have a certain minimum length , co mut rast , and
uniqueness. Given a list of suggest ions, the user can discard any of them because they are riot
on the objects of interest or because they can not be reliably found.

This type of automatic suggestion system is most important when it is difficult for the
user to be part of the feature selection process. For examp le, if a vehicl e is navi gat i ng across
the martian surface , it would be diff icult for a user- to point out features of interest. It would
be possible , of course, but it would be hette t if the vision system could make its own

suggestions . In programmable assembly the user is current ly part of the programming process ,
but an automatic suggestion system is still useful if it makes reasonable suggestions. The
better the suggestions , the less work the user has to perform. If a user asks for suggestions
and they are all unreasonable , he can easil y revert back to pointing out features himself.

Line segment sug g est ions

The following list of ste ps is a more detailed description of a line segment suggestion
procedure:

(I) A utomatically set thresholds for the edge opcm’ator.

(2) Automatically apply the operator to the whole picture.

(
~

) Automatically group the resulting edges according to position, angle, and

contrast.

(1) Automatically fit lines through the groups.

(5) Automatically analyze the resulting line segments and suggest those lines
that are a certain length.

The fact that the suggestions are produced automatically is important because it reduces the
user’s work to the subtask of selecting good line segments from the list of suggestions.

The technique referi-ed to in the first step that automatically sets the thresholds for the

edge operator was developed by Biriford (~ inford 751 The existence of this techni que is

important because it avoids the educated guessing that has characterized the use of edge
operators in the past. Bmnfo m’d ’s techn ique makes it possible for a consistent method to be
used to set the thres ho lds at programming time, training time, and execution time.
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T ie  fat  m t hat the s. m t ; m i  il l :1: 1; is a1. pliecl ~ h r o ~,ram11u11im1?; time to make the suggestion
and at c\ecution time to t intl the sm:~;nc r1t insures th at the suggestions are realistic. The
S(l ” c e ~’ t iO t lS a m . not ily h lOth m t t ical ; t he ,’ are f t m ; u t  e that have been fou nd by a standard visual
oper a tom 1 hii ~ co lic ; et m ’tn’ss avcmuds f m ’ . : i u ; s th a t a te  not d isti nct , but it also introduces
suggestions t I m a t a te  hj aced upon str ic t ly  vi s ua l 1j hc ornerma such as shadows and glares.

TI me m l i i i of l m i ikum ; : ’  e~~c 
~ 

m in ts tc ,~m.’ them , i; ~~r m iiorte d im ’ i steps three and four , is not nev. ,
line fo llciw e: s have bem n used wit imt t m blocks wo ; ld ‘.‘ision for some time. Recently, howeve ;
t i m  ; e has lm ~

, ii r em m ewcd iu ; t . . t est in this probkm (sce ~~ a m 75b], [Nevatia 75], and [~,imm f or d
7Gb]) . 11w new a111.imqacll cs a l.lp ly e~~~c Olieratot s to a Picture and then collect the edge
se~nients t hat t om m larger structures , such as lmnc ’s or curves.

lime l i ne segment sugg est mom ’ m syst m.’t~ can be extended to suggest more complex features
such a s  t o ;  u m e m  s and cii ; ye s , but t hm c h euri st ic s tcc~ui; ed to decide which points are related are
m’nuc h mom’’ cum il il ex . A partial s l i p in that di; ec t lon is to let the user Point out two or three
11cm ! ts on a cii; ye amid h ive time s yc ;  in a ut cmi i i : i t i ca l ly a1: ply the edge operator to follow amid
(blat acte ; ii m ’ t h e  cut ye tlm ~t a ppears i t ; the pict ure. A limited system of this type has been
imp leme im;rct t om the Pt ogiam mable asse mbl y Cnv i ronu T mem it (see appendix V I) . Smooth curves
i t t - P1~ 

t m c u t . u r l y  m n iport a mmt wi thin j J lOdramrflal )lC assembly because the parts are often formed
by tj ~~; mui ~ arid rrm mlli t m y oj e; atiori s , which ~ oduce cylindrical holes and other surfaces that

:u~ Sulu t h u  c u rves iii a piCtWe .

(01 7 m  ‘ 7 ! ’ .~ ’ 5il~ ’ m i  SiI ~ f lS —
——~~~ w_

Some opem :iti mrs Cii nut be di: tc ; ly  u:’~; ’ u locate suggestions like the edge operator.
T’ hme - , require limli re i m , t o m I r ; . I N , ; i  t h ai ; a few pa i I ; ; . ; m r  values before they can be applied. A
com m elation c 1.m t  ; .mt or is a pm ime u~. . mr i j  ~ It is dm ’f ; ; ic d iii terms of an array of intensity values ,
~~i m m c ) m  a ; r  no u m ial l y t ,m ~ I i  dii i ’ :l ’ , t ; u a i :m h u i d t I ; it

~ : [ l idur e In; SUCh operators a compan ion
opeu ~Lor , ca lled an z ;;~ m m e s t  0/ n ’?r t ? c , m i m  LIL ci~ ; m mucd th a t locat es PCrt iOtis of the picture that
a; lik el y c a mi . t m d.mtcs  for t h at type ot opci a t m. Once the initem’est operator has located a likely
portion of t im e picture , the opci Itmi ; can be dcf ined. lit the case of a correlation operator , the
intensity va lises in t h e  pictui e a U (I to define the corielatiom i operator.

Omiani am id Mo ravcc have bot h d ~i~ m i~d amid implemented interest operato r- s that locate
prommcmn : po~itlons for correlat ion operat ors [~~~t u . mnu  7’i) and (Moravcc 76]- The basic idea is
t h a t  the most ‘ c t i v c  Cmi ;  m e lat ion oj i ; :u; s a r c  hi.i ~~ d upon portions of a picture that contain
high vat mance information alon g two chi f tere nt directions. For example, consider the
n i m u t y - d i . ;  m’ amm ~ lc shown its uif ’ u ;m 6.3.2. l.a. It ilas hi~, h variance information in the vertical
and hot mzo ntal dii eccm nns becance mat the sharp cimaul d es in intensities in those directions.
W hi t- t i  t h u  c i i i i- la t iotm 

~ 
ii ’ ;  awn t i  m’ :s to find a match in another picture , such as figum’e

6 ~.2. I .b, which c mnstai n s a sinlila; cot ncr, the tc .mj -d imensional information will clearly
distinguish lb.- best mat h. lime cut ;~ ,it~omi oj :mer atom shown in f i gume 6.3.2 Lc , on the oth er

~1
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hand , only has hi gh variance information along one direction When it is app lied to anorhet
I)Icturc . such as f ic~tu,’e 6. 32 Id , it will not he able to locate a uni que match because all ot the
points along t i e  line match equa lly well Thus , good correlation operators should he ba~.id
uI:IOn reg ions th at have hig h vat  iam ice im iforination in two directions. The closer the direct ions
are to being orthogonal , time better the operator.

Gennery has develo ped a correlat ion operator that dimectly measures the precision of
each match , which depends upon the two-dimensional information corstained in the operator
amid the trial picture [Monavec 76]. His operator returns an error ellipse with each match.
The ellipse indicates the two-dimensional precision associated wit h the match. For an
operator like the one shown irs figure 6.3.2 l.c the error ellipses are generally elongated
because the pmecision is poom- along the edge , but good per pendicular to the edge.

Both Quam’s and Moravec ’s interest opeiators check local areas of a picture for high
variance infonination in two directions. Moravec ’s operator accumulates the sum of the
squares of the differences along four dii ctions: vertical , horizontal , and the two diagona ls. If
the local area has no directional irufe . t ori or only one—directional information , one of the
four sums will be close to zero. If the iocil area has two—dimensional information , all of the
sums will be greater than zeuo. T ime i~~i~ 1’ m : ;  of mntet est for a loca’ region is the minimum of
the foun sums. I t s  this way it t h e  area haS two—dimensional information the meas um e will be
significantl y gm eat e i than ze mo Orhenv. ’ ice , it will be close to zero. To distinguish in te res t in g
areas f rom uni n te rest in g areas the program compares the interest va lues of the are as with a
threshold. The progiam sorts the potem itia l suggestions accom ’ding to their interest value and
presents them to the user as an ordered list of suggestions

Figure 6.3.4.2 shows four typical planning pictures to which Moravec ’s interest operator
has been a pplied. Figure 6.3.2.3 shows the same four pictures and the first fifteen suggestions
made by interest operator. Most of the suggestions are reasonable in the sense that the areas
contain two-dimensional insf irmation. However , some of the suggestions are on objects th at
not of interest. For examp le, the twelfth suggestion in figure 6.3.2.3.a is on the screw dispenser ,
which remains the same whether the sc rew is present or not. Hence, its values will not
contribute much to the final decision. If an operator of this type happens to be given to the
training stage , t h e  system will accumulate va lues of the operator and form two distributions ,
one for the case with the sc r ew present and one for the case with the screw missing. The two
distributions will be esseim tia ll y the Sante, Since they are essentially the same, the plannin g
stage will give the operator/feature l)air a poor rating and the operator will not be used .

A few of the opet-atom s shown in figui’e 6.3 2.3 a re based upon visual feat um es that
change as the ob jects irs the scene change locations. For examp le, the twelfth operator’ in
figure 6.3 2 3.b is centered upon aim r i ng he formed by the side of the pencil sharpener and part
of the fixture. Since the location of the f ixture is initially only known within plus or minus
ten degrees, it may rotate ten ; degrees dimming an actual assembly. Since there is a large depth
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di scontinuity between the si de of the pencil sharpener and the f ix ture , the rotation will cau ce
the visual cot mien to slid e along the side. Thus , even if the correlation operator locates the
same visual corner , it will riot be locatin g the same point on the pencil sharpener.

Operator number seven in figure 6.3.2.3.b is another exam p le of an operator that i-na y
not locate the same point on the penci l sharpe n er even though it finds a good match. In this
case the operator is based upon one of the teeth in the main gear. If the subassembl y rotates
ten degrees awa y from its planning pos it iom’m , the openator will find a matching tooth , but it
will be the wrong oiie. The usci- or the current system should discard suggestions of this type
because their position infor mation is not reliable. A more powerful system could use the fact
th at all of the teeth form a circle. If a V V  program finds one tooth, it has located one point
on that circle.

The training system can automatically discard features that produce unreliable position
• information if it uses the least—s quares fitting routine to check the structural consistency of a

set of matches:

(a) After all of the matches have been made , use the
leas t—s quares routine to determine the best fit for all of the
matches.

(b) Use the best fit to determine the residual error for each
feature.

(c) Gather statistics on the residual errors of the features.

amid (d) Discard features that consistently have large residual errors.

This pm’ocedure works (and is demonstrated in appendix V), but it would be more esthetically
pleasing if the program could analyze a model of the scene and determine the character of
each visual feature. The next subsection will discuss this type of anal ysis.

One of the problems with Moravec ’s current intem-est operator is that some of its
suggestions are not centered about the portion of the picture that contains the
two-di mensional information. For example . operator number six in figure 6.7.2.3.a is not
centered on the corner that provides the two-dimensional information. This problem arises
because t h e interest ópem’atom is actually applied to a reduced version of the picture instead of
the picture itself. This approach is nice because it avoids some of the high frequency noise
that otherwise mig ht confuse the intenest operator , but it also makes it difficult to locate
su ggestions accurately This slight problem will soon be solved by app lyin g the interest
operator to the reduced picture and then refining the position of the suggestion by applying

• ‘ t i-ic operator to the original picture.
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1 lie it l i’  : Id °L mm ’ t . m t o r  ahi - o 5 t 1 ( (  StII ~m i m ’ ~’ t m’ .~lOm m5 that do not have two—dimension a l
i n t om ma: i p m i , C r., Sm C O l ) e i a l m ) l  nili m i m I r  f i t ; m : m : t i  is t C , m ; : 1  6 3. 2.3 .c a t i d  operator six m m  fR Ul f ’
6 32 3d Since the V m !  la I I ~~m .’ s  a : m ’ only com puted at f o r t y — f i v c— ~ir : ’ rc e intervals , ed ges at
:m p1mrox imately t~ m t i t y ~ t W C m dm ’gm ’ees appear to ha Vt ’ some va ria i ’ice along all four directio ns. It
thc~e v a r i . m m m es are ha rc e enoug h, the area may be erroneous ly suggested as a good p’ace f o m a
correlation c m 1m c ra r or A pat t t ~m l su l s mrioi ’i to t llis p:obkm is to inc reas e the number of direct ions
in wh icii t i m e  va r iance intorm ’natmo tl m s compu ted .

Iii ili m~, t ammablc assembly . si i mCe 51! ,‘~, cstio m is arc only made omice for each task , one can
lul l a t e m t’I.i t v m I y slow methods th at sit~~, tSt pc t ct i r ia l  operato r /feature pairs. The better tile
suii ’m ~esr sort s, the less woi~ required of the user.

3 S ;i .gg (StiO7tS fmaei a A t  ode’!

A it  m c m ~ e) 1, iced 51i ’ ’ Cst mUll ~im rmce~iusre u ~~ a t hr e c—dimcn sim r a I model of the scen e to
p ~iii . a s ’ 1 m l h m ’ t i c 1,i t un e of the sc ,lie amm m :1 the rm an a lyzes the synt hetic picture to su? p’, es ’
~morCn5~i~m t Oj).’ r . i i m ; / l C i t i l t C  pa irs. I t m m ~ . ad v is ra gc ol such a ptoccc lu re is that it cam i as s ocia ~
v i’.t i  a I t m ,’ .m iur es w i t h  t i m ’  parts of till ob j m. c t s  tl l :m r J)rodluce them. Given this corres pondence .
t ise sy s t m  t~ can pc m t c ssniahl y usr all cl t i e  I)tOjJCl tvs of the objects to decide which visual
i’.m ~ i~~~~ at c the best c a m mch id a tes for a V V t ;m s~ .

Iii t his d ! S L U S s l t m t I  a S~ f l (/ mctic picture is a picture that is generated from an analytic
model of t h e c mm ’ Ime .  A real picture is a picture takei l by a camera. An analytic model of a
scene i-nay m ni~ lui(h-

I) UI) JIm rncmclehs and camera mod els that determine the
positions of the features of the ob jec ts in the picture ,

(2) light models and sum face models that determine the grey
level for each pixel.

anid (3) at tachment models amid constraint models that determine
t Is t m .m l m a lice r’ t ’gloi m tot each fcat u tc .

1 1 m m- me mm m , ’ 5’ vti nI leve ls of c o m ie l m le ” .ity lot eac h of these models. For example, the surface
models may be pI;siia m ’ patc I~es on sf lhm i lcd quadrat ic patc hcs. The better the model, the better
ths ~ suggestion s.

In pmu~i am mm r m mal , lc assemiibly, sis mc c man y of the parts ri me manufactured from mechanical

.~ I.,

- ___ .___~~~~ __.. __ _ .. - - .s,- ..~,,, .. ,, ~_ ~~~~~~~~~~~~~~~~~~~~ .
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drawings , it is relatively easy to pt od tm ce the basic object models. Hopefully as ob jca
modelling is improved , a t hrcc-di mens io nma l description language will be developed that can
be used to c~ntm’ol all of the pm’ocessinm g associa ted with a part manufacturing, inspection , and
assembly. Such a language would help standardize parts and unify the process of assembly.

A t i m st ste 1) toward an automatic suggestion system has been implemented . It is used to
suggest promising curve segments. It is baced upon Miyamoto ’s modelling and grap hics
system [M iyamoto 7~m), which in turn is based upon Binford ’s spine—cross—section model (see

[Agin 72]. [Nevatia 73], am~d [Miyamoto 75] ). Each part within a spine-cross-section model
consists of a spine amid a sequence of smoothly vary ing cross-sections along that spine. For
exam p le, a s haft can be described as a str a i ght line that has circular cross—sections (see fi gure
6.3 .3.l .a). A rectangular box cars be descri bed as a strai ght line that has rectan6ular
cross-sections (see figure 6.3.3.l.b). Smiiooth curves are approximated by a sequence of line
segments. The user specifies the curve and tile number of segments to use to approximate the
curve and the system produces the con n ect sequence of line segments. This representa t ion has
tile IiICP Pm O I m ert y that it dist i n guishes between lines that are actually part of the object and
lines t hat are uceci to app rox imate a cu rve Since this disti nction is made , the system can he
smr sart ahotm t which lines it disp lays. For exam~.mle , the hidden—line view of the shaft shown in
f igure 6.3.3. 1 a does not show all of the visible a pproximat ing lines, only those that out~mne the
p a mt  (see figure 6.3.3.l.c). Figure 6,3.3.l.d shows the standard hidden -line view that includes
all of the visible lines.

The steps in the curve segs’nent suggestion procedm .mr e are:

(I) Interactively com istruct models for the objects in the scene and place them
at the correct relat ive locations with respect to the camera.

(2) Use a hiddemi-line scheme to delete lines tha t are not visible and produce
a two-dimensional line drawing of the scene.

(3) Inter activel y point out promn isim ig cui’ve segments that appear in the line
drawing.

(1) A ui to miiat mcal ly fit a smooth curve through the bioken— line segments that
imat e the cui-ve segmilent.

(fi) Interactively estmm iiate the contrast across the curve ,

(6) Automa ticall y use the smooth curve to locate and characterize a similar
curve in a real picture of the scene , if one exists.

(7) If the characterization of the curve indicates that it has sufficient
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CC ’ii tm ,-i d t , i m t il , nm t sc l S i e , ; l i i m m  ‘.c . tmd~t ; l -  i ;~ t’ o1)cnalo l a n md curve to the
list or m c m t m .iil i ,I I ope; i i ’  / t  ( m t  J i m  p’i irs.

I i -  u i :e  G ~i 2. 2 Sh im mwi .  a t r i m ’ n i . m W i i l ~ ~~~~~~~~~~ 
f t u t m  a t 1iica l model arid a real picture of the

m~u: tesp om sdir i~- . 5 m  ml 1 1 m m c m bj cc t is ; C m -  pO it i t s  ~ : . m m m I m 1 y on the shaft of a chai mi saw engimle.
l im e ui se m i; : ’ :  art  ‘.- m ’I~ p m m i l l t S  out one of l I t :  cut .,e  s m -  met its and the system auto rrsat ical ly

e lsa:  ,-jti m ;  / ‘  i t I n i t ; ’ :  6 2 ~ 2. a ~hiU~’s Omi t’ Ut I I’ . I ’ : .i m ~- I 1 — I i l i C  ‘d IJ l) roximat mons over la yed omi
top of t ime t m ii pu t m ! : ,  I - u t  m’ C 2. 2. ~ - t .m S i m m i’.’ : -  thmi ’ smooth cu rve  that the system fit through
t l m ~’ biu~. € i m — I i u m , - Sm . ilIm t m t S  I - n r c  C. 22 . 3c  sl ows r i ’ . i r t i r t a l  a pp lications of the edge operator
th at a : ’  i~i c n i m m m i  to k m m a r c  i m m m ~~ 

CI m I  t I m ’  , m m t t i , ~I Cu ; Vt I u :c 6.3.3.3.d shows the final curve
I) ro rIlmc .d by ’ I m ’ !  m u m c e  fo l lower. It e :\te iuc s UI )  the t !f ., h t — a l l ~~Ic corner at the top to the
shadow at time bottos ii.

t i m — p m m - i  .1 m m m a i m  I rnmlr u tai m m 1m l j ju t m : : s  t i m a t  re late feat u res in the synthetic picture to
ti le Oh .m J m .t  i~~m ’ i , Is t i u : t t  p ;m .m .i i i cm l l m c t m  : 1 1 ,  ~~, it is ; i im -c~c ;i~;m IIy possib le lot’ the program to
a d I . ’ni S m d l i  ii Cit t i m ’  1 m i , m t m t c m i m ~ t m  im l i m i l i m  . t i m  t i m , :  m m  ;io iis s& i l~s c c t io t s.  I— c,mr cxani1 le , time sys t r.’mii

i l i u m  : l m . m: t I m C  I n h t — a m i - k  cor n er .C t i m i .  in ot the smooth curve is torrr sed by two
c m i~m jects t I  m t  h.m ~r a t i m j m t l i  ( m S t m I C m l l u I f l , I,: ,‘ m , , t m  i t ,  the s i I a ; t  is mm front of the side of the
1)Oils tS t m c c m ; i l ml’; c ;mslsn ’ . Such a Cd ; I C :  cv mt iL rfl’: m m  .4~~~UII, srn - ~ rstion because its positiomi
a n m : r  ap~ mm at  .ince will cl ini c as t i m ’ loc t t rm t i s  of ; hm -  m.m i j t s  iii the s~tf le change. 

—

1 lie s y s t m m ’I m  ccmumld ~Iuj (iI.’L.I m: V ’ I l m~~h(t  or nor a v is ual  f ea tu t e is for miied by a shadow. If
a h m~’,Ilt nic’dm- I is av a i l m i m i c , the s y . t m ’ mli cen t - _ I dii ii: , hel all of the synt hetic visual features
t i m , ;  a ; -  fom ; mm by s im a ri ows Cml ~‘ I m ~ m: 5 If a i i i ;  m od’ ’ is riot ava i lable , the system could
c l u m - , ’~ t i m ’ -  hmn m e dm . m c ’ .’ i im ~-, S m . :  ob j e ct  t m . m t u l m .’S t hat nm! ii; correspond to a specific visual feature
If them e ‘ ic no ot _j 1 It t c , m t m i i m ~ :1 m m ;  rum l it m’~,1j l a tn  L i m m  ‘usual  fe ’atut’ e , the visual feature would
be c la c s i t  id a c a mm a m is i t  I I I  t ( .ittl i C Ii m l m S i ’ ~i m t  I m ’. m t m i ;  es include such l t i-sings as dirt spots ,
s hadows , ,i i m : ~ ~‘ l , s : ‘ I c m i C.\ .-m r . i p l m . on: , : i mci  of t Im e c i t m m j uth  ~ut y e  in figure 6.3.3.3.d is lost is a
si , m .m . .  V,’ i m m  i i  t l m r  m h m : m m ’ t u : t c i i z  m mi i  i’mtmii t i l m C  i l o t im m ’s r Im e c h a n c e  in co ntrast and distinctness as
i t ss i o u i m .m w m l m g  t i m ’  cmii y e , it ~~m & i t .t ,i~k i l’  l uSt ’ hug  S C m  Cl it’ the change is due to a feature of
t i-s e ob j mu t om - s um mm , I; , , m s c i u i m t  Il l t i t -  CaSC the C l m t m I ~‘ i s due to a t ran ’siem it.

1 l i c  S l i t  mC ‘,
~ 

m e of S m m n ( m t c t  mill I mm I:eclut P can s i t ’ - St ot h er fe atures , such as corners , line
Se’ i m ( - us t s , am id i m  ~~l m m I m d  I ill’ sy~~ m I i i  has to be aid’ . to C —  in, the re ar ures in a line drawing of
t ls c sc u m ,’ ‘i l l’  r im - c i m i m ’ it rh ~i C C Ic ’ .- ’ , tm :m d mc :s nc t  i m m ’ m l ;  Ii to nimkc t ime m easy to find.

‘I lm e ult imare st i c ’’ - m ’ ’- t  lU ll 5’, S t C m ’ l W (mI i i  Imm ni h to use t ime conStraint information
a ss ocm ; mt m cm 54’gth t i m ’  OI i j m :id tile SI m m: t i m j ) S~~ u i i . m  a i:iore coi’uipi’eherssive analysi~. It could

f detei nimne the nimm r mh , c u oS ~. nC ,W I I  a l t . ’ ; i m , m IY C 5 , mc i .~i m . ’ m . cm l a 1 1i1’ a i’ a r mces for a feature, arid the
ex msten mce of 4. ~- “ i m m  a te vi ews.

- -- -.~~ -_ ~~~~~~~~ - -- - , ~~~~~ —-
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Sectiom s 4
GA T h E R  STATISTICS

1 TIn e 7 r aIn in g S ess ion

Given a list of ope ratot / fca tmi i  m’ 
~~ 

s , t he plim’pOse of the training phase is to gather
statistics on tile reliabil i ty of t i -s e o~er at o t s and dere i ’mimie the distributions of values produced
by the operators 1 h i s  l t d C m i  m i i ~~t i (m l I  is pas c e d to the pIin’mr i m nig phase where it is used to ran k
the potential operator /feature p: m i ; s amid to t h e  exe culti cu n s phase where it is used to detei’mmm lc
t ile likelihood ratios that cot respond to thc va lues produced by the operators.

1l,e t t i l l  m i t e -  1mllaSe m~ c m - I  ml a l ly C m m m l s ! i l m : l cd to he a one—shot learning- process that
determines the a /‘ucu i mi n or marion a~’-t m c;:it m :d wi th the operators . In r~ 

u~, n an-sn -sab le
assem ’nhly. hm ,w & ’ve r s i nc e t i m e  m m l d  task ~ c re peated manly t imes , add itional Stat is t ics  can be
gathered during the cxe c u l tm rm n l  1mh:ise The system can dymi mmic all y maintain models for all of
t i- s e oi scm atom ’s . lJy ima m’nic models c am ~ m c i j ust for gradual c hanges , such as gradual lighting
changes

l’iuc reliabil ity s ta t i s l i cs  a t e  based upon the relative number of times ti -se operator
locates the con CCt match. Each 1111 mm :  the o l me t ato l ’ is app lied there are three possible outcomes:

(I) the open atot locates the cdl I. J match ,

(2) t he o1mer atom loca’ s one of the known a lter natives ,

(m J (7~ the Cm 1 m u ; ,, ‘ m m 1  It mc a r m ’ s  a SUI p riS m’

If t h e i m m n c  !‘...‘ m k m m m m w n m  t m ;  : u mm tl ves j i m  l i i ,Cion to the correct match , there are reall y four
possible outcomes 1 ‘ he mi c e t  super v i ’- ‘- t i le n a m ing session arid indicates the outcome ton
each a 1i1, lmcat iou of each operator (see a m 1 ) m .’tw ix IV).

1 he S ystem um. r’ ; the p.’i c r i u t a  m’ of times ti - sat ti - se operator matches a possibility as an-s
estimate for the a / m; io r i  pioha hi lmty of that I~055mbili tY For exam ple, if an operator matches a
sut pm mse three times out of thirt y app lic atiom is , time system ’s estimate for that operator ’s a p;wri

~ 
obahi lity of a surprise is

The training phase a lco gani m e; s statistics on the values produced by each opei’ator . If
an oper ator has four possible outcomes, the system gathers statistics to approximate the four

,i~~~~~r~T , 1_: ._ _ _
~

_ _____ ,__ _



I’m : I’i~’ (‘,~j I

( h m s t r m l ) m m n m i m m ms,  It r I m ’  t . m ’ l  is am i ; i ’ I m : c : i o m t  t ;:~ 5 , t l m ’  5 , 5 ’ , c’ , tm: h’u s one set of statistics for’ ti- se
case mm s c c i t t  i i t i me iit ’ m c i  is I i’Si ht m i , S i  a n m c m : I m c r  sit cit S t , m t i s t l c s  fo r t i m e  case irs whic h the
imi m j c ct is nm m s c mm m g .

I l m & ’ ’m~ I ’ ’  i m t  St i t  IS t iCS I’ at t i c ;  t’:l depe nict s 11 1)0mm t h m C ex pected form of the distribution, If
the d ic t :  i l m m i r n i m m i  is m — \ 1 m e c t , i i  to be a i u i ’ t i u . m l  m’S us t t  t m i l t t ~ m l I . t h e  sum of t im e  values and the simm of
the s’.j ti ,,: mat t l m m ’ c ,, iIt~~ ii C S uHiC i ’ t i t  10 d m : ’ , : m a i i t e  h i m .’ c listr ibution umiiq ue l y. As mem mtioncd
in sm li on) 2. ‘- 2 t I m e  is a c i m : m i t g c  c t  c ; .  i:,i l, t I m , , ’, CImt ’, , ’ l t S  cc irr ’:l:st ion va lues into values tha t

fur ru a ms ,m 5 ’ j  m t m ,m \ i u m m : ,  Iv i m i m t u ; i . m I  cli nv i ’ ‘1 lint.. to : cot rela tiom i operator’s the changed va lues a r m :
use d i t m i ’ .m Ut t im ’ cen t cla r ion cu Ii c i c t i t S  It a r m  ( 5 i ( ’ t lto~ produces an unusual distribution
- m u m u  if m S m Ii’ V . ’; ‘ - m m m l i  uS the i u i s t t m . t , i i i m  is to i i  t l s m ’i . m S the dist ribution of the operator , the
Syste i :m ~N m t m ’c t i m — va l um- ’ -  t i t i t l m S m ’ l V m .’S

h i m : .  C ’ S  I I is m t i m m ’,’ ’ c l m . m : t  5 m  a t t , ~u i u u ; i . - S m S ~~~m m i u  i m , c c - ~~ upon these ideas , It uses a
S : m  ‘ i i  m m  i I i c j m l m y  I i i’  1 m t  h I m u l i l l  - i - ut: ’ (iii t i m e m ull the C u I re n i t  tm ’ ain i imic p ic ture oim ti -se

Si t h i m  t i —  cm. ,m ’~ t I m ’ 1 1~~n~~’ - ‘ ‘ C lo t s  ,, i - t  a r m ~ m . m um l , , es t o t  ;hc- fea tures  can he ov et ’ l t iv ’:J
0c m tu~ m Ut rh ’ I. t 1 m J  ( t ; ,,’ a l I t  t i m  I m , i t c h l n m ’ I 1 m ~~1 , m ~~t , 5  can bc ove r laye d on top of the r ’ iC , ht
f m m c ’ m i m  li,” u~’ r C , - s n m  e m i l y  s m ’  v . 1 m m - S m u I r ’  . ,iH i m m I I I L_ looked for, where they are located ,

1 V . l m ’  I , :  on nut t i m ’  i ’ m  m i m ic Hrmc ~:— t i m ’ ’ c m m m i’(~’t m ’, i, ’,tc ii

1 i i i ’ — 1 m m ; i i i s i h s n’ i ; ; i i ; m i i i ; -  i : m m ; l i c i - l c t I s j ’i ia ys h i m  “‘~1jcctcci fcatum’e and all of its knosvn
ml ; ’  s i . a t i ~~m s  us . t i m e  I irt 1 - n m ’ 1  tI im: ’ i , i m ’ , l m m J ,  ‘ C I t , ’ oil thu : li ~:hit (see figtire 6.4.1,2). ()mme

m m . ;  at a ili u m ’ m c di~j u Iaycd ti mid t l m C 115 , 1 c m :cides wh ich alternative has been matched (e g- .
usmm rm mh , c r  iii i m ’ ~

‘m - I ~
‘s A ~m at ~ m m ’ c,~ ’ j m hm ’’ cml C ; m c i m  o pcratot’ is ncccss am’y if the opem’atou’s

h a s e  ‘- “ ‘ .‘ e mal  k m m m , s ’ . s m a i m  n a t i v e s  I m ) ’ s s i V m ’t it o tm ly 11 ICW of ti - se features have known
a i t , ’ n m i a t i ’,’es it i” i I m ( m t ’  c t : t m : l m t i t to sl t o ’mm. ’ all of I l im . r h \ h m m  ~ted features and all of the matching’
I) mti 0~~ 

:,: ( i i m (,’ (cm . t m ’ m ~ ; e Cm ‘S .3) 11mm: uc” i c , ’m m m  still decide ti - se outcome of each operator
, mi m I s r s d i i , m t m ’ it t i m t l ,~ S~ S t . m ’nl

It’ t l m m ’ ‘p i,,: ,. m, , m l m , m t _m s t “ I” ’ ’ ’ ’H kmc ’i e the Cu ; ie .t match , t h e  process cam s be shortened
ii :1 ,. ’’, c m ’  t I m  ,~ i h i m  u’- r mn t l y 5 1 m m ’ i t t . ’’- ti me c i m i t s  t m m t  r i se c m 1 m m ’ i a t om s that niiss ti - scum’ exflected

m i m , i t ~ i, C ’ ’  tI m ’ tu - m m .  mt h i t  t i , m i m l i m m t  1 m h m : m ’ m ’  i mm a p 5 . i m . t : s  IV) .  1 his approach n-sakes it is easy to
g . m : I i m ’ n  t i m i  ii i i n m u n m  i i m m i l  i m m a l i m m i l  t l m (  ( m cm i I m . t m m m _  t i m , ’ ob j c :;s at typical poSit iom’ms , takes a
I m i ( : i J m ’. ; i 1 m j m lu m t i m e cij ’ . m i s  to t i m ’  p u . l u i m ’ , m u m ’ .l li ft;, : ~m hich or es locate soniething other ’
lu au t h e ir c . m m’c - n ’ ’d S m  ‘ m i ; ’

i m .1 5’,~~t m ii, t l m . i t  c a l l  c m - i t ’ ,’ ~‘ , m t h i m ’; the a h J I m t ’ c l m u m a t m ’ s t a t t r : i ca l  inlor rrsat ion , the user
ci m ll  I-s :m s two hu m i d , m m ’ (l~ tin i m i l i m l i ’  t 0 i r i a i m m m m C  l m ’ uu i t s  to us’: and (2) the am’r’a i’mgement of
tim e ob jcct~ Its m m ’ - ’ - t o t m S  r t i m ’ ’ p im m i ; . s  ‘I lm ’ ~ s r  cit t i ; m m t m i i m g  pic t sl i ’ &’s should include enough
Pm t m l i , ’, tO m m ’ ’ t m i i i ’  t lir vali m’:’ cli ’ - :ti l, ut ions ot t i i ~ Opet a to l ’s am id a sufficient range ot’

pictures to p mov ut  r i m  ; V S t ’ ~f l m w i t h a : 1 . s m I m l a t i v i ’ Sit  oi situ at ions.

‘I-
. . ‘  ‘, ‘7’ ~~~~~ f~~I~~c I-ty ‘-ma _~~~~~ t_=—:1L—’_
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Input U’ ’ s t c m t e t i e r u t of the ta5k , the cacmm er a

ca l ibrat i on . ancl a  Ii ~~t of operator/f eature pairs

I

[“7
~~put a plann ing  pictu re and displa y

- [~
t on the l eft of a s pt mt -screen displa y

‘i- I

Input a t r a in inc j ’p ic tu re  and disp l ay i t  on the ri~ h~

’]

the t a t - k  an In:.pcc t ion  ~~~~~~~ ‘~~~~~uf.er i f  the ob jec t  is  present

the operator to be a~P t i e c i )

1. 
____________________YES

the ta~~ an I nspect ion t~ m t ’~ ?}  
1

Nol Display the correct set of
known alternatives , de penc hir mçj

Disp l ay the plann i ng positio n s upon whether or not
for al l  of the knos- mn alternatives ‘ne object is  present

I,

A l :mpi u the operator to the feature ’s to lerance reg ion and
disp l ay the mE stchinq position in the training picture

‘I,

Ask i f  the match is  the correct  feature, one of
the known a l t e r n a t i v e s , or a surpr i se

[Add the operator ’ s values to the appropriate sumsJ

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

Figure 6.4.1.1
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T h e  number of training pictures depends upon the ty pe of the distribution. Twenty to
fifty are normally requ ired for normal dist mibut~mons (see section 6.4.1 .2). Scaled histograms
often re quire ayes a )-sunidred if t i- se values are w mm ~1e1y distributed .

It is niome difficult to specify which pictures should be used, The overal l distribution of
pictures should roughly correspond to li-se expected distribution of object arrangements. The
more representative the traini ng pictures are, the better the statistics will be. The set of
training pictures should include some of time unusual and special situations in addition to
several of ti-se standard arm angements. For exam p le, the set should include pictures of ti -se
objects when they are at t h eir extreme locations , such as at their maximum rotations and
tra nslat io iis ‘Th ese pictum’e s insure ti -sat t i - se operators can locate their matches when the
features am’e distorted the most l ime set should also include any degenerate cases that involve
one or n-sore of t i-se features. For’ example , if a corner is one of the expected features and if
an edge on anot lien obje ct happens to appear close to the corner when the objects are in one
particular arrangement , that arrangement should be included in the training sequence. In
order to present the correct relative importance of the pictures, all of them should be weighted
by their a priori probability of occurrence,

Given a sufficient number of trainin g pictures that reflect the ex pected distribution of
scenes , the traini ng system , tinder the supervision of the user, produces behavior models of
the operdto rs . The planning system analyzes these models to construct a plan to achieve the
goal and the execution system uses these models to make decisions based upon the behavior
of the oper ators when app lied to the pictures of unknown situations.

2. Numb er of Trials for Normall y Distributed Values

After deciding which distribution to use- to model the results of an operator , on-se still
im a s to decide how many ii aining pictures to use in order to produce a good approximation
tc m r the distribution. If the chosen distribution is normal , one needs enough samp les to
a pproximate the mean amid standard deviat ion , since a nom’mal distribution is comp letely
determined by these two parameters. How many sam ples are needed? There are two
theorems tha t help answer this question (see [Hoel 71]):

THEOREM: If X is normally distr ibuted with varian ce V and

U 2

~~ (Xi - Ms)
j 1  

-
Vs =

P4
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is the sciii -sp lc var i o ncc  based upon a random sample of s ize N and

Ms is the sam ple mean , then

N ~ Vs

V

has a c h i -s~ tsei re d ist r m L mu s tmo n w ith ( N - i )  degrees of freedom .

TIl[OREI’l : If X is no rrrm a l ly di  st r il.,u ted wi t lu mean N and var lance V and
a random sam ple of si7e N is ta ken , then the sample mean Ms w i l l
Lie norirki lly d is t r ibu ted w i t h  mean N and var iance V /N.

1” : CS( n , p ) m Cf 1 m.’ cm ~r it  the ~‘ bd i i iC  su ch t h : m t a c l - s i -  s~;uare d is ti ibut iorm with n degrees of
freed om has p 1w rcent  of t h e  P- I  m i i i m ’ iciii to time ri~ lit of that value. One application of the
first theor em sr :m t rS  that there u s a  iu i u u ct ~’— i i v e  p cent ch:ince that the sample variance and
actual va r iance .ir “ re lated as follows:

N*Vs
(6.4.2.1) CS ((N-i),.~ 75) ~ � CS (( N- ~ ) , . O 2 5 ) .

V

Let S am - s d Sc mc p resm ”i-st t i m e s t amsci ; i rct dc- v iatio n arid the samp le standard deviation of the
distribution. Smm s ce Vs Ss’; Ss amid V S-~ S. formula 6.4.2,1 can be converted into the
following state n-scm -st concerning the act ua l arid saml)lc stam-sdard de’. iations:

sqrt(N) * Ss s q r t ( N )  * Ss
(6 .4 .2 .2 )  < S < .

s q m - t ( C S ( ( N - I ) , . O ? 5 ) )  s c 1 r t ( C S ( ( N - i ) , . 9 7 5 ) )

l’hie s’:’~ m nsd t I m m m m i  em ’n cam s be u’-m:d to f J ro ,~uct a iii m c1~ — ti ic t ier cen t confidence in terval
about ti-se metmn . That is ,

2*5
(6 . 4 . 2 . 3 )  III - 11s f �

sq rt(N)

or , substituting t h e  la m ’~er value from (64 .22 ) into (6 4.2 3) produces

2~Ss
(6 .4 .2 .4 )  J M - Ms f  �

sq r t ( C S ( ( N - i ) , . 9 7 5 ) )
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For examp le. ii Ms I it and Ss .2, the flinty-five percent confidence intervals based upon
a samp le size of IS are

(6 . 4 . 2 . 5 )  ti - S~ S f  � .16950
and . 15 0 9 2  � S � .32824.

For a samp le size of 31.1 t he intervals are

(6 . 4 . 2 . 6 )  f M - M.s f � .10022
and .1u 15 1 � S � .27446.

One i r mr ~i esr i ui~ possibi lity us to use ti-se planning—time formulas to predict the effect of
gatherin g mom-c samples from am - s operator ’s distribution. Two important questions can be
answered in this way.

(I) Given a sa mi-s p le mean arid a sam ple standard deviat ion , plus
co nfid e mu c e umm re r v a l s  about t lm cm rs , w hat is a reasonable , but
CC~ 2 5 ( Y V m ~ ,’il’( distribution (or set of distributions) that can be
used to n m m,mdm- - 1 the 0~ ‘C: a lom ?

(2 i (,mven an add itional s r  of N samp les from a distribution , what
is the probable change ii’m t i - s e operator ’s ex pected contribution?

‘1 t l mis  s i tu at rosi  a covlu r vmfl i t ’c  dist i ibut iori is a distribution that understates the contribution
of rl ,  opem ator. ihe iu~ m- of such a distr ibutio n may require more operators to be applied

than theoreticall y necessa : y. but there is a ss’iralher chance of ma king an incorrect decision ,
For examp le , assume that a l)Oteimti al operator in an inspection task has the following
characteristics:

(6.4.2.7) (sample size of 15)
On Of f

Ms 1.3 Ms 1.95
Ss : .2 Ss = .22

Assume that the pmo ba h i lmty of On is .9. The r m the expected log-ratio for the operator is 3.11.
T’o pick a n-som e conservative dist ribution fc the operator consider the sixt y percent
confidence intervals about the n-sca ns and standard deviations: 

.-.- ~. ,.~ 
, .  -.-_-_---~ 

- -
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( 6 . 4 . 2 . 8 )  (s ,u ;p le  s - s i c  of 15)
Or Off

1.234 � N �1. 3 ’.r 1.8/8� II �2. 022
.1R~~ S �. 25 2 .200� S < . 2 7 7

t i c  a - r i  m m l i m i t  t im ’ I t -  n &m ’.t Cl _ m I ‘- m r  ‘. i i ’ ,’ S m - t (‘I (Ii~’I uh tut ic urr s us pr .md uc€ ’cI t m t r I me 1. - r i
of t m ,  - ‘  i i i, ;  v.ml c , t l m ’ - rt - a r c  S i \ l m _ m i m ic -~

ib I m 1 m - . . t ’ u I :  t i c Ins  in: t luC 1 u aur  of dis t r m b ut i cm rus 1 mm I ’ ,

m i c ,  ~t . u m m ’  m l  r i m  m,_ m 1 m i i r m m i .  I i . i i : .  6.~ 2 I sl m . m.~ tl m m m i l l  L i m , co i i t r i i ,uu ic unm of ti - se 0 1 1 1 1 i t l l r

i - m t  h (ii t hic  - i  t m i’D m ,,cc l _ mil i t i m -~ 1 ic flim m ct cCmi i~m ’rv. mt i v e set is t I c  set th at h u m s  th e b .c’ .:
( m m m l  I I m i t  i lm i m _

( 6 . 4 .2 .9 )  (s ,lrlt )lc s r. -m ~ of 15)

On Off
Ii = 1.3ô~ 1.878
S .132 5 .277

( t h e expected lo ç j - ra t io  is 1 .25 ) .

Expected Log-l ikel ihood Ratios

mm MI , m m Si , m m M2 , mm S2: 4.04
mm Mi , m m Si , m m M2 , max S2: 1.90
m m  Mi , mm si , max M2 , mm S2: 6.03
mm Ill, mm si , max P12 , max S2: 2.79

m m Ml , max Si , mm P12 , mm 52: 4.38
m m M i , max Si , mm M2 , max S2: 2.11
mm Ml , max Si , max P12, mm S2: 6.52
m m  ill , max Si , max P12 , max 52: 3 . 15

max ill, mm Si , mm P12 , mm 52: 2 .57
max Ml , m m Si , mm M2 , max S2: 1 . 25 a
max Ml , mm Si , max P12, mm 52: 4.20
max Ml , m m  Si , max M2 , max 52: 1.98

max MI , max Si , mm P12 , mm 52: 2.81
max Ml , max Si , mm P12 , max 52: 1.35
max Ml , max Si , max 112 , m m S2: 4 .56
max Ml , max Si , max 112, max 52: 2 .20

* the minimum expected log-l ikel ihood ratio , the most
conssrva tive set of distributions

li -m i t ’ 6,’1 2.l

— — —
~~~~~~~~~~ . ‘
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‘
~~~ ‘T ~~~~ -_ ‘ -  ~~~~~~~~~
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Vu/hat mc the expected ~,a iii f r m m m :  gar h i-u ii ig another fifteen samples from the operator ’s
dsstnibutions~ The interval s are -

(6.4.2.10) (sample size of 30)
On Off

1 . ? ’ mh-< NI s~1.34 2 1.904� M �i .996
.i8 5~ S �.231 .203� S �.254

and the most consem v at mve a is :r ibe it ion (within the s m~ ty per-dent intervals) is

( 6 .4 . 2 . 1 1 )  (s ,nple s ize of 30 )
On Off

M = 1 . 342  M = 1.904
S = .i85 S .254

(the expecte d  log-rat io is 1.80).

ihe potential gain is si gnif icant in t e r u ls of t b - s e increase in the ex pected log—rati o for t ir e
cons r r v a tmve ss’t of d m s t r  s hut iom is More samp les would increase the ex pected log—ratio ‘-‘ V i

fi r m the n T’ ire tipper limit on this bo~- -iarrn wound be reached when the conservative set of
d m ct r  s hut mo ns w ,ic the cain e a~ tb ~m’ s.iiiiple set. At th a: point the expected ~o~t — r ar  io for both ot

t I m Pi t i would be 7 Il~ The rmu mher of sa i 1 ius actuall y used in a VV  task depends upon how
conse m v i ’ ye the pmog m am i-smcr is . how m u l c h  I m u m :  execution time is , and how much time c:m n be
devoted to tra mn i nc - the s ,-~ t e in  Sam ple sui ”~ os -s the order of twenty to fifty have worked well.

It - s pm m m ~’ I a m r u m r m a h l e  a ’  ‘ mhiy sir -ice Chei m VV  t ask is performed repeatedl y, it is possible no
g at i m er addm ti o m mal samp les dm i :  i u i u~ f I r  C u l l i C t i m m u u  r uris This is impc.r:ant because a larger set of
sam ’njules can hel p to ef ine the model for am - s a to:  in two w ays. First , more san plcc Liii
murip rove the distributions f . e i i m g  wed to nIm im ~ Ct the ope iator , and second , if one of the global
variables (e g.. l i g ist i ng or ca m uci a s s ’ r i si : mvr :y ) cl mange s slowly over time , continuous s ac plsng
can main ta ms i an up-to—d a te nuoc lel for the operator.

I
t

_ _ _ _
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1’ m m  ic am m t s’:im uii7mn c o muc l u su c m uu s of t I us :h:c I

( I )  ~, I m 1 - c  cl,mc ~ ( m t v is ua l r m ’ ~u i I u a ~~ ~~~~ carl be fo t mula ted arid
- m _ ui ’ m~ ‘Ii c) ~ m I V.; l iii o ne ‘ . -

(2) ‘I m m Ir , m c i c c . u m l  ~. ct s u m m ’ ii— l J i l ’  u ; , - u t t i i r um such - s a .c t ,  that it is re la t ive l y
i c y  R I  a ~ : c - r a n u n u t  : w h o  is uc mt au m t . iJc : ’. mci vision research to

c orr smmu d r  pm r .inrs that j .m c I I v ;  c vi sual te t  bac k tas k s

ii’ p u . I i u  i c i :  m m m r i s I o r  bot h üt thes e s r , m : , -uu -ut - u u 1 5  0 ~ ;c es:~ n: .ilb y proofs by Const ruct ion. A class
of v i c i m a l  1’ li nk  t a s k s . i , :t , - j u e ,  :n .i’ c m  ifc : 1 , 1  v m ~ion a~~ s , was character ized arid an
ini,’r a t  i . e  s ys m m m u uh ci t -~r ’ - . m r b y  cmm ~.m b i t i m s the j m t  , h u . i : i Iu  of such tasks was imp beni cn mm ’.:

S i t  r lou I
Fl~ AM 1 \S ’Oh~ 1~ I”Ol~ V V

A V V t m t-. i S -m nb m s~ Ill W h m i c i m  t i , ’ ~ SCm : I m C m’ u - - l i l y h i c . l ic ta b bc , : m ci c are no t m i -  c ur m u is i ’s
‘I i m r l a r m e ” :  simi le snip uri volv i- t I iii m - .: iblit’,hii i . a t i r m - m woi k lou V V  is the deve lo pme mut of a

set of c m m i c u l m i i m , i r i u r u  ru lc~ th at 1551 this i i i t m i ~~ 1ih ~ to accomplish the t a sk  in as c t t i c i m  ii: w .iy
as pucc ihlm Siim.. e 5 m ver al types of visual Ops I ai m: Ii ye bc -ems used exte n sively r i m  the past ,
th eir bm I,, S ’ R m u s a re  rm ’.m c c m iu . i l .u h y we ll un uc ie:sr ood . I: m c al;o relat ively clea r tb i a’. t i - s e q ua r m t in m m- ’ s of
i r a :’ r e S t  m c m i  ‘ tm ’ ’h ’’ :1 mm _ mi  a mm d locat noi u tacks cm- Cun~v .ur m C m s  tim -sd p ec isiut s. Cut i t  is run:  cb ,’,i m

how to con-shim-sc tIi~ a - .u u its oh G i l !  ‘ m i t  d m 1 im l ,G m i S i im order to e s t m m u m a t e  t i m e quantitie s ut

h a t  m m  m c  —

I s c e m c ’ - t i  ut m m m i m l , m u m c i c m u m  n il’ • ‘ m m  i’ : ~- &d m u Ii.: t hesis one for inspection tasks amid

,r f l -q~~ r~~~r.t - t v  r J  _
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or- s m’ fo r location ta ck s  Each oh these sets will be discussed in a separate subsection below .

1. I T i S / i m ~ t Wfl

lime m i t 1  m ’ ( t  On i m iles had to de ,il wi th  tour types of Comp lica tions:

( I) I) m ll cr ent cmhie rat ou s re tu rm a dm t erm ”nt distributions of values that describe
h eir best local m atch  One iy l m m ’ of operator com putes correlation va b ue s h
~i im t m t I m - j COin p&it cs r i m m  d is t imi c t m a ess of an ecic ~e

(2) An operator may ru e :  locate a t m umi que feature. It may locate any one of
two or three possible ea t u i rm ’c

(ct) Aim operator may be so umi 1uuc d icta b le that it occas iona lly finds a
comp letel y unexpected fea ture as its best match.

(‘I : A ma o1m era t o r may compute sev ri al values that describe the matchmr ig
a t i l t  e

T he ct: a i r h h i t t  cmt ’wa r d Cic ru s i f t s mat thie rules 10 cover these possibilities in vo lved ncr €dSI t l i -  I y
c : n -i~ l m ’\ fot mimlas. A s~: of ass um 1 m tlonns were made in order to make tbi e formulas
comptmtable . Ttae most ba n: a ’ - c l i c ’m pilon ‘,vaS ti -sat tra~11im1 g exam p les wer e avai l cblc from
which the behav ior of nh operators could be approximated. Fortunately, training examp les
i r e  av a mIab le in c& ’veial t y j m m ”. ct vis u i a h feedback tasks , e.g.. programmable assembl y, satellite

r- smorm ito r ia m ~ of crops , and c h m ’st x —rays

The second type of a cs i i r rmpt ion used w ithirm the derivations of the inspection rules is the
~~m ia d mt io na I mmm dep end erace of smmm t IC  of due imifta t ination l)rodUced by the operators . These
i’ ‘ m u :  c i t  u s  wi: e c r i t i ca l  beca use they ted i uc m . -2 lie interdependencies suff icientl y so t ha n  ti -se
rules were cor ’u-sputablc . 1 m ’ two conditiormal rric lepc nden ce assum ptions were-

(1) T lac value of an ti1.mcra to r  is conditionally independent of the values of
all the other 01 rr aIim S

(2) The value of an operator is com aditiona lly independent of its matching
position.

~vV m t ) amn f a n  u m 1 n a r uua ’uaah le assm ’u u m l by t im i’Si ’ assump tions were found to be app roximately t r ue  for

the set of ~~~~ t h a t  weu c m m c l  .iun u m eu TI -se fi rst assumption mc often true because dif fer -em it
it ‘ : a m i :  s , especially d sf fm- u P h I  ty pes of ol m c ra no rs , depend U~ Ofl different prope l-ties of r i - s ,
picture s ‘T he second is ~; m u e f  hilly t rue because the size of the location uncertainties is so s m a l l
within V V that  t he appearances of the features do not change significantly from one position

J --— ~~ - ________
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to he u u m - \ t  It i s ab c , m m i m h mO r t a l i t  1cm i um J i.’ t hi r  t l mm i’ a i m techn iques that ca r m be used to C i m e C ’,.

the 5 . 1 lsd r t~ oh these assumptions for a specific set of operators.

2 1 O t t i . ’ l m t u .

1 ire ~1m I ’~ I m i i , m i i O i m  I J I m ’S ro :  l m i : , m: lu t n t  ::msks s - s ’ a t i z i  a collection o~ special — 1 m uur 1 m c m ’m ’

m m r l ’ ,-s t i m ~~t un ml ~ It ~~i m J u m  of c a i mm .- dir u i i m m : r  fm 11m m .’ ’. to hel p locate other features. Giver u t i c

lcmc:iti on C~ one hol e inì a ~i i h m ~ucs ~n u l t l ’ , the S’ -~S i ’ 1 m  C m h  predict : imc location of a seco n d hole bra
t a i l , t ima . s y s t e m  C i i i  1 m u m j c l u u c c  a a i m .  c’ c_mi po~~il. I m  lm. mL m G ’ . tt IS  b :  t ime secorid hole . This r inc ’ i .’ d m 1

-a tmons c : mn i  I mm ’ in:’ - : j nn crrd as a h h : i ~i
_ isiO n a lm c iun : th a t  h ole. Precis rons are importa n t ~or ‘.-~o

easo ns ( I : b m m . y sj ‘ ru,mt im s i o m  mat ion th a t  is o~ di: m.c r i l e :  cs~ to the programmer arid (2 they
mar be cj~

, - to cull matches that  a r c  h i uC o i l c i c I m  nt (:utlii~ is important , of course , because the
o per at m :m : s a r .  nc_ at co ni 1alc : ly re liaI,m bc .

.‘\ lm.- ., ’- t — 5 a ~ t s a r  u s  t ec hinrq iie w a s c iseci to ~oi il,ii ie t i- se posi t ion information for a laI . e
number ot match e s l u c r e  a: c O t l m C t  possible mct r rcs , but lea st—s qu ares is a well know n
techni q u e  arid ca n .me easily extended to include du : t e ieu n t  types of position informat ioni , such
ac a point or -s a c i rc le

1 iC ft it i _ mn m nh’s c ai n be c’. :c mdc cl iii at I. bust two ~ ays - (1) they could incorporat e a
s~ider .mu a r e  cm : m m a c i : i i. i i m  i msf ou m ti t ro r i  a r id 2 t ine’ : ccm ulG adjust a l a t t e r  set of pa: arc cIt’ . s T I- s i ’
cc i :  c i i ’ r ( a i i t i a i C 5  onl y l m n c t v r c m - (c mi J u ( i i i ’ i t — t U — j m C , r ’ut u : ta tc h es.  Other possibilities include
p o m l a t — o i m — a  iii.: a : i : m tc lm es  a rid p o i n t — u i — a — c i r c l e  nn : mt ch C; T’he p bmn ir te l s could include the
Si\  f m .ar inn’:’ i s  t h a t  dcc c i ihe a rc la t ivc change in 11 mm : location of the object. The paramete r s
could also m p r m - : i - u i :  a u i. 1 ,m t i ve  Ch b m t cyb ira the location of the camcra.

‘t he b c _ a:  m in i rt m k’s also provide a way to C h i m . C ),  ti -se cori s ister ’scy of a small number of
rt i ,a t ci irs ‘I h~r- m i n l sic rm ’imc y is Lm; s~d u~mom ’ a the l i kr i ih ioo d that ti - se obj ect would be at tb - s e
lQ(~ ti ’j r m - Ii, :1 by t b e  matches If ii r~ impossi ble or ver y unlike ly that the object is at the
i n ~: I - , ‘ r i m  - ourc or orore of the i’naic hes must he incorrect.

See n ion ‘2
F A S t  OF PRC)f .UANIMI~~C

1 lie d i t u  s i a s i ty  ima I i S i i m ~ th e V~ ’ 5~ s tm:l: i  d m ’ 1 i m ’ u m d s  upon two factors: (I) the naumLiem of
steps th a t  a :  a’ not completely aa sto ma t cd an - sd (2) the quality of the human e n h m nuc ’ a ’ n  ins : for
those s: ’ v ‘I In” semantic stru c t & sm es necess a ry to .mu u u : ua te  some of t ie  ste ps, such as I aid , u t

,
-~~~~~~~~~ 
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7.2 Pi b I -  I ~t~ s

ope ra to r / f e a tu re  pa irs . have been pi en: mte d in t h r s th es is These tec hniques rie i ’nt to be
improved and others have to be amld m ira order to comp lete the automation of all four sta ges
within V V

In the pmogr am ia- smr -s g 5i,i c C  the current S)’r:rnl helps the user

I) choose 1 1 m mr e a l t  i.il ope ratot / f eat ure pairs by applying an
H m t C  (‘St O me rat or ti) t i- s e f i i Ct u l i - m’ ,

(2) d e n  i_ in in’ t i - s c correct po~ u i ma r l of t u e  Ca mera by computing
t b m c tack toli’i at ic e vo huu ’u ’me amid by predictin g the expected
pu m’( ~iOn m prcmducecl by the operators .

a r d  (
~

) recal ibr a t e the ca mera each t ime a new location is t rmed.

l’he I m se n h a s  to c! ite ftae tas ~ . f i l t e r cm ci c i  s- rS :CC i operator/feature pairs that the syste r l’m does
n eat maw notm ~ h m to a s- ma id , snm ~ t~es: add u :io r’ a a l o1iera tor / fe at ure pairs , I m i  s u r e  t i’mm :

t i n cm ’ ‘cli i iii n m s io is a l  position - a at t i - se f e a t u r e s  on t he oh j eers . ari d manuall y adjust ti - se location of
the can uera

1 a: system can be ea s ily e~ tenadcd to ad j ust the lcmc ati on of the camera autom atic al ly. A
pair of c am lu m ’ r h l s and t I ne  associat ed ster eo tech n iques can be used to measure the
three ctmu u tn - scmn ra a l  pc mc it ions of t h m r  features. Rut it i~ considerably more difficult to improve
- l a m ’  op e r a t o r / tm  un: e pair sur:’, .’es t ion sul.ms ys: m ’ m Two ty pes of suggestion techni q u es  w er e

‘ ‘c uss e d ( I )  app ly unt i l  es~ operal ur - s to typical pictures in order to locate visually disti n ct
a ’  a t ures anti (2) ucr models of the objec ts to predict visually distinct features “f’ he ana lysis of

picture s needs to he ex t e m ’adrd so that it boc i r es  other types of features besides correlation
ta tur e s  Curve li n k ing ma i n  rc~ n i l  growing shotild be used to suggest line featur es , curve

(a’ atur ec , am m m. l  a : : mrcm f a nu u  es The sma l l  step n’nad e toward model—based suggest iosas should be
com p leted and extended to pm oduca’ s i ’v eu ii d i f f e ren t  types of suggestions.

A r tm amn a mu p , r inse the usc i has to l)Osi tm o i- s tb - s e objects in the scene , take a p mctume . decide
how tyj)ieal t Im e an n a m a g e n are m in us . ant i i n n  i rat e whether c_mr not each operator locates -s known
alter n i t  ive or a sui rpn rse Some of the ob j ect posit ion -sing can be automated by programming
tiw rnedra raa cal a m ins to sra.IuJCsa Ce thro u gh a set of typ ical locations The strcsctura l comlsister m cy
te sts cams be used to convert the reliability decisions into a monitoring op e matmo n That is ,

a f tem all of the open atoms have im ~~ nm a1q hic’d . the best structural match is for mccl and the
system shows it to time us ri - who only h a s to decide whether or not the whole s tm ucture is
corn cm .r

1 he cur rent plannin g c t a 1- e  ranks the operator /feature pairs for i r i S 1  ‘ m m  ‘m am a tacks
• according to t i m ~~i n exp ected cosar ribution (i.e . their ex pected log—likelihood ratio) and ti m e
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.~ t ( a : ; : (  m : t s i e  p a i n s  t m . i  kit: : m tmr m ri  t . a ~ .S i. : L t : d , t im t i ’I: rd:a t ivc s t iuc tura l  com r sm s te i a c y .
a m  sm i - i ’  : li~ m . ,5 .~ US cm l , but h a y  cs mac _ m t take sc -ve nal rm1iou ’ taru t  fac t o rs  into account. For’

m ’ \ a mlmlc . t i ac y dc_ a n c _ mt cc_ insid e r the mi .t ; ’ . rh i l i ty of m ’ ’~ I m .m n i ’ .lm r ma the local context about a ni’sat r.bi
1 i m , m :  rs , it t I m . ’ i a ’ , m m l t s  c~ ‘a m] O h m  ,I t i m i  ( h r  hit U u u i s h n i m ’l’.’ d ’:c’ru ’mr ie a match , i i i c mm I 1 icm: a te  t he

, m m c h a O fl m a I m ..: i ’ iOis of i1,~~I t m 1 i m ’ : a m s  Ia) c h i ; t u i t — i i i s im  t ,m,’(i’. d C n m  the a l te rn at ives.  A f _ m m : : r a . r’

S t F . m m ~ 
sm il m c vs: rm is c m i  ,d n ra :  cm ‘:ek t 1m :. I’, CmSs ’ c m m n , t 1 i I m : C plans based upon better cci I m r m . a : e s

t i m : t l a m ’ a~S. 1 m C 5 i m C  (a s i S , fl - si a m ,: t i  s i l l ’ ’ \ ~‘ 1 0 5:,F.imac a:: uc: um ’es , arid better m o d els of tb - sc-
t u a d c — c , m r s  I.’’ s—_ e m  im ha . ’ .~l a l i t _ i r,Ic m L i l  C I m C c ; . i n m ( :

A: j ) l L m .  I ma 1 1 1 1 1 . t i n - m u  time usc _ i and’y u im(mu i C mF S the prog ress of the t a s ’N. f - lnjwe ’ . i:-r , the
S’f S t m ’il) c a rs s ta l l  hm i i  t 1 a i O V i ’ll so Unti l it 1 m so v ~cks i :m cm:e complete d iagnostic inform at nora if
sonliet bun , a its arid ,- nam un al intervention is rcc1 UII  i’d I’ c’ : examp le, it would be useful if t h e

cys: “m a  c a mi .ilci t m  II t i mm b ii~& w hat  it r~ . pec ts t i re c_ ui m m 5 t i t  s t . - s1 m of the world us and why ama erro r
occurred

- .__ ,•~~ - 
,,, ,~~ -
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APP [NDIX I . ASSIGNMENTS FOR TWO OPERATORS

T Im ic 
~~~ 

m u d  I \ develops the formu la for the probabi lity that an assignment of known
al ter nat iv ec to the n e ci m hts of two operator s is correct , given the position and value informat ion
produced he, the o1me n ator s Assume that operator I has N known alternatives and operator 2
has N know n a h i m m  nativ eS Let f1 , f2 , . . - fM he the alternatives for operator I and

gi , g2 , . - - oN be t h e  alte r i ia t i v e~ for operator’ 2. Then Bayes’ theorem states:

( L i )  P [fj,gk I v I ,pl ,v2 ,p2]  =

P[v1 ,v2 ,p1 ,p2 I~~( f j , g k ) ]  P[ - ,(fj ,gk ) ]
1 +  *

P[v l  ,v2 ,pl ,p2 I fj,gk] P[fj,gk]

T h e  pr ubabihi ty P[ f j  , gk I v i , p1 , v2 ,p2] represents the probabili ty that the first operator has
located a l te r na t iv e  fj  arid t h at the second operator has located alternative gk , given the value
arid position ir~for iiiation produced by the two operators. In other word s , it is the probability
that th e asci gnmrnt of f j  to operaton - 1 arid ~~~ . to operator 2 iS correct.

‘I F a r standaid as~umptiu about the conditional independence of the value and position
information c :irn Fir usem-l to reduce (I I) to

(1 .2) P[fj,gk I vl ,pl ,v2 ,p2] =

( 1

P[v l ,v21-,(fj,gk)) P[pI ,p 21-i ( fj,gk)] P[-.(fj,gk))
1 +  * *

P [v l  ,v2 j fj,gk) P [p1 ,p2lfj,gk ] P[fj,gk)

or

- ----  ~~-
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(1.3) P[fj,gk I vl ,pl ,v2 ,p2]

P[vlt- .(fj,gk)] P[v21-,(fj,gk)J P[pi ,p2 ,-~(fj,gk) ]
1 +  * *

P[ v l lfj ]  P[v2~ f j]  P[pl ,p2 ,f j ,gk]

The probab i lity P[ -
~
( fj  , gk) ] cart be expressed as

( 1 .4 )  P[ -1 ( f j ,gk) ]  ~~ P[ fx ,gy] .
-.(x~ j & y=k)

That is , the P~ 
obah ility th at at l east one 01 the ni~s m~ mn menmts  is incorrect can be ex pressed aS

the sum of the probabil iti es of all of the other possible assignments besides [fj , ~~ Given
th is  exp r ession tom P[ — ( f j  , gk ) ] it is j mc m -,;itik 10 express P[ p1 , p2 , ~

( f j  , gk ) ] as

(1 .5) P [p] ,p2 ,~~(fj,gk)] ~~ P[ p l ,p2 ,fx ,gy ]
_ (~ :j & y:k)

(see section 3 ~) 1 he 1)nob ah ilnt y P [v1I-~(f j , gk)] can be expanded in a similar wa y , Since
the value of v i is assumed to be independent of gy, some of the conditional probabilities can
be simplified.

P [v l , -~(fj,gk)]
(1 .6) P[vl I -~(fj,cjk)] =

P[- ,( f j ,gk))

or

~~~

‘ P[v l ,fx ,gy )
-~ ( x z j  & y a ~.)

( 1 .7)  P [ v i
P[-.(fj,gk)]

or

a 
~~~

‘ ( r ’ [v l lf x ] * P[ fx ,gy))
-,(X:j & y:k)

( 1 .8) P[v l  I -~(fJ,gk)] =

P[-1 ( fj ,gx ) ]

— -‘i--I—-—’- -~~~- -,~~_~- - —1_’
~~~I~s---___.__-- _ 
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m i c a ’

l v , 1W, -,(fj,g k)]

( 1 . 9 )  P[ I~~, y  I ‘—e fJ ,llk )] —_____________________
Ei{ ,( f’ j , g~ ) ]

( I .  ~0 ) I’[ i x , g j ,  — ( I  j .g k )  ] i { 
~ , g,’] (if ,( .n~ j  Ii y= k)  )

mu: n~ti l. a I o c i i i  ha 1 i ac

u y j
( L i i )  P~ fx , ny I -~(fj, ”jk)] ( i f  -.(x=j & y:k)).

P[ — ( t j  , j 
~

. ) ]

1 l am _ Tm tai l i t i l l  l~a I ~. so m i ii a to

( 1. 1 ’ )  v i  ( f  j ,g
~~

)] ( b [ v l  I fx ] * F’ [  fx ,gy j ~(fj ,g k ) ] ) .

~
, y~ m , )

1— or I1 ) LmI:n c 5 ~a~ it~ I ~~ c , p ~ h a  a’,. ~ tc , c ’,~~ it a n ~;t : mi ;im la 13 as

(1.13) I[ f J . ’ .~ I v i  ,p1 ~~~~~~~~ j

“ S
-, ( P [ v ) I f r  ]‘~Q [ r , s ] )  * 

-, ( m ’[ i!,’ I;f/ j iQ[ W ,X ] )  *- P[ p i ,p2 ,fy,gz)

- .(n ~j  ~. s~ k )  .., ( i’, :j & x :r. ) 
_
~(y : j  & z = k )

1 + —

i — I ’  in-  Qj r ,sj  . [a u - cel t ic i’[ f r ,~j ._~~_ - , ( f J , ! j l ) ]  I: o n m m m I :m 1 1 3  c~, n a hR~ further simp lified to

- ,-,-~~ ______ - r~~~~ r n  ~,—~~
-- 

~~~~~~~~
‘ 
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( 1 . 1 4 )  P[ fj ,g k I vl ,pl ,v2 ,p2J

P[vilfr] P[v2 I gx J P[pi ,p2 ,fy,rjz]
V V V *Q[ r ,s]* *Q[w ,x] * —

1 + ~(r=j ~(w=j ~(y=j 1-[ vll fj ] P[v2lgk) P [pl ,p2 ,fJ,gk]
& s:k) & x k )  & z~ k)

which is ct ’ r ;ven ient because the important probabilities form ratios that can be easil y
evaluated from the density functions,
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A [’ l ’FNI) IN It l’.}~-’’l N N ~ ’m \ ’ a N  ,‘,I,1Li-~N’ .’I’l \” LS

il mi s a I m l l * f i iUm \ ( Is ’ ’. C ’ t U l t c _ a lii, m u l l  t h a t  11c m: m t c S  an operator ’s position irifor r ’ma : j t i o nm
into the r i i :~ im: anmism t l m na i d l a i mO m :- e l i  hn i t ;-’ ii a i r , i m i ! ~~V C is t i me best match The previo u s
met hod m ;is t h i n ;  di ;nai I  solely uj ’u i i  ihic tip. m tn, m i ‘ s iucal s ’ t m lu e inform at ion (see t o : nini,,

m a t  IS , n i t  a l o : n ie i t mvc , Ij , i s m : i a  t i m  hi I, ’ ;i v ,dim. - of

( 11.1)  Pt f j  I v i

ss’:l s c h a s m ;  - m m  ,m — Iii ,m m : ’ I  i i  ,t ç f

(‘rm n a~ jda ’i Cit e l m ,m l i i m — ,  mm i ~ ~m ; i ; t . i ~ i i im :y:

( 1 1 . 2 )  i’! fj  I v ,p]

s~’ here ~ e fnm ’ ’ m ’ m a t s  t im e l id m si t iUim Cit t h i m  i~ i m n iI ~cir :ln~ oj ’. - ; a t e r , t i me  f j ’ s (j )0 ) represe r it the —

known ahtem n ’m ; , t ivcs for the cm~im ’:ar m~. an m ~ fO  rm: 1 . ; m  m I ; tS  t i C  suipriu’ (if any) for the oj m en a t i :

B ayes ’ t i m e m i m i n i  s l a t ’  5:

(11.3) I’[fjjv ,p]
A 1a [ -~fj]

I +

• P [ v ,g~ fj] * F’[fj] -

%~‘hicii caii I_a , ‘ -
~~~

i m n m ; ; i  h ilt_i

(11.4) Pt fjIv ,p]

Pt v I -~fj ; i~] * l’[ ~I -~fj] t i {  -.fj]

1 4

I’ [v Ifj ;p ) * P i p I t i ] * P[ f J )

(.Jsiii~ the s t , , i m t t . a i d  : i cs I l i i l l mt iuu i t ba ;a t  11mm V ’S a; s c m _.n m smit i oi ial l y inadepen de lit of the p’s this

becomes

— _ J~~~~~~~~~~
_ 

~ —~~~~ _ -~~ 5 .-_
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(11.5) P[fjlv ,p] =

P[v I-~fj] * P[p,.~fj]
1 +

P[vIf j ] * P[p, f j]

Since

(11.6) P[~ fj] = V P [ f k ] ,
k�j

t hi en

(11.7) P[p,-~fj] ~~ P[p,fk].
k�j

Since

P [v ,—fj ]
(11.8) P [vI-~fj] =

P[-~fj ]

the probabilit y P[vI-.fJ ] can be expanded in a way similar to (11.7). Then formula 115 can
he rewritten as

(11.8) P[ f j lv ,p] =

P[vlf k]*P[fk]

* ~~ P[p ,f’ kJ
k�j P[~ f j ]  k* J

1 +

P [v If j )  * P[p , f j ]

which reduces to

( 11.9 )  P[ f j Iv ,p]  = _______________________________________

P[vlfn]  P[p ,f n )  P[ fm ]

1 + E ~~~: * *
m~j n~j PEvI fi] P(p,fJ] P[.1fJ ]

—
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All (if tb’ Ci.m n V i1 uO r n a ~ni t l :mn oI .m :
~~ 1jt1c ’s lii h u t  to ; n is m ia have been discussed exce pt the

P[p l  f j]  (tom all j ) Wh:i t sh i cm n il d t lm n : ’ i r v a l ises b~’~’ C) r m i ’ 1noscih i h i t y  i s  to use the o ms ” i ni: m l
cotis t n a i t i t s  on the ob j m ’ t  t o deve lop a n n a /m lic .rs p: iNabi l i ty t h a t  a known alternat ive will
appear at a c a i  lain location. A n other po~s nbi [ i ty, if SU~~t i~~i C l m  s tat ia: ic s are available , is to use
t he denis i t m es ca L’scn vcsf dci : mui ~ t h e  C : n m l i im n i c , sess ioii to s~t ; iu:mte the probabil ity of finding- a
ma t c im at that point

1 ii,’ I n  oh al m il i t y t r a n - t i ne s o ; / u : i se  ~m a ’ , P1 p h fO j~ li- i s to he co n ’r m puted sepa ratel y beCause
tli ei e is nc ~ si re-Ic imus i titmn as- ~m csa n , : i ss’ ittu a 5tnr 1) rm ~c It ~. mn m b~ :m~i~i;o:- ,imate d as fol lows:

<the sub-r egi on t hno t  is cons is t e n t  with the previous fea tu res >
( 11.10)

<t h e o r - i q ’nnia l  to le r an ce  i’ c i l O f l  about f i>

l’h is rat no ~ an e~ : ii m , m t r  Ui t I m e pi uN ,ab ntih y that time c i a ;  ~ ise w ill accidentl y be cons istent with
t h e  I m ; e ’ _ um m l c  l e , , : im : t  ; 1 he n a _ m n  t s a t m s r d s  t i n t  lea .- :  Lt ee i i  matc hed , t he hanct er it is for a
st _ i :  P isn’ t i m b u N  C i m i i c n s i m - : l

I c’i Liii ; ;m~ t i  md m x is :ari ir i ’m .mroved Icr ucnt ila to be used to decide wh ich known
a lt cm r ’ iat i  ye is lie bc~t nm:a r ch i 1 he on m i u l ni is au i m p :  uV mnm Om 5 i i t  because it is based upon the
position itilon’mati oi i of ann o 1m c; a to ’c in nisdi t nor i  to the v a l u e inform ation .

~~~~~~~~~~~~~~~ ‘~~aI~ ~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~
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APPENDIX Ill EXPECTED LOG-LIKELI HOOD RATIO FORMULA

Con i~iclet a n o .aer ato n that is to be used in art inspection task. If theie are rio known
:il:r; m l :  yes or surprises for tie operator . and if the operator produces va lues h iat r i t e
nm_ i n mahl y distribut ed , what is the c x f i c t e n i  val is e of the logarithm of its likelihood ra’ io? l’har
is . what  is th ic ex pected contribut ion of the operator? Given the means , Mt & M2 , a rid
y i nid and dev iat ions , SD 1 & SD2 , for tine two distributions and the a p r ior i  pro tm ab i l i ty  that  the
object is present . P, there is a simple form iiuba that computes the desired quantity.

T his sectio n derives the a pprop niate fon rnuia After some initial simp lificatiori s ,
M ACS Y MA is used to perform the neces sary symbolic integration.

The ex pecred value can then be computed as follows:

( 1 1 1 . 1)  expe c ted_ log-r at io  f iog - ra t io (X)  * de ns lty (X ) dx ,

where

On density(X )
(111 .2) log-ratio (X) = log ( ),

O f f _ dens it y (X)

(111. 3) density (X) = P*On d c n s r t y ( X )  + ( i - P)* Of f _ dens i t y (X ) ,

2

1 ( X - M l )
- —*

2 2
1 SD1

( 111 .4 )  On _ d c n s l t y (X )  * e
Slhi*SQRT(2*t )

and

— -r ~~~~~~~~~~~~~~~~
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2
I ( X  - M2 )

2 2
1 502

(111.5)  Of f _ d e n s i t y ( X )  * e
S D 2 * S Q R T ( 2 ~ ii)

F’on ui a s n la  III ‘
~ can be s m n m i . ’ h in i t -d a~

2 2
I (X - 112)  1 ( X  - M l )

(—A - —*

2 2 2 2
S[i 2 502 501

( 1 11 .6 )  leg- r ~a t i o ( X )  lc9 (  — * t _ - )
SD ’

- 2 2

1 (1< - M2) I (X - Ml)
(111.7) lo c j - r a t i o ( X )  lm t g (50 2 )  - lo g( S D1) + —*________ - —*

- 2 2 2 2

S02 501

Since he i i mt ’ ’ c ’m .4 m um nni iinnis in fi n ity to 1)liis m m ; : l l t m ’~ of a m ;m ’ n m s m t y  function is 10 , (III )
reduces to

(111.8) cxpc cted _ log-r~itio (X) 1o g (~ tJ2) - log ( S Lni )  +

2
+ . -  1 (X—M2 ) I (X-M1)

2 
- —* 

2 
~ * ( i ’ *On _ cl erisity(X) i-(l- P)*Off _density(X ))tX.

S02 SQl

The integral term can t be factored into four snnualk ~ l m t ’ ,~:a ls th at ar c all essential ly the same.
Their gen eral foi in ~S:
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2
1 (X - M)

2 2 2
+~ 1 (X - Ii) 1 S

( 11 1 .9) I ( S ,M )  = f —*— * * 0 dx.
-

~~~ 2 2 S*SQRT (2*TT )

S

MACSYMA was used to com pute 1(5 , M) ami d the final formula. A trace of the session wi th
M ACSV MA is presented below:

T HIS IS MACSYMA 259

FIX 259 05K MACSYM BEING LOADED
LOADING DONE

( C l )  F ( X ,S ,M):~ ( 1/ ( S * S Q RT(2 * %PI ) ) ) * ’ / .E t ( -1/ 2 * ( ( X - M ) / S ) t 2 ) ;

X - M 2
- 1/2 ( )

1 S
( D l )  F ( X , 5 , II)  : XE

S SQR I( 2 % PI )

( C 2 )  G ( X , S , M) : : (  1 / 2 * ( ( X - M ) / S ) 1 2 ) ;

1 X - M 2

(02 ) G (X , 5 , M )  : - ( 
2 S

(C 3)  P* G (X ,S2 ,M2 ) * F (X ,Sl ,M 1 ) ;



Pa~’e I~ 2 III

2
( X  — Il l )

2
2 2 51

P CX — ‘ t / )  ‘/f
( D 3 ) -

2
2 SQRT ~ 2) SQRT(%P1) Si 52

(C4) IN1EGRA1L(03 ,X.M1NF ,INF );

DEFINT FASL 05K MACSYM BEING LOADED
LOADING DONE

LIMIT 1AS~ OSK MACSYM BL 1NC I OADE ()

LOAD ING DONE

RESID U FAS L 05K MAC SY CI BEING LOADED
L O A D I N G  DO NE
Is Si zero or nctnzcro?

NONZERO ;

3
(04) P ( 2  SQRT(2) SQRT(Y.Pl) Si + SQ I(T (2) SQR T (%l ’ I )

2 2 2

(2 112 - 4 Pt! 112 + 2 Ml ) 5 1) 1 ( 1  S Q RT (2 )  SQI’tT(%P I) 51 52

( CS )  RAT5I1IP (’h);

- 
~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~‘
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2 2 2
P SI + (112 - 2 M I  112 + M I  ) P

( 0 5 )
2

2 52

(C 6 )  FACTOR ( %) ;

2 2 2

P (Si + 112 - 2 MI 112 + M i )

(06 )
2

2 52

( C 7 )  R ( S D i ,M N I  ,5D2 ,M N2 ) : ( SD2 ?2 + ( lN 1~- M N2 ) ? 2 ) / ( 2 * S D i ? 2 ) ;

2 2
SD2 + (11111 - 1112)

(07) R(SDI , MN! : SD2 , M N 2 )  : 

2
2 S01

(C8 ) P *R ( S2 ,M2 ,S1 ,MI )÷(1-P)*R (S2,M? ,52 ,142)-

P* R(S l ,M1 ,Si ,M 1) - (1 -P ) * R (5 I ,M 1 ,S2 ,M2) ;

2 2 2 2
(1  - P )  ( S2 + ( M i  - 112 ) ) P (Si + (112 — M l )  ) P 1 — P

(08 ) + +
2 2 2 2

2 S 1  2 S 2

1 he final formula for Chic expected contr ibution of an operator that produces normall y
c i :  j l m n i t m ’ d  values iS :
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(111 .10) Ccj )CCLCmI _ log—rat i o h 1 (Slm 2 - i c m a i ( S I ) i ) + 1/2 — P

2 2 2
S[l I ~ ( t - 2  — f - b 1) 502 + ( 12 — M I )

4 PA~ 
- ( l - P ) *

2

/ * i~[ m ? 2 * SD 1
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APPENDIX IV . SC R EW -I2 ~SPECTIoN EXAMPLE

A ppendices IV and V are designed to demiionsrrate the ca pabil i t ies of the c o u r t  mi t
imp lementation of the V V sy sna ml. Rot h of the appendices consist of annotated t race s  of the
I n i t i t  .m c u io ni between a p~unramme r and t he V \ ‘  system A ppendix IV describes the su ~ ti a n d
screw — ins pect ion t a c k  A ppendix V describes the location of the screw hole.

Appendix IV has four sectio nis :

I) The fin st section is a trace of all four st ta g rs for the screw—i nspection ta .~~

m i C l a nlillli fl g . tra fl ing, l ula n im n m ’ , arid execution.

(2) Au the a - r id  of the planinnng s t a~-c the firo:; am outputs a f i le t ha t  conta i n s
all of t Fme info rmat tor i needed to perform the task. 1 he secorid Sm -

discu sses this t a c k  f i le

(3) In the first sect ion a calibration object is used to c a l ibra te  the cam era
Hmi;e e ve~ sirnce tine calibration is esse n t ia l ly another V V task , it is
possni le to use a locat ion— ty pe V V  task to cal ibrat e the caniera i i :  a-c : l y
w ith a .

~ 
CCI to some of the fixed objects inn the scene, such as th e screw

di spenser ~n lie third section shows how the system can be used to
pen forrmi this type of calibration for the screw —inspectio ns ask

( I )  1 1 m m  V V pr o~.r am t } m a t  pe rfo r ms the screw—insp ection task has been
inter laced to the arm con trol system , AL The fou rth sect ion describes
tlut- i r m i ’  : rice arid 1~~ ,u m a t s  the armi) P°k n il) that uses visual tvej back to
check for a screw on the end of the screwdriver.

1 hr i~~m r m i i i i i . i h C O n l v C I I t i m m n m s  for the tr aces ~~. ( I :  the output of the COt t i ~~( i t a  : i’
normally It ~J Li5 t i i  t m  - (2) w h en a response is requested t : mm r h m e us a-n the request era ; mm
colon and the us ei ‘s response sm i im id m a t c l y follows t he colon, and (3) the commenu that h
been :a N a a  t a m  the t i a r a  a re in ital ics and are iiidented S CV a- : a l spaces

- ~~~~_,_,~~- - _ 
- .

~~~~~ -- _ -- — - - _- - !• ~~~ — —
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T!~A CL OF’ A SCItE W .JNS PEC T !ON TASK

1 h i ’S t r i e r  ch nui s~r ;itr~ th e inti~ act ion bet~ i t  a pr ogr~mmer ari d the V V system. ()t

p ar t i cul : t i i i t ~ i. c~~ I c  the  ~d : i I i n i t i :, s: c th :~ r.~~~ ~he po~c i i t i a I  operator / feature pa i rs  and
est imates  t i e .  e:\ j 1 :e~i nu iih :i  of ~~ r.~ui ~ r e j u l l  ‘ t u  achieve  a c er t a in  confidence.

!1~.P( t1.~~ I NC ~

lhe i i , oqr ~u’,ri1nq .c i.aqc i , t i ’o l y es  ( 1)  c a l i b r a t i n g  the camera to
the i~~i ’ks t . a t .  ion ~ind (?) p ’  ‘ ‘ i t f . (  out. d i s t  inc t  we fea tu r es  on
the ~1’j c cL  of i n l c r c s t .  0; er  ~.ors w i l l  be us ed to t ry  Le
loc a t e  t h e s e  fc~ t:, rc .c . I i i c  r c s u l t s  of  the operators w i l l  be
used tr ,  dec ide  whether or not t h e  ob jCc t  is  p resent .

Do you want t i I use tN I:  c dt . c’r ~e ~ ( V  c c  N) : N
/1 yes an.cwc r t ’- , /1 ,  is quest 7cm ri.-. e.ris t h a t  1 ive p ic tures  from the.
COfliCfci i l l  In: t dk cn wh en they are nc c d c d.  A no answer means
H , ; t  .c t  ‘r c d  d i s k  p i c t u r e s  t i l l  Ce use d.

C a l i b r a t i o n  p i c t . w e : S C A L I . I ~iC
SCM I .P11 is  . p i c :  ‘ c  of  I I  c~i 7 i b r a t i o n  ob jec t , which  m i s

i n  /1 / ,~~ e, j  a!. ~ I~ it ~ ,, lo c~,L io n w i t h i n  th e wo rks t a t i on  (sec
f i q~,,’  Ji ’ . l . l) .

Dis play on t h e  syn l he .c i i r r  . ho i t  t .r ’ ncs , cr : c . r c ?  (5 ,II,or N )  :H
1Hi~ P i C T U R E ’ S  ( A NIH I A N I ’  i l u  OV~ I’ I A’’ ( i . ~~L~ : 28

I l ie .cy i i l . I i r . c t i - i -  ~~i i ~
i h e l l  Lot : .  i l i s ; i  l i ~y~ t i - .’o d i f f e r e n t  ways to

(l Lci Iay the p i c l . l I r L s  or ~n l e r ~~, L ,  C o t h  mcthods d i s p l a y  two
p Ic ture  s s ide — 0~- - ide . 1 lie p1 mn oq p / CL i i r e  is norma l ly on the
l e f t  and the t e r t .  p i c l , l , r e  is on t.hc r i ~) ht

Want to USC 0 c a l i b r a t i o n  f i l e ?  (Y  or N ) : N
S inc e .  t h e  c c l  i / r e f .  ion ( I  c is about to be de f ined , t h i s
quest ion is ansi ’c re d  w i t / i  a no.

St  er t  CII ) i b ra t .  inq the cu e r c i
S iz e  of the ij it . r rc ’t .  oucrat , rir (4 ,tt , . ) 3

1 hi: ji t .- re .c t. ( f e r n / o r i s  t h e  operator  that is app l i ed  to a
p1 t t i f l  :09 p i c  t i t e r  in ord er  to l o ca t e  p r oci is  ing f ea tu res .

S ize of t he  c , r c l ~a $. ion operato r ( - q .  ~) :
Au t omat i c , M r i i a  1 , or St ,ind ird Co 1 ihrat i on? (I. , t , Cr  S) :M

t h e  s t andard cal  i l i r a t .  ion is the. ca l  ihra t  ion for the camera when
i t  is a l i ne d at. the m i d d l e  0/’ tIn: wc, rk .c ta t  ion . i t  is used when
I / sC P1CC 15 ~on (If the. c.-rl ib rat .  ion is not impor t an t .
1/ i c  i ss i L o r l a t i c  ca l i b r a t i o n  us cs a ca l i b ra t i on  f i l e  to
r ( : c eh  i h r a te  t h e .  cciits c . ra , i-il, i c / s  is assur:e d to be c lose to the
loc a t i on  sp ed ! i r ( h  in the t i l e . .  ihe d e fau l t  ca l i b ra t i on  f i l e
is th in  .c t.andard c t  1 , u r is 1, iou I i lc
ihe i; :. i: i ua 1 c~

, l i b i  ,it. so n asks  the use r to p oint  out fe a t u rcs  in
the p s e t u r e  of t h e  cal ,Crul .  ion o b j e c t .  lhe in te res t .  op erator
I S I l/ P/ i  I ICd to t ii.: p Ic t.ur ~. (.1 the Cal ibrat  Ion object , one
s i , uur .ct ir,n at. a 1. i i :  is c/ ’~ i n  on t hin d i sp lay,  and the user
i 1,oo c , 5 t i e .  I en h i s s  ~~ Is.. I i k e .c . Thu uro~,rasiu ’se r has se ver a 1
. i l t , i i ’ i s . l i ves w ’ ii i i ill ( ‘~~i~L~~d i v i l l i  a S L I ’j (J c s I . i O n :  (1) acc Cpt i t ,
(, ‘) ,. s e c t  i t . , ( / )  luc ~ l ly : i J us L  i t s  po.s i t  ion , (4)  apply  the
71. - s oc s , i t c d  opera to r  to L i i i :  l ’s s i  p i c t u r e  on the  r i g / I t ( i f  there
is  o n e ) ,  (c,) d i s p l a y  i t s  c ce r n  and wor ks t a t i on  coordinates ,
( i s )  app ly  thc a.-. coc ie t.cd 0 / .  r . i tor  to the t r i a l  p i c tu re  on the
r i~ ht. iii ord er to f i n d  the L l s rc e  or four best al ternat i ves ( i n
a d d i t i o n  to the expec ted  r sa tch ) ,  and (7)  stop con s i d e r i n g

.-‘
..

~~~ ~~~~~~~~~~~~~~~~~~~~~ t~~~~~~~~
- ~~~~~~~ ~~~ ‘ .
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.c: ;t~qe.s t t Of l .c  (I1 O I J ( l i i ; J  by the i n t c r e s t .  opcro tor . The sane
ci: l ed . ion p ro ce :.~. i~. u.c e .d to I l I : f  j Oe fea tu res  for a task as for
a co 1 i b ra t  lot,.

!h c .cys t en s  d i s p l a y s  ti m ( i r ~ t . .s u q q c s t i on in the p l ann ing
~) iC t iu i’ and ~i r escn ts  toe user W I L l ,  thc f o l l o w i n g  menu of
(‘ ,~S f l0 f l S(~.S .

Acc ept ,R~ject ,toccill y ad.just ,Try,Cou rdi rliit c display,
F i n d  b&’sL. or Stop accept ing st gc&ti~ns (A ,R ,L T ,C ,F , or S):L
X and Y:-2
X and Y~ J im u c r r  i 7;ovcd the suqoes t.  inn two ~~x e1s to the le f t  in order

U~ ( f , I i  er it hi L i e ,  Oft t i e  feature of in terest .  The no 77
re.cp onsc a f te r  the sccond re wcst  for an X and Y is s i m p l y  a
carr t i r i c r c t u rn , (cr .) , u.’ I i i c h  i nd ica t es  that there is no fur ther
adjus l . i s cn t d e s i r e d .

Accept~}~eject ,t n e a tl y ad ,~uSt , lry .Co rrdi r .~ te display ,
Find beSt , 01’ S t i l l )  acceptin g s ugg est io n s (A ,R ,L ,1 ,C ,F , or S):A
The feature ’s X , Y , I: .5 1.5 0

1!,e use r sj ’ c c i f , e s  Ll,e v ’u r ks ta t  ion coord inat es for each feature
that hr ac c ep ts .  G i ven  th,’. sc r c cn coord ina tes and the
i m r k s t , i f  ion coo r d in a t c .c  for seve ra l features , the progr am can
ca l  i lo ~f c the Cal icra

Accept .Rej cct ,l o c a l ly  ndjust ,lr y,Coor~ inotc dis play,
F i nd best • or S top accept  m u  suggestIons (A , ~ , L • 1 , C • F • or S) :A
Th e  fc~,tu rc ’ s X , Y , / :  . 5 .5 0

/1! ter L,”o or tI,rt c suc jq c : . t. ions t h e  syste m ab brev j a t  ‘ menu .
(A .R .L ,1 ,C ,F , c.r S):L
X anl (i Y:~ 0 —1
X and Y:+0 -2
X and Y:
(A ,R .L ,l ,C ,F , cir S):A
ihe feal.urc s X ,Y ,/: 1.5 .5 0
(A ,R ,L, 1 ,C ,t , or S):L
X and Y; - 2  +2
X and Y:
( A ,R ,L ,1,C ,F , or S):A
The f pat ure s X ,Y ,/: 0 0 0
(A ,R ,L ,T ,C,1 , or S) : R
(A ,R ,L,1 ,C ,I , or S):L
X and Y:+0 -/
X and Y:
(A ,R ,L ,1 ,C F , or S):A
The feature ’s X , Y ,Z: 2.0 2.0 0
(A ,R ,L .T ,C .F , or S) : R
(A ,R ,L ,1~ C .I . or S):S
Do you want to point out any addit ion al f(,nturrs? (Y or N):Y

ih e  ~~~~ d e c i d e d to s to p  cons i d e r i ng  the sugges t i ons of the
in te r es t  opera tor and to s p e c i f y  onc more feature . Current ly
typ ed nw;,bcrs arc used to po .c i t  ion ii i id adjust the cursor . ~j o y s t i c k  or cirnisc woi, ld I.e more e f f i c i e n t .

X and V for new feature (in pixels) (<Cr> to stop):40 75
(A ,R .1 ,l ,C ,1, or S):t.
X and Y:+0 -1
X and Y:
(A,R .t •T .C .I , or S):fl
T h e  fe a t u r e ’s X ,Y./: 1 . 5  1.5 0
X and V for new feature (in pi xe ls ) (<er> to stop )

/ inure  JV .1 . 2  .shn~’is t im f ea tu res  that were def ined on thc
i i !  ;hrat ion oh,ic cl .

Approximate lei,s center (X,Y ,/):-2~ J. ~~~~ l~; . 75
him appr ox i, i fl e. i~osl t .  ion of t i e  lens center Is used in the
c~wsera cal l i t re? inn rou t the. C iv cn that in format ion , the sys tem
c.~

,, Cal ibraic t h e  c,~: ’ii ra oi i . J  output Lhc cal ibrat ion f I l e , tvhi iclu
cot i ta ins en ough in ! ormat ion to rcc a l th ra te  the camera
a u t o m a t i c a l l y  ( m ci a pi c tur e  taken at a s 7l p h t l y  d i f fe ren t
loca t ion . Ihe sys tem does not immediately output the
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ca l ibma t  ion f i l e  beca use the camera may have to he adjus ted in
order to accom pl ish  the des i red  task . Thus the user s ta tes
the task and makes sure that the des i red resu l t s  can be
produced wi th  the camera at the current locat ion before
output /m g the ca l ibrat ion f i l e .

State the task .  Spe c i f y  the type of task and the known
cons t ra in ts  on the objcc t  of i n te res t .

T YPE OF TASK ? (0, location ; 1 , inspection ):1
Size of the interest operator (4,8,...):8
Size of the correlation operator (eg. 9):9

J h i i s  vers i on of the VV system only has one type of ope rator :
l’loravec s correlation operator .

Known limits on X , -dx ,+dx):- .3 4.3
Known limits on Y , -dy ,+dy) :- .3 + .3
Known limits on 2, -d,,4d:’):- .3 + .3
Expected precision of the corre lation operator , (eg. 1 plxe1):1

l !ic expected p rec i s ion  of an op erator is the average distance
between the es t ima te  of the locat ion pr oduced hy the operator
and the ac tua l l oca t i on  of t he feature . Given the expected
p r e c i s i o n  of an operator in a two-dimens ional p i c tu re  and a
ca, ,cra c a l i h ; r a t i on , it is possib le to determine the expected
ti,rce-di,’sensional precision about a point In the workstation
coordinate system. for example , as stated below, given the
current  c a l i b r a t i o n , an error of one pixe l can produce as much
ctS an error of .O2&~4& inches along the X - ax is  when tim e
co r re l a t i on  t r i e s  to locate the lowe r le f t  corner of the
c a l i b r a t i o n  objec t .

Do you want to determine the picture size? (V or N):N
lhc above quest ion asks the user if  he wants to use the
exp ect e d p rec i s i on  of t h e  oper ators to determine (1) the si.ic
of the p i c t u r e  r equ i r ed  to insure that the features of in te res t
w i l l  be in the p ic tu re  and (2) the reso lu t ion  of the p i c tu re
re qui red to achieve the des i red p rec is ion .  Since the user can
eas i l y  see that  the unc er ta i n t i es  associated wi th  the screw
w i l l  not move the scrc w outs ide the current p ic tur e , and s ince

- p r e c i s i o n  is not, important in th is  case , the user decides not
to de ter m ine the p i c tu re  s ize .
If the user is not su re about the s ize and reso lu t i on  of the
p i c tu re , he Ccl f l  USC the  system to determine them. The camera
may h a v e to be moved and/or zoomed so that It takes the correct
pictures. If it is adjusted in any way, i t has to be
recalibrated. /tppcndix V presents an example of this
adjustment and recalibmati on process.
Since the uiscr decided not to adjust the camera for this task
t.hc System states LI’e current expected three-dimenslona~vrecis ion of a correlation operator centered on the origin of
th e ca l ib r a t i on object and thcn asks the user If he wants to
save t he  calibration file.

X ,Y ,7 preci sion of o p : .0? 8& 4R .022472 .022626
Do you want to save this c a l i b r a t i o n  file? (V or N):Y
Output file narno :IV.CAL

lhc  c a l l b r a t i o n  f i l c  has been compl eted. If the camera is
moved to Lak e a p i c ture  for another task and then moved back to
appr ox im ate l y  th~ same locat ion for the screw- Insp ect ion task ,
this file can be used to reca l ib ra te  the camera automatica l l y .

Use a task f lle ? .(Y or N ):N
Choose the potential operator/feature pairs for the screw
insp ect ion .

/ Planning p lcture: SPLAN I.PIC
P lcture :5l (ST1 .PIC

h ue two pictures are shown in figure ILI.I.3. The first
suggest/on produced by the interest operator Is also shown on
the left .

Acc ept ,RoJec t ,Loca ll y adjust ,Try ,Coor dl nate dis p lay ,
Find best , or Stop accepting suggestions (A ,R ,L ,T ,C ,F , or S) :T
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CORRELATION VA L UE .922
Each su gg est io n defines an operator/feature pair, The feature
is the part  of the objec t  that pr oduces the port ion of the
p i c t u r e  co vered by Lime su g ge . s t i on . The operator is the
cor re la t i on  op cra tor defined by the array of in tens i ty  values
in the su gge sted l i o r t i on  of the p i c tu re .
Th e user decide d to Lest t he oper ator def ined by the f i r s t
s ugg est io n . lime oper ator was app l ied to the test p i c tu re  and a
dot was p la ced on i t s  best match (see f ig ure  I V. l . 4 ) .  Tile
value at time best match was also pr inted. If the value is too
low , or if the operator f inds  the wrong feature , the user may
dec ide  to d i sca rd  th e  feature , loca lly adjust It , or try to
characterize Lime known alternatives.

Acc cpt ,Reject ,Loca lly adj ust ,lry ,Coor thnate display ,
Find best , or Stop accepting suggestions (A ,R ,L ,T ,C ,F, or S ) :C

The user a.$.ks for the coordinates of the current suggestion .
After  ask in g  for the i mc ig i mt  of the feature the system states
three sets of coord ina tes  for the feature : (a)  the p ixe l
p o s i t i o n  w i thm i ,m time p i c t u r e , (ii) time position within time
p ic tu re  s t .atcd in terms of percentages , and ( c )  time
t l mrc e -d im: m e nsion a l p o s i t i o n  w i t i m i n  time calibration object’ s

$ 
c oord i i m e t c  system.

Heia ht of the fcature :0.O
P IXELS (X , V : 46 111
(0 -. l ) (X ,Y : .4c,O .743
3-0 (X,Y,7 : .441 .95 7 .000
Accept ,Reject ,Loc cill y adjust ,Try,Coordinate display,
Find best , or Stop accepting suggestions (A,R ,L ,1,C,F , or S) :A
2:0.0
Accc p t ,Rcjcc t ,Lo call y adjust ,lry .Coordinate display,
F ind best , or Stop acce p t ing suggestions (A ,R ,L ,T ,C ,F , or S ):T
CORRELA 1ION VALUE .890
Accept ,Rejec t ,Locall y adjust .Try,Coord inate display ,
Find best , or Stop accepting suggest ions (A ,R,L ,T ,C ,F , or S) :A
Z :2 .5
(A ,R ,L ,T ,C ,F , or S ) : T
CORRELATION VALUE .913
(A,R ,L ,T ,C ,F , or S) :L
X and Y:+1 -1
X and V:
(A .R ,L ,T P C ,F , or S) : T
CORRELATION VAL UE .937
( A R ,1,1 ,C ,F , or S):A
Z: .5
(A ,R ,L ,1,C ,F , or S) :L
X and Y :-2
X and Y:
(A ,R ,L.T ,C,F I or S):A
Z:.5
(A ,R ,L ,1,C ,F , or S) :L
X and Y:-4 -1
X arid V:
(A ,R ,L ,T ,C ,F , or S ) :A
Z ; . 7 5
(A ,R ,L ,1.C ,F or S):~X and Y :+0 -

~~

• X and Y:
(A R I 1 ,C ,F , or S):T
CO1~R~ LAT iON VALUE .934
~A~R6

1,T ,C ,F , or S):A

lime system ran out of good suggestions , so It asks the user If’
he would like to define any other features Interactively.

Do you want to point out any additional features? (Y or N):Y
X and V for new feature (In pixe l s) ((Cr> to stop):40 80
(A ,R ,I,T ,C ,F or S) :L
X an d Y :+2 -~,

~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~
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X and Y:+0 -1
X and V:
(A ,R ,i , T ,r .1, er S): !
COI~RE LAT iON VALUE .~‘31
(A ,R ,L ,T ,C,F , or S):A
2 :  . 75
X arid V for new f e a t u r e  ( i n  p i xc i  c)  ( K c r >  to sto p)
Ap p rox irma t . e screen courds of time j o i n t  of inL~irest. (x ,y) :45 110
X ~u rm ( l V ; 4 1
X and Y:
The I of’ ti me pu i n t  c f  i n t c re . 1. , 7 :0 .0
X , Y , Z precision of op: .O?~m .073 .0 22

I i q mi r e  iL/ . 1 ..” .chm ( i, ” .s L1:n Ir. ; i , , r es d e f i n e d  for the task.  I4ot ice
tha t  o~~ of t ime f e , :1.r i r cs (nue tber 2) is on the screwdr i ver .  It
n~ not cx pe c tc d  to cout r mh,, L c v ;ry muc h , but i t  is i nc luded to
•cimo w lmo , the rank  i, m : ~~~~~~ ~. p e r l  or i u: d dur ing p lanning t irme )
r~~t.e •c su c h fc a l .um r i r, . I ~.‘ Lii ; nix ~/ , er  ~$ is s i m i l a r . It is based
u;.on f I ~ii .SCt’ : L.’ ~I ,. •~~~~n i ~r • . • ‘ i i. ,r ce shou l d  not be aim le to
d s s L  u mc j um i s i m  l i l i t  ‘i i  L Ix • ;  .s g(

~’ i L i c i  iui I!h 1 d m  t he screw is on the
end of L i t ;  S x; i •; i ” •, i m v cr  C; I i I s i Lua t ion in which time screw is
~ i r , c  i r m u .  ( c. t vr c  , ; i x I . r  I i. . i• . ~r..1 u pon time t i p  of the s crct~’..6 i l i ce  t ime  t ~p (~I I l ie : / I’ iv  ‘ Io • tk .s very s i m i l a r  to time t t j)
ciT 1. f e  •c x: rcx ‘ , o ;I .  • Lur  I i s  n~ ’L expected to be very
h~~t i , m c ; u i s h i n g  c / t i m e r .

1 .c~i ~i~:i

o u r ’  i n ’;  t im e t r a  i t ,  i nç j  • s i s s  ion t / ~c op.- r a t o r s  are a p p l i e d  to
se vcr . i l c~.e~~lc pi cLu r c.’s viO the rc •~i i i t ~ arc used to form the
c~ p c c L c d  mu st, ’ u l • x t  ions o( v~ lxmc . s  (or Lime operators and the
ex p e c t e d  rc 1 ~ab m l i i .  i c c  of t i i i  o p e r a t o r s .

Train ing Pic tim r e :SIL S11.P ]C
f o r  each t i n  it  log p i c t u r e  L; ,e  p lan n ing  p o s i t i o n s  for the
(c~ Lti ,c .s arc •c/ l (’vyj  (Ji b l •i~ 1 T L  ni,d Lhc actua l matches are shown
on Li me r j h l. (:i e f i g u i r i :  I ll . I.  ô) .  If one of the operators
i’, i ,csr .s it .s dec , •7r . l t •cd f e a t u r e , the us er s p e c i f i e s  I ts number
atid t•he p; ’ nqra i  m i u c o r ’ ;~ x • 1t ; :. t h a t  u i  forma t Ion into i t s
, m . l i i t h i l i t y  ~ t . e t i . s l . / c .c .  1 ’ ;  o j e.r ai.o rs d i d  not miss any of
t.Imc ir (c~; t u r cs  ii, (ii ~s tr e  in u,q p i c t u re

Do you w~mnt to Inc  lode the rc~ u Its ol i l i s  t.r ia 1? ( Y or N) :V
Huriiher of a feature t h at r,isse I , (U Or <C ; >)
Is tim e ob ject , there or no t?  ( 1 c r H ) : T
Anot her t r i~i 1? (V or II) :V
ira iniri’~ Pic ture :5 IL 512 .P I C
00 Y OU w 1m n I, to 1 n c  1 tide the N h i  ~t . ol ti I.e in 1? ( \‘ or N ) :  V
Nurthcr of a f ea tum that ~~~~ I , or ‘~c r ’ )  :2
hlumber ~f a t c . i t urc  U~ 1t n m ; , . m I , ( U  i i  < c m  i)

(1i l c i , i l o r  2 i x i ~~ i I  iL~ cli .~ i : m.x l  • .J f cn t ur e  because time feature is
,i:,t U. ~~~~ p ,~~Lurc

Is time oL’ _j cc I.. time r c u’ n it ’  ( I  ., U) :1
Another t r ia l”  (V  or U):Y
Tr 4mi n in q  P,c t ur i S I I S 1 J . PIC
Pu you w.mn 1. I.~ i 11/ . I uid ’’ L ii i ’  r ii lt • of Li I:. I n Ia 1? (V or N )  : V
Uumlmer of a lea I ore that iii I i,s i , (U or < c r / )
Is thc object there or f l i t  

~
• ( ,  c c  U)  :1

Another tri al ? (V or 1,’ ) : ”
Train ing I’lctmi rc :SILSI4. PIC

I i qu,ru I V.  1.7 :h nmis S 1 L S J 4 . P I C  in wh ich  ti me screw is miss Ing .
j I h u e  ovcr l~iy shci I !s  the lu, .s L r u.u$ _ ch (or e..ch of time operators .

O~ic rcu L w .s two am! •c i x  hou nd time m r cor rect .  ma tches. The others ,
s i nc e they arc h.~.sr.d u pon the scr ew , whi ch is not present , can
imnt IIO.S.S ihly locate thn ir correct. matches. So timey f i n d
•st,,’,rlh inij  else . ~~~~ u k e c i m  IlL ,rmat .cimcs , when time object is
r.u is.c flirt , ar c  not co ,i . I ‘e; ’ cm l to bm~ miswat chcs In the tel lability

$ statIstics for f l i t ;  Oj  r o t o r . A more general system would
ass mgn two correc t lcatu:’c matches for cacha operator : one when
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the obje c t .  is pre se nt and one when time object is m i s s i n g .  An
even smot e qen cral systei’r would a l l o w  the user to d e f i n e
fe,’m ture s  in two p l a n n i n g  p i c t u r e s :  one w i t h  time obj ec t  present

~nd one wit
!, the object missing.

Do you want to inc lu de the resu lts of this trial? (V or N) :V
Number of a feature that missed , (N or (cr>):
Is the object there or not’ (1 or N):N
Another trial? (V on N):Y
ir ain ing Pict.ure :S1EST5 .I’IC
Do you want to incl ud e the results of this trial? (V or N):V
Number of a fea ture  that  missed , (N or
Is the obje ct there  or no t ? (T  or N) :N
Another t r ia l?  (V or N ) : V
Training Pic t u re :S ILS 1t . P IC
Do you want to inc lu de the results of this trial? (V or N):V
Number of a feature that missed , N or (cr>): 2
Number of a fe at u re that m issed , N or <c r > ) :
Is the object there or not? (T or N):N
Another t r i a l?  (V or N ) : V

A total of forty train ing p icture were used. Given the
training p ictw ’es , flue training only takes about twenty to
t h i r t y  seconds e l ap sed t ime per p i c t u r e .

Another t r ia l?  (V or N) :N
ihe sysf .exa gathered .statistics on the correlation coefficient
va lues produced by the operators. It actually uses time chanqe
of va r i ab le  d i s cussed in sec t ion  3 .6 .2 , which prod uces a
di s t r  ibut. ion that is c loser  to a norma l d i s t r  ibut ion . The
c/man g e of var ia b le  also modi f ies  the range of v a l u e s  from
(-1.O , iJ.O ] for tin e co r re la t i on  c o e f f i c i e n t s  to [-cI,,#c. ] for t ire
changed va lues .

F I N A L  STATISTICS
( t h e r e )  (not  t he re )

O~ 0 N ME AN SO N MEAN SD
1 19.000000 1.238000 .3400000 20.0000000 1.196000 .46?0000
2 15.000000 1.221000 .1830000 14.0000000 1.199000 .1500000
3 20.000000 2.053000 .2050000 20.0000000 1.252000 .3110000
4 20.000000 1.917000 .3370000 20 .0000000 1.223000 .3280000
5 20.000000 1 .870000 .2660000 20.0000000 1.179000 .3620000
6 19.000000 1.245000 .4150000 20.0000000 1.143000 .2540000
7 20.000000 1 .947000 .2140000 20.0000000 1.312000 .1490000

P L A N H 1 U (  T itlE
The main purpose of the p1a nn ing -timn~ p r o c e s s i n g  i s to dec i d e
wi m i d ,  op er a  f . o r / f e a t u r c  pa irs are time best. That is , de te rmine
wim ich op era tors  are exp e c t ed  to con t r  ihus te  Li me most toward the
dec i s i on . For an i n sjmec t i on  task  time contribut ion of an
ojm c . r tm t.or / f e a t u r e  ; mair  is rmeasuired by its expect ed
l o g - l i k e l i h o o d  r a t i o .  Time l o g - l i k e l i i m o o d  r a t i o  is a ,rmea sur c of
the o p e r a t o r ’ s a b i l i t y  to d i s t i n g u i s h  betv,ern t ime ~v’o
p o s s i b i l i t i e s :  ( I )  the screw is present  and (2 )  t I m e sc r e w is
miss ing, l im e l a rger , tim e b e t t e r .
l i f te r  co asp uit i n q time expected l o g - l i k e l i h o o d  ra t i os  for a l l  of
Lime ope ra t . or / (e ia tu i re pa i rs , the p lann ing stage forms an ordered
l i s t  of operators  to be a p p l i e d  to a picture . Th is ordered

$ l i s t  of op e ra to r / fea tu re  pa i r s  is e s s e n t i a l l y  the progra m to be
used to decide wime timer or not a .scrcw is pres ent. Time
op er ato r .c w i l l  be app l ied one at a t ime and their  res u l t s  w i l l
he sequent ially incorporated into time overall probabil i ty timat
t ime screw is p resen t .
Given time ordered list of operator/feature pairs , the
plann ing-time progr am c an usc the theorem discussed in section
5.5 to estimate the number of operators required to reach a
certain confidence.

I
— ~~~~~~~~~~~~ ,~~~~~~
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W h i t  i~ . III .1 i . r I . ’ i r ’ m p h  1.1 , 1. t.hc H c ’c t  1~ ~~ r. rut :  .9
l i / I  Oi~I P i  1 SI I 01 I L i~1U I iLm . . . t ~i iJ  LI.’ C ’ p C c t C  io~;— 1 i kc lih ood ratio
7 /

1 ~~,

3 ? .~~~~~“
ii
5 ~ .3”Icm .

1 .O ’
2 • Q 4 h

(. 1/  1 I,  .~I:, ,I 11i: LI ;; r, r 1j l 1 l : l ( I I I ’ , ! r,ltnrc.s arc given considerably
!c~,’ ’ m m  r o t  mr :: h / , ; h  h r  oL I , r ( c r  : catu re.c , wh i ch  viere expect ed
I ’m  I d I ~~.’. i n a i i : ,hm m rm ~s.  / a , , , , ;  1L’ . J . 8  s/mows t im e p a i r s  of

‘ , s l~~ t I l l  I: ; !. ” .~~ ‘ ‘. ( : C  ar c (I w . : . I of I I ! . o p e r a t o r s .  Time g ra / m la s
,~~,, ~~~ • ‘,i!~~j j ’ :,’ /~ f I , — ; , —I , ’ . :  ‘‘ , I : ‘ : j - ! o— b o t t o m  irm 1 . / me o rde r

~
, 5 , ~~ 5 ; ’ ’ /  1 ’ ’  1 . ’ , ’ I’ ,r.. ’ I I : ’ : . c .  .~~~ . : .j : .acc  that t ime f i r s t .  f o ur

.~ L . ’ ,‘ I ,hI I m (I ! :. I S a  1. a l l ! .  1 t ~ i iI i /  I 01:.~. , one i’thcn Lime sc r ca ’i  ‘u.s
‘ a i t , 

.‘ . . .  ,‘ I l l ( c i e n i .  ‘j I . .  I. ’ 1 fl L I I ’ ;  .51 . !  1_ C ’ i.c u r u i s . s i n q .  7i me t. m~’o
I r i I ’ !  rU n .’. I ~~‘ 3 , 1; U ’ Hi:: . ,s I L hrc c op erators  lire

, c , s a  i i ;  a .  1 1 , ’ 1 ; . ’ :,, ‘ : ; .  1/~~ ’ d. . t n t  ci i .sL’ :nrj u i s l m  betwe en t ime two
j.:’..s ; i i i  H ic: .

xpcct’. . I I c a m —  iI” I’ I lI1I, $ I I  rml l ’ l n  ( I 1V CO 1 1 1 3  ‘. :;31 T} N RL
1 ‘I . ( , O . . 1 I O l  ~ . (Si

3 . 3; y i n
3 .

‘ ~‘ l ’ n /  —~~ . 1~~l I ‘5?
4 1 ,~ry5~’ 3 l  — :m . .~~ : 01/u
5 .4. 1 1 ..s — . ~~~ . 1
6 .5. / ~l . .

~ ~I 
— 1. ~~~~ 

$

/ Ø : ,e ,”’y,I~ — mj ’~i~1i
1 , .  ~ IHH l it 1( 111.17 a ~~~ r.1. . ,! h U n —  1 i;r I i Imoo d rat  ios are neede d by
t i me ’ 1 / : ’  (ai ’~’ r !  l.i~..L er . ! l I m i t  C:. I I ! , m ’; : l I C I ’  o! o p e r a t o r s  req u i r e d  to
r ’ ; r e i m  ,; , r . . , : i t i  r . , , ,  ida.nar ~ 

‘ i c r  t / a 3 t  Lim e o ; m c r a t o r / f e a L u r c
J ’ .’ . I S  .5 l : . ~~’ , ’ i . , r , r  / • J ; C .  I ’ : ! . e  ,; r cri r dir m q to t he i r  ex p e c t e d
1~~’ r -  I m k , r  1 u i ;ooe l  i . !. ,W. . ~. I l l  / L : .~~c r .’ .I. io S , Li m e usse r can
!.i 1; ! !) ’  I i , , . .1 / 3 !  1(3 ’’ ! pI’il..I.: m I 1~ i ~I~ ’ ’ (1/ j e C t  b ein q there arid
I ‘ d. r. in  I C I I  I.I, . :k ;ar ~ : a  n y s t c r i  w i l l  c~.t. iniimte the ntmml ’er

J I ! r ( m I ‘ m i ’ . lh..t ~‘. m l , t I im’ ’c ’ t~ t im :  .i pji l ~cd to achieve the
ri .’:, ii (‘ii C ’ ’ ’ I I 13 . 1 1 t . C( ’
J im I r a  I .’, S ? i . I l . ~~. IO f l , , 3 ;’ : ’. 15 .1! 1,11!! I ( I ’ f l C C  of .99 means t imat  t ime
c c t  u s S r  (; f LI I ’  p ai~~,;, , i / m / ’ . ’ L I h , / .  tS r  i~i ; j e c t  is pre sent must be
mmi , oe , , . U ’  in OS ua :F ’ t~ : , : ‘,‘ i i . m . H,.: ob ,j’r l. i s  p r e s e n t .  In order
1’ , 

,ç . ’:y 1m~~ j, /:~~ 
( , , . i r c f  7:. r,.’~~. Je’ c.’ICCL , t i r e  es f, i,flJte of t i m e

pi ( l b  m l i i  y h.~t /~,
, 1, 1. ~, ‘ ,— t.  1. ’ , p , , ’ .~ ’n t .  lu St, he l ess  tl man .01.

a pm’ i c r ’  ~.m i t :~~ ‘ m  I m l  v a” I I .‘. . . ma : $ 1. ’ m m Ii. . or .”:, (1’ ~. C) : .9 .99
I A t i ’ ’ (  / ‘ ‘ ‘ l  ( i l l  I i ./  3 / : . ! ,, T. ’ . m :~ :
a pr i ’ m  a pm , . ‘ l ,  I I v ‘‘ mi ill ‘. ~~~~~~ m r ‘I $ ‘ mm 1 . ‘  oce , ( ‘ ~ C) : .9 .999
Ixp e ct ’ ’I n m m  ,!~~ r r i  C~ : ,,i nrc:
,i pr i ’~~ 1 pm . . I . . I . ~ l i l y  ‘‘I I I !  , ,. ,; 3 . ’  s i r r ’ i  cnr ,f  aaI c imc . r , (I’ c C): .9 .9999
I x j iec :  t ’’ :I r a m m a : 3 ’ ’ ? - t’ 1 1 ( 1  1’ ,‘i t  ii,’
a i r  ~o m m m , ! ,, . / ,  m l m  i a  ‘‘ i I!~ $ ~I I 1 . C $ . $I I S’~mc c , ( a ’ ~. C ) :  .5 .99
[ x p e C t a : : 1  r u m / a r  c f  a , ; > ’  i’ t m t ’ . ’ i ’ ,. I
a pr m ” r i  pm c h I l l I i1 y i t  II ~ 1 ~. . ‘, iC r l I  cn r m t l i le rmc 1_ , (1’ & C): .5 .999
Ixp ucteci n t mr mim ’ r  au c’~:’ rot. : n.
ci prior i io u/ h I I m S  .‘ lii i i  .. .1. s I ’ , C i i  l I / a  0 1 _ C , (P A C):

11 1, ’ . mIe ’ .s a t  1 1 . ,r . ;.: a u . s . ‘‘ . ‘2 , c la .mn g ing ti me a priori
p ro la . i l ’ a I m t. y t l . a I .  1 1 1 1 ;  sc ’ ’ . ; ’ a : -  / 15 c.seim L f r o a ; m .9 to .i.~ inc reases
1. / i c  c .‘~‘~‘c Lcd  no I’ ,’r 01 0,” .“.!i”i~ ’:. I ra,, one to two .

[Jo you want Li s. vcr i / m i s  t , m ~,k? ( ‘ a’ car S ,m : V
Output f i  le m m , ; a e  : IV . ]

/‘ll j j ! , i m ( j t c i t C d  I ’ m :1 .  mn q Of ii i: task f i / ‘ is presented in Line
:.e.cond .sc c  1. iO n oh Lb 1:. . m p 7 C ( I . i I X .

j ..
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Time I c  lam ? e x e c u t i o n s  p r o v i d e  a way for the user to c /meek  t ime
o v c r ’ 7  1 per (or imuun cc of the i/LI p rogr ’mn . He s p e c i f i e s  the
di s i r e d  c o n f i d e n c e  and Lia c a priori p r o b a b i l i t y  of Lime sc rew
not I C  m o  p r es en t  and t ime sy s i . cl ; I  a p p i  1c5 mne operator at a t Inc
and ~Ir’ mt. .c t ime resu l t ing es t  iam m .7te f o r  t ime p r o b a b i l i t y  that t ime
o bj e c t  i s  p r e s e n t .
l i m e :  aI .’, a : r ’  con a l s o  d o m m h l c c l m c ck t ime expec t ed  number of ope ra to r s
l ’ m ’ QI S i t ’ d !  t o reac h a c e r t a i n  c orm f ‘md e nc c .

Pi c t u r e : S[X [C l  . t ’ lC
Des ir ed Cl In t l ( I ( ’ f lC C~ (O:takc rm r i y tlmi nq 1 : o t a s o l u t e l y s u re ) : . 99
Prob,ib m 11 t.y of t im e  o b j ec t  c NOI’~* t a . ’ ! f l Cj  there :  .
The pro h ,mbi 1 il.y of t i m ”  olmj c’ct I~l~ 151 t i m : c’ .SCIIG ’ D O

S mnr.C 1. / a C :a pr ior ’ ! pr olm ub a 7 n y  Li m , ’at t i c  scre m ’, i s  r uss  in  / l , ; ’,

l i e ! )  sL ~m t e d  to be .1, t la ~ cs t  mn:.t c f o r  t imc pro lma b m u  Ly t b I , ’H. L i i , :
sc r ec ’  u .s p re s en t , Pm ’.! ore .:rmy o; m.: r a l .o r s im a vc been a j mp l  i cc ! , I , ’.

P. ‘l ime ,syst .r. ;;m p r i n t s  t Im : o v c r a l  I p r o b a b i l i t y  that t ime .screi ’,’
i s  p i ’e .sef l t .  b , j f o r c  r.,:nS amp / I l i c ( S L  ion of a r m o p e r a t o r .  Th us ,
.s’:queimcm: of j a r o i m a l a i l  i i .  cs .clw: ’is t ime e f f e c t  of inco 1 por at ing t i i c
rcsults of CaC1I n ew operator .

OPLRA IOR VALUE . 1.7 30069
The prob ability of the object  I3L1UG there .994820
THE OBJECT IS 1IIIRF
Sar.ae test pict ure , 0cm’, one , or Qim i t; (S ,N ,orQ):S
Desire d conf~~ia’nce , (0:take amm yt imi n g ln.Lmso ’Iutcly sur e ) :.999

1/mc 5Cl’I C t ri a l  p i c t u r e  is u.scd, b u t  t ime  desired confidence has
im r.c r ,  r a i s e d  to .999 . One opera to r  t i ns s u f f i c ien t  to reach a
confidenc e of .99 . f4oticc that  two operators are required for

999 .
Probab 1 l i L y of time olu ,iect  ~*U OT * :~ be irm ci t h ere:  .
T he probim h i i i  ty of t he  object  131 INC there .900000
ON. RATOR VA t IJ [ 1 .730069
T he pr obab i lity of the object BFJNC there .994820
OPERATOR VA I II L 1 .847 5 15
The prol’abi 1 ity o f the object BEING thc rc  .999012
i l i E 0133LC 1 IS 1 I U R L
Sane test picture , New one , or Q u i t ;  (S ,N ,o r Q ) :N
Picture :SEX FC2 .PIC
Desired conf id en ce , (0:take anything 1:emt ’solut cl y sure):.999
Pro ba bi li ty of t h e object ‘A ’i.NOi ~* hc i n~i there: .1
Ihe protmut ’ I lily of time Object tIL iNG there .900000
Oi’[RAIOR VAI l /I 1. 2 4 3 82 8
1 he p rol ’ah II! ty of the object BE 11W, t i m e r o .030154
OPt RA1Oi~ VAI ill I . 180364
The probability of thc oI’3ect tILiNG th ere .000321
T HE OG JLC T is • A A : ; o i * *
Same test p icture , New onc , or Qu it; (S,U ,o r Q ) : Q

IXICUTIOS T]SE

lit L ime beginning of a day ’s run (or p ossibly more often , if
neces.c a r y )  t ime program use s ti me c a l i b r a t i o n  f i l e , 1 / . d l L , to
r e c a l i b r a t e  time camera . 7/ s e n  Llme pr ogr am uses the task f i l e ,
J V . I S I ~, to dec ide  i’.’lme t hm cr  or not the screw ~s prese nt a f te r
each 1~Ltcnp t at p i c k i n g  up a screw f rom the d ispenser .  An
ex ,wm l m Ic r un is ; mr cse. n ted be lot ’, .

- 
$ Do you want to u’.r t h e  ca m era ? (V ca r N) :  U

Dis pl~av on the syiat .heslz er , IualI ’ t.ormos , 01 ncarac? (S,FI ,or N) :11
Till PICTURE ‘S CI/A IU -ILI AND Till OVtR LAV CUANNEL: 24 25
Want to use a c , mlit ~rut’ion fi le ? (V or N):Y
Input f i l e  n m i m m l c  : IV.CAI.
Do you want to use this cal for an auto -cal? (V or N)Y
Second c alibritmo n p ic tu re :  S C A L ? . P I C

SC I1/ . 9 .PIC is time p i c t u r e  ol’ the c a l i b r a t i o n  obj ect taken by time
caimmera at Its current location . Given th is  new p ic tu re  and time
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c a l  i l a r a t  i or m f i l e , t lmc sy~.tc m;m can a u t o m a t i c a l l y  r e c a l i b r a t e  time
~ icr ~m by ,m j m p lying time operators and recomput ing time
tran.c f ora ma t ions from the r e s u l t i n g  p os i t ions  -

Display the cali b r ation pictures? (V or N):N
Use a task file ’ (V (‘I N):Y
Inpu t f i le n ,mm ie :IV.T SK
Des mrc (l cor it ide n ce , (0 :tnke an ythin g — I :nI :~. al u tely Sure): .99
Prohabi li ly of the object rm ,’.f.’O FAa. being t,iIe rC ; : .1

f i rm : r m a t r e t m l .  t a s k  f i lm~ clues riot conta in time a pr i or i  pro bab 11 t.y
1 i m , aL  I ‘ a m:  o l ’j c ’c t  i .s m l  a . ’, .s m g  or time dcsircd confidence . line user

l m , m . c to s p e c i f y  thes e va;lucS oL t ime b eg i nn ing  of the run .
Pic tim rcnSl Xl C~~.l’J m ’
-l I’ll 05,11 / ,  I I S I / l i  SF
Pi ctm mr c :SF X L m ’4 .l’I C
Till OR~1ICT IS ~ .‘.IsO I a.a. T H E R E

T ill OtiJ[Cl IS ‘F lU RE
Pict . am r e  :51 Xl Ch . PlC
OPLRATOIZ Vial ill . .

*** AN LINE XPE CTLD VALUE FOR TIlE OP * *‘k

OPERATOR VALU E . 702
* .i.* At-I UN[ XI’[CTLU VALUE FOR illi OP ***OPERATOR VAu lt . / 1 1
**~ AN tiNt- X I’ E- C l t E m VA I Ill FOR TIfF OP ****** SOMETHING IS CI OIIAILV WRONG *~ a.
COULD NOT MKU A DE CI SION

i f  an o~m c r at or  is a p p l i e d  to a p i c t u r e  and i t  re t urns a va lue
t hat is not wit /m m t . imr ce s t andard  deviations of one of time
e x i a m cI.ec l val , r es , t im e va lue is la / me  l I e d  ai m unexpected v a l u e ,  i f
1. im r c r  ium cxpeC te~cI values n r c  found thur m y  t ine execu t ion  of a
t ask , time proqrclr;m gives up ~tm d decides that t h e r e  must be
sc,m;,c t.ining globally maironq. Con,sider figure 111.1.0, wimic h .shows
t im e  p i c t . u i r e  S I X EC6 .i ’JC .  N o t i c e  that the p i c t u r e  is
( Ofl.S ‘m dcrably cI,irkcr ato! l e s s  ~l i ~ t inc t than the t r a i n i n g
p ictures. Such a p i c tu re  em. ’y occur because one of time 7 i g i m t s
at t im e w o r k s t a t i o n  is out or because t ime s e n s i t i v i t y  of t ime
camera is incorrectly s e t .  S ince  t i mre e unexpected va lues were
p t ’od ui ced for th i s  p i c t u re , time progra m gave up.

Picture :SF XFC7 . P I G
THE OBJECT IS h u R L
Picture:

End of SAIL execu t i on

Sec l i omI 2
‘I’ASK FILE FO1~ Till SC:i~EW -lNSPEC :TlON TASK

li m e V \ ‘ s’ ~~ ’ ’m out p uts two Ly~aCS of imlc ~. c~ h m hn~t ion files arid task files. They contain
en m u n m -  I, l int  ca m a , i I ( a u I  to p~m tom ia tim p s1n.’cii mecl C~alibr ~,Imofl am V V task. They contain a

St a lPill elit u~ ( hi ’ : t .n c k , ti m e positions of the 1t ’ attar ” .~, the sta:ms ticai information , and some
c~ 1ib i ati on irilor m~sticmn. The fou’nats for t im e two types of tasks air similar.

‘ m m  i , , m ,  Im ’.rs the tac~. (iii’ , i\’ .‘I’SK , 1j iij clucccl at the cud of the planning st age i ii
time tI’ ,ece ~ m ~ . m m i m ” h i i i  the pm’ev imnus section. The exp lanatory comments a re surrounded by

I _
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parentheses.

I ( t ype  of t a s k )
8 (s u e of inte rest operator)
9 (s i , e  of c o r r c l a t i o , m  op e ra to r )
7 (number of o p e r a t o r / f  ea ture p a i r s )

( t l m c coord i nates  of time fea t ures )
I (screen coordinates) (worksta tion coordinates)
0 .5000000 .7466667 .4 1.5/ 47 2 1.0245 69 8 .0000000 (p t  of i n t e r e s t )
1 .4500000 .42 00000 .5 / 7 / 1 / 3  l .165H61 .7500000 ( lower it corner )
2 .4400000 . 51100000 .3500250 1.0908000 .5000000 (upper l t  co rne r )
3 .5/00000 .58666(7 .4171681 .8819159 .5000000 (upper rt. corner)
4 .51100000 .4266667 .f ’19 5 2 - 112 .9423332 .7500000 ( lowe r r t  corner)
5 .7800000 .6200000 - .0184375 .1298235 1.0000000 (dispenser)
1 .5000000 .7466667 .4043507 1.0222903 .0000000 (tip of screw)
7 .5800000 .148648/ - .3501/75 .5763804 2.5000000 (screwdriver)

( t ime stat ist ics for the features)
O .0000000 .0000000 .0000000 .0000000 (po int of In teres t)

.0000000 .0(00000 .0000000
1 .0000000 20.0000000 1.947000 .2140000 (l ower lef t corner)

20,0000000 1.3)2000 .1490000
2 .0000000 20.0000000 2.053000 .2850000 (upper left corner)

20.0000000 1 .252000 .3110000
3 .0000000 20.0000000 1,917000 .3370000 (upper right corner)

20.0000000 1.223000 .3280000
4 .000000U 20 .0000000 1.870000 .2660000 (lower right corner)

20.0000000 1.179000 .3620000
5 .0000000 19.0000000 1.521.0833 .1528299 (dispenser)

20,0000000 .9 ( / ( a O O / 2  .44 19825
$ 6 .0000000 19.0000000 1.238000 .3400000 ( t i p  of screw)

20 .0000000 1.196000 .4630000
7 .0000000 15.0000000 1.2240288 .1829201 (screwdriver)

14 .0000000 1.1985279 .1500302

SPLAN 1 .P I C ( the p lann ing  p i c t u r e )
( t ime kno i ’ .’n and d e s i r e d  con s t ra in t . c  & con f idences)

— .3000000 .00000(10 .3000000
- .3000000 .0000000 .3000000
- .3000000 .0000000 . :1000000
.0000000 .0000000 .0000000
.0000000 .0000000 .0000000
.0000000 .0000000 .0000000
. 4857472  1.02456 h8 .0000000
.0000000 .0000000 .0000000
.0000000 .0000000 .00.00000
.0000000 .0000000 .0000000
.0000000 .0000000 .0000000
.0000000 .0000000 .0000000
.0000000 .0000000 .0000000

1.0000000
$ .0000000

(the expected precision of one operator)
$ .0280977 .0233368 .0216070

(time calibration infornat ion)
/ 23.64149.30-57.5268910 99.7461230

-35.30.09860- 17.8524160 152.6100400
:1 .0867069 .003860 1 1.0000000

-22 .5000000 -6.2 500000 18.7 500000$ .O~OO O0O 0 .0000000 .0000000
.(~)05971 3 - .01875 18 2 .26 60957

- .0 157 162 - .0048718 2 .31 11191
- .000454 1 .00 16353 .7 9572 59 

~.Ir_’~ ‘k” . ~~~~~~ ‘ ~~~~~ -
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.0000000 .0000000 .0000000

.0000000 .0000000 .0000000

Sec m io im ~
c ;Al I IF RATION WIT h RFSI’ECT TO TIlE SCREW DISPENSER

A c.m m i.’i a calibi atioi’i am-id a V V loc atk mm m task are very similar. Both tasks locate

fe at&mr c s n a 1’ ic - t u m c of the scene ami d use time con cs1mcmridc nce between the screen positions of
the f~ .m~t iies and the wcmrkstam ion I: mosit iom ls of the ft~m f f l I C S  to compute a set of parameters. Flie

dit’ t cmciice is in the set of p ’afli~~~ s t hat a te  ccmmptited. In a camera calibration the
parameters deline the camera’s position arid Ol irntationt with respect to the objects in the
5~~ii e. In a V V ku.~tioii tac k the p at :irmlc’:ers s1a .’.:iiy the relative change of an object from one
location iii the works tat ion coordinate system to another.

Jr wouki be possible to extend time V \‘ system to compute the parameters for the
camera .  1-Iriwevem , this section d oes not make th at extension. Instead , it shows that it is
possible to assume that the chan~,es m i  the appearance of an object caused by a nmislocation of $

the camera a t e  chu m’ w a change in time locatio n of the object. This assumption is possible
because t h e m  e is ai~ equivalent cl .arm ~,c in the kmcau ion of a ob ject for each change in the
le nca t mo i m oh the c a im n e m a If t ime c ilamn L es a lL  t lmtivdy sm mi:mll , it does not matter which
assum ption is macic Thus, a st ,mncma rci V V lc’cat ian task can be used to locate the objec t.
Ha v i t i0 found it . t i me screen positio n s of the f c a :u t c ~ a m id t he workstation positions of time
features can be ~ivcii to the calibration rou ti ne to compute the necessary parameters for the
cam ema . 1’hi~ particu lar exa mp le ca librates the ca inc:a w ith respect to the screw dispenser.

Do you wont to use the camcra? (V or N):N
Calibrati on p i c tur c : Lm CA L 1.PI C

Cons ider  f igure  J L 1.3 .J , which s/mo ws the new calibration
jmic turc , DC/ILJ .PJC. ilie jaicture ,chow,s the screw dispenser on
t i m r i g i m t  and Lii.: screwdr i ver w i t ! m a screm’i on the end at the
l e f t .  The progr anmimme r is goi ng to us e time four corners on top
of t im e screw dispenser to ca l ibrate time camera.

Display on the syn th es i z e r , halftones , or n one? (S ,U,or N ) : H
THU PI C TURE ‘S CHA N NEL AND 11W. OVLRLAY C H A N N E L :  20 2 1 $

Want to use a calibration fIle? (V or N):N
Size of time Interest operator (4,8,...):8

$ Slicm of the corr cl~m ti on operator (t .~~ . 9 ) 9
Automatic , Manual , or Standard Calmb ra t ~ort ? (A , H, or S) :M

lime pro granuner u.ccs time in t erest .  operator to p i ck out the f i r s t
ti”o cn, irers on the scrawdispenses ’ and then gwes up on i t .  he
pa h its out. Lime firma? r i o  c arr ie rs  Imim s e I f .

Accept ,RejccI,,[ocdlly adjust,lry ,Ccmordinate display,
F in d best or Stop accepting sugge stions (A ,R ,L ,T,C ,F , or S) :L
X and Y:.~

A 
_ _ _- ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~
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X and Y: s 0  +1
X and V :+0  +1
X and Y: s 1
X and  Y :
A cccp t ,Re ,iec t .l ne~i ’ ~ -m . mj ust ,lry , Cc m o r d in imte d isp lay,
Fin ch best. , ~~ Stop .u~ cptin (~ Sm, m (mCSL ionS (A ,R ,L ,T,C ,F , or S) :A
‘the fe~it.ure ’s X ,V ,?: - .625 — .8/5 1 .0
Ac ce pt ,i~ i rc t ,i ( mcdl ly adjust . iry, Cdmo rdin. i t e d isp lay,
f i n d  be s t ,  or ~~~~~~ arcept ina smj~~,e5t iOn5 (A ,R ,L,T ,C ,F , or S ) :R
A ,k’,lj , C , 1 • ar S :It
A ,R ,L ,T ,C ,i , o r S  :R
A ,R .L ,1 ,C ,1, orS :L

X and V :4~ — ?
X and Y:+ 0 - 1
X .mnd Y:
( A ,R ,I ,T ,C ,1, or S ) : A
The feature ’ s X ,V ,Z:  .625 - .875 1.0

A R ,L ,T ,C .1, o r S  :R
A ,R ,L ,1 ,C ,F , o r S  :R
A ,R ,~~,T ,C .F , or S :3

Do you wont to po int out any additional f e a t u r es ?  (V or N) :V
X an d V f or ~~~ fe ature (in pixels) (<Cr> to stop):100 90
( A .R ,L , I .C ,F , or S) : L
X and Y : - 5  -4
X and V :
(A ,R ,L ,T ,C ,F , or S):A
The feature ’ s X ,V ,Z:  - .625 0 1.0
X and V for new feature (in pixels) (<Cr> to stop ):1I0 70
(A ,R ,L ,1 ,C ,F , or S):L
X and V:- J0 -20
X and Y:+0 -2
X and V :+5
X and V :-1
X and Y:
( A ,R .L ,T ,C ,F . or S ) : A
The fea ture ’ s X ,Y ,l : .62S 0 1.0
X and V for new feature (in pixels) (<Cr> to stop):

$ Approx imate lens center (X ,V ,7):25.25 3.75 18.25
1Y PE OF TASK ? (0 , location ; 1, immspc ct ic .n ) :0
SiFe of the i imt o r m ’st operator (.1,8 ,...
S u e  of th e  correlation operator (eg. ci):9

$ Known limits on X , -dx ,+dx :- .6 .6
Known l i m its on Y , -dy ,+dy :- .6 .6
Known l imits on a , -da ,~ do :~ I0 10
Des ired limits on X , -dx ,4dx :- .1 .1
Desire d l im i ts on Y , —diy , 4 thy :— .1 .1
Des ired limits ott a , •da ,+do :-2 2
RX: 6 .000000 RY: 6. 000000
Expected prec ision of the correlation operator , ( e.g. 1 plxe l) : 1
Do you want tc’ d el.e r rml ne the picture s ize ? (V or N):N
X ,V ,Z prec isioti of o u t  .033397 .02 3377 .020751
Do you wont to save this ca l ibration f i l e?  (V or N) :V
Output f i le namc :UISPL N.CAL

hiavinq defined time calibrat ion tile , it Is possible to use the
operator/feature p airs to locate Lime screw dispen ser at
cxccuL~~n L ime and recalibrate the camera . Consldcr figure

1
$ 111.3.2, whIch shows timc p lanninq p icture for the calibration on

the l e f t  and a picture frorm a new camera position on the r i g h t .
Do you want to tis ’ thin camera? (V or N) :N

I 
- Di sp lay on t im . syn Li mes h e r  hal ftcmn~ s , or nor.a? (5,11 , or N ) :H

TIl E PICTURE’S CIIAIJIItL AND tiit OVIRLAY Chi1m h~U[L: 20 21
Wa nt to use a cal ihi r iu t i on I m b ?  (V or N) :V
In put ft  1 c not in :hI Sl’I N. CAl
Do you W ant to use this cal for an auto-ca l? (V or N)Y
Second cal ibrat ion picture: DCAL? .PIC
Di splay the cid i tmreition pictures? (V or N) :N

~~~~~~~ ~~~~~~~~~~~~ L.W ~W ~~~~~~~~~~~~~~~~
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f i q u re  111.3.3 shows time matches for the four features. These
r e s u l t s  are used to reca l i b ra te  the camera. Having
rec~ l ih r aLe d  the camera the standard task t i l e  can be used to
de r i de  wl mcther or not the screw is pr esent .

Use a task f ile ~ (Y or N) :Y
Input f i l e  nane : IV.TSK
Pict ure :f l t  XEC I  .PIC
lilt. OBJEC 1 IS TIIt RE
P ict u rc : tmI X E C? .PIC
JUl OBJECT 15 **NOT** THERE
Pict ure :DF XEC3 .PIC

End of SAIL execut ion

Sect iou 4
I N T E R F A CE TO TI lE  ME Ch A NI CA L AR M

1 iuis sect ion bi icily dicci  ibm’s the interface between the arm control system , A L (see

IFmnkel 7~aJ). and the V V system. The purpose of the interface is to make it possible for a
pl ogi animer and sever a l processes (possibly running on several different processors) to work
coopet atively on a task. Fiuikel designed am id implemented an interface called ALAID for the
Stanfo ici hati ci /cyc system (see Finkel [76)). ALA ID provides several capabilities including
t h e  hollow ing:

(I) One process can ask another process for information , such as status
information or the value of a variable.

(2) one process ca lm ask another process to change some of its internal
information , such as the value of one of its variables.

(3) The processes can use the standard synchronization primitives, SIGNA L
and W AIT , to control thcir interactions.

These capabilities are sufficiently flexible to provide the basic tools needed for a sophisticated
debugging system and visual feedback.

For visual feedback the system consists of several different components that have to
communicate with each other in various ways:

(A) the arm and the PDP LI that servos the arm,
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USER PPP1Ø F’OPI 1 CAMERA ARM

Init i a l i za t i on
Park Arm

If ~ucces~.ful
F RIB T ( ’A L IV E & . . .“)

Have the P[t112 as~ the
u~er hou rnan~ t r ies

4-

PRINT (”# OF TRIES?”)

TYPE (“3” )

Set TRI ES to 3
in the POPII

PRINT (“T RI ES~ ”TR IES)
PRINT (”TRYINC TO

PICK UP A SCREW” ) ‘ Move to the
dispenser arid
t ry  to get a
screw $

Have the PUPIØ check
f o r a s cre w

Have the camera
take a pictur e

Take a picture
4

Ana lyze picture
Dec i de NOT THERE

Not there, try again
PRINT (”TRYING TO

PICK UP A SCREW ”) s Move to the
dispenser and
try to get a
screw

Have the POPIØ check
for a screw

Hay, the camer a
take a picture

Take a picture
_ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _

Anal yze picture
Decide THERE

iJ PRINT(”SUCCESS”) • Cuntinue the
$ assemb ly

Figure IV .4 .l

4 . ~ -

.4 .  - 
I

~ i~t 
$

—~-
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(B) ti me caniema and the PDPIO that analyzes the
pic tures .

and (C) he user.

The basic feedback 1oop is sti  ~iig htf o rw ar d ti m e arm moves to the screw dispenser and tries to

pick up a sc rew; it stops j ust a f t e r  leaving the dispenser; the camera takes a p icwre ; the V V
prog ram Oil the PDP 30 anal yzes th€ p ict ui c, decides whether or not the screw is present , and
tells the P1)P II its decision; aimd the arm c i t i m u r  tries again to pick U~ a screw or moves to the
assembly to screw in the scmew . However , ever for this relativel y simple task there is a great

deal of communication involve d Consider f i~ur e IV .4.I , which shows the flow of control
associated with a typ ical e>~ccutIonm of the P ICK W P _A _SCREW _TASK.

The rest of th is suct ion is a l is ;iii~’ of the AL program that performs the
PI CK _ UP ..A _SCR EW _TASK , using V V  to cl mcck for the screws.

BEGIN (screw checker )
DEFINE pick up screw “MOVE BAR M TO chcck _ screw H ;

F RAME check screw ; (Th e p lace where visual checking w i l l  occur)
FRAME use_screw ; (The place to insert the screw)
ROT r; (A rotat ion var iable to represen t N stralght down ”)
SCALAR type ; (TYPE holds the type of signal being sent from the arm

program to t im e vision program , eq. to say “I AM
RFA DV FOR YOU TO CHECK TilE SCRE W U the AL program
puts a “2 ”  in type and signa ls SAIL . . . when the
SAIL rout ine f i n i s h e s, it signals AL so the AL
program can cont inue . . . the codes are:

0 : not set
I: do ti me initialization (set TRIES . etc .)
2: check for a screw and set THERE (1 is

t r ue )
$ 3: ask the user to place the screw on

manually
4 :  success , a scr ew Is on the end)

SCALAR tr ies; (Specifies time max number of tries to get a screw)

• SCALAR there; (Var~ahlc set by the screw checking routine to indicate
whether the vision routine thinks the screw is
there or not., a 1 (actually anything greater than

$ 
0 )  I n dI c a t e s  th at the screw Is there)

3 EVENT sai l ; (This ms tim e universal event used to signal the SAIL routine
j  th a t something is to be done)

EVENT a); (The universal event used by the SAIL routine to tell the AL
program to continue , the SAIL part has been done)

SCALAR k; (A 1oop variable) $

____  - -—- - - - -
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r R O T ( Y I I A 1 , IitO ); (Set r to “stra ight down ” )

(Define the two Irdlics in tcrias of r}
clmc ck scm ew — H.~A M t ( r , V I C 1Or(~~O. 04 , 4o .O/ , p . 16 ) ) ;
u’~o s c rm’~. .- FRAt - 1 l( r , V L C T GI~(3O .00 , 35.00 , 8 . 0 0 ) ) ;

Pr m t  S I Ii c t .h  m m  to i rmtii c ,a t c yc i m (IIC a l i v e  and park the arm)
i’R I N T (  “A l 1VE A~.fl CI Si ICULA1 i1~C ” )
MOVE BARM 10 BPARK ;

( W I T H  DUR A 1IO N ? 2.o~src )

type I ; (Ask the SAiL routine to in iti a lize things ... eg. tries)
SIC UAt  s a i l ;

(tximcct the SAIL routine to a~.k tie user appropriate
qilesti( ’ns , set time associ ated varial ile s (using SETVAL), and
tim un return control to this AL prorjram)

WAIl a l ;
PR I N I ( ” t r i c s ” , t r m e s ) ;  ( J u s t to douhlecheck that the value was set)

there 0;
k 1;
WlIji.{ ( (  k < t r ic .c ) amid ( t he re  � 3 ) )  00

i;l 1fl~ i ick Ii i) 1001))
k — k + I;

~ ASSIR1 RAl~1 B PA R K ;
PRIN1 (”IR Y IIG 10 Cii  A SCRFW”);
pick _up _ screw; (A macro t lmcm t r oves the aria to the dispenser to

p ick up ii scr ew . The aria stops just after
leav ing the  screw dispenser.)

MOVE BARM TO check screw;

type 2;
S1G~ AL s~m i i ;

(Ihive time SAIL progrci i m take d p icture and analyze it to
decide whether or not the screw is present .  If it is
there , have the program set the variable THERE to one.)

WA l l a ) ;
[N D; (p ick  up loop )

ASSERT BARM chock_ screw ;

(Now see w ha t ti me results were . . . either the vision routine decided
t.lm,it. t im e scm ew Wa S th ere ~c md s.t 1ICR E or the program ran out of
tries )

(If time sum cw is sii ii not on the end , patmsc and ask the user to put it .
on time end)

D t h e r e  g lU i N $

BE C IN ( s c r e w  nut on yet . )
PRIUT(N PLIASE LIT ME HAVE A SCREW”); 

$

ty p e~~~ 3;
SIGNAL s a i l ;  

. 

—

(ih,v e time SAiL progr mr~ make sure that time user places a
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screw on the end of the screwdr iver and gets the arm
ready to procee d)

W A I l  a l ;
EN D; (s crcw not on ye t )

(Use the screw arm d then ont i rm ue with the rest of the assembly)
MOVE BARM TO use screw;
PR IN I ( ’SU CC [S S! N ) .

LN D ;(scr cw checker )

Since only one or two co~ cl~~ o im operators ar e rem 1uircd to decide whether or not the
sc iew i~ om, the r~m d of h~ u~~c~ iv~ the t li c to ta ke the picture and the timii e to send
niessa ces back and forth be:wecii the 1no co ; dominate the VV time , m e , the t i me to locate
the matc iws and coml )pute t i m e pi obah ., mlm ~m s  The ove: all elapsed time between the AL rcquf’st
and the aliswer is appmoximatcl y two seco nds.

I

I -i

‘
4—

- ~~~~~~~~~~~~~~~~~ .t ‘ 7. .J -—
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A P P I N I I \  V I ~O 1E  L (i(  Vi ION E\ AM PLE

1 ) j c  ¼ , ,  T i , , ) )  IS .~ (I 1 1 4 4  c~ a 11
L 

I . U  - r ~~ ; J l u r i -  4 ~~~~~ p:o~rarn to locate a screw hole.
At pl o. , Ir i : l I 1~ :i m it : l c  exp cctud ; i r w U  c~ i c  co: rch:ion ope rator is used to determ ine

tIi ~ i t  .i limtmum m ‘ j Imiic¼I to (1 ( itic : ii ii I;~~~ 3 - i .  i i :  tia i iml i ig  stage demonstrates the
u i i m i ~ o~ ‘ i i  ri;ii lic~ lhc Lu te -  s~~~ e t . i ~ : i’  op . :or/fe at ure pai ls according to

tl m ”i ; ;1 \ -j ,1 1 s t i l r l l i ; . m i  i~~ e~~~i V 0J ~r, , : . ;i, : ; uid ;h u ~c al u r cs at locations th a t  a re
consis tent wit h t i  e l - i  I I i $ , t l t ’  II,’ ~- i \  $~~~~ T imim ~~ 

] i c  exec utiomi stas e dem iionst rates
t imt’ ti~ ’~

- i’~ ~~~~~~~~~~~~~~~ 
i ,  m: _ I .~ 1 _ i I : u ~~ t i . . t I ) ! c _ I I ’  t ot about a new feature to be found.

l I~O( 1 . ! ~~ ) ~

Do you t r c u t t  t use t i  c, , c i  e “ ( V  Cr  ) :11
C a h i b r i t i o n  pi clu re :k’ u A !  J~~PJ i .
[P isp 1 d y  on the ~sv ’~ P ic a m .‘ r , I I  III o r c r ,  , c ;~ nc i : ~~? (5 , 11 ,or t i )  :H
l i l t Pl~~T~ R E •s C lIi ~ .;~t i ~:;i liii ov~ A’ ci ~1 ! : : : i  1: 24 25
Want to USC 0 c , I i i ir .i tion Ii h- ? ( V or N ) :  N

Cc~ 7 i l ’r a t c  t i i c  c,w ~~ra
Si ~c of time iii [ ‘ ru  ~t o~.cr t or ( 1 , , . . . ) :t;
Si ie of t.hr c r r rl ,m t io n  cmpm ’ r~~t i r  ( e q .  ~j )  :~ ‘ $

Auto rm at ic , t t i n m i iml , or St , incId rd Ca~ H r - i t  i on ?  ( A  4 or S): t1

Po i n t .  out. t ime f c ~: L i i res  iii L I -  cm!ibr ,ft t. JO n p~c tUre .
Acc e pt ,Rejcc t . L oc all y acljims t , lry, Co .rc l i ita te d IiSpl ~ y,
I m C i  best , or Stop accept inq sL4~ ; i 4  ~ t j Orm ~ . (A ,R , L , l , C ,F , or S):L
X and Y : + )  + 1
X tmnd Y :+1
X and Y :
Accept . Re .;ec I., [ ova )  Jy adj us t  , iry . Co rdi n a t c d splay,
I m d  bes t , or Stop accept m o  r I c t i s t . i o n : ,  ( A , i~ ,L , 1 ‘C , F , or 5) :A
ihe feature ’ s X ,Y ,/ :  2 .0  0 0
Accept ,Reject .l nc,m l ly adjust. , lry, C o u r i i r , , i t .’  .1 splay,
Find best , or Stop im cc cp ti n~j Su i j e s t l o n s  (I - ,i~,L ,T ,C ,l , or S ) : L
X arid Y : + 3
X an d Y:+1
X an& l Y :
Ac c~ pt .R e j r c L ,( nc il  ly ~m I t i u s L , Iry, C o r d  r i o t - ’. d i sp lay ,
F m d  i - s t  , or St ’1 accept. i n ;  s u e ~ S t 1 i ia (A , R , L , I ,C , I , or S ) :A
ihe fu ture ’s X ,Y ,/ :  1.5 .5 0
(A ,R ,L ,T ,C , F , or S ) : I
X and Y:+O +1
X amid Y :
( A ,R ,L ,T ,C ,F , or S ) : A
ihe feature ’s X ,Y ,Z: .5 .5 0
(A ,R ,L , F ,C ,1 , or S ) : A
Ihe feature ’ s X , Y , i: 0 0 0
( A ,R ,L ,1,C ,F , or S ) : L
X and Y : - 2
X and V : - 1
X and Y:
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(A , R . l , l .C , 1 , or S):A
l i e  t u 4 i ( ti re s > . Y , )!. 0 ..0 0
(A ,R . t ,l,C .F , or S ) : A
ihe featur e ’s X , Y .7: .  5 1.5 0
( A ,R ,L , l,C ,F . or S ) : i
X and Y : 4 1  -6
X and Y : + I
X a n d  V
( A .R , 1 ,l ,C ,F , or S):A
lhc feature ’s X , Y , 7 :  2 . 0  2.0 0
(A .R .LT ,C ,F , or S) :S
Do you w , m r i  t to  po in t  c’u t cry odd it. ~~~~~~ 

1 , tur es? ( V or N) : N
I r i i i r  V .  I .s! ,~~.c i/Cut I - PlC cc ‘ t h c  set of f ea tu res  d e f i n e d  by
t ime ~m r e c r . I  i i -:  p T n c i : s .c

App rcm x i t e  lens ce rm t r ( -~ , V .7):-?. /0 —1 2. 5 13i~ ri 01 J f - ~ ~ ( 0 , h i t  inn I , i r is puc t io n )  :0
S ize  or t t ~~ u nt e r e s t  o p .  r . m t i r  (~. ,2 , ...
S u e  of t h e  cnrr ela t iu r i ij ’ i r i ut or ( c t .  h ) :9
knos~un 1 j r  i t s  o n ~ — , ~ 0- . : — +

k flO~ffl lmi’i i t~ -‘ ii’) i~~ ( .~~~- , I 4~~l ,’ ) : — $ 4 -

K n o n m  l i i m r t - s on ci , ( — I . , +i i - . i : — I - . +3 ~.
Des i red  l im i t s  on X , ( - i I ¼ , +0. :  -

~ : - .0 $ 4 . 0 0
Pes i r e d  l i m i t s  on Y , —d y , +d y) :— .O ’i + .O5
ftrsircd l i m i t s  on a , -do ,+0’ :-3 +3
R X :  12 .00 0000 R Y :  2 . 0 0 0 0 0 0
Fxp ec t c . I  p r e c is i o n  of t hi-  C T  r c - i l t l i u r i  ot 1 o r a t r , ( - ;  1 p ixe l ) :I
ho  you want  ti iN t i n u  mmm c [hi p ictur .; a i/e 7 ( 1  or N) :Y

i - u - i  i n .  f / r e 1 oca t -m on i i d  C C  so h i t  ion of t ime co uc r a :  ( I )  use  a
5.1 1 ( 1  1~~ .cu  t of f - - i  t u t n  .. f ri di; t err t r i o the t o l e rance  vol  u i - i c  of t i r e
I ; c fr , (2 ( r n / o c t  H :t vo I::; on to f / i c  s c re en  to fo rm t ime ta s k
to I (’ rci ic c r i o  i on , ~, t)  o v e r l a y  f / i c  task  t o l e r a n c e  req ion on the
p I~ nir ing  p i c t u r e  on t h e  l e f t .  ( 4 )  s c a l e  f/ic r e g i o n  to i n d i c a t e
w h c t i r c r  t i mr  1 1  r~~ . 5 1 ) / i  Id tic i’ -’iic d in or out to produce the
i i ,  5 I icr! r r s o  I I .  ion $ ( ~

) s/row t i c  cca  led  tas k r e g i o n  on the
r i q ( r f  s i d e  of f l u  d i s p l a y ,  and ( 6 )  zoom the camera
a p p r o p r i a t e l y .

P la nning p i c t u r e : W P L A N 1 . P I C

Po in t  out a .c,ii ;iple set. of f e a t ur e s  ( t o  de f i n e  the task v o l u m e ) .
Y a r i d  V for n c u ~, fea tu re  ( i n  pixel s ) (<cr> to s t o p ) : 7 0  200
( A ,R , t ,l,1,F , rrr S ) : L
X anti Y : +  -7 Q
‘< and Y : 4 - t  -4
X an d  V :
( A , R , L ,1 ,C ,F , or ~~~A
I rmput time fr , [un ‘ s h e m  ~Iu I ah ove t i m e p1 o ne . m e .  / :0 .0
X an d V for neil I n ture tn pi x e l s) ((cr> ti stop ):110 200
( A ,P .1 , l ,C ,F , or S):L
X ann Y:+0 +1 2
X a n d  Y:
( A ,P ,L, T ,C , I , or S ) : A
Input the fc tur e ‘ s hc mq ht ol i ve the p la ne ,  i i .  2 : -  .5
X and V for new f e a t u n t  ( i n  p ix e1~,) ((cr)  t i s t c ip ) :200  110
(A ,R ,t ,l,C ,F , or S ) :L
X and Y : - 7  +8
X and Y:
( A .R ,L .1,C ,F , or S ) :A
2 :  .25
X and V fo r new feat ure ( in pix e ls) (<cr) t o  s t o p ) : 1 65  105
(A ,R ,L ,1,C .F , or 5) :L
X and Y: -5 +12
X anti Y:
(A ,K . l ,1 ,C ,F , or S ) : A
7 :  1 .32
X ,inm d V for new fe a tu re  ( t o  pi;.- c l s )  ( (C r>  to s top ) :
Approximate screen coords of the po in t  of i n t e r e s t  (x ,y) :1 00 200

— —- — - - —4 - - $- ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ -‘ -~~ 
-
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X an(I V:+15 —14
X and  Y :
l h c  7 of the point of ,ni t e nc ’ - . t ,  7 : 0 .0

l - i g u r e  V.? 5/ro ws WPI/W] .PIC and time samp ’e set of features usedto de f ine  time t o le rance  vo l ume for the task .
D e t e r m i n e  t i re  change in r e s o l u t i o n .

RISOLU1 ION 01 ONE PIX EL Al DUG liii SCREEN’S X AXIS:
(PLAN E ’S X : .028/01 PlA NE’ S Y: — .0 10617)

RESOLUI ION OF ONE PIX EL A lONG t ilE SCREEN’S V AXIS:
(PlANE ’S X: - .010865 PLANE’S ‘/: - . 03 5 794 )

X ,Y ,Z p r e c i s io n  of’ tip: .0791/7 .034902 .033167
1I l[ ‘ZOOM ’ [AC 1OR : .098 0 12

#1 .c in rp le  lreii ri .ctr c is used to determ ine the zoom factor
rcq ti irc (I to a d s  i cvc  t i re  d e s i r e d  re so lu t  ion a long each of t im e
ax es in t im e c a l i b r a t ion p lane : g iven th e expected p r e c i s i o n  of
one o p e r a t o r  and f / i c  d e s i r e d  p r e c i s i o n  about the po in t  of
i n t e r e s t , t i m e  m ci;, f a c to r  is the r a t i o  of the expec ted
prec is  i o n  over  t i ; c  do~ ired . Tire zoom factor for f / r e  whole
p i c t u r e  is the  flm , lxi /I ~1 of t /m c  two zoom f ac to rs  a long the X — a x m s
and t ime V - a x i s .  7 / m i s  o v e r a l l  20001 fac tor  guar antees that both
or t im e des i r ed p re c ,s - ion. c w i l l  be met .  It is a cons e rva t i ve
c.ct inmate of the actual resolution required because it is based
upon f/re ex p e c t e d  p r e c i s i o n  of one operator  ins tead of f / i c
expect ed ~r recistou f r om s evera l  operators , which would be
g r e a t e r .  u s  m en t i on e d  in s e c t i o n  ~.6 i t  wou l d be p o s s i b l e  to
s- . s t i m a t e  f /me necessary resolution nmo re accura te ly  by per fo rm ing
some ex a mple  l oca t i o n  tasks w i th  p ic tu res  at d i f f e ren t
r r s o l u t  ion s .

Iii[ ORI GINAl VJNDOW IS:
( t l I t i X , M I i X X ) :  4 h . c 2 h / 1 8  2 4 4 . 3 7 9 7 0 0
(M1UV ,t-~iu ”Y): 73.20~~7 10 S0.164150

‘liii RI SU I liNE W1N[IOW IS:
(M I N X ,MAXX : /5.042)79 214.009290
( M I N V ,MAXV : 90 .3 5 2 4 0 9  213 .8 /90 20  

-F igure V.3 shows the tasx tolerance region overlayed on top of
P L l i NJ .P I C  and the s c a l e d  to lerance region or the r i gh t  of time
d i s p l a y .

R :  12.0000 00 (1:3 OPERAT O R 5171 : 9
THE M INiMUM AMOUNT 01 CORE FOR PIC 1URIS IS: 2844 (36-BIT WORDS )

J im Ls numb er is Lim e t o t a l  am ount of core requ i red  to hold the
p i c t u r e s  us e d in th is VV t ask .  It is based upon one 4-b i t  test
p ict ,mre .in i tire port ion.s of the p lann ing p i c tu re  requ i red  by
t en ç r , r r r  la no n  n j  r a t o r s

N ow , / I ‘ r i d  pie Inn ~ 1 Iutt . 110
Sat isi a-il ? (V or ( 4 )  : N
New , ioomed pic tur ’e :Wi1A t1 3 .PJC
Sa tisfied? (V or N ) : V

Reca l ibrate f/ic canicre at this new focal length.
Automatic or M anu al C a l ibr a tion? (1~ or M) :A
New cal ibra tion picture: WCAL2. PIC

I J q m m r c V.4 slromus k/C/i ! 1.PIC on tire left and the new ca l ibration
p ictmsre on time rig /mt . liii ; cal ibrat. ion obj ect  appears to i) e

— l a rger  ( i . e . , at. a high er resolution) on tim e right , but i t  is
n o t .  l i f t e r  t im e f o c a l  length  of time camera has been decreased
( d c c r eas i n i -i f/re rcso l ut  ion of time p i c t u re  and the s i ze  of time
appear anc e of t i r e Cal ib r a t i on  ob jec t ) ,  the por t ion  of time
p i c t u r e  out l i n e d  on Lire r i g h t  In f igure  V.3 is ex t rac ted and
expan ded so that it. f i l l s  up the same p o r t i on  of the d i s p l a y  as
the or i i;’ n ‘ i l  p i c t u r e . Not icc f / r a t  the p re c is i on  l i s t e d  be low

4 Is LOL’!L R i .e ., less precise ) than the precis ion mentioned
e a r l i e r .

Display the cali b rat i o n p mc i u r es? (V or N):Y
Use time o p e r a/ o r / f e a t u r e  pa i rs  def ined for the ca l i b ra t i on  to
r e c a l i b r a t e  t i re camera. That Is , app ly the operator s and
locate  a s u f f i c i e n t  number of the features to recompute the

j
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V P a g e 2 I 5

c o l i n e a t i o n  g; ra l , r ix .
X , V , 1 prec is ion of op: .04 ) 8 13 .0~ 0 17 7  .047707
fl o Y OU want to save this c a l i b r a t i o n  file? (V or N):?
Output f i l e  name :V . CAL
COLIN [A1ION MATRIX:
32.9790210 -5.220069k’ 86.1000000
-9 .149?472 -21.9564100 178.1000000
.0039588 .0320665 1 .0000000

Use a task file? (V or N ) : N

Ci rootc e time po tential ourer,rtor/feC ture pairs : (1) apply the
interest operator to Wl’l.11N3.PIC and (2) select the promising
p urr s

l ra in inn l i c t u r e  :W ll ST1 .PIC
Accept ,Rrjcct ,Loca l ly iidjust ,lry, Coordinate display ,
F i n d best , or Stop accept ing suggestions (A ,R ,L ,1 ,C ,F , or S):L
X and Y :-7
X and Y : - )
X and V : - 0  +1
X and Y :
Accept ,Reject ,Locall y adjust ,lry, Cou rdn nat e display,
F i n d  bes t , or Stop a c c e p t i n g  sug g es t i ons  (A ,R ,L,T ,C ,F , or S ) : A
In put the feature ’s hei ght above the pl ane , I c .  Z:0

figure V.ti shows tire new planning picture , WPLAN3 .P 1C , on the
left and a test p icture on tire right. The first feature is
s/ mown on the left.

Acce p t ,Rc ject , L oc all y ad~ju st ,1ry,Coordinate d isp lay ,
F ind best , or Stop accepting suggestions (A ,R ,L,T,C ,F , or S ) : R
(A ,R ,1,T ,C ,F , or S) :L
X and Y:+30 -5
X and V :+ 9  -4
X and Y:
(A ,R ,L ,T ,C ,F , or S):T

4 VALUE .884
(A ,R ,L ,I,C .F , or S):A
In put  the f e a t u r e ’s he ight above the plane . Ic . Z:- .5
(A .R ,L ,T ,C ,F , or S):R
(A ,R ,L, l,C ,F , or S ) : T
VAl UE .820
(A , P ,L ,1,C ,F , or S ) : A
2 : 1 .32
t~,R ,l ,1,C ,F , or S :R
A ,R ,1 ,T ,C ,F , or S :R
A ,~~,L ,T ,C ,F , or S :R
A .R

A
L .T .C.F . or S :A

(A ,R ,I ,1 ,C ,F , or S):L
X and Y :+0 -3
X anti Y :+10
X and Y:- 1O -10
X and Y:+2
X and Y:+O +10
X and Y:
(A ,R ,L ,T I,C ,F , or S) : 1
VALU E .7 40
(A ,R ,L. 1,C ,F , or S ) : A
2 :0 .0

• (A ,R ,L, T ,C ,F , or S):R
• (A ,R ,1 .T ,C ,F , or S):S

Do you want to point out any additional features? (V or N):?
I X and V for new featu re (in pixels) (<Cr> to stop):20 100

(A ,R ,L , T ,C F , or S):+O -15
****UNRI CO~NIjEO AN SWER ***
(A ,R ,L ,T ,C ,F , or S):L
X and Y:+0 -15
X and Y :40 -4
X and Y:

j  
-- - -- - ~~~~ ~ - ~~~~~~ ‘~~~ -



• P~~:c 2k. V

( A .R .L ,1,C ,F , or S ) :A
7 :0 .0
X and V for new feature (in pixels) (<Cr> to stop):160 35
(A ,R ,L ,T ,C ,1, o r S ):L
X and V : - I L
X antI Y : - 7
X and Y:40 +1
X du Ll V
(A ,R .L ,T .C .1 , or S) 1
VA lUE .8~.8( A , R . I. . l , C , F , or S ) : A
1:  .25
X an(I V f~~- fl (~.; f t . s  lure ( in  p i’~(’ 1 s ) (<en> t slop):
Approx i mate screen coords of the p oint of m t-crest (x ,y):45 100
X and Y : + 14  -3
X and Y : 40  -1
X and Y :
The 7 of t ime p- .in I. of i n t e res i , 7 :0

Ji m i.s coup ‘i c t es  the :,, oqr ’,r’ i u r n  t. is ’rc . 7/ me camera has been
p o.c it ioncd and c,; 1 ihrat. 1, 1.~~: task has been stated and t i re
~m oLc n L m a )  ope r a t o r / I  co t u r c  pa ; r s  have been def ined .  f igure  V. 6
.s imo w.s the fc (s t.ure.c f /m a t  !sPV t i  I) cen chosen.

I I NE 1181 :

Ilp~i)y the operators to . sc u era l  t r a in ing  p ic tu res  and gather
stat. 1st ics Oim time 5i.lUc i .iidPl con s istency of the matches. /171
of t ime opera tors  arc isj ~i 1 -j u l  to each t r a i n i n g  p i c t u r e .  The i r
j i i t c i r c s  a i c  handed to t i re lc , .sL— s 7uares c u l l i n g  rout ine , v’h i ch
dc Le r , m ins i .S t i m e he~ i. f i t. and c u l  Is omi t , t ime nr atc hcs w i t ! ,  l a rg e
res mdsm.i 1 e r r o r s .  The cii i 1 iri~i is (hors e in two s teps :  (1)
~.~‘rsm -in cni t ly c u l l  j u ly p r ,nt ..c !m 1./s it is .s i g n i f i c a n t  ly m oons i s t e t r t .
( i . e . , more t i r e  three st and ard  deviations away from its
expected position), and (?) t , u a p o r a r i l y  eliminate time wor.ct
remaining i;matc ii and try c’mi io th e r f i t ;  if the fit is

- s iqn i f  icant ly ii , ’L i c r  t han 1./i c one Inc lud ing the match .
I ie r i :m.mss e nL ly  ci i  1 1 LIm ~ ( i mic.S L io t i , 1i I~ ,; r .; t .ch 7f the fit ‘ 5  not
s i g n i f i c a n t l y  be lLe , ’ , leave Lim o quest. iona h le match In the set
of good ,;,atchcs and s top t r j m n g  to c u l l  matches.

Tra in ing Pi c tu re :W l I -S I1 .P IC
Do you want. to include t ime r e s u l t s  of t h is  tr ‘s a l ?  (V  or N) :  V
THE WO R ST: C. .23 3 3 0]  . . . FtGSOLUI I

TIm ~ match I or operator 6 is so far away from time position
p: cd i c t c d  Imj t im e be st . f i t ,  that it is immediately culled from
t he se t of ,;iatchc.c for LI : r .~ t r a i n i n g  p i c t u r e . F igure  V. 7 shows
the match for op erator a. / o l . i c e  that the correct match for
operator  6 i s r mjim t on 1./sc s t g e  of t i ic p ic tu re . For sonic
reason thc operator  (/id iso!. ti m id it .

THE WORST: 5 .0 1523 0 . . . 1LIITATIVE
OLD ANN NI W TO LIRANCI S ON a ,dx ,dy:

• .?Il15 ? .?0376C. -

.001905 .0(13862

.005012 .00528 1
• TOLERA NCES DIl ’ nut IMPROVE ~Y Du El ING I CA1 POiNT

NO 1MPROV L M LN 1
I b,: match for operator ~ ;- .s~. the worst remain ing match , hut
ta k i ng  IL out of Lir e set d i , i  not. s i g n i f i c a n t l y  Improve the f i t ,

• so i t- was le f t  in the se t .
0 PLANNED POSI TION 1115 1 LSlI6Ali MEASURED
I 2.014 514 .096158 1.639305 .100788 1.628 164 .094524
2 .006031 - .293069 - .:s ’/93 78 - .232217 - .380342 - .240852• 3 1 .340150 - .0R3038 .90015.3 - .0:9308 .961516 - .049120
4 .465959 .625199 .106293 .0/3312 .103857 .686125
5 .281509 - .08565t3 - .0cmc14 0 - .032055 - .083456 - .036095
6 — .64b~m20 .466445 -1.009322 .‘j4 YJ1.m~ - .737630 .686142
7 2.545940 .847806 2.193587 .832145 2.190081 .828087

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ‘~ -,- “ iiI —
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Ano ther tr i a l ? (V or N ):V
T r a i n u s q  I’ m cture:V li .S12 .PIC
Do you wdut to includ ’ the r~ ‘ s U s  of t h is t r i a l ’  ( V  or N ) : Y
1H[ ~!ORSl : 6 . ~ - .~~T ’ ~ . . . I L .  A l IV E
OLD A UI m NI W TO t FRA NCI S ON a , dx , dy :

2. 61 ¶m. ’ .lO 3.’n(O I
.OT. 37 01  .00696 1
.0~.93l3 .003u 7 7

JMPROVI ML NI
i i ,  i s  t ri - ic ’ t lie i’ In I I a- ojei ’ s 1. ni’ 6 was not far  enou gh away f r om
t h e  pn ,s i t  ion  J r  I t ic  t e l  h>’ 1 i i ’  f i t  to be inrnred iatc  ly  cii i l e d .
Ib m - c ver , it ~~

- - s  he I - ‘a ’ ‘ 1 .  i— sa t cli and l e a vi n g  i t  out.
.s s go i f  i can t  by ii ; , -o .r d t/rc I , 1., so i t  was rcn io vcd f rom the set
of c o n s i s t ent. (‘I C!

Till WO SI : / O a[UtT . . . Ft ETA ’ TI VE
OLD AT . I ( .1 V TOt FRANCF S 0(4 a , u, , dy:

.439893
.006901 .000392
.00t~6 7 7  .00/696

NO IMI’ROVI ~T I NT
a I t  AI~~l II P0511 ION RF ST £51 U’~

’- T I  MEASURED
I 2.014914 .O967~,8 1 .23- . -1 J~~’~(~ 1.7354 92 .184310
2 .000031 - .293609 - .~~~~~I~~~15 T  - ~~~~~~~ ~7 - .242347 - .293C00
3 1.310150 — .083038 1.0~ I / ~.? - ,0] lT ]~i 1.071208 - .015020
4 .409999 .o: 5199 . l u - 4 u ?  .0.~ I?0 I .153790 .675135
5 .? !s lSO’ r - .089656 .01?3]0 - .lm~ ’U3 .030402 - .061121
6 — ,( -19 p ,?(1 .46611!, - .938P1 l -13 05 - .715465 .976305
7 ?‘.545940 .842806 2.232491 . 5 ( 3 9 4 7  2.206353 .951339

Another t r ia l ?  (V or N ) : Y
i ra  m n i nn  P ic t u re :W I LS1 3 . P IC
Do ye’s want to i n c l u d e  the  resu l ts of th i s t r i a l ?  ( V  or N):V
THU WO RST: 2 .286100 . . . ‘T LUTATIVE
OLD AND NEW TOLERA NCI S ON o .dx ,cly :

2 .2 911 97 1.504936
.04591 3 .032051
.0~.11”6 .039083

IMPROVI tI[NT
TIlE WORST: 6 .3026 11 . . . 1~ UTAT 1VE
OLD AN t s P41 W 1011 RAI- ICI S ON a ,clx ,dy:

I . 584936 1 .O0?0” PB
.0168.35
.026401

IMPROV E flEU T
1111 V0~S I :  3 .06084? ... ltt ]1A T1VE
OLD ANN NI- V TOt I RAIICI S ON a • dx , dy :

1.002098 . 783424
.010835 .0 14625
.026401 .021650

NO IMPROVE MENT
O P1 A tSIli I) POSI TION ITt Si ESl ltittll MEASURED
I 2. 014~m 14 .0’s6158 1 .3 - 3319? - .0119 ) 4 1.306780 — .030977

• 2 .006031 - . ?~‘3069 - .7111 78 .0235 21 - .403734 — .109135
3 1.3101~ 0 - .083038 .639642 - .0693 25 .6/303 1 - - .013483
4 .465959 .6:5199 - .o~~ioo .N u . 10 - .034 034 .

5 .281509 — .0J~5f 96 — . 39(06? . I 1 l i T ’  — .395031 .163998
6 — .645670 .466445 -LI  7i1?~ , 5G~ 93 , ’ - .904250 1.090785

1 7 2 .54 5940 .842806 2 .017 903 .5u’t2’~O 1.981370 .535230

Another t r t a i ?  (V or N) :Y  
-

iroining I’ ic t u rc :W 1FSJ 4 . PZ C .‘

Do you want to Include the results of this t r ia l?  (V or N) :Y
Till WO RST: 5 ‘ .019895 . . . ILNIATIVE
OLD AND urw TOLERA NCES ON a ,dx ,dy;

.263023 .263642 - 
-

.0054 11 .00 571 7

— .- ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ‘ -J~~ ’ 
,
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00602? .0 0 6 4 / 2
T OLFRANC ES 0111 not- JTI F ’ROV L BY It  I I I  116 THAT POINT
NO IMPROV E ME Ni
* Pt ANN E N POSI ION III S F 151 1(11,11 MEASURED
I 2 . 014 5 14  .1’ ” , 1T ,

~9 ‘ . ) ( 0 ~ f~’ .084181 2.167497 .091572
2 .00 03 1 - .: ( , .~~I~~jY - I 3 . 1 ’  - .206 199 .1238 65 - .2 16194
3 1 . 310150 - . ( I 5 - 3 o .~r, 1 .4 / 0 13 6  - .00 156 5 1.461 67 3 — .044214
4 ,1 ’ ~~~u ., 3 T ] ’ ’ i . h , , T~~ ’ i J  ,‘ IS 1~~!tO .054 9 79 .685162
S .7015 0 ’  — . o , : , ,  4 , ( .13 — .1 1 3 0 1 1  .402 623 — .003581
6 — ~, 4 T 1 0 , 1,,,,, 1,1 , — . 4 /8 i ~i9 .985 102 — .47111 6 .57 1449
7 2 .1.4 5940 .P,4.-’!OIO ? . / ~80/~ .803736 2 . 74481 5 .797935

Another t r i a l7  (V or N ) : Y
Tra in ing Pict u r e:W lI 515 , 110
Do yo sm want ,  to i r c i t s ir the re~.u1ts of th is  t r ia l? (V or N) :Y
T I-IF WOf ~Sl: 1 . 0 3 7 / / 7  . . . T ENTATIVE
OLD ANt) NEW lO IF RAN CI S ON o ,dx ,dy:

.404727 .400~~/8.00849.1 .O03 ~ /7.009060 .0083/9
NO IMPROVI MINT
* PLANNE D POSI1I C U lu ST ESTIMATE MEASURED
1 2 .01 1514 .05 156 2 .3~~II371 .235606 2 .404679 .2405 93
2 . O O t 0 3 1  - - , ? 6T I I I S  ,4 5 ’ Y i / I~ - .337308 .373 446 — .3175 29
3 1 . 3 4 0 1  ‘-C - . f ,1I3013 1. 7 1 . ’ - T  - .00 2 191 1.698851 — .008762
4 ~~~~~~~ . 1 .’ ’ l11 ’~ .7/53 .0 .62 072 8 .7469 31 .634586
5 .7P.1~ 09 - 08, C .(1TT 51 - .1 04319 .675836 — .114726
6 - ‘ - 15620 .161 -1 -i T - .31 (3-1 -1 . 35C 1 79 - .309320 .338962
7 2. 5-15940 .84300’. 3 . 8 ? T o 0 ; -  1 .032906 2.836590 1.034477

Another  t r i a l’  ( V  i p
FINAL S IIiTISII S

N MI A T! Sfs
1 5.000000 .01 09(01 . (I~ 2 993
2 5.000000 . 0 8 1 / 0  .14. ]111
3 5.000 000 .0?35’ l d
4 5 .000000  . 0 3 - 1 1 1  ~I

1 5.000000 .01’. -. • .0007/1
1 5 .000000 . ? i’ I/ , ’ ,’

1 5.000000 .0’!
Not. ice t i t  Li , : .~I. t is t ics for each operator inc l ude the
s-c su I t s  It n~i c u / I  f r  a 1 (I . c. , N:5 ,) even though some of the
ma t c hes i’,’e.rc cu ll ed Ira u the best f i t .  The worst match es were
c u l l e d  so the br,st. po.c.s slile f i t  cou ld  be de te rm i ned .  Then the
i - .c i d mi. 1s for all of 1,/ic mat c lre. c were computed and added to the
c t . a t i s t , i c a l  i n fo r m at i on .  In th i s  way, the operat ors that match
t i me i-i t ‘,‘ n I e a t . I u , r s  (at md ?le r mce are far away from their  p red i c ted
pu ’ r t  r o n s )  produce ia r qe values for their  average res idua l
e r r o r

~t A NOI Nt.  TIME

ihe r~ nk mn ~j s c h e m e  .c imp) y orders the operator/feature pairs
o c c o r d m n q  to thei r a verage residua l errors .

IHE ORDERED SIT OF FE ATUR E S .. . # ~nd the rankIng value
5 .016326
1 .019988
7 .021 089
3 .023548
4 .0764 11
2 .081760
6 .239727

l i r e  sy .c t e u j  r c n un r hc r .c  t ime feat ures accord ing to this ranking.
1 hu.s , I r u m  m i-i on 1. Ire o ci number f i v e  w i l l  be number one , e tc.

Do you want to save this task? (V or N):V
Output fi l e name:V .1SK

.-.—~~~~~~~ --— -_—-~~~~~~~
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f ~rOiIi 100 i l l - I f ’

l h r c c  cx nm pl c  cx c c u L i o n - t  li me per f o r n r a nc e s  are pre s ented be l ow .
Jr m t i r e f i r s t  one the / res t  three operators  locate t i r o des i r ed
i m o i r  suf ( i c i c n t - i y  j m r c c i ~r , I y :  in t i re se cond , four operators arc
n r r d e l ;  and in  l ime th i r d , the opera tors  can not produce t i m e
mh - ,c l rcrl pt-cc is iOlm

Picture :WLX [C1. PIC -

lb you w a nE tn s’ r c1iclr f c a t t m r e s c : , t .cl, us i t .  is found? (V or N) :?
* * * for debug ii nu . . . s et  hyp[ III  I . V , ( F ;  ‘, V

.3 Imni  d.c t i c  kco ;- ’.’i . u , i dr .c i r e d  to le ranc es for t i re t ask .
Jim i.c stotruuu’:mL p:’ ov r d . ~ c .. t - .;y for the user to temnpor ar i ly
cisan qe t imc t i m e s u  v~ - I wo s in  order  to see how w e l l  t i r e
o p c r a t o r / i c a t u r c  p a i r s  h~~m , -

~ve in d i f f e r e n t  s i t u a t i o n s .  For
ti n s p a r t i c u l a r  e x e c u t i o n  of l i t :  t ac k no changes wer e mode .

How many fea tu res should the )ucuti~ n rot u t i n cu start with : ~<cr) to cont inue:
7/ i c  sys t e m s/ r o ws a l l  of t i c  f ea tures  on ti me p lanning p i c t u r e
Em nd asks for a c a r r ia ç ; c  r e t u r n  to ind ica te  that the user ha.s
seen thesi, and i~ ready U’ apply one operator at a t une . The
.c y ste i ; m a lso .slmciws the , i rel.ch fo r  e.::ch operator and pauses again
i f  time user s p e c i f i e d  1 / r a t  he wanted to see each feature ’ s

sum ~m t c/ i
VALUE .856
<cr> to cont inue:
VALUL .954
< C r> to contin u e:
VALUE .921
<Cr > to continue:

I iqu rc  V.8 s/ ro ws t ime p l a n n i n g  p i c t u r e  on the left and the
rx e c s i t . i on - t i ’s . ’ p - r c t u r c  on time rig/it. The three features and
t i c  corr espond inn m a t c i r c s  arc o u t l i n e d .

THE WORST: 2 .014804 . . . lit-ITATIVE
iWO L[ FT , WORST IS NO1 TOO luAP
FEATUR E 11 (111W N I !.‘.~S 051 Il
F EATURE NtIflIft N 2 WI.S 1151- I)
FEATURE NUII IW R 3 WA S 051 0

3 01 THE INITIAL 3 tiRE USED
X & V TOL : .0156 77
SUCCESS . . . II OCAI I WAS AOl I 10 RIAC II TIll 10 1 1 RA NCE S

3 F I- Al URI S WI RE 11111- I)
3 I- lATCHES WI - NE USED

THE CIIAE-JGE :
DX & 2 *s d ( D X  : - .03030 1 .0 156 /7
DY & 2*sd( IJY : .089459 . 0 ) 958 6
Do & 2*sd(t)a : -3.7 1/13 7 1.01U0 84

Another p i cture? (V or N):Y
Pict ure :WL XI C2. P1C
Do you want to see each fe atur e ’s match as it is found? (V or N):?
*** for debmm qq in g . .. set hy p iN ) to V , (f t & V):
How many feeit tirc s &hou ld the locat ion routine start with : 3
<c r> to co n t inue:
VALUE .815
(Cr> to cont inue:
VAL UE .7/8
(cr> to cont inue:
VALUE .829
(Cr> to con tinue:
THE WORST: 2 .0333/I . . . T E N T A T I V E
IWO U-I -I. WONSI IS NOT TOO flAl~

- 
- FEATURE NIIIIIWR I WAS USr.D

. 
- 

- FEATU RE N U MBE R 2 WAS 051 1)
FEATURE NUI4U~K 3 WAS 051 Ii

- — -- - - -. -. -.- - — -. - - ~~~~~ ~~~~~~ ~ s’ -~~~~. ..tl 4.-~~~~~_~~~~~~
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position for the point of intez-est , locate the actual position of the point of interest , and gather
statistics on the ei-ror s between the implicci arid actual positions. At execut ion time these
statist ics can be used to produce a tolerance region about the implied position for the point of
in terest.

Scction 2
LOCAL TESTS FOR A POINT ON A CURVE

Giv en at i  analytic c u r v e  and a match of au edge operator, is the matching edge a point

on the curve? Put another way . what tests can he app lied to the local information in order to
fil t er om it it icor u-ect matches? 1- c s c IiI iaII y the same ty~.mcs of tests can be applied to decide if an

edge is on a cuu ve as to decide if an edge is on a line. The tests are based upon five types of
in foi matioiu:

( I )  contrast ,
(2) distinc tness ,

(~~) slope,
- 

(‘-1 ) continuity,
and (5) cu u -v atuu e.

When an edge operator is used to locate a point on a line, its parameters are set to locate
potenti al edges t hat have a CII t a m  coultras t and distinctness. Having found a candidate that
meets these qualifications , the ca ndida te is checked to make sure that it is within the correct
can ge of ang les For exam p le, if the line is vet -ti ca l , the candidate edge is horizontal , and the
angular uticeitai nty is only twen ty dm’ 0 1I-€ s , the candidate edge can not be on the tine. If the
candidate ed ge is w ithin the correct r an ~ u 1 of ang les , its local continuity can be checked , To
perform this test the edge opcratou is applied on either side of the candidate edge. If there
arc no edges, the cati di date is  discarded . if the new edges ai’e at inconsistent angles or
positions , the candidate edge is rejected because its local curvature is incorrect.

The generalization from h u e s  to curves is straigh tfo u-w ari The edge operator is tuned
to locate candidate edges that have a cer ta in contrast and distinctness, The range of
acce ptable angles includes the complete set of slopes alon g the curve and is augmented by the
angulai uncertainty assoc iated with the part . For examp le. if the slope of the curve varies
from I~0 degrees to 270 degi-ecs , and if there is a ten-d egree uncertainty associated with the
object upon which the curve is based , the total range of the acceptable angles is 120 degr ees

• to 280 degrees The continuity test is the saii~e for curves as it is for lines. The curvature test

~_ . . L~~~_5i~~~ 5_/iO c~~t,/ ~~ ‘_-~~ ‘ ~ r . r  _ -
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the approximate slopes at the indicated points

(2) 1 lave the system use an edge operator to search for the closest edge in
t b-i c picture to each indicated point,

(3) Fit an analytic ct iu ye through tiu~ actual edge points.

(1) 1-lave the system follow the curve as fat -  as it can in order to pick up as
much as possible of the actu al curve in the picture.

(5) Have t h e system walk along the comp lete cu r ve and gather statistics on
(a) tbuc tl,staiicc hclwc t-II e :-u -: h ac I l 3 h  edge point and the closest point on
the aii alyt ic curve and (b) the distance between each actual edge point
aiid t h e  1jomt on the analytic curve that has the same slope.

(6) If t he statis tics indic ate that t i e  a nal ytic curve does not closely
a ppi-oximate the actual cu rve , ref i ne the analytic curve by incorporating

more of the actual edge points

ihe automatic refinement arid characterization of a curve ment ioned in ste ps 5 and 6
make it possible for the user to specif y the desired range of residual errors in ad’~ance. The
system stops i-el ining the cuu-ve as soon as t Ime predicted residual errors are sufficiently small.
The i-esidual errors ate important because they determine the size of the tolerance region
imp lied about another feature , given one point on the curve

Consider figure \‘l 31 , which shows a Pa rt ial ly completed chainsaw engine The goal
is to locat e the dauk scr ew h ole that is riuarkcc l in figure \‘I 3 I.a. The user indicates the two
points and associated slopes shown in 11 :-we V 13. lb The system locates the actual edge
points in the pictuu-e and fits auu an a h~ti c curve thuough the points (as shown in VI 3.1 c) It

then follows the curve until it loses the curve in the shadow at the lower right end and until
it f in d s a di amari c change iii ciii vatu re at the upper left corner (see figure V l.3. Id). Then
the system walks along the comp lete curve gathering statistics . It decides that the middle of
the curve needs to be better approximated by the anal ytic curve , so it adds another point to
the a ti al ytic curve fitting i-outine, The refined curve is shown in figure VIS,l,e, Given the
new curv e , the potential tolerance region abou t the screw hole implied by one point on the

curve is shown in figure V I 3 i f .  -

The only reason that thus technique is referred to as an inl cra cl i ve method instead of an
automatic method is that the user has to point out a few points near the curve. f that
subtask could be done automat ically . the whole suggestion process could be done
automaticall y. How can the system automatically suggest potentially useful curves? If the
system had a thurec-dimensjonal model of the objects in the scene, it could produce a synthetic

t - J  _
___~~~~l~~~_•~~~ ~~~~~~~~~~ -~~ —
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picture (possibly ju st a l in e dr:i -,v i t i : ) , ‘, s l /V I I  1 / - i i f . i . i t / : i l y ze lot long, distinct curves Fo~
ex ai’mW lc, consider I i~~U l C  VI  32 , w h ich ~h ii ’ ’- - - -~ Ii l rL~i i--hIlt ; drawing of tb - ic expected scene
whet -u the chai i isaw cu i ; - i t I . ’ us at i ts pi ll: . l i tC :iOuII

Vu - ui - c V I~~2

1 lie cur u t -l it sysu’ m is a fir s t Stt ’1j tCtI - . ~I J SIIJi at I iIlttil i,i ’ i/ 1e;ituu e sti~~,es t ion System .
1 he uccu inrcu act ivel y dcfun e~ t he tl r cc -duu ~icu is iouma I riti- idebs a: the ob jects in the scene. -l hi e

system auutomaui c ;ufly produces the hiddcri—lir i~ dt Wi l l 7 in which each curve is approx imated
by a scqu cncu ’ oh Iiii~ v:~ii u rnts. l lie Sy si te t r:I ’t lII t auiis an internal descu i1itioii that
distin guish es between the line se;~r11er’ut~ that a re wt :d fat- this type of approximation and

7 those that rcpucsci - ut actual line sC i iclm t s ‘1 lie USIt . 1111 : 1 a c t ivc l y points out potential curves in
the h u e  du -aw iuu g . T h e  system auto uo.itically IOL.iit .’S anti cha racterizes the curve that actuall y
appears in the planning picture.

H
-- — p 
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Sect ioui 4
R E P R E S E NTA T I O N  OF A C U R V E

i he  fr i st three sect ions of th is a i I l / IIcti\ have described the use of cur yes assuming

t hat a rcpr-esentatlo n for c u i iv cs exi sts th at rna~. t:S it possible to compute the necessary

inform -oat ion , such as the k itgt h of the c mu/ le. This section briefly describes desirable
properties of such-i a representation atid discusses possible representations.

Des inab le prop erties of the reprcsen tatuo ri include :

(1) The repncsentation shoulo be able to model a wide variety of curves , -

suc h as ellipses and French curves

(2) There should be a way to locate the poiuit or points on a curve that have
a cci tam slope. -

(3) It should be easy to move a curve around , e g., trans late it and rotate it
iii the I)hatle of the pict (1ue

(4) There should be a way to slide al o li/ the curve a certain distance.

(5) It should be easy to change the to r m of a curve incrementally.

(6) There should be a wa y to de teu mine the lcuigth of a curve.

(7) There should be a way to locate the cIo~est point of approach to a curve
fuouii a given l)0i1ut

There au c seveial possible ways to uepieseni t curves Some satisfy these requirements

better than others. Four reasonable possibilities are:

(I) linear seg ments .
(2) 1jananmcterized polynomials,
(3) regular Sb)Iiules .

a ,id (4) L~— Sj ) hilIC$.

Linear segments aie simple, but a large ruumh~ r of points are needed to approximate a curve

• Parameter ized polynomials require fewer points than linear segments. but they are very

- - - - -~~~~.
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Scuisi t iv e to the slope of the c urve wh&u i  t } i i~ c t i r v e is :t l iaost luiv -a r Regular sp lines I)r0Vud1 e a
nice nan~c of curve s , but they arc dit ucul: to t i d i ly  locally. b—sp lrnes can be locally
modified , but t h ey i t - ~ t uu i a ~- i e i t  d € - i i  ot c l : : l~~IIi i :l.: n to lo :t:e blo t S  with matchi ng slopes
or the point of closest aI ltio a cli 1 t i OS , a l t  of t t . i t ’ :~~t i~t tl yes have their advaritac ’c~s a i d
disad v ai ta~-e s.

‘1 lie rc 1 t :esru itatio n th a t  h is  L i - t I  iI t J le l :u i  I7 ~ - is a piecewise polynom ial. The
re 1 ii e scn r aticu i i us an oudi -t i d list of po u ; I t — s l I 1 . ( ~ at is . C:ICh d i t t y  iii the lust has a

tw o—di iti t-iisio i i al positi on aum d a ~ki1tc . i i i :  c ii; . t ~ l i ft Sil I f i i cS t  c a rve  that pasci s throti~ h
the I:oints t i m i d h ia c thi i — ccn c t slope at t i ll :  tv - LI 1 ’ u I t i tS ,  (-\ s such , it i s a sir iu p ic . pa ra ra l  ~r :

sp liut e throti ~- b i the J i _ l u l t S ) i lìt ’ r i _ j i lt -: - . u it a t ioii o~ t i i i _  arc t:wcen two point— slopes us

(VI .1) X (t) A*t 1~~t + C (0.0 � t � 1.0)

Y ( t )  = Lm~ t + (
~~t + I

which f i ts a pa : :iboba between two 1 c t uit ~ s~- - l

The coef~ icier - its . A throu~7 h 1- , c :t n be com~ ut :. : oil) ;.- ci~ uunt—sbo ))e I ) tuS , ( xO , yO ) , sO

and (x] , yl ) , ~~]. Let 5(t) i cpt t~~ t l it t ) i~ Sluj - c of t hc Cu: V C ~ t he l)OsitiOr C X ( t. ) , Y( t )  ).

Then S( t) caui be computed as fo llows’

d ‘i ’ ( t )

cit.

(VI.2) S(t)
ii X ( t )

(ii.

or

4 1
(VI.3) S(t.)

2 aA * t  + B

Then the six cquatioiis that relate t b -  cctCt i K i t - i t s  to t b :  poirit—shope values are:

~~~~
- - -

~~ ~~~~~~~~~~~~~~~~~ - -~~~~—
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(V 1 .4)  x O = X ( O . O )
y O = Y ( O . 0 )
sO 5(0 .0 )
xl  = X ( l . O )
y l  = Y ( 1 . O )
si S ( l . 0 )

or

I
(V 1 .5 )  x O = C

y~ F

sO E/B
xl A + 13 + C
yl = 0 + E + F
si = (2 * D+ E) / (2 *A + B) .

These six equations can be solved for A through F to produce the following set of
computations for the coefficients:

2 *sl * (x 2 - x l )  - 2* (y2 -yl)
I 

• (VI .6 )  8 .-
(s2 — S I )

A (x2  - x l )  - B

C ‘.. x l
- . E .- sI*B

- 0 . - ( y 2 - y l)  - E
F ’- y l .

It is also a strai ghtforward computation to determine the point on a curve segment that
has a speci f ic slope. . Let s be the sbope in question. Then s and the curve parameter , t are
related by the follo win g equ ation:

2* D*t + E
(V I.7)  s :

2*A *t + B

Solvi ng (VI .7) for t prod uces

- E
(V I .8)  t

• (2* D - 2*A*s )
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