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T. ntroduction

This paper describes & natursl language processing system. The system interacts
with & human uses, who describes & computer program 1o it in English. The output of
the systeom iz & program specification, & forme! representalion of the computer
program the user has described The program specification can be used as » dats

base for coding the user’ s program by cComputer programs without inguls tic sbiiities.

Understanding program descriptions obtsined vie dislogues requres caspabilities foe
handling simost alf issves assoclsted with naturel languege processing. Indeed,
{Hobbs 77} mentions that even processing “wel written sigorithm descriptions™
involves . some of the hardest problems of #nguistic anslysis ™ Since many of the
program descriptions posed by the users of the system cen best be characterized

&% "not 30 well written®™, the systes’ s naturs! language abilities must be extensive.

The sysiem is most naturally viewed as two interreliated programs: & parser and an
interpreter. Reade: ., the parser, provides the means of storing and utilizing the
information sbout sentence structure (called syntax) which Is necessary for the
proper interpretation of the meaning of a sentence. Reader Is used to transform
the user's reples from sirings of words into structures I which the relations
between words are made explicit. The Interpreter uses the structures supplied by

Resder to construct the program specification
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1.1 Organication

The next section discusses the natural L uege W=mTies 47 BYioetl Lmgreesing
natursl ianguage system should have. The Hfwong Idetisn w.*:u!é‘-l.t thren short
exampies which should help to exactly clarty what = Teant Ty the ogris
spacification, and provide some perspective on the netura! eruesds PICETERS
dona by the system The perser/interprefer can be used 8s P2 =) 3 Acwe
complets sutomslic system. Section 1.8 briefly descrides Ods syrisem end vho
interpretes’ s interaction with it. Section 1.5 is & short overview of the op-s21%0R

both Resder and the Interpreter.

Chapler 2 is & geners! discussion of RAesder. Chaplers 3 and 4 continue that
discussion in much more delad Chapler § describes the program specification and
how {8 iz bullt by the Interpreter. Appendix & contsins severs! dlslogues run by the

sysiem,

1.2 Caspabliities

1.2.1 The parser
Resder was designed with the following criteris i mind,

The parser should be able to gquickly recognire & substantis! subset of English. The
parsing should be done quickly, so that the parser can be used in = prectical
system. We mention parsing speed and grammar coverade together, because it Is

easy 10 theorelically schieve one of Tha other seperately. Amost alf parsing
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BCRGMOS THE DErds smafi sat of sentences quickly, but few do as welt when
rwihrnm-buﬂmuﬁ-ﬂm““mimw
M-MHMMMM-MMBNM, Raeder
-mmmwm.mmwmmm
mcm“smmmtmmmmm
svoiding much of the backiracking or squivalently, peraliel processing, which
charac terizos many other parsing schemes.

rmmusmmmmmmmmmmmmm
MM-MMh-mmm'mmmn&nnﬂhd\nﬂlm-m
mwm-mwmwmmmmﬂnm- This
& necessary becsuse mam, sentences have more ‘than one syntactic interpretstion.
Foe example, in * find & reistion in the concept marked ‘possible.” *, the parser
must be able 1o ask whelther the object of “find™ is “# relation whose marking is
‘possibie’ whichk is mmw.*.u';m&mumm“
{ "possibie’ } concept.*

tb:ﬂrmmttMMmmmmmvquh
Provide parses in which most purely “fonction® words are sliminsted. Consider the
sentence. "Ciassify the input st on the besis of whether or not it fits the inftial
isl™. The interpreter should be asked 1o judge the modifications among “on the
basis of*, “classify™ and the clsuse introduced by “whether®. The parser should
mmwn-m“mm;m.mhimlmm

cm“mmwm-mmlmmmw-n-m
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i EL‘%SS!F\“{H& LIST THE INPUTH)
PRoc 11w

[ARGS |1}
LARGS 1LIST THE INITIALY)

The parse can be Interproted as,

Perform & classification. The argument of the classification

fs the nput Nst. The procedwe for carrying out the

cisssificetion is 1o test if the input lis. Mis the initiel Bst,
The parser’s ﬂmmmMnnmm-htmﬂnmﬁmmt
possibie parse of s sentence on semanlic grounds. The parsei-interpreter
interface should only be sshed te evalis'e parses which sre syntactically
equivalen:. Two partial parses sre syntsctically equivastent I both wilf lead o &
successhsl parse on the same sentence endings, or it the end of the sentence has
been reached and each is & successhul parse. The reason for this decision is that
h;nchmrcm-mlm“mﬁcmnmwh
mtmiuh-MtnmﬂWMﬂHqﬂn&mmwm
determing that the parse cannot lead 1o & syntactic interpretation. Woods, In
{Woods 73], has sxperimented slong these lines and found that {in his case} *. .1t
looks as if it takes longer to do the parsing and semantic interpretation overal if
mman&umm&mmnm#m;mumwu
and the interpretation sfterwsrds ® Of course, semantic processing wi heve to be
mu-mmmmzmmﬂmm-anwwpm
EMHMI!ﬂMNMW'MMMi"MMH
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The essumption about (he ielative cosls of semsntics sas Cymaclic processing
cannct be proved We can note, however, thal svon (s siepiest kinds of semantic
chackas can require arbitrary smooniz 5F infersnce w & gencral system For
sxample, coider the dectpon of whothar & pew of whrds (“streel Nghts® for
example) I8 & complusd oy, o £ figun Tollowes by & verb. At first glance, It would
seem ihet this T Le chesply done by simply checking s marker on the first word
{"straet™}, which niletos whether It is & sultable aubject for the proposed verdh
{"ligh*s™}. Howewver, there sre two problems with this approsch. One Is that simple
markers On words are insdeguate for dealng with the problems of langusge. Many
words can be modified sc that they sre sccepisble subjects Tor verbs which are
not ordinarfly associsted with them, eg, "The glowing radicactive street lights the
way for ¥ The process of dotermining whether & modified noun s & suitabie
subject for an arditrary verd seems beyond simple look-up technigues. The second
prodlem is that even if the potentisl subject is unmodified, the syntax and meaning
of the remainder of the sentence mey consirsin the behavior of the ambiguous pair
1o be the opposite of what one might expect. For instance, “water bolls™ would be
prodicled o be & noun-verb pair, yel in "Water boils are dangerous parasites
which can be found in the Groat Lekes. ™, it acts as & compound noun. It should also
be noted that occasionally somantic ana'ysis wi be unable 1o act as & fiiter. “Set
X® may be sither & houn-ver palk of & noun and its appositive. Th-wym.hh!
iz to know the synisclic context the words appes” In. In "Set X to the empty set.”,

"aet™ acts &5 & verh; In "Sel X iz the empty seb™, "sei"™ scls & noun.
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1.2.2 The Interpreter
The Interpreter must be sbis to do the following:

1. Ask guestions of the user. This enablez the system 1o clarify actions |t P T
taken snd prompl the user for information he has omitted

2. Understand thwoe difterant types of vser ststemonts:

User statements meant g sleps in the program. These are transiated into
Primitives in the program specification tenguage. This Is the basic method for
buliding the program specification. st the grestes! number i the Est™
must ba trensiated intc an “output™ primitive with an srgument representing

"the grestes’ number™.

User statements directed as mets commenls sboutl the dislogue. These are
transiated into cese fremes which ®xpress thel intent. This sllows the user
to control the flow of the dislogue. “Ask me sbout the structure of the datas
base first * must be interpreted as & request for & afterent guestion, rether

thar part of the program being written,

Finally, soms yaes Matements should be understood &% general comments
about the program rather than as explicit Instructions on coding It. *The
program stores and retrieves date ® is meant &5 &n oversll description of &
program, not its firs! two steps.

S Hentify any objects and actions mentioned by the user with thels correct
raterent in the program specification. i the user SeyE “After printing It, print the
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st contsining It.", the interpreter must find & referent for *11™, delermine which
“Hst® Is meent, and match "printing 1™ to the approorists operation in the program

spectication.

4 Use the question 11 has asked to aid in undesstanding the user's replies. In
processing & description of two dals structures, which sre referred to as the
“scene® and “concept®, "The same &5 the corcepl.® should be understocd to mean
“The scene has the same structure that the the concept has.™ If the question
ssked s "Wheat is the structure of the scene?* However, the system must aisc be
sbie 1o sccept more Information (in any order) then its question has asked for, eg.,

What is the definition of the predicate "Reach®?

A node X is connected to & node ¥ if there axists & pair in the

graph such thet X and Y are In the pair. X cen de reached from Y

It X is connected to ¥ or If X cen be reached from & node which s

connected o Y.
& Learn definitions for any undefined words used by the user. If the system Is 1o
be robust, it must be able to infer certain information about words. rathes than
depend on knowing everything In sdvance. In the example sbove, the zystem
inferred that “"connected™ Is & binsry predicate on nodes. If It is necessary to
preprogram information of this sort, the system will fall every time an unfamilisr word

15 used, even though the word occurs in & contex! s which its mesning s apparent.

6. incorporate impliclt instructions from the user inte the program specification while
svoiding redundancy If the sama instruction is ister made exphictt. Consider,

1. Print the result of the test, ask the user If ths s correct, and
read in the user’ s response.

VEFSUS
2. Print the result of the test and ask the user if this is correct.
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In both 1. and 2., the next question the system should ask s "What is the structurs
of the user's response?™. In 1., there is an explicit input operation mentioned. in
2., the system must infer the Input operstion because “ask* implies both an output
&nd Bn Input ?M-mtwmtmm:uwrumhrcnt 2., but realize
that the user has alresdy mentioned the iInpul for case 1. This i= not as triviel as
just checking for sn Input sfter wvery oulput genersted froes “asks®, since If the
user says,

"Output the result of the test and ask the user If ihis correct.
Then resad in another Test tem.™,

the system must still ask for the structure of the uses' s responss,

7. Use & certain amount of Plogramming knowledge to aid iy s construction of the
program specification. Understanding many of the user's reples wili require
specific bits of programming knowiedge. If the ystem asks, "What is the sxit test
of the loop*®, and the user rephies, "Stop when "quit’ is tYped”, the Interpreter must
know that thiz means 1o test the argument of the (presumably one} input op:  tion
in the loop to see If It Is “quit®, it 30, the loop should be exited, The same
information tells the Interpreter that the test should be Inserted into the program

after the input operstion.

1.3 Three Examples

This section consists of three brief sxsmples’ Intended to Mlustrate the extent of

L Every sxampie In this Paper was produced by the system,




WHAT IS THE NAME OF THE PROGRAM YOU WASH TO WRITE?

Wirite me X called interseclon wisch rencs & ast of Lists
of rumbers prints the numbecs wivch ors in i of e,

INTERSECTION
Al o READ{}
K& » The set of a8 &2 tn 231 A3 'n &} such that:
FORALL{EL) Mlﬁ{ﬂ,ﬁﬂfii M;
MEMBER{AT R13)
For at? &7 wn %8 do:

PRINT{AZ}

31 13 % vervuble bound Lo A3
AE 13 the generi. siement of Al

AT 13 & set whose generic slement 13 & 1131 vhose generic ¢lpment
13 & number

Figure L1 i
An algorithm description and its progre specifiostion

The top section of Figure 1.1 conteins & description {in answer to the system's
question} of & program which finds the intersection of & set of lists of numbers. The
program specification for the example is shown in Figure 1.2 on the following page.
it consists of a serlex of interconnected nodes which represent the wvarious
components of the program. Each component type Is tully described in Chapter five.
For large programs, the program description is 0o bulky [and generally unreadabie)
o exhibit, 30 & "pratly printed® version of it will be shown instead. A simpie
program is used to print the specificatior as an Algol like control structure with data
descriptions in Enghsh. The result of printing the specification in Figure 1.2 Is
shown benesth the sigorithm description in Figure 1.1,
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The relation between the specification and its “pretty printing” is apparent. As an
example, consider the printing of the ENUMERATE component. ENUMERATES sre the
spacification primitive for performing an action (the STEPS siot) on sach sioment of
& set (the ON siot). To “pretty print™ an ENUMERATE component. the printing
program merely concatanales,

For at

Cihe ELEMENT of {the ON of ENUMERATE >
in

{ihe ON of ENUMERATE>
{ihe STEPS ::?EMHTH
One of the points this exempie makes is that mu:tmmwmm
user's program is not necessarily contained in the program specification. If the
program specification were implemented straightforwerdly, the resulting program
would be grossly inefficient. The intersection set would be created by cyciing
through every list in the Input set, rather then just (he tirst, The reason, of course,
is that the muhsoﬁ«hsnmmm:t:mﬂwﬂwmm:nt
satistying some sssertions, but has not given & method for determining the set.
Therafore the system falls beck on the method of testing sach slement in the sat to
see if it satisties the assertions. The interpreter con sccept more process orented
program descriptions. Figure 1.3 contsins & very low level description of an

"intersecthon® program,
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WHAT 1S THE NAME OF THE PROGRAM YOU WISH TO WRITE?
Intersaction

DESCRIBE INTERSECTION.
it rende & list X

mvmmmmm&mmmmum
A st of of rnumbers

ARE WE FINISHED?

i memw.mum-mnumﬁmmm.u
anﬁ'lnﬂ"mﬂ!‘m--ﬁﬁlﬂtﬁhlﬂd X, and Qo
hﬁtulhfﬂtmiwﬁh#mmhmurdh
h?_dnfﬂ-ﬂtmm#immuﬂFm toils e,
mnnne&-lﬂn!xwwlwhtu'dmm-t
Mhm-udwwmhhmm

INTERSECT IO

OUTPET » MERD{XY
REST « TAILENY
Labell: I7 EQUAL(FIRSY Puij
Ther PRINT{OUTPET)
BE TURS{ )
[F TQUAL{REST PuI)
Thes FiRLT o TRiLivImLY)
REST o TRIL{¥}
SO0 Label}
If MOV{MEMBERI MEADE IRST
HEADCREST)})
Then QUTPUT « REMOVE(MEAD(F IRST} DUTPUT §
FIRSY o TRILZFIERT)
BEST « YRIL(®Y
GOTO Labell
eise RESY o TAIL(REST)
GOTO Ladeil

REST 13 2 1151 whose generic element i3 2 1158 whose generic 2 lement
13 & number,

OUTPUT s & 1131 vhose generic slement 13 & rmber

FIRSY 13 & 1ist whose generic elemenl 13 & nusber,

X 93 3 Tt whese generic slement iy § 148t vhose generic slement s
& rmber

Fipre 13
nmmmamw
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As & pralude 1o chapter five, note that even though this dialogue (unliks most the
systoem handies}] tranaiates fally directly intc primitives in the program
specificetion, these arg st seversi naturst languege problems embedded in It,
Dittecent ways of specitying the same action:
SetXezusitec¥. GobacktecX
SetXto Y Goto X,
Let X esquet Y, Returs to X
Reference problems:
LAtE el
remove it from Dutput,
.. §o to the tirst conditionsl.
.ihe tirst element in First.
Language conventions:

Otherwise, aat...

The interpreter can handle more “structured™ jow leve! descriptions. Figure 1.4

containg an sxemple.



WHAY 1S THE NAME O THE PROGRAM YO WISH TO WRITE?
Int erweac hion

DOES THE SECOND LOOP BELONG IN THE TOF LEVEL OF INTERSECTION DR IN
THE TOP LEVEL OF THE FIRST LOOP?

b the loon
ARE WE FINISHED?P
Hiﬁ-‘hmmﬂﬁﬂhhﬁﬁm
ARE WE FiNiSHED?
Print Dutput alter the first loop.

INTERSECT IO%
X« READM
FIRSY » MEAD{X}
DUTPUT « FimST
While NOT{EQUAL{F [R3T PELI) o
BESY = TRIL(¥}
While MOT{EQUAL(REST PHIY) g0
H !OT{KHE!{H(:JJ imsy
HEADCREST)
Then QUTPUT » KEMOVE(MEAD{F |RST) DUTPET)
REST » PH}
wlee REST « TAIL(REST)
FIRSY « TRIL{FIRST)
PREINT[OUTPUTS

REST 13 3 1151 vhose genertic element 55 & 1151 whose generic &iement
1% & nusber . 1

CUTPUT 3 & 113t vhose generic element 13 4 rmber

FIRST 13 & P15t vhase generic element 1t & Pumber

X 13 & 1651 vhose generic element 13 § list whote generic slement i3
& rumber,

Figure 14
& more sinciured infersection progrem
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mmmtmmnmmmmmwtmumm“ens
Cros3 between high level descriptions Hke the fiest dislogue and low level
descriptions ke the second two. mmumznmm
axamples of this,

in the dialogue from Figure 1.¥.thth1mtﬂhl¢hmh“mthﬂth¢
second loop was embadded in the first uucmmtmmm
supplied the answar for the Interpreter.’ 1t should have been obvicus thet the
description of the first loop was Incomplete, BnCE the sxit test checked the value
ﬂvM'MiVMTmmiﬁmw. Such knowledge s beyond
the scope of the present parser/interprater project. instead, it is made avaliable
to the Interpreter vis the PSI system [Green 781

1.4 PSi

Tuﬂmmtmtuhsbmmhmntmﬁmpﬁmﬁ:
progrem synthesis system. M?ﬁmtmmhmﬂmmn:m
project asmstummmmtm-m, consists of &

m-mM-m-mwmmmhmmm-my
MMENMMMMHSFUSMM'MMF!W&

rhm=mmmmmmmmmmm;m
-hlmﬁtm“htmnmuﬁmm*mlhupm
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specificetion Mh“hmmﬂhm:vwmmmh
mw-mmmmmmm-ﬂmmw
program, but not its implementation. [Rarstow 77} and [Kent 77]

?Mrm“-hﬂﬂﬂbmﬁh%mw'm
parse: finterpreter. The parser/interpreter can run independentiy of them, but its
pmumtumxumyanmmmuw

An English generstor deing developed by Richard Gabriel. The generator
should not be contused with the Englhsh dais description printer used In
pratty printing the program specification. The data description printer uses &
“filf in the bionks® paradigm {X is & ¥ with 7 whose Q etc.}, which is sdaqueie
for its purposes. The completed PS! generation system wilt include & program

explanetion module which wilt displace the dsls description prinfer,

A& programming knowledge module. This module is responsibie for checking
the conaistency of the program specificstion, suppling questions o be asked
n case of inconsistencies, snd snawering questions whose snswers can be
derived from information sbout programming. [McCune 77}

A domain knowledge module which Is being written by Jorge Phillips. This
moduie is snalogous to the programming knowledge module sxcep! that it has
hhm=mmmmﬂma-mumh
programming in general It might know, for Instance, that i & text editing
domain, when the user says “sxit the fhe®, he means “write sl the changes
made onto the disk and then axit the file.®
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iﬁqutmm-MMNmﬁhmm

program In terms of exemples an¢ tracos &3 web as English. [Philips 78]

A dislogue moderster which coordinstes the various PSE modules, chooses
which guestion to ssk the user next, and processes the user’ s comments
about the dislogue supplied 1o It by the perser/interprater. {Steinberg 78}

1.8 An Overview

1.5.7 Reader

fleader can be briefly described as & jeft to right parser that uses & combingtion of
top~down and bottom-up sirategios. The method used &t any point in & parse is
datermined by the grammar writer. The grammar consists of & set of Liap programs
which manipulste the dats structures and dats structure building primitives supplied
by the parser.

=n-mum-m-%mmahmmﬂu£wmmu-m
mwmwwmmmmuﬂtmtm. It should be

stressed. however, that Reader is not completely deterministic®. Complete




1.&:mmcmtﬂmthaﬁybﬂtﬂmhpmtmmm
= =t mnmmhumtnuﬁimtmaueybmtﬂtﬂu! can
accept the fest &5 & moditier,

z.immammth“mmn;m}mm
mmwymm-anwwMSw!n of the
sentences. A simpie exampie of “delayed sttachment®™ oCCurs in the
sentencs. "The program called Intersection ®. The constituent “cafied
Intersection™ is not sttached to “the program™ untif the words following
“intersection” require that the attachment be made.

3. Because of 7. when & constituent |s atltached to another, the parser
generaily knows the reason for the sttachment, and can use that reason
1o guide It in making the attachment Ffor nstance, in "The program
calfed Intersection was wrilten by George ™ “was* forces “cafied
Intersection™ te de stlached 1o “The program™ Tha resson for the
atlachment is o sllow "The program™ 10 be the subject of “was™, so it is
clear that “called Intersection® is 1o be #ttached ax & relative clause
modifying “program®, since if it were sttached as the main vert, there
would be no place 1o put “was™. In *The program called intersection and
returned ™, when “and returned® it read, the Parser knows that: the
clause “called intersection® must e an sctive construction (a3 opposed
to the passive construction which leads 1o the relative clause
Interpretation} so that it can be sttached to "The program™ s the
prodicate of the sentence.

4. The parser uses one synlsctic structine Io represent more than one
possibility. in “The program cafled intersection _* the structure “called
intersection® simuftansously represents the Ppredicate of the sentence
and & relative clause. Which interpreiation to use iz determined sfter
more of the sentence had been read.

5. The parser provides for jocai ambiguity in the parse structure that it
returns. For instance, *i know that ice is dangercus® could mean either
"F hnow loe is dangerous.” or " know that thet {particuiar} ice is
Gangerous.”. The perser finds both Interpretstions following & single
parse path, and continues following & single path alfter the smbiguity has
MWWMM'WﬂmwhmwlﬂMd
"is" is & cholce between “that ice” and “ice®.

hwhwhnﬂumﬂmmmnmmmnmmumﬂ
& time. Tn-:ﬂ%tﬂlﬂcauﬂm-mﬂ”%“ﬂh

———
R R
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ancounterad on & different parse peth, Resder uses 8 veriation of the well-formed
substring table ides (section 4.4 This enables & constituent which has been

snsly *ed o be sffectively shared oy sach parse path that can use 1.

The parser-interprelsr interfece is only called 1o rale structures which are about 1o
be stisched to other structwes. Structres sre stteched to other structures only
when the syniax of the sentence forces the sttachment. These two facts imply

that the parser-interprater interface will only be ssked to evealuste those parses

which are syntaclicslly squivalent® For & simple example of this, consider "The
number in the kst the program printed was " "Was™ forces the *The number™, “in
the Hs1®, and “the program printed” to be attached (0 one another Tor the purpose
of asllowing “The number” to be the subject of “wss® The parser-interpreter
interface must choose from between structures whivh represent the meanings *The
number whick was printed and in the list.™ snd “The number which was In the
printed iist.™ Since each structre plays the same syntactic role, namely that of &
nous group, any seguence of words followng “was™ will lead to & parse for elther

both of neither of the two interpretations.

Reasder's interface with its interpreter is & program cslled Formet which rates sach
syntactic structure bulit by Reader before it is attached to another. The criterls
messurad by the interface are:
1. Does the verb of the structure {If thers is one} have enough of its
ceses fTilled in o properly specify the sction It representsT For
example, the verb “pul™ requires & case which specifies where hae
obrject of “"put® was put.

2. How approprisle are the noun groups in the structure? For Instance,
the noun group “water boils™ would be judged insppropriate.

¥ Two parses are syntactically equiveient if and only If the end of the sentence
has been reached and both asre successful parses, of If both wit laad to =
successlul parse on the same sentence endngs.
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3. How appropriste sre the contents of the casss of the structure's

verb. For irstlance, "streel® is an inappropriste subject for "light™.
The reswits of the rating sre used to pick the most meaningld structure Trom among
sguivalent syntectic possibiitiss. Structures which svaluste poorly can stilf be
included i the parse of the sentencs, as long as there are no othad parses which
contain structures with betier evelustions. The perse of “Water boils are very
emall.™ conteins the “inappropriste® noun group “water boiis™, since there s no
gyntactic Interpretetion of the sentence which does not use "water bolls™ as & noun

groue.

1.5.2 The iInterpreter

This section briefly louchss on reference and concepl metching, two of the
subjecis mentioned in section 1.2.2, &3 a5 Introduction te the methods used by the
interpreter. They have been singled out because thay are the basis of alf higher
ieve! inferences performed by the Interpreter. CThapter § covers much more In

grester detal

The interpreter’ s primary means of undersianding user statements is vie & set of
case frames and concepts. The cese frames map English verbs and thelr modifiers
inte the concepts, which can then be incorporsted into Yhe program specification,
for & simplified exsemple, consider the concept of an iInput operation, denolesd
#INPUT. For now, we will sssume thet #INPUT takes has descriptors, its srguments
{ARGS}, its place in the progrem spocification (STEPOF), and the input device
{DEVICE).
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s INPUT 28TYPE
DESCRIPTORS : AMLS e BOATE} CASES: SUBJECT - DEVICE
STEPOF {138 BELE! 087 « ARGS
PEVICE {vae SDEVICE) E58 ¥ INPLT

DEFIRITION-OF TYPE

Figers LS
& corcept 8 8 delmilion which can be meapped to (b

Figure 1.6 shows the concepl and & definltion of "type™ which can be mapped 1o It
The definition says that If we have an instance of the verb "type®, and its cases
{as determined by the parser] car be mapped successfully (le, the contents of the
cases sstisly the criteris in the descriptors of the #INPUT), then we can view the
verk and its cases as an instence of the #INPUT concept and take the appropriate
action. Concepis can represent moee than & single primitive in the program
specificstion language. For instence, “request” in *I'# request & story by piving &
key word™ meps intc an #FINTERCHANGE concept which involves - INPUT and

OUTPUT operation with & cesiculation of what should be output by between,

Noun snd pronoun reference is facilitated by the context supplied by the selection
criteria of the descriptors of & concept. In,

"It reads in & trigi-ltem, matches the /npud to the internai concept

model, and prints the result of the maich. ™
& referent must be found for the noun "input™. There are two possibilities: the
INPUT crested by the “read®, and the trisl-item which is the argument of the "read”.
Since “match® is mapped to a concept (FPREDICATE} which requires that its ARGS
descriptor be & FDATA (rather than en BALGORITHM Ske the “read™} the ambiguity is
resolved.
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When the choice among possible referents cannot be decided on the basls of the
very geners! type checking outlined above, more situstions! checks sre needed.
Consider,

ﬂtruﬁ;thtﬂﬂhb«tﬂlhtﬂm. X is in the Hst

then.. "

There sie two referents for “the Kst™; the number Hst and the string list. Since

they both satisfy the selectionst criteria® for the second argument of the #MEMBER
“is In® maps Intc, something more contaxt dependent is needed. Each concept has
& second layer of selectionsl requirements which sre celied . hen simple type
checking falls to narrow down the fieid of choices sutficiently, For #MEMBER, the
chwt:mnth:fﬂtumthtthqlmw.whufmutubm
EEmE way, &3 the generic slement of the second argument. 5¢ In the example, if X
were & string, “the ist™ would be matched to the string ist, and f X were & number,

“the Est" would be matched to the number list.

in the svent of & referent which remains ambiguous sfter alf tests have besen
applled, 1he time honored method of fslling back on the most recently mentionad
possibility Is used. Hopefully, the speaker has felt free 1o uIe & pronoun in an
ambiguous situstion becsuse the referent he had it mind was the most recently

mentionad possibility,

§ They are both sets.
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2. Parsing

Naturs! languege processing beging with parsing. Delermining the mesning of &
santance requires knowing the man vert of the sentence and how the resl of the
words in the sentence relate 1o it In this system, for axampie, the mapping of the
sentence “*Print the lsL® into & structure which is an OUTPUT operation whose
argument is the referent of list is dependant on knowing that the main vert of the
sentence is “print®, the syntactic object of "print® is “the Est™, and the sentence is

an imparathea.

2.1 The Besic Aigorithm

A ps .or shows one to store end utilize the informstion about sentence structure
needed to interpret sentences property. The information that is stored Is referred
to as the grammar, while the methods for applying the grammar o & particular
sentence are usually thought of as the parser. Resder ls organized somewhat
d@ifferently from most parsers’ in that Reader is not syntax directed. Writing &
grammar for Reader consists of specifying the processes which dulld the structure
of sn input sentence. Thus the grammar writer specifies how the grammar s
actualty appiied to & sentence, as wel as the grammar itseif. Reader’s function ir
to provide the dats structures the grammar is intended to use, the control structure

which activates the grammar, end programs for manipulating the deta structures.

The two besic dstls structures Tha! Reader aupplies are the modifler list and the

! The parsers of Winograd snd Riesbeck are also exceptions. See seciion 4.5.
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stack. The modifier list iz & lst that the grammar writer can use 1o store words
whose use has not yet been determined. The stack is used 1o store the structure
bulit up while the parse is in progress. The next section describes the stack in
detail. A stack, & modifier list, & message sbout what has just happened to the top
of the stack, and & message concerning the entire stack constitute & partisl parse.
The top of the stack message is usually & Lisp atom, eg., messsge = NOUN, VERE, or
CONJUNCTION means thal & noun, verb or conjunction has just been added 1o the
top structure In the stack. The stack message Is & list of festures that the stack
has. Each feature is represented by an stom. Exampie festures are “the stack
contains & verb structure with & vert that can sccept & clause as one of its cases®

and “the stack represents & sentence which s an mierrogative®.

The parse is performed by adding each word in the Input {going from left to right) to
the partial parse tormed by the addition of the previous words in the sentence. The
first word in the sentence is applied to “the initlel partiai parse®, which consists of
the “initial stack™ (& stack containing & single structure which wil sventualty hold
the main verd of the input sentence), and &n empty modifier list. The *top of the
stack message™ for the initial stack is BEGIN, snd the message concerning the

entire initial stack Is NiL, meaning that the stack has not acquired any festures yet.

The m:tﬁldmmmihtpnnﬂpmumméwmmlm. The
grammar consists of & set of programs, one for each syntactic word class?, which
mtmﬂunﬂummmmmw-mmm:m

word class to & partis! parse in & piven configuration. in generai, there msy be more

i the word ciasass the parser uses are VERB, PREPOSITION, NOUN, MODIFIER,
ARTICLE, CONJUNCTION, and PUNCTUATION.
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than one wsy & word class can be added to & pertisl parse. it Is asiso true that
many words belong 1o more than one word class. For instance, the word “ilke™ can
be & noun ("His likes sre different than mine.®), & verd {"She lkes Nm."}, a
preposition (& man ke him."), & conjunction {"He pleys like Jack used 0.}, o &
modifier {"men of iike temperament.”]. These two facts (s word may be sdded 1o &
partial parse in more than one way, and & word may belong to more than one word
class} imply that the parser should dbe able 1o handie more than one partial parse of
the input at & time. However, it should be kept in mind that one way 10 sachieve an
efficient parsing process is to write & grammar which minimizes the number of
possible parses the parser has to follow &t once, while st the same lime writing &
set of rules which sdequately express English syntax. Section 3.2 shows some of

the methods used by Reader' s grammer to svoid & muttiplicity of partial parses.

The partis! parses are placed on & kst called the “partial parse ist™. The parser's
control structure is as follows:
1. sentence « the list of words comprising the input sentence.
2 partial-parse-list = & list of the nitial partiat parse.
3. WHILE senfence DO
4. Apply the next word in senfence o sach partial parse in
partiai-parse-list, using the program associated with sach
word class the word beilongs to.
5. Reset senfence by removing the first word in it

6. Resel partial-parse-!ist to & Hist of the partis! parses formed
in step 4.

7. Output partial-parse-list.

atwam;mmuutmmwmwmmuhm-m
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sentance and use more Then one word at & tUme. If & grammar program continues &
partial parse F by applying the first » {(n } 1) words In sentance 1o i, & message is
et which prevents the next # - T words from being applied to P, This presentation
of the control structure is sccurste with the exception that steps 6. and 7. are &
bit more complex than they have been made 1o appesr. They wif be explained in

more detalkl I later secthions.

The control structure indicates that the paralisl processing is invisidle to the
grammar writer. This means that i writing the grammear programs, the grammar
writer need only concern himself with one stack and one modifier list, since sach

grammaf program I called on sach partiai parse in partisl-parse-iist in turn,

2.2 Stack structures and collapsing

The stack is the major dats structurs thet Resder uses. its function is 1o store the
structures bullt up during the parse untll It is decided how the structures should be
attached to one another. This trestment aliows for sasy handiing of & certaln type

of ambiguity thal sarizes freguently in Engliah ultersnces.

Consider the sentence, ™ had anothes ook at #*. 1t can mean either %7 ashed
someone else to look af It* or *7 look one more Took at /1. The ambiguity arises from

the different uses of "had™, “look® snd *snother™ in sach Interpratation,

The sentence “John spoke to the man with Bli* is ambiguous in & different way. It
might mean “John and Bili spoke o the man™ o “John spoke 1o the man who wes

with Bill.* In this sentence the ambiguity derives from the fact that “with BEI™ can
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bimﬂhmmmmlﬂﬁmHm.mﬂMm.numm in sach
meaning, thtmﬂtm:m-neuhiwhmmwhthc same fashion.
Amgumﬁ‘mhm,mmﬂhmﬁm-mmbﬂwrmm
fﬂmm-mwdhmwtﬂnﬂ,m-bﬂnutmhnﬁpmm
predictable smbiguities® in { Sager 73]

The stack allows Reader to handie ambiguities of the second kind by aslowing for
the structuring of mast of the constituents of the sentance before it is decided
which words they wit modity. The elements of the stack are calied stack
structures. Ywo different types of stack structures are employed by Reader:
preposition structures and verb structures. The sentence “John lost the toy he
Mth-ﬂ;mﬁm%y.‘mﬂhmﬂhﬁtﬂfwﬂm:

4. {on Sunday}

3. {in the woods]

2. [he bought}

1. [Jobn lost the toy])
1. and 2. would be represented by verb structures snd 3. and 4. by preposition

structures. Verb and preposition structures can be Tilled in as follows:

Verb structures Preposition structures
nound nouns
nounZ prep
noun i adverbs
verb-group measurg
advarbs message
cases
function
measure
MESEA0E

The verb-group siot Is filled by & list of verbs. Each vert consists of &
Tool and an ending.
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mmmumw-m:rmummmw
Preposition.

TM:mnM&beyﬂuuu:ithuthth
by prepositions and conjunclions.

m*mmm-nm-mmdm-mmm. MAIN s
uumhﬁeﬂ-ﬂut:mnmmum-mmmﬂu
utterance, RC indicates & vert structure Is being used a3 & relative
clause, eic,

mnwmmmwwthnoumtmm.

The message siot contains information relevant to the stack structure.
Its contents sre controlied by the grammer. We wili see examples of its
uses when we discuss the grammar.

The measure siot contains the parser’s rating of each structure. The
nihgismmhwmwmchmu-mmuuumn 1% wil
be defined In section 4.1,

Throughout this paper, stack structures wil be printed a3 & coliection of siot-value
pairs. Empty siols will not be printed Under this scheme, the stack for the

sentence sbove would be printed as

PREP: ON

& NOUN: SUNDAY
PREP:

J. NOUN: (WOODS THE)
VERB: {{BUY ED}}
NOUNY: WE

£, FUNCTION: RC

VERS: {({LOSE £D)}

NOUNT: JOHN

NOUNZ: {TOY THE)
1. FUNCTION: MAIN

“John lost the toy he bought In the woods on Sunday.*
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The stack Mhhﬂmﬂﬂhmﬂﬂfmuﬂ:
&. Johs lost & toy. ﬁmunmmm:. He bought it on Sunday.
b. John lost & toy. He bought it in the wood's. He lost it on Sundey.
€. Johe tost & toy. rhmwhumm. t was jost In the wood's.

John bought the toy.
alc,
The process of determining which of the interpretations was actusily intended by
the spesker is referred to as collapsing the stack, since finding the correct
interpretation of the stack consists of reducing the stack to one stack structure, It
We scCept meaning c. as mqmmﬂwﬂﬂmof'mm:nlm. then the

singie atack structure that represents that meaning of the stack is

- -

VERE: {((LOSE O3

NOUNT: (TOY THE (BUY PN [SUS HE] )}

NOUNZ2: JOHN

CASES: ((WNERE {IN (WOODS THE N} {WHEN (ON SUNDAY))}
FUNCTION: Mam

where “he bought™ utdhiﬁhﬁtuyt‘msmr-mmmwm
fost, and “in the woods® specifies whers the 1oy was lost.

mmmtwmmmm:y‘tﬂ’w.cm‘ﬂmum.
Thunmmtﬁ-mm:wuuﬁﬂah that one is unlikely 1o duy &
whmm.mmmum'tm-wuﬂnwmm The
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. & toy was lost in the wood's by John, Johe hadt bought the toy.

The toy was bought on Sunday.
&% & possible mesning for the sentence since o, requires that stack structure 4.
modifies 2., while 3. modifies 1. twmxmmmmw.u
#htmﬂm=hlhmmlllmm.

Tumm:mummmummmmut«hcﬂmum
named Format. Format is calied to evaluste & structure just before it is attached to
another structure during & Collapse.’ The algorithe used by Coliapse ensures that
ence & structure has been stlached to another, it cennot be modified {ie., have
another structure attached to it). Formatting serves the dusi purpose of preparing
& structure for oulput. and providing the deductive system with an opportunity 1o
tate the likelihood thet the spesker intended the words n the structre to be
grouped with sach other. The rating of & formatted structure is merged with the
contents of the measure siot of the structure it Is being sttached to. Thus the
messure siot of & structure containe the ratings of all the structures that have
been sttached to thet structre. The messure of & structure iz discussed in

section 4.1,

Coliapse chooses which one of the possible stsck structures the stack could be
coliapsed to by picking the structure with the best masaure. If there = more than
one partial parse active at the end of the sentence, Reader returns the one{s)
whose collapsed stacks have the best measure. The format of a preposition
-mmum-cmmumuuuummmrmmmm:
uum:nmmmuum-w:htﬂmmﬁmw-mmw

" muumw=mmmmmmmm
process.
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o!ﬂumm.mmwm.thM'lcnu Measure is only used
to select from smong Syntactically equivelent parses, so if mmw.
sentence admits results in 3 bad measure, & parae will be found ENYway.

When the stack m*mm*mmmm:mmmm Sunday.* is
coliapsed, the measure of any resuiting structure which includes structure 3. {in the
woods} attached to structure 2. (he bought). will be worse than thoss that don't,
sinCe the measure of structure 2. modified by structurs 3. will be “unacceptable”
{see section &.1) since the parser’ s deductive system would “know" that *the
woods™ does not satisly the requirements that "buy™ has for places where one can
buy things Smﬁ.ﬁt:mmm'tm‘hmiﬂhh

Reader/interpreter systom

We can now mention the comphication referred 1o in step 7. of the controt structure
presented in section 2.2. Step 7. was originaily “Output the list of partisl parses™.
What reslly happens iz that Resder coliapses the stacks associated with sach
partial parse, each structure fesuiting from the collapse s formatted, and then
Reader then outputs & Bst of the formatted structures) with the best mesaure.

MMMMHWIM stack mmu:mmu;
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2.3 Rasder & output

231 Cases

M:m-&ﬂ-m‘ammnummm# S, together with
its cCases. If §is the simpie sentence, "B hits JoNa", then Resder’ s output W]
h“"m‘:m:

(HET W
{sm 21te)
{08} Joww}

}

The open bracket, “{". signais the beginning of & presentation of & vert and its
cases mhtlammﬂm-umﬂh-mm. The SUE case
{ctu:mﬁmﬁeuwmh-ﬁﬂl. %) ot 'M'h‘u'wthcm:mh
* Soha™.

\‘Hﬂtm‘-eut'hnﬂ!mtmtﬁamlﬂ!ﬂmmﬂm-m doos.
in the Ntersture, “case® is usually used toc refer tc “deep case™, & concept
mmu-hyfﬁ:nh[r-lmru}. A good defimition of “deer case” can be
found In [Bruce 75) 'thﬁquu:rnmmmmmmm
-hwﬂ:!ﬂhiﬂm“phﬁh!mm“t:mtmcum
phrase™. To see sxactly what this means. we will consider & number of sentances
Involving the vert (event) "™ For this example, we Wil suppose that "Nt* has

thing the object u=mmm%m¥wﬂkaﬂhmmumm
the hitting (AGENT). Then in
1. Bl was hit by the hammer.

2. John Nt BIE with the hammer.
akummma-h—uwm
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4. The hammer hit Bili.

8. John hit B
"B is the OBJECT n ol five sentences, “hammer” iz the INSTRUMENT in the first
four sentences, and “John™ is the AGENT in sentences 2.3 and & Consider the
knowledge needed io choose the cases of & "“Mt". In sentence 5., the AGENT is
distinguished from the OBNCY by ther relative positions shout the verh. The
surface structure of the sentence, then, is one source of information in determining
& verk's cases. [t is obviously mot the only sowrce. Sentence 4 has the same
surface structure as sentence 5., yel the noun preceding the vert Is considered
the INSTRUMENT, rather than the AGENT Furthermors, If we sav,

“George went bDerserk. He battered John inlo wnconsclousness,
picked him up, and hurbed him ot Bt John it Bt~

then John is the INSTRUMENT of "Mi® i the last sentence. Therefore, determining
cases requires the surface structure of the sentencs as well &3 Information about
the objects the sentence relers to, and the contexi the sentence was utlered in.
Resder produces & sei of cases which are derived from the surface structure of
the sentence. & deduclive system cen then use Reader s caser i combinstion
with the information i has sbout the Concepls mentioned in the sentence 1o derive

Iz own cases.

The three prim sy cases used by Reader are SUB, OBJ snd 108 {indirect object). in
& passive senfence. one n which the verk group is & vert piwase whose last two
WHmm%WﬂhmMMIﬂmw‘ﬂ'w‘m‘m
the OB precedes the verd and and the SUB is introduced by "by™. If the sentence
is not passive, the ORJ follows mmediately sfter the vert and the SUB precedes
the vard. The 108 is & noun thet can modify & verd, without needing & preposition to

troduce it, only I the presence of both the SUB and OB
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“John® is the 108 in "Bl gives John the ook * since we can not say “John gives
8ik* 1o moan that “Bill received something from John *. but can sey "BiE gives the
book " 1o indicste thet *& book was given 1o someone by Bl * Similarly, John is the
108 In "Rill names the cat John™ since we cen’t say "Bill names John * ic mean that
"Bilf has given the name JOHN to something *. but can say "Bl names the cst ™ to
indicate that Bill given some name 10 the ca® Another wiy o ook &t 1his is thet
(without resorting to prepositions) you cannot say {using the verb "give"} who you
trnmmfﬂnﬁmwmmmm!mmtm.mmﬁm
can’t mention what you are naming something without mentioning the thing being
named. The reversal in the normat order of 108 snd OB that verbs ke "name"
Tahibit is considered & syntactic property of the verb. Uniess & verb is iagoed with

this property, Reader sssumes that i takes it ORS and 108 In the normad orded,

With the exception of "by" and “to®, Reader does not iry 1o sssign meaningful cCase
aames lo nouns inlroduced by prepositions, since the meaning of the modification
belween & verb snd & prepositionsi phrase depends on both the verb and the
object of the preposition. The deductive system is expacted to supply & case

name whon it judges the sppropristeness of the modification.

in passive senlences, “by” frequentiy Introduces the SUB. When Hesder parses
such & sentence If returns the object of "by” s the SUB of the verb If the
deductive system agrees that the object could serve as the SUB Given the
sentence “BIE was shot by Jeck®, Reader would ssk the deductive system whether
Jack could shoot Bili. It the answer were “yes®, Jack would appear an the SUB
case of "shoot™. Change the sentence to "Bif was shot by the door® snd the
deductive system would answer "No, doors cannot shoot®, ensbling Reader to use
“by the door™ 1o specity the locstion of the shooting.
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"To" iz treated similariy to “by® by Reader in that Reader assumes that "tc® always
Introduces an 106 If the syntax of the sentence permits this. Thersfors,

'ﬂﬁ;%hbﬂ'mﬂM:MEMHM'mﬂh

{GIVE W (GIVE ne
SUB BILL) Sus 811}
108 JOmw } {087 {poox i)}
{082 {dO0Xx THE}) 108 Joww}
3 b
respectively.

The parses for the five exsmpie senfences are:

Bifi was hit by the hammer,

{HEY PN

[O8) BiLL)

{508 [wamgei THER D
}

John hit Bill with the hammer.

{N1Y BN
{3ue Josm]
im B3
PRIF (WETH (MasgR THE})D

Mwuﬁtﬂth!hchmwm

(HIT Py
083 BilL
Suk Josw
FREF (WiTh (WeER THE}}]

The hammer hit Bt
{HiY P8

[SUB (WAMER THE)}
{082 #1541}

Johre hit B
{RIT Pa
DB BiLL
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Wea can see thet 30 corresponds 1o either AGENT or INSTRUMENT, and that ORJ

corresponds 10 OBJECT In the case system we had made up for "hit",

To transiete Reader’s cases inte the "hit® case system one would only have to
decide which SUBs were INSTRUMENTs snd which were AGENTs, equate OBJECT
with ORJ, be sware tha! "with® cas introduce the INSTRUMENT, and be able to
distinguish when "with®™ refers 1o an instrument and when it doesn™t. A non-trivial

task, since we could say

*He hit John with B {accomplice)
“He hit John with vim and vigor™ {mathoa}
"He hit John with malice™ {emotion}

Section 5.2 explaing how Reader's cases are mapped into the Interpretes’ s case

system.

fleader actually uses more cases than than the primary ones mentioned above. But
the other cases are essentisity sd-hoc ones that Aeader uses to store modifiers of
the verb. Any preposition or conjunction (not top-level) defines Its own case. As
an example, consider “John pushed Janet into the closet because he thought Bl
would see her.”, which is parsed to:

{PUSH PX
[Suk Joex)
(083 JANET)
PRLE {INTG {CLOSEY TMED)D
SECAUSE {THINE PN
{m i}
WHAT [SEE (N WVOULD)
im BiLL}
0B MER)
3]
13
H

John and Janet are the SUB andg OBJ of push. “into the closet® Is & preposition case
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of “push™, filing In where the OBJ was pushed to. The conjunction “becsuse” fiiis in
Mm:m-sr“mtmmtmt-m.wnmi case of the verb, it
containg the verb clause whose main verd is “think*. "He™ It the SUB of “think™,
"What MMB'WES!WHIMWT““N’M' The contents of

mmru-uu-mmm-mmmu"n-.

2.3.2 Yense markers

u-wmmmmmmnmmunmvm; & vert group
can be composed of adverbs, modals and other verbs. The information contained in
immmltmm:y:mmmhlhtdaduuu-mmm
mtﬂmnhmmwmtmﬂmmm. Reader saves the modais
and sdverbs and returns them in appropriate siols in the parse structure. The root
of the mals vorl of the sentence is simileriy retumed. Thiz means that Resder must
lumymmﬂm“mntuwihmuﬂmm Resder uses six
basic tense symbols. Thntmlhmh-rm 2.1, together with an exampie of
the verts group sech reprasents.
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YRR GROUP TENSE
Eowali WY The present tense of the verh without any
Buxiitary verts
I welied FE The past tense of ihe verk withoyt iny
Sux il iery verbs
Fwili wets R The suxiitary “wili® Toliowed by the
unnf lected sein yery
E hive walieg NP The present tense of the duxtitiry verd “hive~
followed by the mein ¥erd in past lense
| hid welies PP The past tense of thet sl tary verd

felloved By the mgin vert o pist tense

[ will have walies P The susilrary "wili®, Followes by the auxtliary
“have” Tollowed by the mers VETE 0 pEst Tenye

Figure 2.1
Vet tenoes

The tense markers are mot vated by an analysis found in {Bruce 78] Simpiitied, it
Says that & tense consists of & set of binary relations on a set of reference points.
For instance, the tense of "had walked® consists of the relations on the three
reference points: “the time of the speech® {51), the “time of the subject™ {82},
and the “time of the action™ (S3). S2 is In the Past ot 81, and 53 is in the Past of
S2, 50 the tense of the Verb group is Past-Past or PP Similarty, the tense of *have
waiked® is Now-Past, oe NP, since the “time of the subject™ is the same {Now} as
the “time of the speech” and the “time of the action® is in the Past of the “time of
the subject™ To see how this works, consider the senlonces:

1. George, the ciub president, has walked through these halis, (NP}

2. George, the ciub prosident, walked through these halis. {PN)
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It 1., the “time of the action® is in the past of the “time of the subject® so that we
mey not assume that George was president when he walked in these halls, but we
do know that he is president now, since the time of the subject and speech sre the
same. in 2. the time of the action and subject sre the same, 30 we know that
George was president when he walked through these halis, but is not necessarily

prosident now.

We gel six more tense symbols by conaidering vert groups whose main verdk ands in

"ing". These tenses are represented by appending & *C* {continuing aspect} to
ihe tenses sbove:

ViRE GROUP TENSE

1 = walhing el

1 wis wiliing el

1 I wil] be waliing R
i have been wilking L4

I hag been wilhing M

P wilh have been waling FPRC

Figure 2.3

Terses for verbs with & continuing sepect

When & verd is used as an infinitive, eg.. "to hit® In "Bl wants to Mt John™, the
tense marker returmned is "IN". When & vert appears with an "ing" ending and no
suxiliary verbs, as in “The man sitting on the chalr..®, the tense marker returnaed is
"CC™ {an arbitrary symboi). In terms of tense markers, passive constructions sre
indistinguishable {the order of the cases determines whether & construction is

passive of not) from regular constructions, 30 the tense of *is walked™ is equivalent
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to the tense of “walks", namely NK. Verb groups consisting of the suxiliary verb
“do® and an uninflected main vert (eg., “He did §o.."} are given the tense of the

auxBisry “do".

We have left oul tenses which require the vert “to go* as an auxiliery verb. The
reason is that verb groups using "go” as an auxiliary sre ambiguous. & verb group
fike " am going to walk " might mean sither "in the future some Time, | will welk™ or
“i am actvaily going to some piace {the beach, for example} in order to walk®,
Rather than try to resolve this ambiguity, Reader treats the Infinitive as & case of
he verdb "go™ and expecis the deductive system to be aware of the possible
ambiguity and to have encugh information 1o resolve it. Therefore "i am going to
walk®™ is parsed as

(60 Wl
fsue 13
{1 (ALK INF
3 [5u8 tmatch_to SUS)
'

The infinitive clause “to walk® is trested as & case of the verb "go® (INF). The
syslem reading the parse must be sware that it can be interpreted as though the
main vert were the verdb of the INF case {(“walk"], with & tense derived from the
verb group “am going to walk®. The SUB of “walkk™ is & dummy noun that should be
matched to the SUB of "go™ (I). The smbiguous situstion is sasy 1o recognize. it
occurs whenever the main verd of clsuse is "go®, and the clause has two cases,

Somae temporsl information is contained in the cases of the verb rather than the

tense. "i went yesterday® parses to
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{60 PR

[sue 13

[WMEX YESTERDAY)
}

s0 that the sxact time in the past that the action occured in is specified by the

WHEN case.

The vert “have® often occurs In verb groups as & modal. *! have 1o go away™
sssentially means "i musi go awsy"™. When “have® iz used as & modai, it is
unambiguous. Therefore, when " have 1o verd. . * occurs as & verd group, Reader
returns verd as the main verd, assigns it the tense of the vert "have”, and places
the marker "HAVE-TO" in its adverb sict. "i wili have to lesve® parses to:

[LEAVE 7% {MAVE-TO)
{308 1
)

This does not mean that every time the phrase “have to werb™ appesrs in &
santence that “have 10" will be trested as & model. The noun phrase "The book |

have to give" would be parsed into & three structure steck:

= = =

VERE: ({GIVE})
E. OFUNCTION: Inf

- o= W

VERE: {{MAYVE)}
®UKL:
2. FURCTION: BC

NOUKL: {BOOK THE}
1. FURCTION: MalX

The stack can be interpreted in two different ways: *"The book | must give™ (3.
attached to I attached to 1), o *The book | have in my possession which | wili

give.®, (3. and 2. attached to 1. independentiyl. Only the first interpretation treats
*have 1o" &s & modal.
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The tense contains aff the information in the sentence, yet leaves the decision of
whatl to do with i for the system using the parser. For sxample, i the tense of &
statement is NN the system can infer that & narrative Is taking place, that the

action described in the statement is habitusl stc.

2.3.3 Noun groups

Resder uses & different representation for noun groups than most parsers. To
Reader, & noun group Is & list whose first slement is the hesd noun of the group, and
whose remaining elements are the modifiers of the hesd noun. The difference in
representation fies in the Tact thal Reader does not structure the modifiers that

preceded the noun in the origing! sentence.

Theretore, "The measy green Qarbsge can Cover® is parsed as

ENOUN {COVER THE MESSY GREEN GARBAGE CAN}]
since Reader does not try 1o delermine whether this means oither

. the cover of & can used Tor messy green garbage.
. the messy cover of & can used for green garbage.
. the messy green cover of & can used for garbage.
. the messy cover of & green can used for garbage.
. the cover of & messy green can used for garbage.
the cover of & messy can used for green gerbage.

RO AGN -

instead, it allows the deductive system to structure the noun group mn_tm stack
entry containing the noun group is Formatted {section 4.3). This is necessary to
avold neediess ambiguity. The sentence “A man people can trust is usuaily
dangerous™ can be parsed {correctiy) as:
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(BE W% (USUALLY}
{508 (MAK & {TRUSY {N% CAE}
{5us PEOPLE]

H;
{DES DANGEROUS
i

But uniess the perser can discover from ihe system that there is unlikely 1o be *a
man people can trust® {trust modified by can, people, man and the} it will sisc find

(8E W% (USUALLY}
[$08 [TRUST & MAX PEOPLE CAN))
[DES DANGEROUS )

¥

since “"man®, “can®, and “people™ are nouns, and therefore potentis! modifiers of
*trust®. The modifiers that followed ithe noun in the origing! sentence are structured
by Reasder, with help from the deductive system. Yhis I necessary since Reader
must know whether & sentence constituent coming after the noun modifies It, the
verb the noun modifies, of srme other conatituent in the sentence. *The relation In
the concept that is marked ‘possidie’ * I3 parsed as:

[WOUK {RELATION THE (1% {COMCIPT THE}}
(HARE PY
[OBJ THAT)
; {108 *POS3I8LE")
3]

i & context where the deductive system wes able to determine that relations had
markings and concepls did not, and as:
[woUN {RELAYION THME {18 CONCEFY THE {MARE P¥

{-m THAT}
108 “POSSIME®)
53}

in & context where the deductive system thought that concepls were more likely to
have markings than relations. The “closer™ modification is slsc the preferred one In

the sbsence of any information about whether concepts of relstions have markings.
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The point here is that sach modifier {at tog leve! in the noun group Est} coming after

the noun * modifies the noun independently.

ﬂ--ﬂﬂ‘stwufmmmmmuﬂ-vmmmm
ﬂm;mr“mﬂmm:mnmﬂaummmttmcm-eﬂnmn
groups immadiately Smnwm“&ammnwqutmr
green garbage can cover. . twm:ummwmmwuhr-
mm#nmn-mmmtwuewﬂmmwnhmmuh
ﬂihﬂumﬂﬂh:hﬂmﬂw&aﬂﬂ. 1t would have to call In the
Mcim:ptmmmﬁﬂmtmmmmmtm:ﬂgmm
messy cans, etc. By delayng the structuring untit ister, Reader can provide the
deductive system with more information {information including the main verd of the
cllull.!!lt;l“ltnﬁthtuunflhtwwmm}hmnl“mh
ﬂctmﬂu:lmmafthsmmm. Mﬂﬂumhmaw
mb-'Huuufgrmw:nmmmﬂmtbtﬂ-mhmtﬂ

structuring the noun group.

2.3 & Cholces

Dccasionally, & sentence contains an ambiguous constituent whose amblguity can
uroumtumnmwwmm:mm. When this happens,
Reader returns one parse structure, and offers & choice between the ambiguous

* The non pretty-printed version of the parser output contains & merker betwoen
ihe modifiers which come befors and sfter the noun.
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" knew thatl ice was slippery” could maan efther "I knew that that ice was
slippery™ or "l knew ice was slippery®™. If the deductive system is unabie to
determine which noun group It prefers st the time it is asked 1o structure the noun

proup, Reader would retum the following perse, offering 8 cholce for the SUB of

*be".
{XNCN P
{.’-ll i}
WHAT {BE M
{308 (=CMOICE ICT
) {ICE THAT)
}
{0ES SLiPrERY)

1]

*The man hitting Janet angered Bl could mean either *The man who was hitting

Janet sngered BIE® or "The man’ s Miting of Janet angered B, Reader represents

thizs a5 folows:
{ANGER PR
{308 [=CMDICE {MIT CC
[sus [ T}
(o83 Jamt1]
§
AN THE (MIT CC
{SUE ‘match to_hedd noun}
[08) JAmEY}
it
13
fok: BiLL]

The first choice is the action "ht". The second choice is “man® moditied by “the*
and & verd clause with & dummy SUB ('match_to_hesd_noun} that should be matched
to the noun R is modifying ("man™]. In genersl, & choice can be offersd as the
contents of any case.

Another method Resder uses for representing ambiguous sentences i prefixing the
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name of & case with an asterisk. This mesns that the case cen modify sither the
verb of the noun in the case directly sbove It “Johs Nis the saslesman with the
hamme:* iz parsed to

(%I w%
[S08 J0ee}
{083 (SALIWE THE} ]
[PREF (WITH (NAMPER THEI)]
]

The asterisk preceding the case names "PREP® indicates that the PHEP case could
be & case of "ht" or that it could modily the selesman. The first interpretation is
“The sslesman was Mt by John with the hammer® and the second is *The saleaman
with the hammet wes Mt by John® Mmim:mmmmm
without & deductive system, of when running with & deductive system ths! cannot
decide which interpratation is mors kely st the time Resder asks. The parse would
have been

{WIT W™
[sus 20w}
(OB {SALISMAN THE (WITH (WAMPER THE}))]
¥

it the system was sble to determne the salesman had the hammer when given the

choice by Reader.

2.3.& Conventions

Resdet employs seversi notational conventions

Whenever & conjunction contains an impled SUS, a3 n “The program reads the dats
and prints the answer" the impliclt SUBE s represented by the symbol



foom) Amg
(READ W
[SU (PROGRAM THE)}
(OB (DATR The )}
)
PR W
iﬂ *uui 1&_comjunct SUS]
oRl (m ™}
.
}

match _to_cocjunct SUE has the same referent &5 "the program™

m-nmu-ﬂnﬂh:uﬁmm.MMMMmmhm
roistive cleuse i heid by the symbol 'match_10_hesd_noun For axempls,

“Tae Bin Chplured by Lhe palce ©
[wOum {MAN THE (CAFTURE PN
Em imgtch_te_hedd_noun]
o8 {Pocic THE))
i1l
“The man the police Chplersd ~
[moum (WaE TeE (CAPTURE PN
{Sim (POLICE THE)}
' {08 'malen to_hesd _moun]
Vi

match_to_hesd_noun hes the same referent as “the man®, the noun the vert clavuse

15 MOMTYING

mrw_n;m_whum:mmw dangiing prepositions.
*The man | came with™ parses

[aOU% (WA TWE {COME PR
e i)
" PREF (WITE ‘match_te_head_nowni]
i

m&;ﬂmmhmmﬁuhutmm‘}ww
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When & conjunction contains en implied object, Reader uses the symbol

imateh to_cosjurct OBS® 1o merk the second occurrence. "He breeds and ralses
rabbits”® parses to:

[rom: asd

(BREEDS WN

SUE i)

O8I (RABBEY 1PLY)
H

fRAISE: W&
[SuUB Imatlch 1o _conjuncl SU8)
[08) Imalch_to_conjyunct O8J]

in conjunctions in which the vert s omitted, Reader simply repeats’ the vert. “He
pave John & pencl end Janet & pen” parses 1o

[0 AN

(GIVE PN
[5u we ]
[108 JOoWN]
[oa) {PERCIL K))
i
(GIVE PN
0B 'satck to_conjunct SUB}
108 JAMEY}
0B {PEN A3)

Sulfizes sre removed by the perser. If & word is & plural, the symbot PL sppears in
its moditier st “The snswers” parses 1o

[NOUR (ANSVER THE 1P0})
if & word can be either singuier or plursi, and sgreement constrains it 1o be one or

£ imetch to_conjunct PREP Is used when the OBJ refers 16 the object of &
preposition in the higher conjunct.

? Nouns sre represested by symbols (rather than deing repeated} sc that the
Interpreter witt not have to find the referent of the same noun twice.
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the other, 1t iz noted by Inserting IPL or 1SING Into the modifier ist. *The fish is
dangerous.” and “The fish are dangerous” parse to:

{BE W% {BE W%
%m (FISKR THE 1SING] {308 {713k TH IPL]
DES DANGERDUS } {DES DANGEROUS }

H i
in “The Tish cen be dengerous®, The SUB case is [SUB (FISH THE]] since there s

ne agreement Information.
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This chapler sxpisins how 10 wrile grammars in the formallsm we have been
discussing The sclusl grammar is written & Lisp, snd consinis of & set of programs,
one Tor sach word class, which expiain when and how & word may be added 10 &

partial parse. The grammar also uses several gliity programs and predicales.

An exampie of a utility program is ADO-NOUN. it takes two srguments, & noun group
{ng) and & stack structure {s], and returns the stack structure with the noun group
added to X, For example, if
ng s {MAN THE) and s is VERS: {{5AVE ED})
NOUNY: (BOY THE}
FUNCTION: MAIN
then {ADD-NOUN ng 5} s VERB: {{SAVE ED}}
NOUNY: (BOY THE)

NOUNZ: (MAN THE}
FUNCTION: MAIN

An example of & predicate is CAN-ACCEPT-A-NOUN. it takes one argument, which is
& structure, and returns T if the structure can sccept & noun, and NI otherwise. A
structure can accept & noun it it is either

1. & preposition structure withouf & noun.

2. & vert: struciure without & noun

3. = verb structure with & verb and one noun whose verb is transitive,

It the verb group Is passive, the maix verb must lake & beneficlary or

indirect object.

4 & verb structure with two nouns and & main verb that takes a

beneliclary or indirect object. The verk group must not be passive,

3. and 4. must also satisfy the condition that the verb has not recelved any Cases
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since It was added to the structure’ On the surfacs, it would seem that this
definition would rule out slightly peculier constructions ke *That he fikes®, {instead
of "He likes that"} since & verbless vorb structure with one noun cannot accept

another noun. However, such constructions are handied as reistive clauses.

Reader has othes predicates which test for legai verd groups, whether & structure
has & noun which can be modified by another structure, whether the vert group of &
structure is passive of aclive, elc. When, in describing the actions of the parser,
we say that a structure satisfles some condition, we mesn that the proger

predicate has been applied to that structure and that the test has succeeded.

Aesder also has two programs, SHIFT and SEARCH, which are useful for manipuiating
the stack. SEARCH Is used to search the steck for structures with s certain
property. The information gained from & search is ususlly used to determine
whether & particular 1tructure should be pushed on to the stack. For Instance,
would be pointiess to push & relative clause structure (section 3.1.3) onto the
stack If there were no structures in the stack thet contsined & noun which couild be
modified by & relative clsuss. SHIFT, described more fully in section 3.1.2, s used
1o facilitate the addition of words to structures other than the one at the top of the
steck. Basicolly, SHIFY searches the stack for & given structre, colispses the
stack down to that structure, and then applies the input word o the resulting stack.
SHIFT is important because most actions thet can be applied to the top of stack,
such as sdding it & noun or verb, can also be sppiled 10 structures lower down in
the stack. Similarly, SEARCH is important because pushing & structure onto the
stack usuaslly depands on the sxistence of & structure with & given property,
regardiess of its position In the stack.

' Eg., "He spent In the stors the money.* is incorrect.
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3.9 Some beginning grammaers

A series of grammars is described, each one more complicated than the previous
ona. An sxample sentence ls parsed for pach prammar delined. The st two
examples, Grammar.? and Grammar.2, wili step through the sentence in detai,
examining how each successive word is applied to the partial parses formed by the
application of the previous words In the sentence. The remainder of the sxamples
will cover only the methods used to apply words that were not handled by the

previously defined grammars.

Section 1.2 shows some more afficient methods for parsing the subset of Engliah

handied by the sxample grammars,

The varisbles used In the sxamples are:

stack The steck.

wordg The current input word

oot The root of word.

ending The ending of word.

mi The unassigned moditier list.

msg The message concerning the top of the stack.

stack-mig The message conceming the entire slack.

3.5.% Grammar.§

The ftirst grammar handies sentences of the form “noun vert noun noun® or “noun
vert noun™. Al that is needed is & NOUN program and & VERE program.

The: NOUK program:
The NOUN program forms the noun group consisting of the modifiers on the
modifier st and the noun. Then, if the top structure in the stack can accept
& noun {eg, sstisfies the predicate CAN-ACCEPT-A-NOUN, defined &t the
begining of the chapter), & partial parse is created with:

msg = NOUN, indicating that the last addition to the stack was & noun.
mi = NIL, the modifier st is empty.
stack-msg = stack-msg, the sddition of & noun doesn't change stack-msg,
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stach = (REPLACE-TOP-STACK (ADD-NOUN [MAKE -NOUN-GROUP word mil
{TOP-STACK stachk}}
stack}

whete MAKE -HOUN-GROUP is & predicate which returns the noun group Tormed
by s arguments (or NiL ¥f one cennot be Tormed), and TOP-STACK and
REPLACE-TOP-STACK are utility programs. TOP-STACK retums the top
structure of the stack that is its ergument. REPLACE-TOP-STACK returns the
stack which iz its second srgument with the top structure replsced by its first
argument.

The VERE program:
The VERS program axamines the stack. if the top structure in the stack is &
verb structure with one noun and no verb, it crestes & partial parse by adding
the verb to the top structure in the stack.

Here is how this grammar parses the sentence “John drinks weter

Aeader stariz out with the nitis pertis perse.

myg « BIGIE, wi = WL

FONCTION: MAIN
“John" is Input. it belongs to only one word class (NOUNJ, and therefore has onby
one program associsted with it {NOUN]. The partis! parse produced by spplying the
NOUN program is:
mig » NOUN, =] » KiL

-

NOUNE . JOMK
FURCTION: MALN

“drinks® iz the next word. It can be used as either & noun or verb. The top stack
structure cannot sccept & noun 3o the application of the noun program does not
rasult In & continuation of the parse. The verdh program is then applied to the parse
which causes the following partisl parse o dbe set up:
nig = VERE, =i « WIL

VERE: ({DRImK . 5)}

MOUWE - 0NN

FUNCTION: MAIN

- o -
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"Water® can sisc be used as & noun o verd. The vert program fails though, since
the top structure aiready has & verd, The NOUN program succeeds in continuing the
parse by sdding the noun “waler™ tc the top structurs in the stack, producing,

mig o« MUK, =t « NI

VERR: ({Dapw . 1))

NOUR] - JOMN

NOURE . WATER

FUNCTION: MEin
The input sentence is exheausted so Reader collspses the ttack, (trivial since there
is only one structure in it), and formats the resulting structure. This vields

DRIN %
[su8 Jowm]
{08 waTER])

a3 the parse.

3.9.2 Grammar 2

mm-mmmohmmmwn.u#mmm!namm
grammar. The next grammar includes prepositions, articles snd moditiers.
The MODIFIER program simply adds word to mé.

The ARTICLE program adds word {which is an articihe} to mi if mi Is NIE or
consists of words (almost, sk, e1c.] which can appear before an article.

The PREPOSITION program checks to see whether the preposition cen be
modified by the modifiers on mf ﬂmmwm-hmmw
pushing & preposition structure with word as the preposition onte the
slack,
Az 1the wmmthymmmhnhhmmmnm
containing more than one structure. In genersi, thers will be two parts to every

gremma program: ;utﬁummmmmlmmdm:mw-
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set of actions that shouid be applied 1o #very st icture in the stack thet satisfies
certain conditions. For exampie, in Parsing “He gave the man in the store the book.*
& noun {the book} must be added 10 & structurs (He gave the man) which is not st
the top of the stack. mm:osmwmmmmmnmh
faciliteted by the program SHIFT
{SHIFT stack program args purpose number precdicate? predicatel}

The idea bohindg SHIFT iy to find & structure{s) in the stack which satisties & given
predicate, (CAN-ACCEPT-A-NOUN, for #xample, would be used 1o search down the
stack for & structure to a3d & noun to), then collspse the slack down 1o that
structure, and then apply & program 1o the collspsed stack. SHIFT enables the
grammar writer 1o specify the purpose of the coliapse, which 'y valuabie In guiding
the way the collapse is carried outl. For instance, if SHIFT s collapsing the stack of
the sentence "He gave the man in the store . " for the purpose of finding »
structure which cen accept & noun, it knows not to try to sttsch "in the store® to

“gave®, since that would prevent “gave® from sTTepting anothes noun.

SHIFT works as Tollows: It searches down stack iooking for & structure S that
salisfles predicate!. stack is then dvided into two segments, S1 starting from the
mﬂummmmms.muwmwmwmmmm. &1
is then collapsed intoc & single structure 55 If 8S sstisties predicate?, then
mnnwmmm-mmsssumwmurn Pumber
controls how many limes the sequence is performed. It number is an nteger a,
SHIFT tries 1o find the first » structures that satiafy predicate!. number = T means
that shift finds alf the stack structures salisfying predicatel. purpose is sn atom
(w..mmmmumemummmﬂuwim
mmshmulm“mhlnuhuhmm.
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Grammar.2 involves sdding & SHIFT 1ommmwﬂﬂﬁ-mm. The SHIFT
] m:wa!uﬂtmm;hwuut-Mcmuﬁ-m & Noun, and then
adds the word to that structure. The Mrhmusmmsn-n for the

topmost vert structurs in the steck whnich Can sccep! & verb.

Grammar.2 can handie sentences like *The woman from the city bank pave the man
in the store the news™, The parse sterts out with the Indtlal parse. After *The* is
nput, there is one partisl parse.
m3g + BEGIN, i « (THE)
PURCTION. MAIN
"women® is read. MAKE -NOUN-GROUP forms the noun group, [WOMAN THE )
mEg + WOUN, m! s ML

MOUNT  (wOMAE THE)
FUNCTION Miiw

sig = PREF, =t » WjL
FREF: FROM
NOUKT : {wOMAN THE §
FUMCTION Waiw

-m'hr-nwm«dmmmmm. “city* is resd. All nouns sre treated

&% both NOUNs -ndmifﬂl.iominrnmtnwﬁdm:

I ®mag = NOUR, =1 » ¥jL 2. mag » PREF, m) « (CITY THE §
PREF. FROM FREF: FRiOm

WOUR {CITY THE} .

.- WOUR] . (VOMRE THE )
NOUNT . (WOMAN THE} FURCTION MATN
FURCY 0N Muik = o.

- o =
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"bank™ is resd. Wh-n'hnk‘hmulm.wm?mmth
mm-m-m'{u-m}mmwmm.icmMLm
the modifier fist. Partisi parse 1 cannot be continued using "bank™ as & verd since
IﬁﬂW?Mnsmmmtmucmlm.mmm*fmh-w
with the noun group (WOMAN THEL m--muuutn-m-m:u
Mtuuam:tmcmum“ummummmm
.xmmt.=wmmmwwwmm.mw
-grmmiw..'thw'armmr-m'u-‘hmﬂth-nnmof
“see”, &3 opposed 1o the present imﬁ'm‘.}ﬁmtﬁ-lm‘mm.
Reader then applies “bank™ 1o Doth partial parses ss & noun. Partis! paise | does

notl contain & structre that can accept & PO, 30 no partisl parses can be

mig v MOUN, =! « Ni|

PREP. FRoe
NOUN [3amx TME CITYS

= = =

ROURT . {JOMAE THE S
FUNMCTION: milN

“save" is resd. The Mlmuwmmnmmuhﬂ-ﬂm
structura that can sccept & verb. It mm:mmum-:mmmﬁ
adds In the verdb, which produces,

mag « VRS, M . NIL
VRS {{GIVE £D}}

WOUNL: {VOMAN THE (TRON (Bamr THE CiTYli}
FUmCTYION: MAlN

‘m*w'm*a-nahudmwhmtlﬂ=m“
'm‘imuhﬂu--mnilmntww“m=



I msg « BOUSE, M « Wit T OWEE - BN W . IPRE THE)

VERE: {[GIVE tB}) VIR ({GIVE Ip))

WOUNL: (VOMAR THE {TROM (BANE THE CITY))) WOUME {WOMAE ThE {FROM (BARE THE CITY3))
WOURD . {(Mak T ) FOomiTion MRiE

FUmCTON: mMiiE -

*n" is resd. Thrm-m-MiMﬂIuMHhmi
on the stack of partiai parse 1. Nothing is done with partisl parse 2. since the
preposition does not accep! the moditiers, (MAN THE ), on the modifier Bst.
mag = PREF ™ - ni;
recr 1%
Eﬂi ﬂmim CFRON [DANE TME CITY))}

NN (WAR T |
TURCTION wal%

“the® and “store™ are read As before, two parses are crested when “store® is
read in mmmmmmm-m'mm“ﬂu
-wmmmihm#mra!-m--imhﬂhﬁm‘u
treated as & modfier m-':.m-uuuutmntmmum
accept “the® a3 & modifier. “the" is resd in n the former partial parse, it is simply
sdded to the modifigr hst hmwu.uwnmum:mnt.
mmmm-m:mumimwmwum
mag oc WOUM, W - [THE}
raer. i
NOUN . (3TORE TeE)

VIRE {(GIVE £D}}

WOUME - [WOMAR THE {FROM (BAMK THE CITY)))
MOUND  (MAK THE

FURCTION: Mal%

"news" is read muumn:mmmm-mmm

stack that can sccept & noun, collapses the stack to that structurs, and then sdds
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i the noun group (MEWS THE) h'ﬂ'h”ﬂ:muim

added to the modtier ist
I ®sg - WU, =! « Wi 4 meg o« NOUN m! . (NS THE)
VIRE {{GCIVE 1D} FEEF iw

WOURT (WOMRE TME (FRON (BAME TWE CITY))) WoUN [ITORE e
WOURT (WAR TWE (1% (ITORE TMELH) -

NOURY (WS TR VERE ((GIW €0}
FUMCTION WAIR NOURL (WORMR THE (FRON (BARK T CITY)))
it WURT (R T}

TURCTION W e

= =

Thers aie no more Input words Partist parse 2 = Siscarded since its modifier Nat is
not smpty  The stack trom partisl parse 1. is collapsed. {once agein, this is trhvied
M'M&wm:hm!mthtuﬁjﬂHm:ma
formatted and returned &5 the parse of the sentence

{GIVE »=
SUB (WOPWE ThE (FROM (BAMK TME CETY))I)
TOB [Wak THE (iw (STORE TeE1)})
OB (MEVS TMEDD

3.1.3 Grommar 3
Grammar ) ¢xpands m,zwmumﬁmmwmm Clauses.

YﬁmFﬂlﬂ-ﬂiﬂﬁ,‘ﬁﬂh“ﬁ“ﬁﬂ”lhlﬂﬂh‘hi
muc:mmm-ﬂmwm;mmttmn=mwm-umau
CAN-NOUN-BE -MODIFIED. H the test Succeeds. NOUN pushes & verd structure with
function squs! RC on the stack and adds the noun group to it This sddition snabies
the grammar to parse “The miror on the wak he broke® The parse proceedes

exactly a3 the previous ones untl *he” is reached. The partisl perse® when *he*® is

¥ There are actuslly two partis! parses. The second uses “well® 35 & modifier and
ummmw:*mm;mmmm'ﬁ
(WALE THEL
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roed s

mg « WEE =t . N

PREF Ow

WUE (ALY TeE b
WOEL  (mIRROE T )
FIMOTION wmlE

cm-m-ﬁm!nmm-ummmmmﬁm
stack IMMa:mumthMMﬂhm
previous stack Mwmm#um“hhmmm
M?hm.ﬂtwinﬁlamhﬂtﬂmi“.
mig o+ ROUR w7 o NI
ﬁ"{
FUsCTON &

rRiF Dm

WOUR (WALl T
WOUR]  (WIEROE TeE
TimCTion maiw

“broke” is resad SHIFT ucMhMqumuoﬂn-mmm. n
tmmuﬂmcmumuwx.wm:mwu-mmg

®5g * NOUM. =} « Mii
VERE ((BREMK £0}}
NUm] W
fCTION B

mir 0%
WOUN  {wRLi Tk}

NOUNL (WIRROR T}
FImCTION Milw

Thmlmhm.ﬂhmh“ﬂﬂ-“ﬂmm The
deductive system must decide which of “the wel® or “the mieror® wes broken. I
W s3sume that m-wwhmnmmﬂmmmu
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MOUR]  {MIRROR THE (OB (WALL THED} (BRCAK P¥ (308 )
{083 Imetch_te_hesé_noun)})
FOmCTIoE WAIRE

The formst of such & structure is simply the noun. Aesder returns

[WOUm (MIRROE ThE (OM [WRi: TME))
(A ™
{508 wt ]}
: (082 Tmaten_te_head_noun)
R

4% the parse. “Maror® is the DBJ of the vert “breek™ Notice that the nous CAM-
mmﬂmummhm!ﬁﬂmmwm

relative Clause.

Parsing vert groups requires the sddition of & test to VERS which tests that msg
equsals VERE If the test succesds, mesning that the iast thing done to the stack
was the addition of & verd. VERE tries to form & vert grous with word and the verbs
aresdy i the top structure & the stack. If & legs! vert group can be formed, {this
hMﬂhﬂu:mMuhMimmmhthMﬂmm
hWHMNM'mmmmMHMMQWHM
Stack. As sn example, consider “He was given the prize”. When “given®™ is reead,
thers iz one partiaf parse
my » VIRE, o « Wit
il’ll' -E{'ﬂ )
WO W
TN weim
m-uiiﬁﬂmi*-u*u'hihﬂm“uh-mi-MH:
g = werd, &t « Wi
21121‘\! NI NM )}
FERCTION mRiE

- = =

“The" and “prize” are read . The steck is collapsed and formatted The result is
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{GivE P
108 M}
(08} {FRIZE THE))

3,18 Grammar.d

Grammar. 4 extends Grammar.d in two ways

The first sddition is & test for time and plsce referents that witl be piaced in the
NOUN progrem. This wili enable the grammer to handie sentences liks ! saw the

man dowrlown. ™ "Yesterdsy John wes o town® elc

NOUN i= augmented with & test which checks whether the noun-group can be used
85 & time of place {this is considered & syntectic property of the head noun of the
group). i so, & preposition structire is crested with preposition equsl ®TIME or
*PLACE. The preposition structure is pushed onto the stack and s new partiai parse

ciesled

The second addition sflows the parser (o parse sentences with verbs that accept
other verbs as case tillers. An example of & verb with this property is "see". In
saw John leave town®, the clouse "John leave town®, is & case of "ssw”. A test is
sdded to VERE which checks whether the main verb of & structure cas #ccept &
clause. If 50, an emply vert structure with function equal WHAT is pushed onte the

stack end & new partia! parse crested

Grammar.4 handies sentences ke "Yesterdsy the man Xnew John had returmned.®

"Yestordey™ causes the tormation of two pertial parses, one in which it is trested
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u.tmmmm.m“wmuumuumm:mdmm

structure.
1 ug-m-ltill r-:,-m Mo Wi
mz YESTERDRY PIH*. =T

FURCT[O%: Maln WOUK: YESTERDAY

FURCTION MalN

When “man" is Input, It cannot be sdded to partial parse 1, since there is no
structure In the stack that can accept & noun. “man® can be added 1o pertial parse
2, by collapsing the stack down to the MAIN structure and adding "men® 1o the MAIN
structure. This results in

g+ NOUR =7 - NIL

m‘l (MAN THE )
CASES - {{wmEN Ttmiﬂ’fh
rs.n:nut L]

a3 the COLLAPSE routine knows that preposition structures whose preposition s
=TIME 1l the WHEN case of the verbs they modity,

"Know"™ can sccept & clause, 50 the application of "Enew® to the partist parse

above results in two different partiat parsos.

1. m3g = VERE, tl-iu 2 ﬂ#fﬁlt Moe NI
H'!!I ﬂﬂw i) rmtm WML
WOUND . {MAN THE ) “ ..
CARER: {{wEN YEITERDAYY) VERE: {{xwv ED))
FUMCY 0N mMiie WOUND . (A THE
- = CAZES: ({wmEn YESTERDAY) )
FURCTION . WiiR

“John® is added to both partiat parses:
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. mag « MOUN, m] » NIt &omag o+ NOUN, ML « NI

s - = RIUNE: JONe

VIRE. ((emw D)) FUNCYION. WMAT

ROUNL : [MAR THE} T .

WO - JOwE VERE. f{{emOw £3))

CASES: {(WHEN YESTERDAYS) NOUKL: {MAN THE)

FUNITION: MeIN CASES: {{WHEN YESTERDAY))
. .. FUNCTION: MeTN

- o ow

"had® is spplied to each pertisl parse ss verd. Partial parse 2 is continued by
adding “had® to the top structure of the stack. Partisl parse ' cannot be

continued.

The addition of "returned™ io the stack produced by the application of "hag"

produces,
mip = VIRE, M « NiL

VIRE {{RLTURS £D)}{MAS £D))
NOUNE . JACK
FURCTION: Wkt

VERE: [{xwiNM £D)3

NOUKL . (AN TiE)

CASES: ({wMEN YESTERDAY})
FUNCTION MAlR

The Input sentence Is exhausted. The stack i3 collapsed and the resulting
structure formetted.

KM PN
EWMER YESTERDAY]
SUB (A THE)]
WHEY (RETURN PP
; {508 Jacx}
I
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3.2 Grammar efficiency

The primary objective in writing an efficient grammar Is keeping the number of
partial parses low. This is accomplished by minimizing the number of ways & word
can be successfully apphed to & pertial parse. There are basically three different
ways of handling this within the Reader formalism

R1. The use of the steck to avoid attaching sentence constituenis to

each cther untE more information is leerned sbout the nature of the

stischmant.

RZ. The use of one steck structure to represent more than one syntactic
possibiity.

R3. The use of bottom-up and top-down parsing techniques togethaer,

The simpiest example of the first tecnnique is the handling of sentence
constituents which can modity many different structures in the sentence [eg.
prepositional phrases, relative clsuses, etc.). Such constituents are plsced on the
stack, thereby svoidng the necessity of & different perse path for sach sentence
structure that can sccept them as & modifier. Woods, in [Woods 73], mentions &
similar Teature, called "seleclive modifier placement®. However, It seems limited 1o
the simple application mentioned sbove. More powerful uses of the stack sre

oblained in conjunction with B2,

A2 makes use of the fact thal in many cases, two o more synisctic possibilities
can be combined In & single perse structwre. For sxample, consider & sentence
beginning “The boy that..® Obviously, "that® is part of & relative clause which will

modify "boy™. But it is not cles? whather *that" is sither

i. the subject of the reistive clause (“The boy that Bkes ice cream... )

2. & modifier of the subject of the reistive ciause {*The boy that giri
fikes. . "}
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3. & function word {*The boy thet the giri likes. *}.

A single stack entry which covers s# these possibiities Iz

s mOUMD. THAY
FURCTION: R

lf-wbuWMtM.staamMSﬂlm.mhm,Eﬂhnm
& successiul parse. Now Suppose & noun is appled before & verb. if & noun group
can be made from “that®, the modifiers on the modifier kist, and the noun being

mtd.mﬂthtmmnmimwzw‘ﬂut'chmme

group”. lf.mmcmmmmﬁm‘mtﬂtﬂcmh-mm
just the modifier htmﬁﬂ&mm‘thli'ufmcnwm“m{-um

3.

RZ can be used with R in & shghtly different way Consider the two sentences:

1. "He saw the man running out the door.*
z.*ﬂcmm.mmmmammmur

in sentence 1., “running out the door® is most fikely interpreted as "what he saw
the man doing®. in sentence 2., “running out the door® is & relative clause which
modifies "man®. One structure,

3 o« VERS {{RON ING))
FUNCTION: PARTICIPLE

can represent bolh Interprelations. It is decided which interpretation to use
Wm-mmmmﬁdhumhm The relative clause
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interpretation is used if the stack is being collapsed to add & verb, and the “see”
cese filler Interpretetion is used otherwise. A more detsiled example can be Tound

in section 3.2.6.

Section 3.7.3 provides an sxampie of R3. The following two sections contain

axamples of RZ.

3.2.%7 Nouns as modifiers

Virtuslly ait English nouns can also be used as modifiers. In "The besebalt bat is
used to hit the basebsll™, the st occwrrence of “baseball™ is used as & modifier,
while the second is used &% & noun. The gremmars n section 3.1.1 coped with this
by applying sach noun to svery possibie partisl parse as both & noun and & modifier.
The example sentence would have two partisf parses after "Dasebali™ was read.

1. mig = NOUN, af =« %L £ wmag « BLGIN, mi « [BASEBALL THE}

" o =

NOUSE . {BASEDALL THE} FURCTION: MAIE
FURCTION: MAIR - ==

- o =

1t i= true that one of the two parses will alweys be killed rather guickly, but It would
be better to svold the overhesd involved in carrying extre partisf parses. As & noun
cannot modify & vert, there is no sdvanisge 1o be geained from putling one on the
modifier ist. When & noun aCts 33 & modifier, it modifies one of the nouns that come
directly sfter it in the sentence. The second parse can be elminated by adding &
test to the NOUN program thai checks for:

. mag = NOUN {meaning the last thing done 1o the stack was
the addition of & noun group 1o the top structure}

Z. the noun group consisting of word and the words In the
isst noun group sdded 1o the tog structure i the stack s &
logai noun group.
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it the test succeeds, the last noun group added to the top structure In the sfack is
replaced by the noun group consisting of worg with the words in the replaced noun
groLp a3 its modifiers. Under this scheme. there would be only one partis! parse for
& sentence begiming “The basebail_* {parse 1, shown sbove). If the next word in
the sentence were "bat®, its application 10 parse | would result in

msg = WOUK, wl = NIL

MOUNI (BAT THE BaSiRacLy
FUNCTION MR

mtmimtttmuwmﬂmwm-ﬂ‘mhnmbﬂ'hi

tegai* noun group

3.2.2 Relative ciauses

Grammar 3 (section 3 1.3) parses reletive clauses in essentislly & 10p down fashion.
Wher: & noun is read, and ihe slack contains & structure with & noun which could be
modified by & relative clause, & v-r; structure with function squat RC is created,
the noun is sdded to it, and the resulting structure is pushed onto the stack to
awalt the verdt of the relstive clsuse. If & sentence began “The city people...”

after “people™ was read there would be two partisl parses:

I m3g « NOUM, »! » ¥]L I omag + WOUN, #f = NiL
WOUNL - {PLOPLE TME CITY) nOUK] - PLOPLE
FURCTION: WAle FoRCTION: R
NOUR (CITY ThE)
FURCTION: Mkl

if the compiete sentence were "The city people hate is Tokyo.* the second pertial

. The test would fali I the sentence were "The baseballs bat . * since “the
baseballs bat® is not & legal noun group™.
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parse would lesd to & perss. "hatls™ would be the vert of the "RC™ vert structure
snd "is* would be the verb of the “MAIN" structure. Farse |1 would use *hate” as
the verb of the "MAIN® atructurs and the parse would be discontinued after “is® is
read, since the stack would not contain & verd structure which could accept "is*. ¥
the complels sentence was “The city people favor bonds.®, partial parse I would
lnad to & parse. Parse Z would be discontinued when the end of the sentencs is
reached and the perser reshizes thet it cannot sttach "pecpls fevor bonds® to “the
city™. If the main verb of & sentance which beging with & such & compound noun
tskes an indirect object, then the sentence is syntactically smbiguous. (eg., "The
city people gave the bonds™} The parser must not refuse to add "bonds® to “pecple
fm‘{m--mﬂﬂnwn-m}m-mf:mm-mmm%

city people feavo: ~onds for s Tokys®

This spiitting can be svoided by making changes i the NOUN and VERE program. In
the previous section, & test was added 1o NOUN which determined when It was
possible to replace the last noun group sdded io & structure with the noun group
consisting of word snd the words in the old noun group. if that test succeeds, and
word is & legal noun group by Haelf, then instead of parsing for & possible relative
clause in & new partisi parse (by pushing & verd structure whose function is RC
onte the steck), & message is inserted = the message slot of the tog structure
axplaining that it is possible to form & refative clause with the head noun of the last
noun group In the structure. In YERE, the method used to find an empty verd alot is
modified so that If no structure can be found with an smpty vert siot, VERE tries 1o

find & structure whose message is "Possibie RC".

These changes allow *The city pecpis hate iz Tokyo ™ 1o be parsed using only one
perse peth. After “hate” s resd, there i one partis parse:
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msg « VERE, =) « RIL

VERE {(WATE})

NOUND  (PEOPLE TME CITY)
MESSAGE . POSSIBLE-RC
FURCTION: Mal%

VERE tries to find an cpen verb siot to put "is™ in. It can’t tind one, but it is sble to
find & stack structure whose message is POSSIBLE-RC. 1t removes the message,
vert and head noun from the structurs, forms & new verd structure, and places it in

the siack just above the old one. This forms & new Slack,

VERE {{MATED)
NOUNE  PEORLE
fUNCTION BC

wOUNE  (CITY THE:
FUMCTION WA

which is has & place 1or the verk "~

3.2.3 Verbs which accep! ciauses

Grammat & {section 3.1 4} showed one way of handiing verbs which can accept
tisuses as case tillers. Like the Test relstive clause mechaniam, it was essentially
top down. When & verb that was sbie o accep! & clause weas added 1o & structure,
& second partis! parse was crested with an smpty verl structure whose fumction
was WHAT pushed onte the stack. & better method is to weil for the verdb of the
clsuse to srrive before sprouting snother partial perse. “1 saw the man in the store

sieal the book * would then have one partisl parse at the lime "stesl™ was read:
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mg « WOUM, mF o« EIL

rREF IE
. WOUN. (ITORE THE}

VERR [ (SEE-Sa)}
-y i
WOUSE: (AN TeE )
i OFOMCYION: WATE
“See-saw” iz the vert used by Resder to represent sither the past tense of "see”
or the present tense of “saw™ !t has aff the syntactic properties of both. if
somathing in the parse resolves which verb is intended, Resder makes the change.
-’M-n";ud'hfmﬁﬂmmmﬂmhrrlm“mﬂmmmtt
verb. it finds structure 1., which has & vert, “see-sew™, that can sccept & clause.

The steck is collapsed down 1o strecturs 1., ylelding

VERE ({SEE-3AW)}

UK |

ROURT (WAN THE (TN (STORE TMEL)}
1 FEMCTION MAIN

& verd structure with function squali WHAT is crested 1o hoid "stesl®. NOUNZ is
removed from structure 1. and placed In the new structure, which is pushed onto
the top of the stack. The verd “see-saw” hes been changed 1o “ses® by the
program which pushed the WMAT structure onte the stack, since “ssw™ cannot

accept & ciause The result is-

ViRE {{3ViM)})

WOUSE (MR THE (1% (STORE TeE}))
F  FURCTION WMAT

VERE . {{3Lf 1B}}

O E - i
1. FURCYIOE. meiE

- = W
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3.2.4 Con)unctions

Conjunctions are similer 10 other sentence constituents in that, syntactically, they
usually can be sttached to mors than one sentence constituent. For axampie,

"The man in the sult and tie. ™ {swit and t/e form the con junc ton. }

"The man in the sult and John ® {man snd John torm the conjunction.}

“Bill bought the turntsbie Mmmmu-uwmwﬁ
("because he needed the money™ specifies why “John was seling® .}

*Hbmghtﬂuwnhm-ummuu-htﬂlﬁnmvum'
t*m-uumuum-wuwmw*uw-.;

wmxmrmmummemmmm;mu-ﬁmum
handied by the steck asnd COLLAPSE. “The man n the st and John™ would be

parsed Into the stack,

PREPOSEVION A
WU IO

FREPOLITION Im
& WU [T T

WOUM] (AR THE )
PoFOmCTION WAl

allsched 1o 1. o 2

cnmm-—-““wnt—qtm=m-h—-
m-u-m-mm-ﬁn-m THE bought The twwiable Jobhe was
-mmuwu“ﬁ-“umm
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VERR: ((®LD £D))

NOUNI: M

WOURD: (MOWEY THE )
3. FURCYION: BCAUSE

- = W

VERE . {{BELL ImSH{BE ED))
NOUNE - 0w
IoFUMCYION RO

VERE: ({BUY ED))

O] BILL

NOUND  {TURNTABDLE T}
i FOmCTION: MAlE

mm:MHMnhhm{whthﬂ.umm
Format)} whether 3 modties 7 or §.

At Vst mc.n-mmnmtmnﬂnhdtmmmmttmmm
nouns end verbs Eutmpn:mnmﬂit“iimwuhim,ﬂﬂm.
parse ﬂrwhmmm;ﬂuﬂim;mmnommh
werk structure is pushed on the steck], and one in which st & roun m anticipated
(& preposition structure it pushed on the stack) However, both sxpectations can
be handied by pushing on & vert structure’ whose message is POSSIBLE-PREP and
-umru-tummmn-m:mm“mwmv
Hrm=mmmtmulnmtm;mmm
Praposition 5 funclion and whose nown siof 1= the valve of the nount slot of the
vort structwe muum---umhmummnﬁﬂ-ﬂ

Using thes method, the stack for “John Sies Jenet and B _ * would be

¥ Assuming the stack can sccept & verd comjunction The stack for The sentence
m'mm..'m-ﬂmm--ﬂutﬁm The generat
m:uﬁﬂtshﬁmmlmm#hbmﬂm
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WOUNE BILL
MESSAGE - POSSIBLE-PREF
. VURCTION: amg
viRs: {(Lixf 3)})
NOUNE . 0NN
ROURD . JANET
I FURCTION WAL

if 1he sentence continued "John lkes Jene! snd Bl hates JB™, “hetes™ would be
placed in the verb siot of structure 2. If the sentence was smply “John ikes Janet
and BE*, the siack would be collspsed and the formst of structure 7. would be

faND BILLY
the same as the formatl of The prepoaihon struCturs,

PREPOSETION AND
U Bl

Finally, if The sentence were "John Bes Jane! and Bl and George hate Jl* “hate®

would be spphed 1o the following steck:

MOUN]  GEORGE

MELSAGE POSSISLL-PREP
3 OPUNCTION Al

NOUR] - BILL

MESSAGE POSSIMLE-PREP
& VTUNCTION &b

VERE: ({LIKE %))
O 0wk
NOUND . JANEY

1 FUSCTION wiN

- o =

VERS would first try to sdd “hate® 1o structure 3. This would fail since “hate® snd
“George" dc not agree. It would then Iry to add “hate™ to structure 2., after having
altached 3 This would succeed since “hate™ and (BILL (AND GEORGE)) do agree.
Note that If "hate™ could have been sdded o structwrs 3. (if the sentence were

=John Nkes Jane! and B and the children hate JIL*, for Instance ) then VERE would
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-mmmnmmm*nn:mmmum:m ¢ that al
the possible mesnwrgs of The sentence could Do uncovered “John kkes Janet and
Bl ant the children hate 3l * could mean either

{Com: AN [Com) s
k3
{L1%E fLied w=
[Sum 30w} Estt Jow
(O8] Jangt) OBF (AND JamgT
- EiLL
1}
[WETE we ]
{308 (AW BliL
(ERILE ') (WATE We
3] (508 (Tx1el L))
{082 JisL} [os) 211}

§ i
] H

hmmm;mmmﬁmunmuﬂmmmu

unt# the word “hate” wes sncountared.

3.1.8 Verds infiected with od sndings

wumuWu‘memm!Mbr suxiiary verbs can
ususly be sppbed 1o & parse (a3 verbs) in two different weys: 83 the main verb of
& Tlause, -m-mmwmm.ﬂuu-mmnm-m
robber captured by the police wes convicted™. The grammaer Reader uses combines

theé two possibdities nio one

When an “ed™ verb is encountered, any combination of

¥ tmph:m;mmnmnmmnm--nww
verh siot.

£ There is & structure = the stack that has & noun which
could be modtied by & relative cisuse.

can be true.  Suppose an “ed® verk i3 encountered.
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# the leat operation on the stack was the addition of & verb {mag =
VERE], and the “ed” verb forms & legal vert group with the verb just
added, it is added into the top structure In the stack &s pert of the verh
group. VERS exits

111 and 2 sre true, then & vert structure &5 pushed on to the stack
with FUNCTION equai REL-OR-MAIN, VERB equs! the “ed* verh, and
NOUNT equal 'match_to_hesd_noun. if the verb clause s used ss the
predicate of the sentence, then 'match_toc_heesd noun witt be replaces
by the NOUNT of the structure it Is sdded to.

H just 2 is true, then & verb structure Is pushed on the stack with
FUNCTION equal REL

I just 1 is true, the steck is collapsed dows 1o the structure wilh he
empty verd slot, end the vert iy sdded

if neither ¥ or 2 & true, then VERB simply exits. The parse wilt be
continued by using the “ed™ vert sz & modifier
These methods perse "The man in ihe photograph framed for the police was his

fathet™ as follows The stack, before “framed” is read and sfter “police”™ Is read,

is ahown below:
PEEP DN
& MUK {POEICE TeE )
VIEE ({FRAME ED})
BN imgtch-io-head-noun
I PUNSYTION REL-OB-MElN
FEfF W FREFP  IW
& ROUN - {PHOTOGEARPH THi !} ¢ WM (PHOTOGRAPH THE}
WXINT (MAN THE) NOUNE (MAN THE)
P oFusCiiOE miin I OFUsCEiON: Whin
“The man 0 the phelogriph framed for Lhe police ~

& verb structure with FUNCTION squal REL-OR-MAIK has been pushed of, since the
stack containg both & structure with an empty vert sict {1} and one {both 1. and 2.}

with & noun which could be mo. fled by & relative clause. If the sentence ended
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with “poiice”, the stack would be coliapsed, and the deduc!ive system would be
asked to choose from among the three possible parses the stack could be collapsed
1o
“The man in the photograph whick wis framed for the pelice.”
{MOUN {MAR THE {IN [(PHOTOGRAPH THE {FRAME PN
[CB) imatch_ts hesd_noun}
[FoR (ror (PoLTcE THE)))
FilhE
"The man in Lhe phologriph vhe wis Tramed for Lhe police *
{MOUN (MaX THE (IN (PHOTOGEAPH THE)}  {FRAME PX
[O8) fmat<h 1o hea<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>