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CGMPTER CENERATION OF NATURAL LANGUAGE

FR(M A DEEP CONCEPTUAL BASE

Keil Murray Goldman, Ph.D.

Stanford University, 17%

For many tasks fnvolving communication between humans and computers it

1s necessary for the machine to produce as well 283 understand natural language.

We describe an {eplecented system which generates English sentences from

Concepiual Dependency networks, which are unambiguous, languapge-{rev representa-

tions of meaning. The system ts designed to be task independent and thus capable

2f providing the language generation mechanism for such diverse probles areas

4% question answering, machine translation, and interviewing.

The meaning representationwhich is our starting point contsins neither

words nor English syntax. Thus selecting words and placing a gyniactic structure

an the selected words is a major prot ‘em to be golved. Because 3f the language~

free nature of the representation, this cannot generally be done by associations

between mcaning elements and words. Nor can pleces of the meaning structure

singly be replaced by words, since the meaning relations bBave no direct correspond -

ence to any useful relations such as verb-object' befween English words.

Tr encode mesnings into English both language-independent and language-specific

knowledge are required. The former is provided by an aiready existing memory-

inference model. Knowledge of conceptual categories, time relations, idio-

gyncratic beliefs, and contexts set up by previous language processing or inferences

nay all affect the words and syntactic structures selected. It fg shown that =

wide variety of world knowledge ts necded for language generition. Unlike snalyzis,

where such information fs used for disambiguation, pencration uses this knowledge

for determining appropriatencss of words and linguistic relationships.
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4 There 8rc Several sources of English-gspecific knowledge. Discrimination

networks permit efficient retrieval of words which express complex meaning rela-

tionships and interaction with the memory model. Information associated with

word senses provides a method for mapping language-independent meaning relation-

ships intoym syntaciic relationships. This knowledge is used

to make predictions which guide the construction of an intermediate pfructure,

called 2 syntax net. This net {3 neither unambiguous nor language-free. To deal

with gramaaticslity, a formal grammar is Incorporated. This grammar describes

those aspects of surface English syntax vhich are required to complement the

model 's vocabulary and conceptual domain. The final sentence generated is a result

of #8 'linearizarion’ of the syntax net by the grasmar.

Many partaphrases <an be generated from single meaning representations. The

members of these sets Ere not syntactic paraphrases of one another, but quits

different ways of expressing an underlying meaning. The basic processes and data

structures of the system Provide an zlternative Io previously proposed models for

language generation. Such &#n alternative model wag necessitated by the use of a

language-{reec veaning representation. Some of the reasons {or employing such &

representation in computer programs are considered. Many features of language

are not dealt with by this swtem, and some desired extensions are discussed.
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PREFACE

Te [ook Through a4 (&rXrdge text 1h search of some sEall

portion of interest is not an inviting task for any reader.

To those who were not deterred frol opening this thesis by

ite sheer bulk, I give

3 my thanks, and

iE this preface, 1n the belief that a few paragraphs of

outline are worth pore than the hest Tak jes of Contents

and Lists of Illustrations, it 18 hoped that a few

minutes spent reading this preface will mave much

rime later, both in finding material which 1s of

interest and Jiscarding that which is not.

The INTRODUCTION provides a briel history of attempts

a4! mechanized language processing, streusing those aspects

of natural language which have been particularly troublesome,

It rejuires no knowledge of linguistics or computer

science tc be understood, but will provide no new (nsights

to those moderately well-versed tn the problems of

computational linguistics,

Chapter | presents a basic approach to language

processing which has heen adopted 1n this work, It delimits

that partion of the problex which we call GENERATION, and

provides examples of computer gencrated English produced

by our model.
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Chapter 2. describes several approaches to mechanical

language generation which have been previcusly i1zple=zented,

Of course not all work in the ares could be tncluded; we

have tried to present a8 fair cross-section of work, with

particular emphasis on those i1deas which influenced this

research. “he discussion 1s limited to MACHIKE generation:

ne 4ttempt 15 made To cover The literature of generallve

grammar, as developed by theoretical linguistics over the

past decade.

Chapter § 1s devoted toc the fundamentals cf Conceptual

Dependency representation. Those familiar with the

itterature in this theory <0, il, }> may wish to skip this

chapter orf oerely skim the material 1n it. For others, a

mofe “horough reading will be necessary in order to

understand the material which follows.

Chapter 4 discusses the considerations which come

into play when ocne 18 faced with the problem of generating

language from meaning. We doscribe very gencrally 4 process

which produces English sentences fros conceptual structures.

This chapter thus provides an overview of the material

presented in the following two chapters. It should be

sufficient to give & basic, tf somewhat crude. understanding

2f ‘rounceptual generation’,

In order to produce English sentences from their

meanings, several distinct sorts of knowledge are required.

vi



Some Of this 18 Linguistic tn haturei o.3., how wot ds and

Zranings are related, the notion of the syntax .f a natural

language, Other Information 18 not lih3uistic fn rnatyre,

but conceokns world Knowledge and beliefs. In Chapter

we detall this knowledge apd ts organization in Sur =o del,

Chapter © described the process which Jtilizes this

knowledge to produce natural lanqQuage sentences from =meant=s3

tepre¢sentations , We show how a4 simple refinement of the

process enables the progran tc produce paraphrasen by

finding different natural language encodings of 3 si18g)e

meaning.

In Chapter 7 an extension toe the implemented

program is described, The eNteRsSIOn CconcwrIns the generat jan

of nouns which describe events, and demonstrates the heod

for a new form of interaction between previcusly separate

parts of the generative process,

Chapter H contains a cozpat son of conceptual with

non=Concepival representations, and presents some

theoretical arguments favoring conceptual representations

for cortain tasks. The thesis 1s concluded wlth 4 briet

sunmary and a look at sgme jEportant problems which are

not hendled adequately for at all: by current Theories.
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IKTEODUTT [Ok

"hnd the Lord cate down to Bee the city and the

tower, which the song of men had bai lt. And

the Lord said, "Behclia, they ate one people,

ard they have 2l! one language: and this 1s

cnly the beginning of what they will do; and

nothing that they propose to dr will now be

impossible for them, Come, let us go dows|,
ard there confuse their language, "har they may

not understand one another's speach, Sn rhe

lord scattered ther abroad fro there over the

face of all the earth, and they left off butlding

the CLLY. Thoetfefore ts ngme was called Hahel|

hecayuse thers the Lord confused the Janguace of

aii the ecarth , . [7

Thus the Hibie explains the ariging of the world's

maAnY languages, It would appear that the Lord's efforts

were ln vain == the sone of man have been little dliassuadedd

from highrise Lyuliding and other evil]ldcingt by lack of

coamBuntication, But the jab of creating a8 confuning set

cf fanguages war indeed masterfully done.

Through the yearr man has remalned fascinated by

language, He has studied ts origing and development, He

nat nhown that an individual can, with a moderate amount

cf effort, learn to communicate tn more thah one language,

thus making language less of a hindrance to him,

¥hen the digital computer came Into widespread use,

and its potential as a general symbol processor wae realized,

1t was only natural 'o try to teach (tt to deal with human

lanjuaqges.
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The first humsn, or ‘natural’ language problem to which

Computelf 8 were servicusly applied was translation, The

approach used was to read sentences (via a teletype or

punched cards} in language L, and produce a sentence by

sentence translation In lanqQuage M, But despite much

persistence and many varied attempts, the translation

problem remained the domain of man and not the machine.

Since one of the prime difficulties In translation

sevmed to be the lack of one tc one correspondence between

the words of one language and those of another, it was

hoped that language tasks involving only a single language

might be more casily sclved, Could a computer, for

instance, take in information expressed in English and

later answer guesticons about that information? Or could

the computer's vast memory be used like an encyclopedia to

store information, and the machine then commanded ro

Tetrieve All (t 'knew' about a given subilect from this

store?

The results of work on ‘uni-ltngual' problems, like

the work on translation, failed to justify carly hopes.

But in this work it wags seen that the di1fficulties which

proved to be the gltinmate stumbling blocks were the same

cnes which had stymied the machine translators, The

confusion in human language lies not in the multitude of

human languages, bul Ln the nature of language itself.
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More particularly, all the cEFily programs ran I1nto

trouble because they fatled to '"ynderstand' rhe language

they were dealing with €35> in some C4%es the ambiguity

of language caused problems. A translation program could

not translate "Smith went to the dentist for a gum tnfect an”

Inte another language without first understanding the Engli=sh,

Hore ‘understanding’ Includes Iecognizing “gum 1nfection®

Es & medical problems with a part of the mouth. Without

this level of understanding The phrase could be read an

tnalogous to "virus infection®™ f(a medical problen caused

Ly a virus) and thus translated into something like “a

medical problem cauvied by a stick of Juicy Fruir™,

iff Gther cases, the many~to-cne relationship between

language forms and meanings its the gbDstanlo. A question

dngwearer, having been told

"Brutus and his cohorts killed Caesar by stabbing him”

Right casily be expected to answer the qUest Lon

"Who killed Caesar?"

A human could answer this question equally well having

been told

"Brutus and his cohorts stabbed Cacear to death”

Because he ‘understands’ the relationship between "ktlltng”®

and "stabbing to death™, But how can we mike the Computer

sof this relationship?

Our goal is to make the Computer use natural language

in human-{itke ways.
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The problems machines have had to date with natural language

emphasize that, while we know how to use language, we don't

Yet understand how 1t works, At least two paths toc our

goal might be tried. Perhaps using language is [ike driving

& car -- inferring the operations needed to drive from the

avchanical design of the automobile 1s, at best, an indirect

approach to ledrning how to drive. If this is the case,

cur efforts should be directed toward finding heuristics to

deal with immediate problems, setting aside questions of

underlying language theory.

On the other hand, perhaps the problem 1s more

Analogous tn building the car from a roomful of parta,

Unless the principles of operation are understocd, the

chances of stumbling across the right sequence of BOves to

get it all together are rather din.

Beth approaches have been, and are being, investigated.

At one extTelRe are approaches which focus on making the

cemputer accozplish a particular task, employing whatever

heuristics appear to help when obstacles arise. At the

opposite end of the spectrum are approaches which ignore

beth specific tasks and computational methods, focussing

only on the formal properties of language itself.

The model of language processing incorporated in

Cur program, like many other models, lies somewhere between

these extremes.

4



®e have tried to avoid two major pitfalls of the extromes,

Task oriented approaches rur the risk af finding sclutions

which fall to generalize toc new problems. The price cause

ef this seexs toc be the tendency to continually redefine

the task domain, nerrowing 1t in order to eliminate

particularly sticky language problems.

Statistical ‘word crunching” -- making decisions

tased on freguency counts of words and word stems 1n text --

t8 an approach to information retrieval which draplays this

fault. Interesting, &nd even, useful, results can be

obtained as long as the data base is appropriately limited.

Hut problems artse (ff the domain widens. And the Techni Jues

used do not appear oven sinimally relevant to other tasks,

such as machine transjiation.

The second danger we try toc avoid 1s that inbkerent Lo

4 pure linguistic approach. In fgnoring the computer

and particular tasks, 1n trying te separate language from

1% use, attention too often becomes focussed on the guestion

"What strings of symbols constitute the language?™ This

question 18 a difficult one; in fact, 1t L1=2 not saven well

defined. However, 1t is not a guestion which arises in

any of the tasks we would like computers to deal with, A

process which could answer this question might well contain

fubprocessaes useful in 84 performance program. There t8

no guarantees of this, howover.
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We do not believe that peoaple have specialized ways

of dealing with language for each of the preblemss they

face. We don't believe the computer should doc this either.

Our goal is to {ind general language processing techniques

with 8 wide range of applicabilicy, In the next chapter

we introduce a model based on tuch techniques, briefly

discuss cach of tts components, and define language

generation, the main topic of this thesis,
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CHAPTER |

LANGUAGE PROCESSING AND THE ROLE OF GENERATION

What =orts of natural language tasks would we |ike

computers to deal with? Several have Boer proposed

1} Machine Translation MT; -- It would be yseful to nave

Zachines which could read scientific documents, newspaper

articles, Rove ls, ote, and translate them (ntro STherT

sAnGuUagen.,

al Information MBetrieval! -- The Computer would have access

to a large body of information on SOLe SubIvct and find that

portion of 1t relevant to a specific topic, For example,

Lt =ight be Used [ke a3 law library ta help a lawyer find

Precedents for a case.

3 Information Succaries -- nimilar te (2, But rhe Computer

would summarise the relevant Information which it was able

to find. Humans demonstrate the ability te summarize in

Preparing abstracts for articles and (on headline wrieing

‘at los88t Ih thome cases in which headlines are used an an

indication of article content.

% Virstion Answering [OA} -- The machine would answer

Specific questions about bts data basa. A NOWCoDer to a

CORpuUler center could Bit down Xr a terminal and find aur

how to get an account, how to lag on, how to edit fries,

etc. bY L¥ping queries to the Computer in English,

7



Medlcal Interviewing ~- A machine could take a Patient's

Bedival history and conduct an tnitial interview to compile

+i®mty of symptoms and other standard information,

0 Computer Atded Instruction ICAL: =-- Camputers are

$.rvady being used to a1d classroon instruction. But the

student who uses SyCh a machine today must =old his answers

4nd Judest ions to (tes Ipmpraed language handling capabilities,

Natural student-teacher INTeraci 106% Aare not yet possible,

2 Home Torminals -- McCarthy «21» has suggested vhar

sw llcus consideration he Fiven To supplying the public with

TERE 3 Tless To Computer stored information. No more

"ewlephore books, TV Gu.des, buys schedules, recipe books,

“TO. Cliuttering up the Nouse, Many specialized juestion

dnEwering and information retrieval progracs could be a pars

I Buch a sYStom, A Jgreat many simple things could be done

wlth l.tt le use of rartural language by the computer. Byt,

in rhe looky run, fF tens of millions of praople cre to be

SRRRuUnicating with computers this way, it would be preferable

To have command and response languages which were much like

bnglishn and thys Fegquired litele tratning of the users.

l.d Basic Components

Thee basic mechanisms are tnvolved in these tasks,

“Une 1a language analysis, which Caps surface language Strings

into some other fore which we shall call their "underlying

b



fepressntation’. A second process tg language Feneration,

which maps ‘underlying representations’ inte surface Etrings.

Finally, there are cognitive Processes, which operate an

the result of language analysis and produce rmaiterial for

language generation.

THE DIFFICULTY OF LANGUAGE GENERATION AND ANALYSIS,

28 defined here, IS HEAVILY DEPENDENT ON THE NATURE OF THE

UNDERLYING REPRESENTATION. The Closer this representation

i®# TO natural language, the ecasier will Le the Task of

Jenerat ing language from the fepresentation, Within this

thesis we shall discuss geveral possible forms for this

representation, and show how the representationwhich make

analysis and generation stapler tend to make cognitive
Processing more difficgle,

Ke shall present and work with a model which eoploys

4 canceptual underlying representation. The notion of

conceptual representation wil! be explained in detail in

Chapter J. For now we may just think of tt 33 a

representation of Seaning abstracted from natural language.

This conceptual representation tg designed to facilitate

the processing of meanings rathor their derivation from or

¢Apreseion in natural language.

Let us digress for a moment to discuss same terminology

which might make the notion cf conceptual representations

clearer, MWe shail frequently have occasion to refer to

9



Lhe syntax of natural la :gquage. For our FUurposes, the

TORT important aspect of SYntax is surface syntaxjy in

Particular, constituent BL ructure -=- the FrOUPpIng of the

words of a sentence into Units which grammartans call noun

Phrases, verb phrases, Clauses, etic, Syntax also covers

SEUch aspects of language as ddrecRent and voice,

We shall also Talk about the form in which meaning

Lf eXpressed, Form includes both the BYNtax and the

individual words used in a sentence. Many foros may have
the same Oeaning:

"Hurton tried the butterscoth fonduye®™
"Burton tasted the butterscoth fondue"

In such cases we peak of the multiple reallzations of a

AeaAning. On the other hand, when 4 ingle form has more

than one Deaning, wo have Anhigulty:

Alec had thrown the Fame. (and the gachblers were pleased)
Alec had thrown the F4=e. {and the checkers lay scattered

about the rooml

Finally, we shall speak of the content, or meaning of

4 Sentence. JUSt as syntax is defined In terms cf abstrace

“anceps, S50 we shall define conilent only in termes of abstract

Corcepts, These concepts are the units of Seaning provided

Ey a conceptual Fopresent ation. And just as the syhtactic

SNITtE teem te have some sorr of ‘reality ro language users,

*C these meaning gnits thould have a reality for language

dingderstanders, The moaning of a Fe¥ntence is tn part

determined by the EYyntax used to cCanstruct the sentence.
10



It 1s alec affected by the context tn whi -h the sentence

OCCU. when talking abou! meaning, however,we shall mot

be including the notion of the intent of the wtterance, wer

shall be designing a generator which Always “asaya what +

means”; not one which says "Your hair was VOTY pretty when

it was long” when 1t means “Your short hairdo is cutragesus, ”

Uitizmately the best definition of Zeaning we can Jive will

be the representation assed for pt, It 1% content, without?

any remnants of form, that conceptual representation Fttempts

tS Capiure.,

We shall try to avo.d using the ters SCeMARLICE in our

descriptions. It has been used (tn many WEYSE In the

siterature; in fact, almost anything which has ta S30 with

the relation of matuaral language to meaning has heen termed

SMART ICS at rome toma, Fat: and Fodor <1!* defined it as

“linguistic description minut grammar®™ which in 4 satisfactory

definition if we know what linguistic deacription anc

Frammar are. Thit definition prints gp one feature of mosey

SRZANtic representations: they are by nature linguistic.

That 1s, they attempt to TCPrefent Seoanings expressed by a

Particular natural languane, Conceptual representations

Bre nat linguistic in nature. They ate meant to describe

inforsation derived from HOnRNOTryY cxperience and mental

prE2cessing as well a8 linguistic sourcos.

Pi



The term analvels will be used to refer to the

discovery of the conceptual representation of the meaning

of 3 sentence. Parsing, en the other hand, will refer to

the discovery of the syntactic structufe of a senterce.

Finally, we shall call evxpressing 8 meaning

tepresentation in natural language realizing that

fepresentation, Reaslization 1s thus & special case of

Language generation, distinguished by its use of a TEEN LNG

fepPTwsenT ation 48 a8 SOUT Ca,

Figufe [=i ¢utlines *he basic components and

interactions of a8 conceptually based language processing

$y stem, The thfee main components 8fe those sentioned

caf. er, First, there 18 a language analyzer, which =aps

SdFlace ELFrIngs 1nto conceptual representations:

A 5 #

Therese 5 a language generator, w=hich EADS Conceptual

tTFUc tures nto surface Strings:

ks 4 Cc + 5

Finally, there 18 a "memory model’ which manipulates

fonceptudl STIuCtures:

M Ee %

Ruth analysis and generation are meaning preserving

races sen, The memory model is probably the least

4niderstood cf the three components. With analysis and

Frroerat ion we have fairly concrete ideas of what the

BB,



desired inpat - output relat ,onahirs Shc uld be, sues Thogah

we don't know how to schieve all of hen, Rit for many

tanks, particularly those which 1nvalve sone sort of dialogue

f#itueation, 1t 18 not even clear what conceptual response

wuld be sppropriate for a conceptual input to the ZeZOFY.

WORLD

¥ROWLE DCE

LANGUAGE MEMORY MODEL LANGUAGE

i= TT —
i ANALYSIS INFERENCE ENERAT ION ;
; DEVICE '

)I

i |

E L 2

natural natural

sdnguage KEL IEF language
npuyt response
PAT Juatge LF SYSTEM tlarguage MM:

FIGURE [=F
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Let ud fee how these processes combine to perforns

some Of the tasks Tvntioned carlier., For MT, a surface

streng in language L 18 analyzed to produce a conceptual

representat lon. Since trannlation requires preservation of

meaning, The memory operation reduces to the 1dentity

function =-=- it merely padden the analysis result along to the

denerator, The criginal surface string can he discarded.

The gqeneratcr must produce an appropriate String in language

M to express this Seaning, irtansiation is the only one

of the ®asks suggested that requires the output language ™

ty Jaller from the input language L.

Fo jist ion answefr ing the analysis would be

ident ical to that performed for MT. In "information

jJathering' mode, the memory would not be producing material

for he Jenerstor tc eXPToss. It would, however, be

i

Lntoegralting the analysis result inte 118 knowledge store |

in "questioning mode, the analyveis result will indicate Tha

tequest fer gone sort of information, The mesory, depending

Gn ite sophistication, will elther try to find the requested

information, or, failing this, attempt to deduce it from

the stored information, Ir any case, 1f an answer 18 obtained,

it will be 1n conceptual form and will be passed toc the

generator for linguistic eXpressicn.
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In these two tasks the analysis and generavion

processes depend only on the natural language being used,

not on the particular task at hand, We intend for this to

held true across a hroad variety of tasks, A different

analyzer would be needed for English than for German strings,

but the basic content of the analysis should not depend on

whether the string is to be translated orf used an new

information, A Given generator will only express conceptual

cnformation in one language. The mapping, however, should

be tndependent of the teascn the memory mode] has for

expressing "he information.

in this thesis we attack the problem of generation.

Generation is defined here To Le the mapping of conceptual

represcentationk into surface stringe -- that 1s, deciding

HOW TO SAY IT. We define the Question of choosing or

building 4 conceptual representation for expression ==

that is, the probler of deciding WHAT TO SAY ~-- as not

being part of the gencration process, but of another which

our model places temporally prior toc generation. Wee shall

not discuss this problem in this thesis, Hevertheless,

we shall assume |v has been solved. For EoDe taske, like

MT iwhere source of Jeneration = result of analvsis', the

assumption 1a valid, For others, like interviewing, a

great deal of work remains.
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BABEL 1s a computer (mplementation of a conceptual

Generator, It assumes 4 particular conceptual representation

‘described tn Chapter 11 and is intended tc operate in a

configuration like that shown in Figure 1-1. BABEL ras

teen developed In conjunction with implementations of

conceptual analysis and memory Operations. The cosbined

system [8 krown as MARGIE Memory, Analysis, Hesponse

Generation, and Inference on English} << 3i> | BABEL has

also been developed operating in & mode tn which a4 huzan

performs the conceptual encodings of meaning and the

deduction required for generation.

BABEL has been tested In three task domains. The

first 1s sentence paraphrasing. This is described in some

detail in Chapter &. in this task a4 Eentence is typed hy

4a human, analyzed LY a4 conceptual analysis program, and

paraphrases, Of multiple reoaslzationg, 4re produced by

BABEL {rom its conceptual representation. The second areca

might be tered inference expression. In this task, &

eentence 1s typed to the computer and, following conceptual

analysis, the memory Bode! produces a set af inferences.

These 1nferences, themselves conceptual representations, are

pessed to BABEL for exgresszion in English. Finally, we

have 3iven BABEL sufficient Garman linguistic data to perform

English » Geroan machine transiation for a small subset of

the conceptual structures accepted by the present English

conceptual analyzer.
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Annotated Examples of BARELng

We present in this section several examples of the

progras’s responses in the various modes of aperation.

With each example 13 a brief description of how the resuglt

ie achieved and notes on points of particular interest.

Throughout this Section upper case 18 used tao indicate

Input to and output from the program; lower case (eg used

for comments,

We first consider severa paraphrase examplea. These

4re produced with BABEL running as one conponent of the

MARGIE system. Conceptual analysis cf the input sentence

is not performed by BABEL, but by a Program written by

Ricsbook <2%» .

TYPE INPUT

“JOHN GAVE MARY A BICYCLE) the input sentence, typod
Hy a human

QUT PUT FROM PARSER. fhe resulr of conceptual analysts.
It consists of 1wo parts. Firat,
the "meaning af the utterance:

PIACTOR (JOHN) v=» [*ATRANS"! OBJECT (BI¥E HEF { INDEF
FROM (JOHN) TO IMARY! TIME (TIMOl) FOCUS FIACTORY

This 18 the conceptual representation coployed by
BABEL. Chapter 1 doscribes this repreeentation in detag],
For this particulsy exasple, the analyein ia rougghly:
“An Actor (who wan the individual JOHN! changed the
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‘possessionship' of an Gbjlect (which was an instance of
2 bicycle) from the possession of the individual JOHN zo
the itndividusl MARY. This event occurred at time TIMOl and
the utterance focussed on rhe Actor of the event,”

The second part of the Aansiysis relates the times
used in the representation to each other and te the time of
utterance:

TIMOO + C(iVAL *HON*}} TIMOOQ has value *NON* (which 1s
Glways the time of utterance)

TIMOL : {((BEFORE TIMOO X)) TIMOIl is before TIMOO by an
unspecified amount %

NeXt we have an internal memory forma: of this information:
FART IALLY INTEGRATED RESULT:

LI*ATRANS® (#JOHN1) {GOO0SY (#IOHENL {WMARYL)) {TIME _(GO006!)}

At this point the criginal English input is discarded.
Only the conceptual analysis 1s used for further Processing.
The mepory model could proceed to make inferences from the
new information. In paraphrase modes, hawever, 1t merely
faves Lhe information and reconstructs it in the format
used by BABEL (which is virtually tdentical to that produced
CY the analyzer.i It then becomes the only item of a lise
of THINGS=-TO-SAY passed to BABEL.

THINGS TO BAY:

| TACTOR (JOHN) <=> [*ATRANS*) OBJECT [HIKE REF { INDEF}}
FROM (JOHN) TO (MARY) TIME (GOO06) FOCUS ( (ACTOR:}

PARAPHRASE:

SABEL now produces English Fentences which express the
Bedning concoded in the Conceptual representation. The firse
itep in this process consists of producing a ‘syntax network®':

GOG20. OBRt 2 (GO0G2Z 3) GODZ21: LEX JOHN)
08g {GOG22)

ACTSHS (GOO21)

VOICE (ACTS GOG22: DET (A)
FORM (SIM) LEX (BICYCLE}
TENSE (PAST}

HOOD {INDIC)

LEX {GIVE} GOO023: LEX (RARY)

IB



Unlike the conceptual representation, the syntax

network utilizes English words and English syntactic

relstions. Finally, thig network 18 ysed to produce arn
English sentence,

{JOHN GAVE MARY A BICYCLE!

which itn this case is 1dentical to the original tnput.

The program goes on to produce further syntax nets

sand sentences to eipress the same Deaning.

GG 20 IBD {GO02S5) GD 24: DET FW
33. B GOO 2A LEX [BICYCLE
ACT SBI {GO0Z3)

VOICE {ACT}

FORM (SEM) GO] 5% POBY GOO6)

TENSE iPALST PREP (TO
MOOD { IND IC

LEX GIVE] '

GOOD 26 LEX MARY:

O02 3: LE XE i JOHN

"JOHN GAVE A BICYCLE TO MARY!

This paraphrase 1s the result of the fact that "give
can express the “change possession” Beaning in eilther of two

syntactic frames: "X gave ¥ Z% and “X gave 2 to ¥™<.

DOTY. 10R2 EGO 6! GO 2% LEX (MARY

ACTSBS GOO%

OBJ Retplsl3

YC ICE [ ACT) Geil J aso FORIS (GO027
FORM {51M} PREP (FROM)
TENSE PRST}

MOOD FIND ICY

LEX | GET | GOTT LEX (JOHN)

GRO2 4: DET tab

LEX '{RICYCLE!

iMARY GOT A BICYCLE FROM JOHN)

By ignoring the fact that the Actor (JOHN) was focussed,
@ paraphrase which focusses on MARY is produced.

1%



GOO024: TORS (GRG27Y GO02H: LEX (MARY)
ACTSBJ (GOD26}

OBJ (GOD2%}

VOICE (ACT) G07: POBS (GOO2E}

FORM (SIM] PREP (FRON)

TENSE (PAST)

MOOD FINDIC) GOO28: LEX (JOHR)

LEX { RECEIVE

GOQ25%; DET EAD
LEX EBICYCLE)

iMARY RECEIVED A BICYCLE FROM JOHN}

'Receive' ts conceptually synonymous with the sense

af 'get' used in the preceding paraphrase.

Each of the paraphrases ls produced directly from the

conceptual representation of the meaning being expressed.

BABEL contains no rules which explicitly transform “give™

sentences (nto “receive” sentences, etic.

In the rezaining exaople=s, we shall not show the

conceptual representation or syntax ners produced by the

Drocess, Rather, an "Englishy"® version of the conceptual

representation will be given to provide the reader with 2

fairly good idea of the nature of the information which

BABEL is trying TO express.

TYPE INFUT

* {OTHELLO XILLED DESDEMONA BY CHOKING DESDEMONA)

the current analyzer does not deal with pronouns; thus we

cannot type in “by choking her”.

The r~onceptual analysis breaks this information down

inte the conjunction of two causative relationships:

‘AND X ¥ J). The first of these, X, relates Otheilo's

jrasiping Desdemona’s neck to its result: namely, that she
wai not able to take (in air:
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X= (CRUSE A B' A= (GRASP OTHELLO NECEIDESDEMONA!

B= (UNABLE (INGEST DESDEMONA AIR)

The second element of the conjunction, ¥, relates the result

cf the first, B, to its result: namely, that her ‘health’
state changed to the lowest possible value [-]10:

Y= {CAUSE B CC! C= (BECOME DESDEMONA HEALTH -10}

After being passed through the memory, the conceptual

analysis 1s given to BABEL, and the following parsphrases
are produced:

FARATURALSE ;

(OTHELLO STRANGLED DESDEMONA)

One of BABEL's mator goals ts tao find words which express

Large amounts of conceptual structure. In this case, English
provides a verb, ‘strangle’, which expresses almost

everything, This (2 the first realization BAREL produces.

ii general, the most compact way of expressing oeanings aisn

foee=s to be the way nost natural for English speakers (and,

we would expect. for upeoakers of other languages), Hecause

cf BABEL's organization of linguistic knowledge, the most

compact realization is virtually always the firs: one
created.

OTHELLC CHORED DESDEMONA AND SHE DIED HECAUSE SHE WAS

UNABLE TO BREATHE!

This and the remaining paraphrascs use English conjunction

ta express the two elements of the conceptual representation,

The verb ‘choke’ :8 found To oXpress the "prevention of
breathing by grasping the neck™ 1dea, The second causal

relation 1® actually expressed using "because'., BAREL

realizes that English provides 8 apecial verb. ‘breathe’
to express ‘taking in if”, and that the change 1n health
can be expressed as “die”,

{OTHELLO CHOKED DESDEMONA AND SHE DIED BECAUSE SHE WAS

UNABLE TO INHALE ATR}

Virtually identical to the previous paraphrase. The fact
that English provides 'breathe' Ls row 1gnored, and a word
far the intake of any gascous substance, '"inhale' iz chosen.

3f course, uke of this Dore general verb regquires cxplicit
montion of 1te object.
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{OTHELLS CHOKED DESDEMONA AND SHE DIED BECAUSE 5HE COULD

HOT BREATHE!

‘Unable’ breaks up into the negating of ability.

FOTHELLO CHOKED DESDEMONA AND SHE BECAME DEAD BECAUSE SHE

WAS UNABLE TQ BREATHE}

Fven "die can be broken down into separate units in English

which express the "health™ change. The word 'become’ Can
be used with a8 ‘predicate adjective’ to express state changes
wheneve? the resulting state can be named; this holds true

even when no word 18 provided for the notion cof changing

to that: state {e.g.. "to become dirty™l.

OTHELLO PREVENTED DESDEMONA FROM BREATHING BY GRABBING

HER NECK AND SHE DIED BECAUSE SHE WAS UNABLE TO BREATHE!

‘Choke’ alsc gets paraphrased eventually. Since its

representation matches the pattern "someone doing something
which Causes sSOmenne® else not To be able to periorm some

gctian' the verb °"prevent' is appropriate. Of courte,

two pieces of information which were expressed by ‘choke’
Dust now De explicitly given; namely, what was prevented
‘breathing’! and how it was prevented ("by grabbing the

nealbh.

IDESDEMONA WAS UNABLE TO BREATHE BECAUSE OTHELLC GRABBED

HER NECK AND SHE DIED BECAUSE SHE WAS UKABLE TO BREATHE)

"Prevent" is itself a pretty complicated idea, and can
he cEpressed in Dore pri®itive term as a cagsal relation.

| DESDEMONA COULD MOT INHALE AIR BECAUSE OTHELLO GRABBED

BEE NECY¥ AND SHE BECAME DEAD BECAUSE SHE COULD NOT IXKBALE

IT

If allowed vo run on for awhile, BABEL eventually breaks

everything down into small chunks. That 18%, insofar as
vossiblie, each conceptual unit and relation 1s individually
vEpressed by an appropriate Eaglish unit. Of course,

interspersed among these last fow Tealizations 18 a large
number of sentences which Berely combine paraphrase in

different ways.

TOTHELLC CHOKED DESDEMONA AND SHE DIED BECAUSE SHE COULD

NOT IHHALE ALR}

{OTHELLO CHOKED DESDEMONA AND SHE BECAME DEAD BECAUSE CHE

WALES UNABLE TO INHALE AIR)

{OTHELLO CHOKED DESDERONA AKD SHE BECAME DEAD BECAUSE SHE

COULD HOT BREATHE)
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OTHELLO CHOKED DESDEMONA AND SHE BECAME [LFA BE "ACF SHE
COULD NOT INHALE AIR)

{OTHELLO PREVENTED DESDEMONA FHOM BREATHING BY TRAMBING MFR
RECE AND SHE DIED BECAUSE SHE %AS UNABLE Tu BEFATHE

TCTHELLO PREVENTED DESDEMONA FROM HREADH ING BY ULRABBINCG
HER NECK AND SHE DIED BECAUSE SHE COULD NOT BREATHE

(OTHELLO PREVENTED DFSDEMONA FROM BREATHING BY GCRARRING
HER NECE AND SHE UIED BECAUSE SHE COULD NOT INMALE AIR:

IDTHELLOC PREVENTED DESDEMONA FROM BREATHING RY RARER ING
HER NECE AND SHE BECAME DEAD RECAUSE SHE WAS UNABLE TO
BREATHE)

‘OTHELLO PREVENTED DESDEMONA FROM BREATHING BY GRABBING
HER NECK AND SHE BECAME DEAD BECAUSE EHE COULD NOT HEEATHE

{OTHELLO PREVENTED DESDEMONA FROWN BREATHIRG BY CGRABRING
HER HETK AND SHE RFCAME DEAD BECAUSE SHE COULD NOT JNHALF
ALR?

OTHELLO PREVENTED DESDEMAONA FROM INHALING AIR BY GRABBING
HER NECK AND SHE DIED BECAUSE SHE WAS UNABLE TO INHALE 1TH

"OTHELLO PREVENTED DESDEMONA FROM INHALING AIR BY GRABBING
HER NECK AND SHE DIFD BECAUSE SHE COULD NOT RRBEATHE]

OTHELLO PREVENTED DLSDEMOHA FROM INHALING AlN BY GRABBING
HER NECY¥ AND SHE DIED BECAUSE SHE COULD NOT INHALE IT!

OTHELLO PREVENTED DESDEMONA FROM INHALING AIRE BY GRABBING
HER NECK AND SHE BECAME DEAD BECAUSE SHE WAS UMARLE TO INHALE
IT

TOTHELLO PREVENTED DESDEMONA FROM INHALING ALIN RY GRABBING
HER NEC¥ AND SHE BECAME DEAD BECAUSE SHE COULD NOT BEEATHE

{OTHELLG PREVENTED DESDEMONA FROM INHALING AIR BY GRABBING
HER NECK AND SHE BECAME DEAD BECAUSE SHE COULD HOT IMHALE
IT)

ECESDEMONA WAS UNABLE TO HREATHE BECAUSE OTHELLO GRARRED
HER KECK AND SHE DIED BECAUSE SHE WAS UNABLE Tu BEEATHE

'DEEDEMONA WAS UNABLE TO BREATHE BECAUSE OTHELLO CREABBED
HER HECE AND SHE RBRECAME DEAD BECAUSE SHE WAS YMABLE TO
BREATHE)
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(DESDEMONAR WAS UNABLE TO INHALE AIR BECAUSE OTHELLO GRABBED

HER NECK AND SHE DIED BECAUSIZSE SHE WAS UNABLE TO INHALE ITI

(DESDEMONA WAS UNABLE TO INHALE AIR BECAUSE OTHELLO GRABBED

HER NECK AND SHE BECAME DEAD BECAUSE SHE WAS UNABLE TO

INHALE IT?

{DESDEMONA COULD NOT BREATHE BECAUSE OTHELLO GRABBED HER

KECK AND SHE DIED BECAUSE SHE COULD NOT BREATHE!

(DESDERMONA COULD NOT BREATHE BECAUSE OTHELLO GRABBED HER

BECK AND SHE BECAME DEAD BECAUSE SHE COULD NOT BREATHE!)

IDESDEMONA COULD ROT INHALE AIR BECAUSE OTHELLO GRABBED

HERE RECK AND SHE DIED BECAUSE SHE COUTND HOT INHALE ITY

(DESDENMONA COULD NOT INHALE AIR BECAUSE OTHELLO CRABERED

HER NECK AND EHE BECAME DEAD BECAUSE SHE COULD NOT INHALE

io

*TYFE IKPUT

JOHN PAYED & DOLLARS TO THE BARTENDER FOR SOME WINE}

The conceptual analysis of this Sentence expresses two
events, each being the cause of the other, One event ig

the transfer of possession cf two dollars from the
individual JOHN to & (known) bartender. The second event

is the transfer of an unspecified quantity cf wine from

this bartender to JOHN, Furthermore, the analysis clsios
there was a4 focus on the 2 dollars,

PAREAPHEASE:

JOHN PAYED THE BARTENDER ! DOLLARS FOR SOME WINE)

BABEL's first realization employs the verb ‘pay', as did
the input.

(THE BARTENDER SOLD JOHN SOME WINE FOR 2 OOLLARS)

The next realization uses the verb *agll® . It was chosen

as a result of ignoring the focus on the money and choosing
4 vor which focuses on the ‘seller’.

(JOHN BOUGHT SOME WINE FROM THE BARTENDER FOR 2? DOLLARS)

The vert "buy' expresscs the zaze meaning, but with yer &
different focus.
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(JOHN PAYED THE BARTENDER I DOLLARS TO GIVE HIM SOME WINE!

Wher a mutual causation between the giving of money and the
of an abject exists, "pay for' Ls appropriate. More

generally, a mutual causation between giving mohey and
arother action can be expressed as "pay to', where this
other action must be explicitly stated.

{THE BARTENDER TRADED JOHN SOME WINE FOR DOLLARS)

Mutual causation between Lwo possession changes t% the
meaning underlying “trade for BABEL.

(THE BARTENDER GAVE JOHN SOME WINE AND HE GAVE HIM 7 DOLLARS:

BABEL 8lso ¢xpresses this meaning #s & simple conjunction
of the two events, ignoring the relationship between then.

BABEL also will combine the different paraphrases of

‘give’ with these basic forms, but this produces no other

remlizations of particular interest 50 we shall not Bath .p

to show then, In the remaining examples, we shall! follow

this practice of showing only those paraphrases which

demonstrate soze interesting feature of conceptual

Feneration.

The examples presented up to this point arc ones which

can be run through the entire MARGIE system. HABEL im

capable cf producing sentences from meanings which are

mofe cofiplex than those which are produced from any

sentences Lh the competence of the current conceptual analyzer.

Te run such examples through the genefator, we Tus? hand

code the conceptual structure:
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{CON {ACTOR (IAG) «<=> ([(*MTRANS"! FRON [(*CP*FART (IAG])TO

L*CP* FART (OTH!) NMOBJECT {ACTOR (HAXDEERCHIEF *OWN* (DES)?

“zh i *POSSY VAL ICASYYY TIRE (T-31})} FOCUS {({TDO PART!

TIME (T-313y «<% ({(CON ({CON {i CON { (ACTOR (OTH) <=>»

i*D0*) TIRE (T-11)Y «<2 (ACTOR (DES! <Z>T (*REALTH®

VAL (=1Q11F TIME (T-1)1)) «<:EC ( (ACTOR (OTH! €x»T {%J0Y%}|}

INC 3} TIME (T-11)3Y) «<zZ> (*MLOU* VAL (*LTM* PART (OTH!I

TIME iT-7111%11

eXpTresses 4 Weaning which 135 basically:

"An event caused Othelio to believe that tf he performed

some unspecified action which resulted in Desdemona's

becoming dead it would increase Othello's happiness, The
event which made Othello believe this was & cozmunication

¢¥ some information by lago to Othello. This information

“8% that Cassio was in possession of a handkerchie?

cwned by Desdemona.”

BABEL combines chunks of this primitive meaning into

English words and comes up with the sentence:

FARAPHRASE

IOTHELLDO WANTED TO RILL DESDEMONA BY DOING SOMETHING

BECAUSE HE HEARD FROM TAGO CASSIO HAD HER HAMDEERCHIEF)

which does not mike us believe that co=puters are on the

threshhold cf becoming great playwrights, but does express

the ceaning of the conceptual structure reasonably clearly.

TYPE INPUT

*{BILL LOANED MARY A BOOK:

This 15 ansiyzed conceptually as "Bill transferred

possession of a book from Bill to Mary, and at the time he

did this he believed that at some future time Mary would
transfer possession of the book from Mary to Bill"
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PARAPHRASE

BILL GAVE MARY A BOOK AND HE EXPECTED HER TO RETURN IT

TO HIM] :

Generating ‘give’ from a change of possession Ras already
been demonstrated. BABEL knows that peliefs about furure

events can be realized tn English using the vert ‘expect’.
The most Lnteresting part of this example 1s the use of
‘return’ to express the second possession change, although
the Conceptual units which encode jt do not differ fros

those which encode the initial transfer, The dist,.nction

lites tn the context of the action: the second transfer of

the book 1s to an individual who previcusly possessed Lt.
The use of "return’ 18 not a result of the fact that the

particular word ‘loan’ was used in the input, nor even
af the fact that the information which =ate ‘return’

appropriate to supress this svent was originally encoded
in the same fentence 4s The event LTself.

TYPE INPUT

* [SOMEONE TOLD CAESAR BRUTUS WOULD ¥ILL CAESAR:

The analysis of this one is fairly straightforward, It is

Sinpiy the communication, at & pas? time, from An unspegis=
fied persan LQ CAESAR, that an ovent would occur at

Foe time in the future cof thia communication, That «vient

is the killing -- i.e., the doing of someth ihg to CaUSe a
particular change in health -- of CAESAR by BRUTUS.

FARAPHRASE:

(SOMEONE WARNED CAESAR BRUTUS WOULD KILL HIM}

BABEL chooses "warn' as an Appropriate realizatton of rhe

TORZUnIcCAtive event in this case. This choice requires
conceptual knowledge: tn this case, knowledge of the
potential effect of the comfunicated event an the individual
tS whom 1t was communicated. Now consider another case:

TYPE [XHPUT

*TFALSTAFF TOLD HAL FALSTAFF DRAMK HALS NINE

Again the analysis indicates communication of an event.

This time (ft 13 an event in the past of the CcOBRZUNLCALion.
The meaning cf what was told dictates a very different
realization from the "telling tn the Previous cxamnple:

FARAPFPHEASE:

*IFALSTAFF ADMITTED TO HAL HE DRANK HIS WINE)

Thies time the vort "admit'® [ss selected. In order to choose
"warn', ‘admit’, or just ‘tell! to eNpreSE COmMMURICALive

cvents very sophisticated inference processes are Fegduired.
Heitther the mecmory model now operating with BABEL, nor
dny athe¥ currently available computer program, 18 capable
of performing these processes In much generality.
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However, BABEL presents a solution to the linguistic
portion of this problem: that 1s, it knows when such
Frfocesses should be activated, and what are the appropriate
questions to ask.

We present only one example of infefence expression.

From the standpoint of conceptual generation 1t zakes no

difference that a conceptual representation being expressed

was created as an inference rather than as an analysis of

natural language input. The ability to express inference

jJemonstrates two (mpoktant points, however:

Ei The primary motivation behind the use of a conceptual

representation is tts facilitation of meaning-oriented

processes. The ability of a program to make inferences

confirms this,

d ln paraphrasing, BABEL :s3 dealing with conceptual

representations created by & conceptual analyzer, a

language oriented progran. One might believe that

"his process soRehow loesves linguistic elements 1n

the Teoaning structure it produces, ®*hen these

Btructures are manipulated by the inference progran,

however, no knowledge of language 1s being used, It

see=s far less likely thar language-specific

information 1s being preserved or introduced by this

process. The ability of BABEL to express inferences

thus provides a stronger test of the claim that BABEL

1s truly eXpresssing a medning representation than
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does paraphrasing,

Since Inference expression does not domonstrate any

new foatures of the FENETra3tor, we shall merely give a

sitple unannoctated exasple here.

TYPE [INPUT

{JOHN PREVENTED MARY FROM HITTING BRILL BY CHOKING MARY!

INFERENCES:

IJOHKE CHGOEED MARY)

‘MARY DID NOT HIT BILL BECAUSE MARY WAS UNABLE TO BREATHE!

JOHN GRABRED MARY'S MECE¥)

MARY WAS UNABLE TO BREATHE

‘MARY BECAME HURT!

'MARY DID NOT BIT BILL:

‘MARY WANTED TO HIT BILL:

MARY WANTED BILL TO BECOME HURT

'MAEY WAS ANGEY AT BILL:

"JOHN POSSIBLY CAME TO BE PHGRY AT MARY

| We conclude this section with Several sxsomplez of
Ernqitsh 9 German machine translation. The use of a more

*Rotic foreign language would undoubtedly he 8 more

Convincing demonstration of the lanquage-free nature of

Sur conceptual representation and the Cross-linguistic

validity of the generative proces, inevitably, the

Bechanical translation capabilities of the program are

| limited by the human transjation capabilitios of its
25



designer; thus the choice nf German for these oxamples.

We emphasize that BABEL does not claim to be an MT

program. Me believe, though, that the effort needed to

enable the program to produce German realizrstions Ls

roughly the game as that which i: required for English

generation. Little effort has been expended on German

generation, The Cconmputer examplezx below were chosen not

to demonstrate the program's generality as an English =

German translator, but to show how conceptual analysis

4nd generation solve some of the problems which cause

trouble for more conventional aoproaches to MT

TYPE INHPUT :

*{JOHRN ATE A BANANA]

TRANZLAT ION:

{HANKS HAT EINE BANANE GECESSEN}

The conceptual anslysis specifies a past event consisting
of John ingesting an object which t8 a banana. The

German realization requires the same basic considerations

as would an English one, although German includes a fow

additional syntactic constraints, such ag the Fender of
the none in the sentence,

TYPE INPUT

"TA MOKEEY ATE A RANANA!

TRAKSLATION:

(EIN AFFE HAT EINE BANANE GEFRESSEN!

The conceptual analysis of this sentence differs from that
above only 1n the concept which becomes the actor of the

ingesting event, German reqguires the selection of a

different verb, ‘'fressen’, to translate eat in this case,
because of the fact that this actor is an animal rather

than a human. Thus the German generator wus? take 1hto

consideration information not relevant to a corresponding
English reallzation,
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TYPE INPUT

* {JOHN RANTS TO EAT A BAMANA!
TRANSLATION:

HANS WILL EINE BAMNANE ESSEN)

The conceptual analysis i= basically "John believes that
tt would cause his sone fort of benefit 1f he ingested
& banana®., German provides a Verb, ‘wollen’, which
expresses this sory of ‘want’, A fairly direce translation,
without =eaning analysis, would suffice in this cage,

TYPE INPUT v
"I JOHN WANTS A BANANA)
TRANSLATION:

[HANS WUNSCHT DASS MAN IHM EINF BANANE GEBEN WIRD)
The conceptual Aan3iyeis of rhe English expresses that
what John wants believes woygld benefi1tr him! ig Someche
ta transfer possession of a Danana tc him, i¥hat he
Slt imately wants, most likely, is to cat the banana,
but discovery of this 11 not & linguistic ragsk. English
Bllows the use of "want' in this case G8 well, with a
$ingle noun phrase direct object, Xo corresponding
construction for this Eeaning is provided in GCErman; an
entire empodded sentence is reguired,

Like most programs which deal with language yse,

BABEL 1s just =a toy. It cannot, ecivher dione oF in

conjunction with other Programs currently available,

performs any usefyl function, Hor has any attempt been

made to formalize a 'Rinlature world' in which BABEL could

bo in Some sense ‘complete, Xe have tried to Take »

Broad view of language production and solve some of those

Problems which are inherent in tanguage 1teelf Father thar
Lhose apecific to a small domain.
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23 Remarks

Language generation has taken a back seat to language

analysis in most computational! linguistics research.

There are several reasons for this;

1) Language understanding came to be seen 85% the =a jor

stumbling block tn language processing. Understanding

= analysis.

<t A problem which has always concerned both computational

and pure linguists 1s ambiguity. It was always a

problem of analysis, but could be ignored in generation,

¢ithe! because Lhe underlying representation from

which generation took place was assused to be

unaghiguous, of because any anbiguli?y present there

could be allowed to remain in the surface.

I} Many tasks which have been attempted reguire

sophisticated language analysis, but little or no

language generation. “Woods' information retrieval

system <43> is an example. In general, applications

which are not intended to simulate human ianguage uso

can be quite tnflexible or even ‘canned in their

output, Much greater variety must be handled in the

input dosatn. however.

4} As & result, the problem of language generation has

never been well defined in computational linguistics.
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This thesis will attempt to provide a clear Flicture
of what 13 involved in language Fenerat ion, when that

FJeneration takes place from a Conceprtual underlying

representation, One of cur Joals will be to pP¥esent one

Bethed by which this form of Generation can be accomplished,

We will show that Feherat ion, like an&dlysie, is dependent

an context and on ‘world knowledge”, We snnall also show

how deduction 18 used bY a generation program, albeit

for d1fferont PUFposes than those to which analyzers pur
deduct jve capability.

AnGther goal of this work 18 to make cleoar &

distinction betwoon linguistic knowledge and Conceptual
Knowledge, Both are used fn the generative process.

Conceptual knowledge, however, 1s shared by analysis and

SeIOrYy processes, as well as by the generator. It

therefore resides in the Rezary and is stored in a non-

linguistic formar. Uther knowledge is used anly in

Fenerat ion, ®e categorize rhs knowledge 1nvo BEeVeral

distinct classes, and show how each may be represented 1p

the computer and how esch contributes to the formation of
the surface String,

Before forging ahead with this descript.on, however,

we will lock back brielly at other work an Computer generattan

af language. Mone of this work was designed to tackle

the precise problem which concerns us here. It iw

it



worthwhile, however, to see where BABEL fits in with,

and overlaps, these other efforts. In s0 doing some

¢f the issues which convince us of the need For this

different mode! of language processing, with tts

inherently different model! of Jensration,will be clarified.
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CHAPTER

FREVIQUS WORE ON AUTOMATIC LANGUAGE GENERATION

The notion of using a CoSputer to produce natural

language output 1s not new. In this chapter we Ffovicw

Several previous approaches *o the Frobliem and point put

ome of the =ajor itrengths and weaknesses of each.

It was realized Very early in the dveveloprent of

“oRPputational linguistics thar a CTOREpUter equipped with

El} a4 random number Feherator, and
id} & Jenorfative grammar,

€ould be programmed to Pour out English sentences in Jroat

profusion. To do this, 1t 18 sufficient ro Take The

Frazmcar’'s sentence symbol 5 and randomly choose tpplicatle
Fewriting rules.

Victor ¥fngve R4> wrote such a randos generator US ing

4 Context free grammar. He chose ten eeRtencens fram a

children's story and wrote a 77 Production gracmmar which

w&8 Capable of qenerating cach of them. The grammar

contained several types of recursien, Including noun phrase

Tenjunction, adiective kequences, and prepositional phrasos

whase objects are modified by other propositional Fhrases --

“.3.: "the ball on the table in the room,” Thies grammar

wad then used ro tandonly generare Sentences, a4 small

Satple of which ia reproduced below,
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When Engineer Small keeps Smal! and four fire-

boxs, he keeps driving wheels, his steam, it,
and four black and oiled fire-boxs.

Water is big.

When he (eg oiled, the shiny smoke stack is proud
of four engines,

When he makes tts little and polished bell, S=all
1% proud of the four bells under his four black
headlights,

The water under the wheels in ciled whistles and
tte polished shiny big and Big trains 18 black.

Such examples point up the difficulty of deciding

the Qqranmaticality of ceaningless sentences. One can

often say little more than that the sentence ia graEmstical

according to the grammar used to generate Lt. A BOre

serious defect of such prograss ts that even if they were

able to generate racdum sentences which English speakers

agreed were grammatical, due to their randomness they

could not be ysed directly for computational sodels of

fea: natural language tasks such as MT. Such considerations

have motivated several efforts at computer production of

language itn the last fifteen YCAT SE.
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oui} Flein's Paraphrase Progra=

Ine of the most glaring deficiencies of carly attempts

37 machine jenevration of language was the Jack of any

Theoret ical rasiz for the production of sentences, Many

34d hoc pracedures could be devised to handle different

SETUAT IONE as they arose, but such an Approach wat Too

cumbersofe for any but exceedingly tiny fragments of

language.

She don Kleen 18>» designed one of the firme prograns

which aprlied a [inguistic theolfy To the problem of natural

cAnFIade geherat (oh In § moderately systematic fashion.

“he goal of Klein's program was to produce coherent

rararhrasen of English paragraphs, The progra=s accepted

5 Input One or more paragraphs of English text, This

tex wan ahalvred, sentence hy sentence, wi™h a dependency

Iranmar, The important atrr. bute of a dependency jramsar

49 used by Fleirn 18 that 1% specifies net only a constirygent

REfructure Inetsltled Lhtacketing! for 4a mRontence, hut al=c a

"reer of ‘dependency relationships between the words of

the sentence.

The program then used thie dependency parse ang

spplied & second dependency grammar rnot necessary

distinct from the [rell in a generative mode to Produce

ah English paraphrase of the ofig.nal texr.
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From a generative viewpoint, then, the problem (3 Lo

find a method of controlling the "ourput" grammar sc that

conly paraphrases are produced. To describe Klein's solution

toc this problem, it will be necessary to first describe

the structure and operation of his dependency gramBars,

The formal grammar used can be thought of as &

context-free grammar with dependency tnformation attached

ro gach production. In anslysis mode, cach word cf a

sentence 18 considered to be 8 single constituent. The

head of each otf these constituents f(s defined to be the

single word which (t contains, Let HIT) represent the

head of constituent C, and lot glw ,% } be the predicate

L ]

"word Ww governs word ww “(iw ig dependent on w Then

§ | b] 1

a grammar rule:

L = HK ni SY BE

1 , n

=ust have s3s3sociated with 1 specifications

(i) of an BK, I&% hg n, such that HIL} = HiR, }i L.¢., the
head of the new constituent L is the head of one of

the constituents which were grouped to make L

(2) for cach i, 1 €f{€n, t¥&h, an index jj, Il 3 j&n. 1#1,

such that giH(R4)., HIRy)): L.e,, the head Of each
constituent which does not become the head of the

new constituent must be put in a dependency relation

with the head of one of the other constituents belng

produced.

Furthermore, Klein requires the dependencies to be such that

iw r WF ] s=> Ww Fw

i y i" 1
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where G 13 the transitive closure of gq,

A sample hloin dependency grammar 13 shown in Figur.

- Hig lmplasmentation of phrase Structure rules made

special use of subscripts on the non-terminals. A non-

terminal X on the lefr hand side of a rule essentially
1

subsumes all X , 1 & §. The subscripiing enables the gramzar
3

toa be written more conctesly, but does not distinguish it

“ith respect to either power or any formal PFropetftics

from other formulations of context free Jrasmars,

LJ

1. Art + N = HN

L , 3

J]

- hd + N = HN

a a J

=

LI i + Mod o J:

} I l

*

4. td » ¢ » Y

; 2 -

w

%.. Prop +N « Mod
3 i i

|

ho, ot + Ly a £

| ¥ 1

FIGURE Z-]

A "*" prefix on a4 non-terminal on the lefr hand side of a

rule indicates the "governcr' af the constituent,
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For example, the units:

Art N

Lk -

| :
the man

could be combined by rule I of the sample grammar to yield

Constityent Structure Dependency Structure

bo i an

FE¢ k

’ ¥

J k

Art Bd

E © |
the man

This formulation 1s sufficient te enable a slightly modified

phrase structure analyzer to perforz a dependency parse at

the sace time it creates a phrase-carker for a sentence.

The dependency analysis can be represented as 4 tros giving

the governor-dependency relationships between the words of

a sentence. Figure 2-7 shows the phrase marker and

dependency tree assigned to the sentence “The fierce tigers

in India eat peat™,
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Phrase Marker

# b

F LY

F Y

Fs %
%
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; \
p %
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& h

Fa3 %
f A 1
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# f NE ve

a

f i Fl 5 .
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the fierce tigers in India est meal

© TTTDependencytres | TTTTee--

PERL
FEE I TY

FJ i 5
in

/ | | h
the fierce 3 val

oh!
L UE

India \
meat

FIGURE 2-32
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Klein's system performs such an analysis of each sentence

in the Ltnput, and then discards the original sentences and

the associated phrase-markers, The final pre-gjenerative

step is ta convert the set of dependency trees 10T0 &

iafge dewpwndency network by adding two-way dependency links

between all likxe noun tokens. {These are The only two-way

linkg tn the network.) Paraphrase generaticn 1a then

accomplished through se=zi-random generaticn from the

CuUTput granmar. Generation consists of a sizultanecus

ranstruction of 2 mentence SyntaX (constituent structure!

tree and word dependency tree. Initially the dependency

tree 18 enpty and the syntax tree consists of the symbol

5. AT each stage of the generation non-terminal eleZents

at the leaves of the syntax tree are expanded by random

choice of an applicable rewriting rule 1n the dependency

FramomarT. Xhenever a new node 18 produced 1n the Lree,

a word must be associated with it, Depending on the

production used and the lependency information associated

with it, the word chosen may be that associated with the

parent of the new node or a new word of the appropriate

Jrammatical category. Rule 1 of Figure 2-f might be

used to expand the node MN with associated word "man'
3

tnto
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¥ {man}

rad
ry L

. “

Art 0

0 h,

tthe! imant
E

Eimultanecusly, the node "man' in the dependency tree woul

have a dependent node "the' attached to it,

The random nature cf The gencration in controlled in

two ways. Most importantly, no word dependencies are

PRERITIeR in the generated sentence which dio not exi16t 1n

the dependency network produced by the analysis. In carder

iC achieve paraphrate, rather than a Ffegeneragrion of the

CTrigin&l text, [t 1% necessary to consider the dependency

reldtionship to be Transitive Gross most dependency links.

Fiein used the heuristic:

Giw ,w | a giw ,w lomw>J fw ,w 1,
i 2 : L i i

provided that w 18 not

1] 4 verb other than a fore of ‘to he', of
1! a preposition other than ‘of",

The second mechanise ured to reduce randomhess in the Dut put

+8 the use of ar ‘essay format' to guide the logical sentence

flow in the paraphrase paragraphs. Thie format consists

cf a limt ¢f nouns to be used as sentence subjlectas and &

tit of verbs to be used as main verbs. Two modes of

Creal 1on of essay formats wore ty ied: directly from the

noune and verbs GCCUrring in the source text, or From the

uecuns and verbs in a human genorated ‘outline’ raragrapk.
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Following 1s an example 0f the paraphrases produced

by this program. Input paragraph:

Clever John met Mary inh the park, John

mérried Marvy, Mary loved John, Mary wanted

a child. Mary had a child, Mary ratsed a

child, John was a successful business man who

worked for a corporation. Mary was penntless,
John secretly loved Helen who was beautiful,

Helen who also loved John was married to Peter.

Mary was a friend of Helen, Peter was a buddy

cf John. Helen who was friendly often ate

lunch with Mary. John p.ayed golf with Peter.

John wanted Helen. Helen wanted John, Divorce

was impossible, The solution was simple, John

[liked Mary. Helen liked Peter, John killed

PForer., Helen killed Mary. The end was happy.

Paraphrase paragraphs:

John who married penniless Mary met her, Clever

John was a business man, He loved friondly
Helen. He played golf. He wanted Helen, John

who Killed a buddy liked penniless Mary.

Mary in the park who wanted a child loved clever

John. She had a child. She raised it, She

was a friend of friendly beautiful Helen.

Beaut1 ful Helen joved successful John. Beautiful

ielen was married. Helen who wanted John ate

lunch. She liked a buddy, She Killed Mary.

Peter was a buddy.

¥lein's work provided little improvement over that

2f ¥ngve (in the reales of eyntactic gualiry, It is

important because 1t Look into account the need for

peaningful generated sentences. Its major drawback is that

the meaning present In the output must have (ts source

inh the input.
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In fact, this meaning must be reflected 1n the ronstityent

structure of the input. There 15 no provision for

understanding or reasoning tn the model; referential and

meaning ambiguity are allowed Yo remain in the dependency

structures created by the analysis routine.

ay Friedman's Transformations! Generator

Joyce Friedman «12,131,144 hae written a generation

program based on Hoan Chomsky's <5» transformational sodel

cf language. While Chomskys work 1s thecretically taken

4% a description of linguistic knowledge rather than of

iinguistic process, 1t [is foroulated as a system of

production rules and structure transforming rules. It

ls therefore natural to use the theory as the basis for

a generative procedure,

Friedman's systexz contains 84 ser of context-free

phrase structure rules, a sect of transformational rules,

and a lexicon. A random generation algorithe is capable

3f expanding the phrase structure rules to produce a

base tres (phrase marker)! whose root node is the sentence

symbol £. The base tree then undergoes a lexical insertian

process which expands the terminal nodes into ‘complex

symbols® and attaches lexenmes to them, The compiex symbols

contain both syntactic information -- e.g., [+ TRANSITIVE]

== and some categorical information =-- e.g,, [+ HUMaNY.
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Following lexical Lnsertion, transformations are applied

to the phrase marker to produce a surface tree.

Such a8 systel could be used to randomly Jeneratrte

English sentences Ln the same fashion as early randoos

FJenerators. The Quality of the sentences generated

would depend To 4 large extent on the sophistication of

the lexical ifhsertlon process. A linguist could rudge

the sentences produced as acceptable or non-acceptable,

ard modify the grammar and lexicon appropriately.

But the prograns would be of little use once the

Framoar became large and complex because the probability

ef production of & particular construction which ight be

Df interest wauld be very |ow, In order to give the user

FEeater control over the types of sentences generated.

Fried=an allowed him to initialize the process not just

with the sentence symbol 5, but with a partially specified

phrase Darker. By increasing the specificity of this

initial phrase market, it is poxsible to Lncrease The

probability that a particulary transformation will be

applied in the generative process, In the 1Zplesentation

described (tn 11> , the initial tree may specify.

‘Lk ranching structure, including the non-terminals to

appear at particular nodes,

'*t dominance restrictions -- & node must be the ancestor

cf a node labeled with a particular non-termingl in
the coEpleted base tree,
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Lt 1 nON=-dOMIiNnANce restrictions -- a node MAY not be the
ancestor of 4 node labeled with a Particular non-
terminal in the coxpleted base tree,

ES! Equality =- two or mote nodes must have identical
subtrees in the completed base Troe.

For example, the skeletal phrase marker might be

5

i LH] I 1

NF LS oJ NFP
|RESTRICT: (RESTRICT: (RESTRICT:
EQ #1 DOMINATE Xp EQ #&]

iwhich guarantees that the final prirase marker wil] have

the main verb phrase governing a noun phrase and will

have identical subtreez for two tep level noun phrases?

The random phrase structure generator is constratned

by the initial tree to produce a phrase markor satisfying

all restrictions of t¥ypes [ 1} - fF} Spec fired, The haere

Lree produced undergoes lexical insertion and the

transformational cycle toc generate a Sentence,

The above skeleton could lead to a completed phrase

marker which looks soZething [ike

=

] 1 k 7 LJ : 1 J oo
» PRE MNF AUX LE u HP AUX wm»

E i :

: | | - |
NEG N 1 | MN

| V bo 2 :HARRY | HARRY
REPRESENT N

E
:

TOM
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and a surface string "Harry doesn’t represent Tom, does

Harey/'"

Transforzational grammar provides a4 syntactic

description of language which 1s far superior toc that

obtained by simpler gramsars. It alge has the advantage

of producing syntactic variants of a single neaning from

a ‘canonical’ underlying deep structure. Friedman's

systes 8 oriented toward linguistic research (the

development of better transformational graooars]. HR

thus dces not provide a method for using transformational

Jrammars in 4 CcoRputational language processing application.

The jJuestion of the usefulness of transformational deep

structures for semantic processes ir left open.

<i} Generation in Winograd's Blocks World

Terry Winograd'™s "Computer Prograz for Understanding

Matural Language” «41a», although oriented toward natural

language understanding and memory modeling, does a limited

amount of generation in order to carry on 4&4 conversation.

The basic generative paradiga of the system 1s the

patterned response. A patterned reszponze i183 a string of

English words stored In memory when the syste: tS

initialized, The string of words may contain sce blank

siots to be filled in with strings of words chosen when 1t
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has Deon determined that the patterns ta an Appropriate

FeSpanse, variations of this response paradi:gos have

been commonly used In conversational and interviewing

Programs <<40+ , but Winograd (atroduces some hew “£3111

in the blank’ operations which are Felevant to the Fenner al

jeneration problem constdered 1n the following chapters.

ir Winograd's progras a4 response pattern Ls

activated by either the syntactic farm of "he sentence

input == a "when! Juestion, & coxmand, a declarative

sentence == of a4 special cond tion arising during the

interpretatian of the input -- unknown word, ambi JUuOUuN

word, undecidable anaphoric inferences.

The sioplest blank-filling operation 1s *o insert

3 PhFase directly, of with 8 minor transformation, from

The input which stimulated (t, e.9. "I don'"* krow fhe

wa Td in When the necessity to resolve ambiguity

rises, a list of senses of the ambigucus word or Phrase

18 taken from the lexicon and included in the TESDANSe ,

The human conversant can then resolve the ambiguity hy

choosing "he Appropriate denne.

In answering questions, situations rife where

sbhjects and events stared 1n memory formats must be

eXpressed in English, Stall, the type cf input determincs

The response pattern:
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Question type Response pattern

Why "because «event», or

"in order to «event *

How "by «<avent»”

When "while ceventa™, or
“before cevent:™

what «ciist of indefinite

abject descriprions>

®¥hich ciist of definite

object descriptions

here Winograd faces the problen of Jonerating

language from 4 memoTY representation of information,

His solution consists basically of a set of heuristics

designed to provide reasonable responses for the ‘blocks

world® domain.

Each object In the world has 8 unigue internal name

asscciated with LT. Each object has & predicate giving

its class. Finally. each cbject class has an English

noun associated with it. For example, there might be an

Ghlect with internal name OBJ2l, a predicate (ISA ORJIZ1

#BALL)., and the association ENGLISH (#BALLY=BALL. To

describe an object, this noun is combined with sdjectives

and relative clauses to create an English noun phrase,

First a color is attached -- "blue bBall® -- and then a

Sige == "big blue ball" -- and finally relative clauses --

"big blue ball which 18 to the right of <acun phraase> *,
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The description 1s deemed complete 1f 8% any time the

Phrase specifies a unique Internal object, in which case

the determiner ‘the’ 18 attached, Piherwise, depending

en the syntactic environment {soe above), a definite or

indefinite article is attached to the noun phrase, The

selection of color and stre adjectives (8 made 1n a

fashion analogous to the naun selection. Sizilarly, the

English relations “to the right of” and “support™ which

Are used tn the relative clauses are directly asscciated

"ith the memory’'s internal relations,

Events are described by d3fociating a small programs,

wi pattern, with each 1nternal event Type. For example:

Internal event Feneration pattern

ISPUTON OBJ1 O8J2) correct form of "to put'»>,
cnoun-phrase for OBJ1>, ON,
cnoun~-phrase for OBJZ>

The correct form of "to put' 1s to be decided on

Syntactltic grourds -- “Ly putting™ for ‘how Juestions,

“to put” far ‘why! juest ions, The noun-phrases far

GBI! and OBJ? are generated as described above,

While these techniques are capable of generating

Correct gyntactic responses in the situations ¥inograd's

zode]l cxpectn te ohccunter, they tend toe produce unnatural

discourse, Three devices were used to make the diralogue
ings machine-]like,
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First, tn listen of noun-phrases, identical ones can be

combined 1nto & single noun-phrase with a Proper numerical

modifier. producing, for example, "thiece red blocks=.

second, when an object referenced in a question 1s alsc

teferevenced in the answer, rather than repeat part or sll

of & noun-phrase it is desirable to use "one" in the

Tespaoanse Thus:

2. Is there a4 red biock on the table:

A, Tes, a large one. inat, "Yes, a large red

bBlock."™}

This 1s accomplished hy directly comparing the

twa English noun phrases. Finally, a set af heuristics

enables the generator to yse Froncuns “it' and "thar!

in responses,

wWinograd's work is significant 1n that it demonstrates

the usefulness cf combining Syntactic analysis with powerful

Romantic processes and world knowledge. He shows that a

Freat desl can be accomplished when language analysis

results in more than syntactic description. The major

drawback of Winograd®s work ts that zany problems of

language are avoided by the severe constraints cf the

worid with which he deals.

Fro= the viewpoint of Generation, however, Winograd

bastcally adopted an approach mentioned in Chapter | ==

that output can be [oft fairly rigid and needn't be
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capable of handling all the syntax or meaning hardled by

the analysis routines, The "natural’ guality Ff the

Jenerdated language 18 achieved as a byproduct nf rhe

constraints: of the prograc's domain, Because he fully

drnderstood the relatively small set of potential forms to

De expressed, Winograd was atle to des gr c¥tfoenely clever

Medrist ics for each cate and thus produce clean FeSDOoOnSe HN

tor wach Tore.

We have seen four H1fferont approaches to lan 3uage

Tene TFAT LO, Yojgve demonstrated thFrough pute random

Feneraton from oa conteXt frees JEASmAr That oa COmy ter

TouLsd produce dentences: from oa formal Syntactic description,

17d could be gaed to test rhe adequacy of a FrAmMTaET .

rrEanefor=at ional Jramoare werps developed ro Provide japrove

Ins ripricns of natural language. Friedman applied ¥Yrngve's

itd To the new mode, dhe added scme controls on

randomress, Lut these were designed tc aid the grammar

writer tather than sdapt the computer model To yaw in a

real task,

Floun tried "0 use the SYRTACTic structure of the

ianguage ta der ve sono AeZantio structure. Toe do this he

ung the notion oo! "word dependency * The device was used

‘nly for the prfoscivatiaon of mesning for use 1n Fone rating

Faraphrfasosy no SIrerat 10NS on the Zeaning were performed,

tA



The parasphrases used the same words as the input, and

thus welds more syntactic than semantic itn nature,

Winograd, rather than working on & general theory

af generation, used task specific procedures to perfors Ae

generation he required for his blocks program. S1gnificantly,

he found no use for a randos elegient in Generation. Far

4 few simple, well-defined si1rTuations fill-itn-the-Llank

responses sufficed. In other cases, special purpose

rout tnes expressed tn English the meaning of predicarions

ged in wther parts of the programs to control cognitive

Processes,

The last formulation of the probles of generaticn

which we shall consider attempts To Lncorporate sofiv of

the best aspects oi these other aystens, it employs a

formal representation and generative grammar, and iw

aise designed to be applicable to tnteresting linguistic

and cognitive tasks,

Jah Simmons’ Semantic Networks

Robert Simmons <34,35.36> {n recent work on natural

anjuage processing has designed a systems for analyzing

sentences GLC a ReZantic reprfetentat Lon and generating

saontences from such a representation. Since Simmons”

Approach points up some of the basic distinctions between
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ths generative approach ezbodied (nn BABEL and rhoose 3f

cthe? generators, as well as fundapental 3.¥ferences bet wee!

concepitucal and other meaning representations, tt will te

wGrfthwhile to describe this work in some detail.

Simmons calls his deep SUTUCL Utes feomantic notworks,

These networks consist of concept nodes connected by

semantic relations. Each concept node is distinguished by

the relation TOFen whose value 15 a lexical sword sense.

Among othet defining properties, a word sense has a context-

frog mapping onto an English word, By a context -frew

mapping from word sense Ll we mean one which ta independent

af the semantic network containing the node whose TOFer

18 11. The Semantic networks alse contain 1nformatiorn

which 1% not hKecedsarily reflected 'n chalce of words,

but 1n morphology and syntax ~- e.g9., MOOD-INTERROGATIVE,

TENSE-PAST, VOICE-ATTIYE. Sone of this information, such

48 TENSE, is clearly semantic 1n nature, Same of gt,

such a3 VOICE, 1» used only for syntactic purposes 1m

Feneration,

The choice of semantic relations reflects The work of

Filloore 9%» on deep semantic case structure of language.

Each case relation 1s presumed to have ceoeftain semantic pro-

noarties, The AGENT of action A, for example, must be

an animate instigator of A. This constraint is i dependent

of any particular agent, action, of syntactic structure
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used to encode the relation.

A verb in & semantic network (more precisely, a

concept node whose TOXen 13 a lexical word sense which car

be mapped ontec a verb) has associated with it a set of

Case arguments, edach case argument being a case relation,

such as AGENT or GORL, and a value. The value cf a case

elation iS another concept node, which may be expressed

iinguistically as either & noun phrase cor an ezbedded

gentencad,

The basic semantic network representation for

“John broke the window with 3 hammer”

might look like:

TOK

TOK JOHN

AGENT " SINGC2
DET

DEF

WINDOW

TOK
j SING

Cl C13 -
. DEF

TIME

PAST HAMMER
TOE

Last | BN iis SINGC4

~——# INDEF
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This can be more coRcCisely written as:

Cl TOE BREEAF £3 TOF WINDOY
AGENT =F NBER EING
OB 3 DET DEF

ENST Cf

TIME FAST C4 TOF HAMMEE

HEH GING

Al TOE JOHN GET INDEF
NER 51H

7 EF

Threw distinct processes Gperate on these networks,

AT analvzer encodes Lnglieh sentenced Into S0o@mANTIC NOTWOIkKS,

A Fenerator produced English sentences from The networks,

A transforcat ional process maps semantic networks nto other

ro*works, and ix reguitred for certsain types of paraphrasen,

a8 well as for inference.

Both the anajyrer and the generator are implieDented

ad Augmented Firite State Transition Networks (AFETHsY,

as Sepcribed by Woods «40-5, hv AFSTH has the structure of

# finite ARTAtse Transition network, However, the arc labels

ra longer nate terminal elements to be produced in the

Jutput ‘ry scanned 1h the input stream), but may specify

fi predicates which must be true :f the arc 1s to be

foliowed, (31: 'subroutine' tranefers tec cther pireces of

network, and fi .5! atorage of information in special

registers, The added mechanism enables AFSTHs to perform

the wane uafts of! operations as transformational grammars,

Lut with certain computational and conceptual advantages
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wef the transformational grammar formalism.

To see how AFSTHS can be used to map sedantic netwarks

intu Englieh, constder the following network which Simmons

(FE LE 4 tor

"Mary wad wientl.ng with 4 bottle”

Cod TK WRESTLE 3 TOF wITH

Tim FROG PAST FiyRJg C4

AGT gig

nhl C1] Ca TOK BOTTLE
RET INDEF

£ TOK MARY MBE SIRE

EBE g IHG

in niEmmones formulation. the Telationse marked TOY dc nor

ave words as their valuwss, byt pointers to word-sense

ledica. entries. Thiers ntriles In Lurn are associated with

.hdrvidual words, as wel 48 syntactic information isucn as

Fast Ton=e forme! and Beantie 1nformation {such as Eynonymal

a ur the words,
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The generation can be sccomplished with the tir lec Frammar
shown graphically below:

AGT TIM VS ORY INST A

LY Teile ami
3 Fs VP] 4 T

A A

bh PO, w 2 HOD :
| Mh ad edDAT

|

’

Suppose It iE desired to generate a sentence from the

enantlic concept structure Ci. This structure in labelled

S and the grammar is entered at the node with the

corresponding label. There are two paths leaving this node,

The one labelled AGT can be followed only tf a correspanding

Semantic relation exists In the current Semantic structuro,

in this case tt does, m0 severs! actions take place:

Structure Cl 1s relabelled am VYPO ifthe node

at The end of the path followed?

Structure Cl 18 “pushed onto a [ist of
Structures to come back to
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The graczar (8 re-entered at node AGT with

semantic Concept C2 (the value of the AGT

relation tn the semantic net) 4s The active

nile

The path [rom AGT 1s labelled (A313. This means it can be

unconditionally followed toc NBO. Two paths leave NPD,

The first itn labelled POBJ, but cannot be taken because na

PFOBJ relation exists in concept CJ. The other can be

dnconditicnally followed to node NPL. To leave this node a

teiat ion NBR must be present in the semantic STrucCture. it

is, and has value (SINGH, WER i183 a function which ts Then

eppited, and creates a4 noun from the TOK and NBR values fin

Dither words, goes off to the lexicon and finds the singular

or plural form of the noun), In this case, the noun will be

"MARY". HER then adds a relation WS (Noun String) to the

ative nade in this case C2) of the semantic network with

This "oun 4% its value. The path DET from NP2 cannot be

~aken, sihCe The Corresponding relation dces not ex13t in

The Ct ive sSelantic structure, {If tt had, *a’' ar ‘the’

would have been added to the NS). The unconditional path is

Thus taken to KPI. Here a sequence of MODs t(adtiectives! is

permitted, Eventually fin our case, immediately! the

unconditional path to HP: 15 taken. The relation NE exists.

and the function NS 1® applied, placing the value of the

redaticn (in our example, “MARY™! in the cutput string for

the sentence being formed. The node (abelled T in the

FrEm=4r 1% thus reached,
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This (8 4 terminal; the effect 1a @r ‘popt rae pushdown

L18Y cf interrupted structures, restoring Cl to act ive

status,

C1 was labelled YPO hefare Reing ‘pushed’ the

FeNOTALOn Feverts ta that node of the FYrasmar, The cnly

relation leaving VPO 1s TIM, TIM is a function $LEE Lar

ta NBR; (tt creates a Vert String (V5) which 1n this case

12 "wae wrest ying”, The neXt! transition in the gramTar

adds The VS to the cul put string. The tranattion from

YR.) to WF Fequires pracessing the semantic relation RT

This rfesglts tn ary| vatins concept nodes C3 grnd Cf snc

3dding the String “with a bottle™ toa the Output sSTring.

NeThing olse of interest srcurs and the final output

RETINGg 18 "Mary was wrestling with a hott loe™,

The Jrammar used 1m thin example consisted of fw

UESir parts. One was a "noun phrase’ Jrammar which generated

near phrases {rom appropriate SeRant1c Structuren. The

"Nor WAS a "sentence! arammar which Feneragtied the vorh

#tring and caused activation of the noun Phrase grammar

4* the proper time for the SPphropriate scmantic structures

in oFder to perfors a icft-toc=-right generation of rha

Fentleynoe

rentence paraphrase say he accomplished 1n meveras]

®AYS In Such 4 systems. if the generation AFSTN 1s non-

deterministic ft.e0., there exint distinct paths through

i]



The network which may be followed far a Given semanoc

network! syntactic paraphrase should result, TOKen

Felations may specify not just a single word sense, Lut a

at of synonymous word senses. SlEZmons views paraphrase

as Deing handled, at least ip part, by & transformat.onal

conponent operating on the semantic networks. faraphrase

transformations wouid allow ZAappIngs between seats of Case

relations, and might introduce TOFen Substitu ion a= well.

Given the semantic structure Cf for

“Juhn bought the boat from Mary”

a TOK BY SF TOF MARY
SOUR(E A

GOAL i Ci TOF «- COHN
THEME C&

dd TOE BOAT

The File Pld

BUY SELL

SOURCE vi “=m SOURCE (¥])

GOAL tll AL BER

THEME PAE THEME REEI

“an be applied toe produce the structufe 1°

a TOKE SELL Od TOY MARY
SOURCE Cd

GOR L C1 £1} TOF J IHN
THEME C4

Li TOE BOAT

fron which the paraphrase "Mary secld the boat te John™

Bight be generated. The Fule PI 18 interpreted as by-

difect ional, thus onabling paraphrase from sell’ ta

"buy as well. such a4 rule could alse be used to

hd



paraphrase “John gave Mary the Look™ as “John gave the

hock to Mary." Khether the latter transformation should

exist, or whether this should be handled by non-determinacy

in the generation grammar, depends (in part on the amount

of word dependency allowed in the generation process.

More about this problems will be mentioned tn Chapter 8.

Simoons dietingulishes two types of paraphrase

rransformat ions; those which change the cholce of lexical

entries are termed “"sexantic’', ali others are termed

‘syntactic’. The "buy = sell” rule above 18 an exanple

cf a semantic paraphrase, and 18s one in which only the

TOKen 18 altered. In another paper © 36>, '"John' 13 the

AGENT of 'buy' and 'Mary’® the AGENT of ‘sell’. With this

configuration, the "buy - sell’ transformaticn tnvalves

a change of case relations as well as TOKons., An example

v¥ a syntactic paraphrase transformation would be a change

froe active to passive VOICE,

Simmons’ semantic notworks provide a represontation

af the content of natural language utterances which t=

appraling for machine i1oplezentation on Several grounds;

I} In the zealn of syntan, these networks, ciaobined

with AFSTN analysis and generation, provide the

Jeascriptive advantages of transformational grammar.

2} It i=. possible to define the networks ir =s=uch a

wady that they are unambiguous.

Vi The same fepresontaticon serves as a result of

anaiyaits and a source for generation,
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<«! Formal rules can be written to performs inferences
and deduction within the network structures.

These rules can be used to produce network

‘'respons€éas’ in applications, providing for a

natural input-process-respond cycle with no need
for random generation.

51 Since & single theoretical! framework is provided
for generating from any semantic net, ad hoc

rules [oY expressing particular seanings do not

appear necessary.

The major drawback of these sesssntiic nets is thetr

ianguage~dependency. That is, the set of basic meanings

and relations between these meanings provided by the

networks 1s determined by the particular language te which

they are applied. Nevertheless, we shall see how a

pertion of this generation system has been adapted for

LUEe as part of BABEL.
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CHAPTER 1

CONCEPTUAL DEPENDENCY REPRESENTATION

i, Conceptual Keprementation: LHasic FegquifoTents

Each of the endeavors reviewed in Chapter | was

hased on a4 different underlying representation for rhe

content of natural janguage. Elein and Fricdman used

Teplesantations which explicate BYNLACLIC Stricture, The

PLANNER axswrtions of Winograd and se=zantic ners of Simmons

are oriented toward explicar:ng Seaning. A guestion which

thdE &rises 18 “What are the desirable Propertios of a

fepresentation of linguistically encoded inforzarion,

when This information t3 to be ygsed in & computer

spplication?™

syntactic formulations are unsatisfaciory bocause

inferences and actions cannot readily be based on syntactic

TtTucture. The semantic formulations work well on small

vocabularies in highly restricted domains. we shall zee,

however, that when they depend on representing meaning by

directly amsaciating language units with vxecutable

prograxs and inplicaticnal rules, they make unreasonable

processing and storage requirements as the domain of
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discourse expands.

Conceptuil representation has been proposed as a

solution to some of the problems inherent in semantic

fepresentations. A level of meaning distinct from any

linguistic expression of that mesning i= hypothesized.

Language units are defined in terms of combinations of

meaning unite. Only the meaning units are actually

d2zociated with inferences and actions for the computer

model to carry out. Conceptual representation is

distinguished by several features:

(A) A conceptual representation must be 'language-free®
== that f(s, the same met of units and relations must

be used to describe meanings which may be encoded
in any human language.

IR: The representation must be unambiguous, This must
be true even If the words or word combinations

which express that meaning are themselves ambiguous.

{iC} The representation provided for narural language
sentences which are 'similar® in meaning should

directly exhibit this ‘similarity’. Closenoss
cf meaning need not be formally defined; it is
simply the feeling of speakers of English, for
instance, that "running' and ‘walking® are closer
tn meaning than ‘running’ and ‘killing’.

(D} The representations are oriented toward use Ln &

computational memory model and inference system.
One ramification of this is that the units and

relations used to represent meanings derived from
language must be the sale ones used for internally
generated information.

tE}) The representations are frequently proposed as
Psychological models of human cognitive Structures.

“he psychological ramifications of the representations
will not concern us in this work. It is certainly
not clear that a conceptual model must have any
psychological validity in order toc achieve successful

GE



results in a computer applicaticr.

i. J Conceptual Dependency: representation details

CONCEPTUAL OEPENDENCY (C.D.) 1% a conceptual

representation which oncoRpasses & particular set of primitive

conceptual units and relations. It has been developed and

described by Schank <31> He shall not delve nto the

distinctions between C.D. and other Concopiual systems

“28> here. This section is devoted to a GuUick overview of

C.D. and oxamples of ifs use to encode sentence RCeENIiNgSs.

This presentation has two main Purposes;

i} To Five the reader a feeling for the flavor af
conceptual representations.

Lit to introduce ter=inology which will be used in tho

description of BABEL in Chapters 4 through 6.

We defer until Chapter 8 a theoretical

conparison of this conceptual representation, and the

rangjuage processe=z which tt necessitates, with other

dpproachex, such as those described in Chapter 2.

3.2.1 EVENTS

Natural language often uses single words ro CONVvey

many pleces of information, This makes for efficient

CoREBUnIication, but can cause problems if the individual

pleces are needed rather than the entire conglomerate.
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fnglish verbs demonstrate this pPhonomenon. ‘Sell, in

LTE OSL Common usage, indicates thar some object came

into the possession of the buyer and that sone BONNEY was

transferred to the seller. It tw easy to Construct

Situations in which & single one of those events, rather

than the entire "sell® complex, becomes central.

In C.D, all actions described in language &re broken

down into a set of primitive ACTH. ACTs are performed by

ACTORS, and this relationship tz symbolized:

LACTOR> <saw3 <RCT>

"Eating' is represented by the prisitive ACT '"® INGEST",
‘John eats’ is represented as:

*JOHEN® (mae)# IRCESTY

Hot #11 ACTOR=ACT relationships describe physical

events; "giving" is an abstract notion involving change of

FoSsvinion and {3s represented bY the ACT “"*ATRANS*', For

‘John gives' we have the representation:

*JOHK® <o==n> sHTRANG®

The concepts of ‘eating and *giving' {involve more

than just ACTORY and ACTS. One Bust eat some physical object,

An object cannot just be Fiven by sn ACTOR) there must also

be some recipient of the giving. To represent relationships

between ACTS and entities other than ACTORs, C.D. provides

a set of conceptual CASEs. Each ACT requires the pressnce

of a particular subset of CASEs.
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Mozt ACT® require an OBJECTIVE case sy=haolirzed:

oO

Exanples of this relationship include:

“John drinks milk" JOHN* commas FF INGEST=== gir ge

3

"red breathes” *FREDYvwa=myF INGEST ®> === *21R"

the latter cxanple dessonstrates how required cQnceptys i

“38%e?% wil] be presefit 1h representations even 1 no

carresponding surface case exists.

When the 'possession-ship® of an object 18 changed by

an action, there must be both a DONOR and a RECIPIENT of

the postefsinn The WKECIPIENT CASE 13 provided toc represent

this relacionship, and is denoted

R i < RET IPIENT>
per ¢ DONOR

The ACT "ATRANS® requires the RECIPIENT CASE. SOme exanples;:

“John gives Mary a book™, or
“Mary receives a& hook from John“

= R » EMARY

* ION <u> *ATRERNS® mee EROOE® sae 1 TIOHN®
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In this example we tee how conceptual representation =ay

provide tdentical analyses of sentences which differ not

only in syntax, but in the actual words used. Different

words, like "give' and 'receive', may map into identical

conceptual structures even if they are not synonyas in the

normal sense. All that 1s reguired is that they convey the

same meaning in the context 1n which they occur.

*John takes the book from Mary"™

a K » TYJOHN™

*ITOHN® cusp *ATRANSYew es==3 BOOK® *====—= BB FHARY™®*

Here the conceptual analysis captures The similarity between

‘give’ and "tke, both of which communicate a posession

change. In English these words are considered “antonyss?,

conceptually they differ by 4 reversal of recipient casa

roles,

The ACT *PTRANS® (ss used to represent actions af

changing location. *PTRANS® requires an OBJECT (whose

location 1s changed) and & SOURCE and GOAL location. The

DIRECTIVE case provides slots for these locations, ad 1s

syobolized:

o ' <GOARL>——

“SQURCE”

10



ELE FES 5 LE SE LAREN Ear e

© ¥ » BETORE

* 1EiHY ee» PPTRAHNS** === 2JOHN— Lo

CLL, postulates the existence of fourteen PELLVe

mertal, physical 30d abstract ACTs «30% _ Although we will

ly ceed to use a few of these in exapples for the purpose

Ff qescrtt tml ur generative model, we list all fourteen

tirre for (ombletrenesns:

aT WAT LNG

TAT KAN. change of posscesalon ACT

TE TRANS rhange of locaticen ACT

LR LE I EE information transfer ACT

*FRIPEL" ACTOR applies a force to

some object

ll TREE ACTOR =oves a bodypart
* MSE STS ACTOR takes something

Into’ his inside

rE XpELY ACTOR takes something

from his inside

Cl Salo AUTOR grasps an object

ME LLY RCTOR takes 1m sense data

from nose

“CPFAY™ ACTOR produces sound

hr Lp -ATHS AUTOE takes 1n Ssonse data

from eves
"LISTEN -T" ACTOR takes in mense dats

in form of scund

Ll lg Be ACTOR 'thinks about" some
information

bg Lf ACTOR performs processing

which combines conceptual

information toe produce new
information

Be AUTOR-ACT felationship. Together with all the cases

Fe usrd by The ACT, is called an EVFNT,
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A A. ETATES « dd SETATE~-CHANGEs

some of the infor“ .tion stored In a memory and

cemmunicated 1n language 18 not represented as EVENTs, but

ar STATEas=. The notation used in C.D. for such information

183

VAL

CONCEPT «:_ "» af” TRIBUTE?» +*eces=s «VALUE»

For example, "Fred has tie book™ (8 represented as

VAL

*RBOOK® << :-Z13 tL OEE Yam emer TFRED®

hh subset of the ATTRIBUTES used in C.D. are SCALES.

Wher ne ATTRIBUTE of a8 ETATE relation ita 4 SCALE, the

VALUE will be an L1NhLteger feprfesenting a point on the SCALE.

"fucrates 15 dead™

VAL

*SOCRATES® <<”:a» FAEALTHYccc mae (= 102)

"Rill 1s happy”

VAL

*RILL® «© PIOYYr irre [2]

in other Cases. Changes in state must be represented,

Troe STATE-CHANGE mof (Lf if 181
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FIC SE A A En <New=-YALUE
<CONCEPT> (----<ATTRIBUTE>

BE TE Ty erp ——— cOld=VALUE»

Commonly only the terminal state (ATTRIBUTE + new-

VALUE] of a STATE-CHANGE relation is known, and we will nas

bother putting anything in the initial state slor,

"Socrates diecs™

YEOTHRATESY |aasactYEALTHS

Armee mmm mn

When the change of state is along & scale, it ts

SomBen tha! neither the precise initial or tersinal state is

“nown, but only the direction, and perhaps amount, of

change. A STATE-CHANGE can be modified by &n INCrement

te show thiat

"Truman's condi*ion deteriorates™

femmes sss mca mmm —y

Wc

INC |
i-5}

Mo one has yet proposed a closed Ect of state relations

and scales for conceptual representation. While such a Eft

i% necessary for theoretical completeness of the
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representational system, it hag no beari:g on the methods

used in conceptual generation. For BAB! we have assumed

3 fairly email set of such units, suffic ent for testing

the varicus sorts of English structures hich =ust be

generated from state relationships.

SCALE dize: .ion measured

*HEALTH®* physical health
"JOY" mentsl pleasure

EANCGER™ Ange-
Fx ITE ® ment. excitation

spPETATE® gene al phymical state
*BENEFIT™ gent ‘al well being:

af¥fe red by change on

any ther scale

*EIZE™ St2e

hon=-gcaie states roperty

tPpOSST <CONCEPT» posacised by
“VALUE?>

*OWNY <CONTEPT> owned by
“VALUE?

*LOC* CONCEPT located at
<VALUE»

*MLOC mental locations See

section 3.2.4

EVENTS, STATES, and STATE-CHANGES are sil types of

relationships which are termed conceptualizations .

3.ad.3 CAUSALe and CORJUNCTION:

Three types of causal relationship are provided. The

first 15 a relation in which the occurrence of an ANTECEDENT

conceptualiration causes & RESULT conceptualization:

14



“ANTECEDENT » a
Fa" the causal relation sysmkol ot
f will sometites be written

CHRESULT » <

"Brutus Killed Cavear™

*ERUTUSE «maa *Ho

’%
1

& 3,

BEE

*CRESAR® mmmre tHE ALTH

Yea
OEE EE AiR we wm CL

*0O* 13 a ‘dummy’ ACT used te hold the place of some actual,

Bart unknown, ATT and tte required cases.)

The second causal relationship provided for is the

CAN=CAUEE rejation

«ANTECEDENT» / <X
fey the causal relatton symbol |!!

will sometimes he written

«®HESULT » df -L

This relation indicates that tlre occurrence of the ANTECEDENT

Conceptualization wauld cause the RESULT {onceptual ization,

Lut does not indicate the actgal occurrence of sither.
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"Mary likes to eat chocolate"

oO

*MAKY™® comm YINGEST® (ceewee-"CHOCOLATE®
fc}

A
Ee

"MARY | ~-====%JOY¥"
My -

inc 1
Ew lh

|]

The third type of causal relationship 18 "mutual

causation’:

Fay the causal relation syzbaol li
il will sometimes De written

HE «TxD vy
Aa

«RESULT.

This relation indicates that the ANTECEDENT and RESULY

Conceptualizations were caused by gach other. The

relationship t2 completely symmetric (and thus the terms

ARTECEDRENT and RESULT do no have the mnemomic value they

have in the other forms of causal relationshipl. Mutual

Causation is used to reprezent "buying, as in

TH



"John bought The car from Fred™

o R > ®*FRED®
*JOHN® sas; *ATRANSY ¢--- YMNOMNEY*Y (---

1
LF o R > *JOHK*

CPRED®* «sxx *ATRANSY cacao *RurTne I
r—— PRED

The same representation is used for “sell” and "pay for®

aa for “buy”,

All the CAUSAL relationships sre Lthemselves

conceptualizations, Furthermore, any two conceptualizations

can Le joined by the aymbol "MA " to form a CONJUNCTION. or

By the symbol "W' to form a DISJUNCTION, Sorh CONJUNCTIONS

ang DISJUNCTION: are also conceptualiraticns,

-conceptualizations «conceptual ization,
Fa Ww

« conceptual izations conceptual izations

i.d. 4 Mental ACT® and LOCations

Mary English Verbs «= tell, recember, teach, read --

involve the transfer of information. Conceptual primitives

for representing these meanings are discussed in <32 >»,

The "mental' ACT *MTRANS® ig used to represent transfers

=f information. This act requires a new CASE, the MENTAL-

NBIJECT fMOGBJECT.

TT



An MOBJIECT must itself be some concepiualization. "MT RANS®

alse requires the RECIPIENT CRSE, with the DONDE and

RECIPIENT being ‘mental locations.” Allowable mental

locations include ‘conscious processors’ (*CP*! of human

beings (the conscious mindl, the 'long-ters Relories’

1

I * LTH: of human beings, and physical cbjects which in

sOT¢ Sense serve az information stores (books, televisions.

. me: wmlF The notation Tor an EVENT using *"NTRANSEY 1s:

M R «RECIPIENT>

aALCTOR> «mma TMTRANSEY <-w==- <MOBJECT> owned «DONOR»

sMTRAMNS® 18 an abstract ACT which indicates the transfer

cf the information contained in the MOBJECT from the

DOMNOE to the RECIPIENT.

"The professor tells Bob thar Socrates 18 dead”

FRET

by i K > "CP mmm "ROBT

"PROFESSORsass"MTRANS? ccc. #8 &-- FART

| iB $CP¥ <anue *PROFESSOR®
i VAL

*SOCRATES® «:1:> "HEALTH? J(e=sw== (10)

PART

i The notation *CPf* ==== *HROB* indicates the conscious

procenscy of the individual *BOBY. Xhen conceptualizations

are ombodded in other Cconceplualizations, a # will ofeen

he usted 4% a "place holder' and will be connected to the

18



malin relational link or "he eobedded CONE ptud: .Zat ion, }

Monts! lavations carn alsa £30] the VALUE. Slo

"YT BTATE relations which Have as their “ATTRIBUTE »

lh Wa] al Ment gl-LaCar ian, The “CONCEPT in aych felat jonas
BUst Le ar ontire Tencepliual zat ton. For exa=ple.

VAL PART

» ; 4 *MLOC® = wee. wspTne *emme== ¥* FREDL

:

—J

*IOHN®T om:. =pne

; x

er  — es il

inn rrr mew mmme, |=} 0
"MAREYY memes *HEALTH®

L Ta ET a

Pri Tese nts the meaning of "Frod believes that John killed
“tyro,

The *UCP* -an contain arbitrary “onceptualizrations,

“te LIME, Gn the other hand, contains only ‘believed

TenhCeprtyalizations, saithough they REY be stored wieh a

Certainty Tar ing. A nan-telteved ~anceplual ization will

‘af BR BTored espe dded In another conceptyaliraticn, as

er "Palit icvgpe l%im they are interested |1n our welfare ®

T



YF. 2.5% TIMES and other modifications

cx iil! to be accounted for ts the concept of the time

af accurrence of an event, which usually ts reflected in

verbal tensing in language. BABEL deals only with points

in time, not intsrvals. The symbols (TI, TI, Tk, . . 1

will be used for timex, and drawn with pointers To Some

conceptual link:

Ti

+

ACTOR «<wwm» <ACTo>

The special symbol *NOW* represents the ‘current® time --

i.¢., the time of an utterance or, =are exactly, the tine

of creation of a conceptualizatton., TIME relations will

he shown on a tise line, left representing PAST; right.

FUTURE.

{indicates the rfelaLlions

— Ti« Tl « *HNOK?*
-_ -_ —_——. where * « ' means 'BEFORE'!

In the 1zplementation, every EVENT, STATE, and STATE-

CHANGE has a TIME associated with Lt. In our diagrans

however, TINE will be left out uniess it ts relevant to the

paint being discussed.

Although BABEL does not deal with time intervals, It

is necessary to talk about the beginning or end of an

BO



EVENT or STATE-CHANGE in order to Fepregent saze of the

verbs in our examples fe.3., “arrive®™)., This 135 done

by a modifying link labeled TS ('time start’ or TF

"time *inish') with 4 time point as its value:

T1

TS |

« ACTOR» EEE “RCT

Negation 13 indicated by & */° through the main link

of rhe conceptualization -- .cefdms, efi, pte.

inteTrogatives of two categories are dealt with, when the

truth of a conceprtualization 1s being Questioned, this

willl be symbolized By a "7" attached to the main Link:

"P1d John drink the bheer:™

; o

PIGHNT [eam “INGEST s=a=--=- *RECR®

Lf the content of a particular conceptual role 18 guest ioned,

that role 18 filled with a =r";

“Who drank the beer?"

v

! «masa, INGEST* snacwe- *REER®

Another modification ts the NODE ‘CANNOT which can mod) fy

an EVENT, and ts symbolized by a P on the <m==3_

Hl



*ITOHN® EEE Ll ba Re

5
PART

| | | E 13 CP PHARY™"
*MARY® ,ww®> *NTRANSY »wu-- *CONCEFTS®=@ * BOOK®

iz the representation provided for “John prevented Nary

from reading the book™. (*CONCEPTS® is another “dummy’

canceptual unit. It ropresents unspecified conceptual

tnforzation. One property of C.D. which 18 important for

making inferences is its explicit representation of *missing’

conceptual information. For instance, the *DOY in this

example might lead the model to try to discover "how did

John prevent . . ."3 the *CORCEPTS®™ might lead it to

wonder what sort of information was in the book.)

Any conceptualization may be modified by a FOCUS

relation. FOCUS always specifies one particular slot in a

caonceptualization, such as the ACTOR of the RESULT. FOCUS

will not be noted in cur diagrams; while it is anticipated

that the memory model will find uses for FOCUS, it is

currently used oniy by the generation routine to choose

Lbetwaen words like “give™ and “receive”.

J



J.2.6 Conceptual nominals

The reader may have wondered about the use of units

*JOHMNY, *BOOK®*, etc., in conceptualizationns, C.D. has

provided a great deal of analysis of verbx and relations

found in language, but little analysis of concrete and

abstract nozminals. The current program does not deal

with words like “happiness” and “involvement”, but 1s

iimited toc nouns which name physical chiects and people.

The unit *JOHN™ in a conceptualization ts a pointer to

a mencfEy node, at which are pointers to all

Conceptualizations involving *JOHN®*, including such

conceptual information as

[HUMAN ®*JOHMNT®!) and (MALE *JOHKN*}

The relation most used by the generation system, however, is

(ENGLISH=-NAME *JOHN®* JOHX}

where we write *HOOKT in a conceptual ization, we Tesily

have a pointer #B to a set of relationz which includes

(TOREN-OF #B *ROOKSE:

*BOOK®* 18 the conceptual concept of "beok’ and is trself

a node associated with all the tnformaticn about this

concept (not about a particular book, however), Included

in this inforsation is

FENGLISH-HAME *BOOK™ BOOK)

In other words, we are assuming that for poecplie and physical

“hlects, we will {ind an "ENGLISH-NAME' either directly
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sssociated or associated vis & tevel of indirection {and

found by following a TOFER=-OF relationl. In writing

conceptualizations ih this thesis, however, ¥o shall not

gensrally bother to distinguish these two Cakes, but

rather will just represent the pointer to & memOTY node

by the English name with '*' tacked onto the front and

pack. Chapter 7 discusses the sorts of extensions which

will be necessaty to deal with more coaplex English

nominalizations.

3.3.9 Remarks

it is obvious that the conceptual representation

presented here 18 magsed tao a great sxient ON intuition

about language and psycheolegy. No proof of the adequacy

of the reprasantation To deal with a given d&td base iS

provided, Hor is there any test for the independence of

the various units and relations, From a computational

viewpoint the ACT *PTRANS® could be replaced with the

representation

CACTOR? <=usd> *DO*

I)

Lil
Jrm——mmmmmmsssm===——3 x LOC 25

cOBJECT? [ewnnnnasseeaaaa "LOCH
Aemmm~esnmeeee—eeaa=t <LOC1x
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with no loss in the set of meanings representable,

However, the goals of conceptual dependency are in part

pay heoleogical. The representations are not intendod as

models of the physgiclet’'s universe, They are meant to

ode] the world as perceived and described by peopleg

particularly those aspects of the world dealt with in

natural language. The conceptual approach to language

processing is clearly a cognitive processing model rather

than &4 pure A.]. approach.

An intuitive approach has been traditional in

linguistic studies of both syntax and semantics, Khether

describing sentences (in terms of ‘noun phrases and "verb

Phrases' or meanings in terms of "agents', ‘'mources',

and 'goais', the representations proposed are based on an

intuitive choice of units and relations. A BuUperstructurc

cf operations ies then placed on this representation and

uscd as 4 test of tts adequacy.

C.D. is not presented here as a8 finished produce to

which language processing must conform. It t8 nevertheless

utefiul an a basis for testing models of analysis, memory

functions, and generation. The representations must be

allowed to change in detail as inadequacies are uncovered.

The details of C.D. are not important tc the generative

rode] presented tn this thesis. Only the most baste

aspects Gf conceptual representation -- the use of language

Lo



free unite, the existence of patterns relatable To

linguistic units ~-- determine the nature of the generative

process,

A natural question to ask when first presented with

the conceptual approach to language is “Why bother?™.,

Breaking down language into conceptual units rather than

syntactic or ‘semantic’ units adds one more level of

complexity to language analysis and one more level to

generation. The fact that other approaches have not yet

succeeded in "solving! the natural language probhle=s is

not in itself evidence that this additional complexity

15 required. in short, what are the advantages toc this

approach which override the handicaps it introduces?

Several points of a theoretical nature can be made

favoring the use of conceptual representations over

language-based ones. We shall defer a general discussion

cf this matter until Chapter 8, after the BABEL model of

conceptual generation has been fully presented. Hopefully

this presentation will itself point up certain advantages

af conceptual representation, although we will not dwell

on such Doilnisa.

Ke conclude this chapter with an example of concoptual

processes; that Ls, how a conceptual memory might sanipulate

conceptual structures to achieve results difficult To

obtain with a language-based meaning representation.

Bi



Since none of the material cof Chapters 4-7 18 necessary

for understanding the material (n Chapter 8, the reader

till bothered by "Why bother?” may wish to read that

chapter immediately after this one.

}. 3 Conceptual processing: an example

Conceptual representation is really dezigned to

separate meaning from language. We should therefore expect

to see it put to greatest advantage in that portion of a

linguistic task which involves operations on meaning rather

than language -- namely, memory processes. Consider =»

conceptually based system operating in a dialogue format.

We shail follow through a sample exchange and see how the

breakdown of language into non~linguistic units, the

same units in which knowledge and heliefs are ptored,

affecte the process.

HUMAN : John advised Mary to read the book,

MACHINE: Did Mary buy a copy of the book?

A conceptusl analyzer would produce & meaning

representation of the input, which would look something

like:
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TI BART
# » Fa >Cpe== EMARY™®

vIoHK cue *HTRANS®+~--- # el PARTCECPrenne * TORN

{H} 73 PART
: § AS Fp» TP %ao FMARY®

*HARY® cand CWTRANSSenn CONCEPT Sart

ch (— F
B|]
fuer e em mm —a¥

MARYS| ---===-=*BENEFIT® - (TOKEN-OF * |
LE Eh }
+ ¥

ING : T]
* 2 {1SA pBOOF}

——— I ——— ————————————
+ * ' : *
Ti T2 T] Tl tNON"

{The unit #B is & pointsr to & memory node, which
represents a token of a concept Such as "J.L. Seagulil”™
which 12 itself a2 member of the class FBOOK. An ‘Englishy’
version of (H} would be "John communicated to Mary that
if she were to transfer tnformation from a particular
book to herself, this would result in some sort of renafit
for her.®}

The output would be produced by questioning (verbally)

the validity of one of the inferences made from {HY --

in this case, the inference whose conceptual representation

HE
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TH

' o EL » MONE

{MN} "MARY" <==ma3 *RTRANS® +«==== ENONEY® =/ d\ TMARY®

ZWad/ o > "MARY®

f my *ONE®
TH

+ + * 2 * * 4
TE T4 TI T3 T1 Tad =*HON*

which 1s approximately "Mary transferred some money
te soxecne, and that somecne transferred a particular book
tC Mary, and these two events mutually caused vach other.”

The production of (M} from (H} -- the ‘what-to-say’

problems -~ :% the problem which conceptual representations

dare designed to facilitate. Processing is done entirely

at a conceptual level. The linguistic problems of ambuigity

and multiple representation are eliminated before this

a

process bugins.

How suppose the Machine has a belief that “Hary

believes John™., This is not stored linguisticaily, but as

& conceptual causal relationship:

¥IX. T) T FART

¥ ® R ACP Yen maa "MARY

*IOHN® «cmswx *MTRANSY Lo... .. X ve PART(81) / X CP Yee JOHN
PART

MN R RL TM Raa ENRARY

+ [ CPt ewe" MARY
T
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"Any information communicated by John to Mary will

result 1n Mary's storing that information In her “LTH*S)

This belief can be used as an inference rule. iH}

matches the antecedent of (Bl), where the bindings T = TI!

and

FART
T2

ty H » ICP? pean *MARYY
"HARY®[we ux *MTRANS +«=--=-- concertste

fey FE

R= | |i
formemmm

"MARY®  cneew-- "BENEFIT™

LE EE

IRC +

.a T3

have heen made. Therefore the consequent of (Bl), CR

|

(“Mary mtores X ia her LTR") «. Tan be inferred.

Hote that the machine does not need a separate belief

{inference rfulei te caver each type of comzxxunication

‘tell, advise, warn, £tc.l, since they all get converted to

*MTRANS" to which (El}t could apply. A representation

based on language units would need elther a separate rule

for each of these verbs, or a rule for ‘communication verhs'

with appropriate senses marked {+communicarive]}. The

problem of keeping the nunber of such markers finite

appears difficult to surmount. A system which captured

sufficient generalities to keep the number of markers

reasonable would probably end up looking very such like

a conceptual system which broke down information
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into its conceptual form each time 1t was used instead af

storing 1t 1n that form.

An immediate conseguence of CR ("Mary stores X in her

LTM™} ig CR{(™X ts located in Mary's LTM")

Tl

VAL PART

A X Cw Ll IE 0 a LAMY wm AMERY

where X has the binding found earlier, i.e., X 1% the "FR

i "Mary could benefit from teading the book™! This inference

c2uid be expressed verbally as "Mary wanted to read the

bhook®™,

Another belief the machine z1ght have is CR (=f

Someone believe: that some event will benefit him, he makes

that event a goasl™):

¥ iF, E, T. x »0)

i VAL PART

BI) re® <I> CMLOC eonaan *LTH®* sawe- Pp
FA!

uy PART

| P cmmas *MTRANS*e==- E —- = PART
¥ be CLTMY a aap
"

E

Ty

i
FEE EE

P| =wcaa--*RENEFIT*
LE

INC i
M
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(Here "*GOALSET*' 13 that set of things which a person

currently is acting to bring about.)

{Ll} matches the antecedent of (B22, with P ZZ *MARY®

and

2 H > Er EMARY
E : "MARY" cmSm> *MTRANS® we _—- rconceprste..

J

80 the program can infer CRi{"Mary puts E into her goalset™),

and tts Lomediate consequent, CRI“E 12 in Mary's goalset™i:

VAL PART

i 3 3) E <:zz2> "MLO* secea *COALSET® oe mm=w TMERY®

How all the beliefs about how a person's behaviour 1s

affected by the presence of a goal in his goalset come into

play. Ancng these Ls the fact that actions sufficient for

achieving the goal may be added to the goalset and carried

Gut. Thiz may involve using inference rules ‘backwards --

{ff the result ts in the goalset, then the antecedent action

=ay Dv taken. One enabling condition for *MTRANS*ing

tnformation from a book is being in possession of the book.

But this f= not an action which Mary could rake, =o the

machine Ray infer that she added that to her goalset as well.

There are many ways to came into possession of an

object, ¥hich 1s most appropriate depends, among other

things, on the nature of that object.
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For books one particular way 8 ta go to the library, and

the machine might wish (nfer CRiI"Mary went fo the library™:

and question that inference. For a such larger class of

chjects the natural way to come to FossSess then is through

an *ATRANS®., If no reasonable way exists for Mary ta

*ATRANS® the book to herself (such as by stealing 1%) then

it ay be inferred that she adds ro her gralset a goal for

Bomeone flse Io "ATRANS® rhe book ta her. Une way Eo Cause

that 18 tc FATRANS® sone money [oo soteone who has the

book, Through such a chain of reasoning iM? might be reached,

Tf rourse many problems have been everioocked 1n this

quick analysis, A real memory nodel will have te consider

Strength of belivfs and probabilities associated with can-

Cause relaticns. And gt every stage of this deduction,

alternative paths could have been followed, Some woyld

lead ro thtereiling Tesylis, others would not. Effective

z=anagement of such a search 18 & classic A. I. problem, but

not one which we shall touch upon here. Even the question

2f knowing whether a given inference ir "interewiting' does

ROL Seed to have any simple sclution. The matin points of

this sanple analysis are:

A in providing a linguistic response te a linguistic
input, a grear deal of processing which is nor
inherently linguistics takes place,

Bi A representation based on linguistic units could
perfors these processes. However, the multiple
representation problem alone would expand both the
Bcarych apace and the necessary base of inference
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rules tremendously These problems would be
aggravated by the problem of leaving ‘similar’
meanings implicit in the representation as they aTe
in language, since the similarity could be mace

explicit oniy through more inference and deduction.

Conceptual representation provides a framework within

which this non-linguistic processing can be formalized. It 1s

specifically designed to avoid multiple representations of

meaning and to explicitly represent related meanings. The

conceptualiy based memory should require fewer rules in its

rule base to perform a given set of inferences than would a

memory based on some "shallover® representation. This not

only saves space, but since fewer rules will be applicable

roc & given SLTuCture, the conceptual menory will have a

smaller *inference space’ branching factor. Of course,

there is aiways the possibility that this advantage could

be offget by the necessity of performing a deeper search

with a conceptual memory ta reach a given tnference.

Unfortunately, no examples of conceptual and non-conceptual

memories with reasonably broad and comparable inference

domains exist. Thus no data is avallable which might shed

more light on the nature of this breadth-depth tradeoff.
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¥.4 SunmBary

We have presented a system for conceptual

representation and examples of (ts use to repres.ot

zeaningy encoded In natural language. de have seen how

a conceptually-tbased memory model might opvrate with the

result of a conceptual analysis of an Fnglish input.

This operation would take place 1n 4 language=-free domain

and would result 1n & conceptual Tesponse to the input,

Perhaps the greatest price pald for the henefits af

canceprual representation tx the necessity of performing

language jeneration from 3 non-linguistic hase

representation. The performance of this rask by BABEL

18 described in the next three chapters. Azong ather

things, the existence of a program like BABEL demonstrates

that conceptual representations do not break down

information so far as to render it inexpressable in

language. Conceptual generators are indeed feasible; no

building them, a4 great deal can be learned about the nature

of language generation, about the relation of syntax and

meaning, and about the relationship between linguistic

knowledge and conceptual knowledgo.
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CHAPTER 4

NHAT BABEL DOES --=- HOW BABEL DOES IT

BABEL is the generative component for a conceptually

pased language processor. More specifically, BABEL 13 a

process for carrying oul a representational change -- from

meaning structure to natural language sentence. The only

natural language we Shall be concerned with 1s English.

we shall indicate later what portion of the generative

process 1s really English dependent, and what portion 18

interltngual -=- in other words, what must be changed or

added *o enable BABEL to produce realizations in languages

ather than English,

Although other generative sSystexs also perform

transformations from underlying representations to English,

we noted several reasons why these were not applicable to

conceptual generationt

A) Syntax based represeststicons (like Friedman'si
ytilize unita such as Hous Phrase, Verb, Auxiliary,

etc. in the underlying structure. BABEL STARTS
WITHOUT A SYNTACTIC REPRESENTATION OF THE SENTENCE

TO BE GENERATED.

BEB}! Semantics based representations (like Simmons’),

even if they can eliminate syntactic relations,

still incorporate linguistic units in the form of
word senses. BABEL STARTS WITHOUT EXOWLEDGE OF

THE XORDS TO BE USED IN THE SURFACE SENTENCE,

Ne can recognize at least three major problems which

cust be solved in transforming a conceptual representation

11



into surface English:

“lt Words must be chosen LC use in the sentence,
These should be the worde (cf those In the

program's vocabulary! which ‘best’ convey the
meaning represented by the conceptual structure,

bit The words must be tied together by English syntax

Frelatione (or relations from which the syntax can

be produced).

114: The words and relations must be linearized to fore

an English sentence,

“4.1 Word Selection

Consider first the probles of word selection. By

far the most interesting of the words to be chosen {at

lvant with respect toc English)! are the verbs, since they

generally carry & large amount of conceptual information

1

which 1s spread throughout the underlying structure :

But this 1nformation i not marked In any way at the

cenceptyal level as Leing relevant to verb selection.

HABE]L must somehow notice the presence of the relevant

information units and realize that they can be encoded into

a Emglish verhb.

Let us look &t some examples to better understand

thie problem:

"John drinks milk"

LF

‘WC 4&=] PIOHENY <capu3 FINCGEST® wwaw-e *RILE®
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Irn order to generate ar English realizatiocn fron ths

conceptual ization, the fact that "MILEY 18 a4 FLUIL :=w cf

interest, ®ince English makes verb distinctions on the

basis of physical properties of INCESTed abhjects. That

te, an INGEST event may be rfealized with ‘eat’, ‘drink’,

‘inhale’, or one of several othor verbs based on the

nature cof the conceptual OBJECT. However, in

“The bear cats fi:ah”

[i

tC d= 20 *REARY smwmmyp P*INGEET® wee. *FPISHY

lf 48 not important that BEARS are ANIMALS and not HUMANE.

However, to generate 8 German realization af (C4=-21 the

distinction 18 important, since Germar makes a

differentiation which English doos not. (German uses the

verb "fressen' to describe eating when done hy an animal,

but the verb ‘essen’ when a human agont is ynvolved.

Although the fact that "MILK® jr & FLUID if relevant

in C4=-1), 1t 1s irrelevant In

"John put & cup of BIlk in the refrigerator.”

o 5 > *REFRIGH

IC4- 3} FIOHN* «ssa "PTRAMEYw_.._ *CUPp* —{
CONT {

*MILK®
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Thus the relevance for generation of a conceptual

pattern or relation iz dependent:

A} on the language chosen (examples (C3-!) and iC4-2%11,

and

Bi on the conceptual context in which it occurs

examples (C4-1t and (C4-1311)

In general, every verb (actually, every verb sense)

has associated with it a set of Defining Characteristics,

cr DCa. These are predicates which must be satisfied by

& conceptual representation in ocrder for 1t to be realizable

using that verb. To make the notion of DCs clear, we

Present sole eXamples, each consisting of

lt an English verb

it an English sentence which should put across the
gente of the verb we gre interested in

I' a4 “skeletal” conceptual dependency representation
for that sense

31 the associated DCs

ARE DRINF as in “Umpires should drink carrot juice.”

o

| CoE Ey * INGEST A ac. a, si OB IECT »

DCa: 1} structure >f the representation is
an EVENT

i 5! «ACT» = *INGEST®

114) «<OBJECT> has the property FLUID

English provides snother sense of “drink™, as in

"U.8. Grant drank even more than most Presidents™.
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This sense has the same DCs as listed above, but Fegaires

that the OBJECT be the conceptual unit *ALCOHOL® [which

of course, i® the substance with the English name “"alcohol™}.

Since *ALCOHOL® has the property FLUID, the DCs of this

sense of “drink®™ are a special case of the DCs of the more

general sense. For the generator thiz means thar any meaning

expressable by the more specific sense could also he

expressed using the =ore general one, although possible at

the cost of making additional information iin this CAST,

the ingested substance) explicit tn the gencrated sertence.

"Wit EXPECT ae in “Lear oxpucted his daughters to grant
his evory wish™.

TT: Ti

b ¥ VAL PAFT

«cCONCEPTUALIZATION> <.:!3 *MLOCY wececama= ¥LTM® wowooo._ x

C=; 1} structuye 18% & STATE

iit <ATTRIBUTE> ts *MLOC*

sit} < VALUE> 12 *LTM=

ivi the times satisfy TI « T2

It is the last DC which makes “expect” mean “to belieove

something about the future.” Some dislectx use ‘expect’

interchangeably with 'believe'. We can have BABEL speak this

dialect Ly eliminating the fourth PC, which will permit

sentences like.

"1 wvxpect he is at the race track."
"1 voxpect the butler did it."
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iV3il WAKT as tn “Lady Macheth wanted to become the Queen
cf Scotland”

|

+ VAL PART

= # ZI» ERNILOCE._. *LTHMTY __._. X DC a: 1) structure ts a

STATE

11) <ATTRIBUTE» =

| «MLOC®

_— 111i} <VALUE» = *]1Tuw=
; ivwl «CONCEPT» ts a

«IC =mtructure

 «CONCEPTUALIZATION> vi <RESULT» of

FY <CORCEPT> 18 a
i STATECHANGE on

sn 1 the *BENEFIT®
FATE TEEER Tale Ey a

X | w-=ew=-%BENEFITe POSit ive LlRcCcrement
Nee Ras Vil the two positions

‘ : filled by X in the
skeleton match

INC T} iz the 'benefites’

(2: 25> B} vit]! the times satisfy
Tl«< TT

SOme Very interesting things happen when conditions i1=vt

are satisfied but T2 comes before Tl. Remember that the . :C

'can-cause} relation says nothing about the actual ceeurrence

af its antecedent. In the sttyation we are hypothesizing

(Tid« Ti) it becomes important whether X belicves that the

<cCONCEPTUALIZATION> has not occurred, or believes thar it

may have occurred. 1f X knows 1t did not occur, then the

verb “wish™ 1s appropriate -- “Alex wishes he had read the

book™, On the other hand, 1f X is "in the dark® as to the

actual cccurrence of «CONCEPTUALIZATION:, then the verb

‘hope’ may be chosen -=- “Alex hopes his sister read the

the bhook™.
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Wad? ADVISE aw in "Polonius advised Loartes to be truthful,”

Ti PART

+ R ECP e-—— ¥

X arms*MTRANS*e=aa g -- PART
! CPt
]

| DCs; 1} structure is arn EVENT
TZ 11) <ACT> = *MTRANS®

¥ 111) structure of

Yeuwm»«< ALT » “MOBJFECT» 13 <= 4
fel relation between

| ] | EVENT and STATECHANGE
Hi ivl this STATECHANGE 1=
i an the *RENEFIT
RS scale with 5 positive
FEA inCrokent

y ceee= “BENEFIT® v}! the two positions
Le filled by X in zhe

' . skeleton match
| Yi}! the Three posivions

| | filled by ¥ itn the
one sy skeleton march
—— Viit the times satisfy

TL «T2

IT predicate (vii) is not satisfied, the yse of the verk

"advise is prohibited. If TZ «Tl the realization must

ecole 3ctething like "...should have..." or ".s.would have

benefitted from ...*

Suppose, now, that all the predicates except (vil

were satisiied, In particular, suppose the "¥Y* in *he

STATECHANGE part of the relation were changed toc an XN. Re

would have a skeleton expressing =X Communicated to ¥ that

XE would benefit if ¥ (did nomethingh® This might got

rueglized as "X requested , . ." or “¥ asked ¥ ras, LW"

102



We have shown how local changes in conceptual

Structures =ay result in vastly different surface

realizations. Defining Characteristics are Properties which

BUSt be met if a word is to be utilized in fealizing a

conceprualization. Thus we cannot eXFect To choose words

by defining a ‘matching metric’ and choosing a word whose

OCs are the ‘best mat-h' to the tdea being TXpPressed.

The DCs we have found useful (n choosing words fall

nEturally tonto two classes. Clase 1 Dredicetes perform pattern

Satching within the stimulus concCeptuslization. These

include tests for the Ldentity of two canceptual fields,

€-Fve & predicate ACTOR = RECIPIENT which would be needed

to distinguish “take” from "give", Other Predicates in

this class test far the Fresence of particular conceptual

clements tn the BeEning representation == C.F. 18 the

ACT of = Concoptualization "ATRANS®TT -- or test i1ts

Structure -= e.g... is it of the form EVERT-CAUSE-EVENRT?

intraconceptual Paétiern matching is itself a

sufficiently powerful tool to make & crude choice of words

Le express a conceptualization. But many of the most

interesting distinctions between words are encaded not in

Lhe structure bul in the content of their conceptual

representations, Claxs I] predicates test rroperties which

fe conceptual in nature. hey ali involve interaction

with the memory model.
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The simplest example of such predicates |s the use of

what is generaliy considered Categorical 1nformarion. it

was shown carlicr that the fact that *MILE* iw a FLUID 1m

lEportant to the generator in Certain instances, *MILE®,

when 1t appears in a conceptyalizration, 1% no an English

word, but a pointer to a node In memory. And FLUID 15 not
* Property shared by the English word "milk" and the German

"Milch™, etc., but a Property of the CAnCapt tMIIEe, Thus

this inforzation is not stored as linguistic information

in 8 lexicon, but i®% stored in the mo=mory and accessed

through the node *MILEKS, There 4Te two reasons fer much

4 design, From a generative Viewpoint, it Ttdrns our rhat

in choosing a verk far 3 Beaning structure BABEL may need ro

CTI the information in this way, In distinguishing

belween “eat™ and “drink™,. far instance, the distinction :=

méde on the basis of whether the OBJECT of ®INGEST* is

a FLUID. This OBJECT of course Ls 4 Cohiceptual, not a

Linguistic, unig, Even more lEportantliy, this sort of

knowledge is alse needed in the system for entirely non-

I1nguistic purposes =- *.F., 3f a4 substance is dropped on

the floor, is a broom or Top the appropriate rtaol ro get?

Hy making Properties like FLUID tonceptual information,

iocated in the Toenory model, the tnformarion is sharahle

by language analysis and soncratlon, 45 well as non-

linguistic processes, Categorical information is therefore
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ROT a form of LINGUISTIC KNOWLEDGE in a conceptual

system,

in addition to categorical information of this sort.

the memory is the sole repository of relations} information,

Such as BEFORE-AFTER time relationships. When &

conceptualization is passed to BABEL, such relational

information ts not included unless it ig specifically

desired that it be expressed, However, linguistic choices

may be dependent on this (information. We saw in examples

(IV2}= (V4), for instance, haw time relationships were relevant

tc choosing verbs like “advise™, “want”, and "regues:®™,

Still other linguistic choices are zade on the basis

of non-linguistic cantext. Making such choices involves

another form of interaction between BABEL and the De[oOTY

model. Consider.

=: a R posse?> SNARYS

(C4=41 *JOHN® <mmuud> PATRAS Stumm V ROOK www) *JOHNNY

+ #

T1 tRONe

This can, of course, be reslized as

i S4=-41 “John gave Mary the book."

But tf tt is known that there iz some time T previous to the

Life of this event (specified here only as ‘past’ but
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Potentially more explicitiy gtven, e.g9., “at two o'clacsy

last Saturday”™) such that Mary was in possession of the

Pocock at time T, then {(Cd-1} may be reslized as:

iS34=-4"} “John returned the book to Mary™.

The decision {is made on the baziz cf the context

existing 1n the memory at the time the generation takes place,

In this case, the generator passes toc memory the request

FIND:

3 TO, TO « T1, such that:

TO

IC4-51% ‘ VAL
*BOOK®* <:::> #POSETe==sa==- EMARY®

(where Tl, “BOOK®, and *"MARY® are the salv pointers
a8 in the stimulus (CE4=41)

L.&., was there 4 Tile previous to Tl at which the Book was

in Katy's possession? If memory finds such a time, (S4-4°)

3

may be generated; otherwise, (54-41 will result '

In this exazple a plece of information about the world

tn which the generator is operating has been used to make a

linguistic decision. English provides many such pairs like

"give=-teturn' which are distinguished on the basis of such

knowledge, Examples like "go = return' and many verhs with

‘re’ prefixes such as ‘resubmit’, and ‘restate’ come

immediately to mind.
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These examples ali use tnformation which could

fvazonably be presumed to be findable in memory rather than

Tequiring deduction. But situations exist in which

linguistic constderations TequiTe access to deductive

capabilities of memory as well as its information retrieval

capacity. Consider the conceptualization:

fCa=81 Ti PART

v MN KR prm—3 3 CF * mmm-- FMARY®
"JOHN® ca==> *MTRANS**-u- PB Some PART

] mt CP? em mw== LIGHES
T2

i +
*JOHN® <smmd snp

/ A
g &°1

fmm mmmmaanny[10]
Rary's husband] ~-ec-cace*lEALTH®

Rh Tp
¥

;
E

TT)

EEE a se ss —
¥ L # ¥ ¥
Tl Ta T3 Tl "NOW"

This can be realized as

[54-4 “John told Mary that he was going to kill her

husbhand™.

A reasonable paraphrase might be

(S4-6"*) "John treatened to kil} Mary's husband".

But one can imagine circumstances in which (52-6"}

would be a very poor realization and 4 much better one would
be
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{Ed=0x"") "John premised to kill Mary's husband™.

In order to choose between "tell, "threaten, and

‘Promise’ BABEL must interrogate its worid model. The

distinction 18 made on the basis of whether the MORJECT

Gf the *MTRANS®* could cause the RECIPIENT cf the *MTRANS®

to become much more unhappy lor much happier}, A

concepiualization:

Ta

"

iCd=-T1) CIOHN® vt nanx TOOT

fx

LEE{=1101"

Mary's husband] ---wwaee-. *HEALTH®
Wn a

-

T3

:

fel

23
PR

TMARY® —cmmmm= JOY

RE PI EIT
)

- T}
IX: Xg=3)

te formed, and if it can be proved then ‘threaten’ Ls chosen.

On the other hand, if this conceptualization with [NCrement

iX: Xpl3)! on the resulting state~change can be proved, then

3

‘promise’ may be selected

It is not being clatmed that (S4-6""} should he

considered a paraphrase of (S4-6). Bur the BABEL model of

Feneration makes & Cl&i®m that this is only because
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SENTENCE PARAPHRASE HAS GENERALLY BEEN CONSIDERED ONLY IN

A MULL CONTEXT. Of course a truly ‘null’ context would

not even permit (S4-6') as a paraphrase of (54-6). So

what Ls Zeant here by null context sight better De

described as a peutral (for a given group! context. (There

may exist groups in current U.S. socClety whose null context

would paraphrase "tell . . . would kill husband™ with

“promise” as often as with “thresten”.]

The smemory-inference model (n the present proqgran

t8 not capable of proving relations of this complexity ==

b.wt., whether An arbitrary conceptusliization describes

something which could please or hart a particular tndividual.

Such theorex proving is tn fact bevond the current

capacities of all language processing systems. Our program

resorts to human intervention to answer such Questions: 8

conceptual structure like that above 1s typed out at the

censole when the program needs the information and a& human

informant responds TRUE or FALSE.

It 1s important toc realize that such a capability is

not specific to the task of language gensration. IT is

in fact needed to disambiguate the Sentences:

"The Mets are threatening to fine Willie Mays®

“The Mets are threatening to win the pennant™

A psychiatric interviewing program would very likely need

the ability to analyse what wag said To it and determine

tf 1t was ‘threatening', '"hostiie', etc.
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The desire to perform such 4n action has nothing To do with

the program's expressing in English the fact that what was

£41d wis a threat. Noy does tt have to do with perforsing

language analysis, at least in so far as this i= defined

24s transforming language SIrings into conceptual structures.

Since the need for such a capacity can be justified on

grounds independent of generation, no unressonanie ASNUBpT LION

I8 being made in making (rt available to the Jenerator. 1x

demonstrates che interesting lnteraction between linguistic

snowledge -- that English provides a verb “threaten™ to

describe an information transfer meeting certain conditions

== and non~linguistic capability «- the ability vo decide

whether a given plece of information has particular

laplications 1n a particular context.

This use of the powerful deductive capabilities of

&# memory model during generation cannot be left undefended.

It 1s certainly not the anly way of accomplishing the sane

ends, and has several ramifications which stand tn apposition

LS previous assumplicons about generation. Foremost of

these Srv:

Generation not only fails to be a stepwise inverse of
analysis, but 1s not even a functional inverse -- that
is, it 1s nol unmiversally true that ANALYIE{GENERATE
(Cy = CC.

——ee ——————
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Kow tf we consider the context within which language

Frocdesdes occur a% well a4 the words and information being

transmitted, analysis and generation do look more like

theoretical inverses. Even here, though, there &Te sone

di1fferences, due to the fact that the context for analyvmie

includes partial, but not complete, information about the

context tn which an utterance wis generated. The fact that

the processes &4re not Stepwise inverses is of grester

leportance for & performance model, since it means that a

sciution to one probler will not be & sclution to the octher,

F etepwise inverse of BABEL would end Up SCCesnsing

inforration about the word “trade” in order to analyze “buy".

A stepwise Inverse of most analyzers would end up making

considera long about possession in generating “give & party”.

Both situations are undesirable. Finally, from a practical

Point of view, & computer mode) which forced a human user Lo

understand sentences generated from a fairly lim:ted syntax

ould be making no unresdsonable demands. A model which

forced a human to produce only such kentences would be.

A conceptual analyzer must encode both the event belng

related by « verb like ‘return’ and ‘promise’ and the

COnnCGtEat ions inherent in their use. If tt did not, it

would be Impossible to correctly understand statements | ike

"Berths thtestened to give Norman a kisg®™
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BABEL may choose these came words to express a

conceptualtzation which encodes only the event being

described, however. Thus the TIT of & generated

Eentence may contain more tnformation than the conceptual

Bourcae Irom which the Sate sentence is to be generated,

© It therefore makes no sense to speak of THE concertos]
representation of & word-sense.

ee eeteeee

It was slways realized that a given sentence may have

multiple interpretations dye to Syntactic and semantic

ambiguity which sust be resclived by the use of ‘context’.

It was also realized that the mapping from meaning

Fepresentation to language represcntation wag ons to many;

there are many ways to say the same thing in a given language.

in this model, the set of ways of expressing something is

DEPENDENT ON THE CONTEXT in which the generation 1s taking

place.

The notion of sentence realization takes Chk & new
character, being secon as a linguistic problem which
depends On a conceptual context.
EE————

it is not the intent of BABEL to provide a ‘competence’

model <%> of the ideal human speaker's capacity for Daraphrase,

People have different standards for what they consider

il2



paraphrase; furthermore, 8 given individual will accept

different paraphrase sets for a given utterance in different

COnNtextE, BABEL 1l# concerned with the problem of finding

linguistic encodings of conceptual information In conceptual

contexts. This is Cceortainly related to paraphrase, but is

Rot meant to be a formalization of what linguists and

speakers mean by paraphrase.

The isportance of a conceptual context cannot be

overemphasized. It is necessary to draw conceptual diagrams

ag 1¥ they wore isclated entities. Such a presentation Ls

sufficient for most explanatory purposes. Bur the

commitment Lo 8&4 conceptual representation includes a

commitment To an Aa$sSOClative mDemoTyY StoTing these

conceptual izations and an inference mechanianm Sperating on

them, In such a syste nO conceptualtzation 1s truly

izcliated,

it might be assumed thar

"Jehn returned the hook toc Mary”

should be generated from the Ttonceptusl structure:

fCa~-8) oY
; ao Rk > “MARY

*JOHN® ceme “ATRANS enn * BOOK un =o

| ben©. #JOHN
Val

*BOORY<ZZ >%POSEY +aaa-*MARY"*

3

ry +r

TZ T1 EHOW
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which is something like what we would expect an analyzer

to produce from the sentence. This seems Bore natural

than generating the sentence from & representation which

encodes only the ATRANS event, particularly in view of the

AFSOCIALIVe memaTy ABEUmMpLloOn, Since at generatian time the

links between occurrences of *MARY* and *BOGE* in the

*ATRAKS™® conceptualization and their occurrences in the

*POSE® conceptualization already exist. It would only be

necestary for the "WHAT-TO-SAY' device -- the process which

builds or selects & conceptualization to be expressed =-

to choose to attach these links to the conceptual structure

being bull: in order to produce structure (C4-8) far

eXpression,

This course has been rejected because of a basic

Assulption that the WHAT-TO-SAY decizion should be made on

non=linguistic grounds. Given that sSOMe HmOLIVATion oXiELS

for expressing the *ATRANS®* conceptualization, the WHAT-TO=

SAY process will fan out across associative links deciding

whether asaociated conceptualizations should be cXprested

4s weil. For instance it might be necessary to give further

information about *BOOK®, such as the fact that it is about

mathematics, to avoid referential azbigquity. But of the

potentially enormous set of associated conceptualizations,

what &re the appropriate grounds for choosing the YPOSS®

relationship?
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The grounds are almost certainly LIKGUISTIC English

Provides a compact way of expressing this relationship, =

namely, the word ‘return’. English does not provide a

Concise way of saying that an obiesct was ‘purchased at a

drugstore’; thus we do not expect such information to be

mentioned generally. The exchange:

2: "Has Fred read the book yetr?™

A: “Na, he lost the book, which he bought at che drugstore.”

wouid be unusual, even though the information sbout the

Look’s source may be new to the questioner. On the other

hand, the exchange:

2+ "Does John still have Fred's math book?™
Ah: "No, he returned the book to Fred.™®

iS perfectly acceptable, even though the use of ‘returned’

instead of ‘gave' clearly providez no new information to the

questioner. In fact, it =zeems much more natural to use “ha

redundant “return' in this case.

Since BABE. has az one of its underlying assumptions

@ Testriction against l[anQuage dependence in The WHAT=TO=-SAY

zechanismz, the course of ‘discovering’ linguistically relevant

information during the course of generation has been adopted.

in going from Seaning representation to scniance, &

Frest deal of compacting is taking place. A tingie word,

Like the verb “poison”, may encode & large conceptual

Btructure (“to do something which causes someone to ingest

3 poisonous substance™}. BABEL must recognize such conceptual
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patterns which have special word encodings. The process of

word selection is basically one of putting back together

Pieces of conceptual structure which the target language

provides words to express. There are, in general, many ways

to accomplish this compacting. In developing BAREL, we have

taken it as an axiom that a good generator will maximize the

andunt of structure encoded 1n the words (tt choosen, thus

producing the most concise realization possible for a

conceptualization,

4.4 Syntax Representation

Rithocugh language understanding may not require the

detailed syntax analysis predicated ty ost existing

linguistic models, generation of natural language sentences

certainly does regulire a detailed knowledge of syntax. Since

the ftudy of syntactic rules 18% not the focus of this work,

and since & great deal of work has already been done in this

area, it was decided to design BABEL so that it could employ

an existing formulation of English syntax.

ihe two best models now avatlable for dealing with the

syntax of natural language are trancforsational granmnar,

4s developed by Chomsky ot al., and the AFS5THs of Woods, et

al. TCither approach could have been adopted.

Transformational deep Structures were rejected because the

tree format which they assume does not naturally arise tn

116



conceptual generation. The tree representation is a direct

result of the production {or description) of sentences hy

& Context free phrase structure base FTAMBWEAT. Since such a

Gramzay has no place in a conceptually based EVEL eR, thers

ls no natural source for tree Structures.

Stmmons' work, described in Chapter 2.4. has shown

that AFSTNs can be used to generate natural language from

networks which include the words to be used in the sentence

and sufficient structural information to deal with natural

language syntax, Such networks turn out to be 4 much |Ore

natural intermediate step for BABEL than do phrase markers.

#¢ can takes the conceptual structurss to be Toalized,

convert them to networks, and then linearize the network :

with an AFSTHN.

What BABEL dces if3 to rie together the wards it chooses

and put the® tnto a SYNTAX NETWORK. Like semantic nets,

these Syntax nets can be represented ag & set of ‘structure’

nodes (named Gl, G2, GI, . . .) With each node will be

a3s0oCisted a set of relation-value pairs. The relations

are elements of a small set of syntactic relationships

handled by the grammar; the value of a relation may be

anather structure node, a lexical entry pointer, or one of

a sat of terminal! grammar elements. Asx an example consider

the sentence

"John adviscd Mary to reed the book™
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which would be generated Ifrom the syntax net ware:

IiNG=-11

Gl: LEX ADVISE Gd: LEX READ
ACTER] a ACTEBRD (a
3 G CEJ rh
ikF. G4 TENSE FAST
TEMZE PAST MOOD IBDICAT IVE
MOOD INDICATIVE VOICE ACTIVE
VOICE ACTIVE

GJ LEX JOHN Gh LEX BOF
DET THE

al LEX MARY

This network consists of fipe nodes IGl=G5) The syntax

relations 1ncluded 4rce: TOE, ACTSERS, apts, IMF, TEHSE ,

Maod, VOICE, DET, Five lexical "Rtry pointers, ADVISE,

JOHN, MARY, READ, BODE, and THE are Ptesent, and the only

tercinal wlements used are PAST. INDICATIVE, and ACTIVE.

THE LE¥T7ar ENTRIES "ADVISE and READ DO NOT

CORFESPOND TO WORD SENSES aw they do In Simmons’ network e,
The sentences

"The Lone Ranger mounted Stlver and rode off=
"The lepidoptarist mounted nis Danaus Ben ppt

“ill have Lhe same loxical entry pointer MOUNT aa the value

2f a LEX telationship In their Syntax networks. The notion

of word sense sti1]l CX18tE, 4% will Le seen shortliyy ita

TEiftence, however, 1t nat 4 the lexical level, Gn ly

"yntactic information is contained in BABEL's lexicon,
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Such information as irregular past and perfect forms for

verbs and plurals for nouns wiil be stored in a lexical

entry; the fact that "mount™ has 2t least two distinct

=eanings will not be found tn the lexicon.

A second major theoretical difference between these

2YntEax networks and Simmons’ semantic networks is the

set of relationships allowed. THE SYNTAX RELATIONS QF

BABEL's NETWORKS HAVE NO CONCEPTUAL SIGNIFICANCE

whatsoever. JOHN, MARY, and BOAT will have different syntax

relationships to BUY and SELL in the sentences

“John sold the boat to Mary"
“Mary bought the boat from John®

although a semantic nelwork might assign the sate roles in

both sentences < IS»

in BABEL"s syntax nets the relationships between

embedded sentences and combedding sentences are chosen on

syntactic grounds. Thus

“John told Mary BEill drank the heer™

will have a8 its syntax net:

Gl: LEX TELL Gd: LEX DRINK

+ . ACTER] G5

: . OBJ Gb

SMT FE = .
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since SWNT (2 a4 relation which causes (tas value struct are

in thls case (4! 10 be realized as an entire schtroebhce,

However,

“John advised Mary to read the book”

had a network (Mid-], above! which (contained the structure

+% Tor

"Mary read the boou®™

emhedded as an [NF relation. This will resulr in the

verd string of ud being transformed into an infinitive

"ro read”) and having 1ts ACTSEBS ("MARY") ‘delored”.

However *he S¥Yntax Roetwork for

“Jahn wanted Mary to read the pbook®

sR

Gli LEX WANT (i § 1 LEX READ
ACT Hn] HE, ACTER] 4

INF 2 iz 3 OBJ 05
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INF.) 14 a syntax relation which, like INF, performs an

ifiinitive transformation aon & verb string. The generation

irammar also skips the ACTSHS of a structure erhedded in an

PREFS relation Ff tt matches the ACTSBES of the structure

"vo which 1t 18 related by INF2. The two fall to match

LF the above example but would match tn the networks for

"John wanted to read the book™

“John expected to get a raise”

The syntax Fevlations have two basic sffects an the

Fenerat ive process. They determine transformations, like

The inlinitive and optional delet)on transformations just

mentioned, and they determine the left-right order of

fediization of noun and verb phrases and ecbedded sentences

if Rhee Jencrated lanquage siring, It 15 necessary to have

tT ostructure for "Mary" related 85 an OBJ to a "GIVES

ST Tut ure TO generate

“John gave Mary the book”

Hat Phe structure “to Mary" related as an QBS to a "GIVE!

ttructure Lo generate

“John gave the book to Mary™
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In 3&8 semantic network we would expect ta find BARRY in the

fame case, say GOAL, in both coxamples., Having 4:1 fferent

relationships In the syntax networks enables *he jenerat lion

Fram=ar to handle the different word orders simply.

tonceptually, of Course, both exabples have the same

representation, with Mary being the RECIPIENT. Similarities

and 1dentities in Deanlng Sust be expressed in the conceptual

IepPreSentaliiong the syntax networks are gy a an

intermediate representation in the generative RroTeass and

need NOt ceed this reguirement

4. ] Syntax Net Production

RABEL's syntax nets, then, are related *o Fillpore's

v&Lly proposals on case jrammar, The basic net consists of

a vert and a set of relaticon-value Pa1rs which relate noun

phrases and eabedded sentences to the wverh, Tha Jraczar has

the ob of choosing "subject=', ‘direct objects’, etc., of

performing "deletions and providing for ‘agreement, and

Carrying out other syntactic functions,

The %ey to producing a4 syntax net 1s realizing that

“Ghee & verb has been chosen, an entire syntactic framework

Lhecomes known, For example, 1f "convince == 85 in “The

Tonspirators convinced Brutus that Caesar wan dangerogs™ ==

1% the verb chosen, wo would know that the sentence being

Fence ited Ags have
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11? 3 Noun Phrase which witli become the "subject’
lin most Cages!)

hE 4 Noun Phrase which willl become the ‘direct

object”

Ei an eEbedded sentence

Br in fact even more (8 KNDown. *Convince' would

anly be chosen because a conceptual repressantation which

v3*1 5fFied 1te Mn was being realired. This would be a

wtrTuctare L[ike:

PART

x comm wow TMTEAMSE . =a -a- rd ma. PAET\ _ *CPY am=m- OX
FART

be | [2 » BE THY, oa w= bi

e "CThY vce ¥

Fnce Jf 18 Known that ‘saonvince’ can be used =o realize th:s

gtfuct ure, 1t 18 known essediately that

¥ myst oe made (nto the "subject’ noun phrase

(the convincer]

Y will Decome the "obtect' (the convinces!

7? will npecome the embedded sentence

In other words, ance a verb has been chosen, the foram

of the syntax net to be created is known, and farthermore

mappings bDelween pieces of the syntax net and pleces of the

cance ptyal representation are known as well, Thus the

cteat lun of the remainder of The net 1s a very strongly

fuk ded pFocesSs, not 4 large scarch.
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Thy process underlying BABEL, then, can be

dunmarized as follows:

Fhoose ant appropriate verb (sense)

Uses the {nformation associated with the verh ro

Create & syntax network

Use the AFSTHN to produce & surface string

For example, starting with the conceptual structure:

TL

. VAL PART
# - » AMLOC® s-=== SLTM® seccee-- *RILL®
*

!

i : Cr

| *EILLY +wvma: *INOEST?® + ca- tREERY4

| HL

J

"HILL: | arene RENEFIT

Bw so
*®

INC T

{+ 3]

BABEL might choose the verb sense WANT! and produce the

EYRLEX NOeTwo¥ik:

Ml: LEX WANT = LEX DREIME

ACTSBI nl ACTER] %2

INF Hi DBRS Mad
MOOD IRDIC MOOD EXDIC

VOICE ACT VOICE ACT

FORM cima FORM 5M
TENSE PAST

M2: LEX Bill LEB LEX BEER

DET SOME
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trun which its AFSTN could generate the string:

"bill wanted to drink some beer,”

We nave fieen the scrts of considerations which mast

te acc cunted for in the different phases of the Process,

cwevweral sorts of knowledge, some of 11 about language ,

ard sure of jt pufely non-linguilstic, ate heeded, Let us

Bave on toe the guestion of how this knowledge can pe

Preptesented and organized toc effect computer generation fron

re eptugl structures,

bas



CHAPTER ©

THE STRUCTURE OF BABEL --

THE ORGANIZATION OF LINGUISTIC ¥ENOWLEDGE

in any large computer program, whether it be a

cognitive model, a compiler, or a pavrall processcr, it fs

itEportant to maintain a design which distinguishes data from

Process. In many cases this is done for practical advantage

“= the salaries used by a pavroll program must he freguently

changed while the process which operates on thes remains

relatively fixed, In other cases, proper design results

in 8 progran which is applicable to an entire class of

problems rather than a specific instance of that class «-

thus the transition frok ad hoc compilers for individual

languages to compilers embodying analyzers for particular

iargusge classex and on te compiler-compilers.

Both of these considerations have affected the design

cf BABEL. Certainly & component like vocabulary must be

permitted to grow independently from the PEGQTam which

DFerates with (tt. Furthermore, it i8 desirable to have a

process which provides a Lasis for the production of surface

ELEINGE in many natural languages. Thus we have a class of

tasks acroms which some paramaters -- ndcsely, conceptual

fepresentation and memory Organization -- remain constant,

but another, linguistic knowledge, changes drastically,

1 24



For this reason, an effort has been made to Treat linguist...

knowledge as data wherever possible.

From another viewpoint, MT, D-A, interviewing, and

conversation alse form a ‘class’ of generation tasks, The

vartable factor acroz: these, however, Suvoelis 10 be what was

vartllier referred tc 45 the WHAT-TO-SAY problem. There Ls

ng reason to view this as a fundamentally linguistic task

and the current verston of BABEL itncludes no component

which will make the program's behaviour task-dependent across

this class of tasks, The program 5 designed to be usable

4s part of a more sophisticated systex which makes this WHAT-

TO=2AY decision 1n a task dependent fashion,

in a cognitive podel thore (8 a third advantage to the

separation of dava and process which perhaps ocutwelghs the

sther two, The separation makes theoretical claizs about

what winds of ¥nowledge Bust eXist to perform a task and

how thia knowledge 18 organized in the human mind,

Furthermore, 1t becomes clear what conceivable sorts of

tnowledge cannot extst within the framework provided.

For example, BABEL makes no provision for storing the

carrespondence between the English "give and the German

‘dJebent; nor the fact that ‘give’ 18 related to "have! 1n

any wayi. And when the processes which operate on these

ntructures are understood, Lt becomes apparent what sorts

cf interaction between the varicus forms of knowledge are
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Possible and what sorts are NOT Possible within the =odel.

An explicit understanding of what sorts of knowiedge are

provided and the achievable interactions has proved to be

4 considerable a1d in the development of this program,

BABEL can be seen as a collection of linguistic

knowledge files accessible by a central generation routine,

which 1s itself activated by and conversant with a combined

ZeRory-model and deduction devices. Figure 5-1 sketches

this organization.

A simple exakple will demonstrate how each component

of the system enters into the generation process. Syppose

BABEL is given the conceptyalizatian

Ti

"KENNEDY? | cnccccceens "HEALTH
i Thalatadbke det

FAY

LDa ie hh EE
$

Ta

EEE EEE EE.

+ + ¥

Ti T2 "ROW"

to realize. The DISCRIMINATION NETS are used to retrieve

& CONCEXICON entry, which might be BETAUSEL in this came.

This entry puts the word “because” into tha syntax net and

guides BABEL into working Separately on the «ANTECEDENT:
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0

FIGURE 5-1
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and <RESULT> conceptualizations. The DISCRIMINATION NETS

retrieve CONCEXNICON entries DIE]Ll and BECOME] for the

respective conceptualizations, which results in the verbs

“die” and “become” being added to the syntax net and in

LANGUAGE SPECIFIC TUNCTIONS being applied to determine

tense and other informaticn. In processing the CONCEXICON

entry for BECOMELl, the SCALES are consulted and the word

“depressed” found from the elements in the «RESULT»

cohceprtuasl ization, Both the discrimination nets and the

language specific functions may require action by the

REMORY MODEL. A complete syntax net is passed to the

CRAMMAR CONTROL ALGORITHM, which forms the surface $entence,

icoking in the LEXICON for the past tense form of "hecome™

th the process, Finally, the sentence *Mary became

depressed because Kennedy died™ 13 produced.
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« 1 DISCRIMINATION NETWORES

it was exphasized Previously that one major linguisy yc

task 1n generating from a conceptual base (8 thar of

Selecting individual words te use in eNproesaing the content

© & given conceptualization., A word 18 chooser becadse the

“onceptualization satisfies The set of Defining

Characteristics (DCs) for zone sense of that word. A

conceptual generator must therefore know the DCs for the

wards 1t deals with, The sizplest way (OO organize such

“nowledge ts to simply have 8 direct dBHOCIAL ION, as on a

LISP property list, between a word and its DCs.

If nao further organization 1s placed on this knowledge,

However, the progracs would be forced to choose words by an

vHhLUECer4tive process -- [.e,, look at wach Bid and choose

the Tirst one whose DCs are tatisfied. This approach must

of Courge be inzediately rejected on efficiency grounds

dlone, wince 1% results ith an expected fotrieval rime which

‘Ignoring word use freguencies) increases ltnearly with
vocabulary size.

A linear search has several Characteristics, in

addition ta inefficiency, which make it psychologically
undesirabfe:

Li There 18 a vast discrepency between retrieval times for

Various words, It would be desirable to have & scheme

which mado a word's retrieval time dependent on the
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"inherent complexity’ of its DCs. This predicts

differences In retrieval times for wards, perhaps

constderatle in some cases, but nono dpprocaching the

}

linear search discrepencies .

hkl The enumerative process makez no use of the (nformation

from *failures', When a predicate in the OC set of

Some word fails, it should be realized that all other

Words which have that predicate in thelr DE set will

£31] a8 well. And when a predicate succeeds, ft should

NOL Le necessary to re-evaluate 1t later. Furthersore,

fuccessful]l predicates should help guide the search by

Jitect ing it toward other words which have the sane

predicates in their DC set,

At least one methed of information organization does

T&Ve the characteristics we demire. It is called the

‘discrimination network’.

Jiscrimination hetworks, or discrimination trees, have

been widely used 1n models of verbal learning tasks <7,1%>,

Ditcrimination nets are generally implemented as Binary

trees, Each non-terzinal node of the tree 19% associated

with & predicate which must evaluate to either TRUE cr FALSE.

Lach terminal node is associated with some ‘reaxponse®

information. in operation, a discrimination ner im applied

to a ‘stimulus’ -- in our case, a conceprtualizatian, The

predicates in the tree take the conceplualizartion as a
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Faramoeter. The algoritha for sppliying the Fiscritinatio:

net can be stated as follows:

i. Set CURRENT=-NODE to the roct node of the ner,

. If CURRENT-NODE 1s a4 terminal. go to step 6.

LI Evaluate the predicate at CURRENT-NODE.

id. 1f the value is TRUE, zet CURRENT-NODE to its Tight
hand® son and go to step 2.

if the valuw 1s FALSE, get CURRENT-NODE to its “lefr
hand' son and go to step 2.

i , Return the tefponse associated with CURREMT-NODE.

The terminology used in connection with these tress

has derived from the sorts of verbal learning rasks for

which they have served as models. An example of this 18 the

Paired-assoliates nonsense syllable task, Figure “=! gives

4 Liter of nonsense syllable stizygivs-response pairs and a

discrimination net capable of finding the correct responge

for any of the stimuli. Notice that in order ta find the

Correct responie, the set of tests performed on the stimulus

need only distinguish tt from any stimulus regdulring &

different response, but not from any possible stimulus,

Frevious use of discrimination nets has usually

modelled the learning as weil as the retrieval of intorzarion.

BABEL contains no provision for Acquiring new knowledge

uring operation; Its discrimination trees aro treated as

data and are not modified by the program The ‘stimulus’

Rfesented to 4 tree ts all or part of & conceptualization.
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[Lor] ird letter = X

| [Arc] LC J

FIGURE §=2
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The responses found atv The terminals are lista of

‘concexicon’ entries. A CONCexiICON enlry corresponds

closely to the notion of word sense, 8inCe each 1% associated

with a particular [lexical entry and since asbiguous words

will have separate concexicon entries for each sense. A

roncerRiloon entry 1s precisely defined by the atrributes

tfdocciated with 11, Details of the concexicon are given

in section S.J.

Feigenbaum <7> l¢dins nets which grow umt:il any two

distinguishable stimuli can be discriminated. Hunt's <1&-

"O3rk On concept learning fegulres nets whick test anly those

features of stimuli which are relevant to the cone hel ng

learned. BABEL has nets of the latter sort: only those

disctinctions needed for the purpose cf generation need Eo

be made. Xhile there are potentially tnfinitely =any

Fatterns and relationships which could be detected, only a

finite, and relatively small, subset of these will be

interesting for the purposes of generation of a FLVen

language. Furthernore, a3 we saw ih section 4.1, even

the relationships which affect word choice in & particular

language are important only in particular contexts.

One of the major advantages of BABEL's yse of those

nels is & CONTEXT DIRECTED FOCUS OF ATTENTION, The

discri®ination trees operate in an environtent where

FCEPOnios are not associated with a finite set of known
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st amuil. Context ditected focus of SLTEnt ion 16 SCHL ove d

“¥ building into the trees the knowledge that certain

features of stimuli are salient In Certain Contextun,

Somewhat the same (dea was used by Simon «37+ 1n nis mode!

of human memory for chess positions. Here discrimination

nets were used to find common configurations in a complete

Chess posit iong the notion of salient Features Keyed the

search for these Configurations.

In describing BABEL's discrimination nets, as well as

ln desctipticns of ather parts of the program, woe shall

"eed to refer to substructures within a Conceptaalizart ion,

fuch 8 reference 1s called a FIELD SPECIFICATION and consist.

Ia list of clement: from the set

{ ACTOR QBJECT WMOBJIECT TO FROM <  » J J
ANT A ‘ » ¢ <:D Can VAL PART TIME MODE }

-fiese afc the internal names used by the systenl 10 refer to

fules 1n conceptual relations as indicated 1n Figure 5-3,

“he value cf 4 FIELD SPECIFICATION (PS! applied to a

runceptuasal ization 1x colpyted as follows,
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I' Set VALUE to the entire canceptualization.

«i In the current VALUE, find the field referred to by
the first element of the FS (CAR #51. Make the new
VALUE the conceptual structure filling this field,

3} Remove the first element from the FS (FS« COR FS)

4} If the F5 is exhausted (NULL FS) return the current
VALUE; otherwise, go to step 2.

if at any point a field sought tn step . 18 not

present, NIL is returned as the VALUE.

The value of the FIELD SPECIFICATION IMOBIECT AXT ACTOR)

applited to

PART

W ® Pes cwwwn ®FRED®

YIOHN® coma) *NTRANSYF una » — FARTCPVmm === JOHNNY

| *JOHN® <mamm> *DHOe
| fF \

fH

*BILLY| -w=wee *HEALTH®
, TTP

1% Lhe PF FIOHN*

(As & shorthand, the elements of the <ANTECEDENT> of

& Causal relation may be reforsnced without gspeclfying ANT

== thus, the F§ [(MOBJECT ACTOR) would also reference *JOHN®

in the above conceptualization. Of course, no ambiguity

Lg introduced by this convention.}! The predicates at the

nodes of BABEL*s discriminatian trees contain FIELD

SPECIFICATIONS which apply to the stimulus conceptualization
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ROLE MAME USE

ACTOR refers to the <ACTOR> in EVENTS,
the <CONCEPT> in STATES and STATE-

CHANGEs, unless this 18 an entire

conceptualization

CON refers Lo The «CONCEPT: in STATES

in which this field 19 an entire

conceptualization (f.e., when the

ATTRIBUTE» is *NLOCH)

OBJECT refers to the <OBJECT in EVENTS

MOBIECT refers To the <MOBIECT> 1n mental
EVENT=s

TO refors to the <RECIPIENT> in the
FeQipient caze, <GOAL> in rhe

ditect ive case

FROM refers to the <DONOR> in the

recipient case, «SQURCE» in the

directive Case

Lo refers to the <ACT> in EVENTS

+ Ia refers ta the <ATTRIBUTE» in STATE:

«iF, «IT refer to the initial and terminal
values of a statechange relation

ANT refers to the <ANTECEDENTY in

causal relations, the first

Conceptualization of conjunctive
relations

A refers to the second

Cconceptualization of a conjunctive
relation

« , “IC, *:iD refers to the <RESULT> of the

corresponding type of causal

rteiscionship

VAL refers to the <VALUE> part of
STATE relations

FIGURE 5-3
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PART refers to a PART modification of

& Structure ==

FART

i.e., *HRARY?®* In *CP?® sr-=-==-="*MAERY"

TIME refers to a TIME modification of

a conceptualization

MODE refers toc a MODE modification of

4 conceptual ization

FIGURE 5-1
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being "filtered® through the tree.

it wae mentioned In section 4.! that two basic types

of predicates are necessary for distinguishing words The

first are basically pattern matching predicates, ad cone

kn nine flavors:

5 tEQU «Field Specifications Token)

EQU tests whether a particular conceptual token fills

& particular fteld. For instance, one of the defintng

characteristics for “breathe™ ts

FEQU (OBJECT) *RIR*)

gi (ID «Pield_Specification> Field Specification»)

ID tests whether two field specifications reforence

the same conceptual structure. For example, one DC

for "give™ is

{EID (ACTOR) {FROM}|

Y. DIF <Fleld_ Specifications «Field Specifications

(DEF X YI = {ID X ¥}

4. (MMQ <Field Specification Token)

NMQ tests whether a particular conceptual token is a

member of 4 field. The MODE modification of a

conceptuslization ts represented as & list which may
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contain elements like *HNEGY (negation particle!

and ¥YCANNOT®* (“cannov™ (@#! particle. pgp exsmrle,

“trevent™ has as one of its DCs

{MMO MDDE! "CANNOT

G5. tMNLK «Fleld Specification: “conceptual link™:

The “conceptual link" 1s one cf the syzbals

fems I» «_ <<: <:D} MENLE tests whether a Field

Contains & conceptualtzaticon with the specified

"ronceptual _tink™ as its “matin link",

to. {MNMLEC Field Specification: “link _code™!

Lach of the main connective links of conceptual

dependency has been assigned a code, as follows:

LINK CODE Mnemonic

- ® FF = 3 Event

« = Q State

< . IC ¥ Eausal

r Db © Doubles

Cause

MM, A And
Fa En mm oa AWE,

Bo

MEHLEC tests whethot the code for the main link af

the contents of a field 18 that specified by

"link code”,
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yr {SKEL “Field Specification> "skelsoton code”)

A "skeleton™ code is defined for every

conceptualization. It {sz identical tc the link code

for those conceptualizations whose 2ain links have

codes E, SS, A, or €C. For causal structures the

shelieton code is xFy., where x is the link code for

the main link of the <ANTECEDENT> and y the code

for the main link of the <RESULT>. SFEL tests

whether the skeleton code for the contents of a

field ts that specified by "skeleton code”,

g, {LESSS «Field Specification» cnumher:)

“Field Specification> will reference a field which |

marks a pointer on one of the scales or an

INCrement on & scale. It will thus have some

numerical value XN. LESSS tests for X«< cnumbers

%. {GRREAT <Field Specification» <number>)

GRREAT 1m analogous to LESSS, testing for

X >» <numbers

The second basic class of predictions congists af those

which interact with the memory. There &re now four of

these predicates:
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i, PROP «Field Specification: - Propertys!

The specsfied field should contain & conceptual

nominal (PPI, such as "JOHRN®* or "MILKY, Property»

zust be one Of 4&4 Set of conceptual properties, like

HUMAN or FLUID. FROP te3t whether the PF has the

property specified. For example, one of the DCs

for “drink” is

iP ROP [ORIECT? FLUID]

These properties are like semantic markers «11 -,

Lut are SRsocCiated 1th CONCopLS rather than words,

Za ITIME REL “Field Spec List:
| BEFORE/AFTER Time spec: Time spec] |

The “FieldSpec list: consists of one or Two Field

Specifications, which must evaluate te tice references,

A «Time spec> 13 wither the atom *T*, which represents

"now' (time of utterance!, or 1% cf the form (+ nj

for n=l or nel, In the latter case the <Tine spec.

fepreseéents the value of the nth wleozment af the

"Fileld Spec_list> . TIME REL calls on memory Lo

sdttempt a proof of the specifivd time relationship.

For example, one of the DCs for “want™ is

ITINE_REL EFCON TIME! (TIME 1 {AFTER t+ Jv 1% 2%

3. (MEM QUERY <FieldSpec lists
«Conceplualization» Restrictions» |
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“FieldSpec _list> 1s a list of [field specifications.

“Conceptual ization> 1s an arbitrary conceptuyalization,

some Of (ts fields may be filled with the pattern

{¥ nt, in which case that field is repiaced by the

contents of the field specified by the nth element

of the <Field_Spec _list>. In addition, fields of the

conceprualizartion may bw filled by the pattern (3 x!

where x (58 any atom. in this Case x will be

considered a variable and Restrictions may further

specify x, such as requiring (PROP x HUMAN} or

{BEFORE x *T*).

MEM QUERY asks memory to verify a conceptualization

C formed by the substitutions from the <Field Spec

ltst> values inte <Conceptualizatian>, by finding or

inferring a conceptualization C' which matches C in

#ll non-variable positions and contains elements in all

2

variable positions which satisfy the <Restrictions> .

The <Restrictions’> Day &4lsc use values computed by

the «FieldSpec _list> . This 1s indicated by tha

{+ n) pattern as used in the TIME REL predicate. The

predicate which tests whether an "ATRANS®* gvent can

be realized using “return™ is

MEM QUERY { (OBJECT) (TQ) (TINE) }
((RCTOR (3 1) <=> (*POSS®™ VAL (§ 21)

TIME (3 2))

{ {BEFORE 2 (+ 33 3

)
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The second line cof this predicate shows a LISP version

of a conceptual dependency structure. This foros

consists of aslternating field naces and field values,

The 'top-lievel]l” field ts the entire conceptualization

and 1t has no nade. Since this form 1s Jd:ifrsculr to

read, particularly for non-trivial conceptualizarions,

our discussions will generally stick to the diagram

formar we have been using of soe ERore "Englishy’

version such as

"was the (OBJECT! possessed by (TO) at some Lime 2

prior to (TIME)

®e mentioned 1n Chapter 4 that it would probably be

desirable to add an additionél parameter, an efforrt

coofficient, to such a predicate. Stmee we don't

yet have a deductive model capable cf performing the

sorts of verifications needed, however, the value

of such a coefficient would have to be chosen

arbitrarily. we have thus chosen nut to I1NCOTpOrate

one at all.

4. (FUKC OF «Field Specification»
+Conceptual ization «Restrictions: J

“Field Specification. fust evaluate to a conceptual

nomihal., “Conceptualirzation. 15 any concepiualization,

which may contain fields filled by "#C*. Such fields

are replaced by the value of «Field Specifications.
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Conceptual memory knows about the functiors of

objects. FUNC OF asks memory whether the concept

specified by «Field Specification» has as one of

its functions that asapecified by <Conceptualizstions.

For example, the specified function might pe:

Co

« HUMAN> <==3:% *IMOESTY stne-a- BC

Fey
5]
ff

LE
fabian ane,

« HUMAN, | =-----*HEALTH®
LDra

Bn
te: X>&)

representing "a human ingesting *C could cause that

hcman’'s health to improve™. If #C were replaced by

the concept *ASPIRIN®', memory would verify that this

wits ane 2f the functions of "ASPFIRIN®*, which might

glrtimately lead to generation of the sentence "John

took an aspirin’.

A simple example shows why this cannot be handled by

onn af the MEM QUERY predicates described above.

Suppose #C referred to "MILEY, Certainly ingesting

*MILY® can-cauyse a positive 1ncrement (in "HEALTH®,

This 1s not, however, noted as & function of *MILEK®
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in the Remsory . By scoparating FUN OF fros

MEM_QUERY, BARREL avoids expressing

to INGEST *e-—on- *MILE*" as "take milk"™, Ine

might consider having a conceptual classification

“"substance-ingusted-to-Cause~bottar-healtn™ fust as

we postulate & classification FLUID, ff such a

classification existed, the PROP predicate could be

sed rather than FUNC OF, at least 18 the wexanpic we.

are discussing. Such a classification should exi-v,

however, only 1f non-linqQuistic justification for

bt can be found; creating such markers to simplify

the job cf generation will lead to a langusde-dependeof

representation in the memory.

Predicates: of types 1 and I! are sufficient toc make

il the distinctions between conceptualiations which BARREL

i% capable of making. Experience In writing ‘grammars’ ta

Jenerate from conceptual representations has shown that a

third type of DC, while lagically redundant, is of

pracrical use,

This third type allows a single “super' DC to specify

an entite set of predicates. An example will clarify the

tdea behind this, The English verdh “to ttreathe™, in 1%tE

most common sefite, IS represented conceptually as

La

XK «oman 5 INGEST*s — cua *A IR
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while “to choke (Aomeones'™ 18 represented an

a

X <===. *ORASP sce ®YFECE=

fA 1
id PART |

id ¥

Y Comma» TINGESTH —————— TRIER

#

The «RESULT: in this representation of “choke” 18 14850 the

representaian of “breathe” modified by &, Rather than

Tepvat the NOs necessary for defining "BREATHEL' 1p the

definition of "CHOFEL', the chara.terist;c

POT HEAD : : . BREATHE

can br gyumed,

Evaluationof the predicate

‘PIT HEAD YField Specification “word-sense’)

uns iEts of testing whether the DCs for .word senses fagnd

an 11s propertly list) are satisfied Dy the conceptualization

found in the specified field 1. e,, whether «woOFd Senses

+5 & POTential "HEAD" of a syntax net for this structure,|

The ides 18 8&8 conceptual analog af the definition of words

by relations betyeen other words in a semant1c menory [ike

that of Quillian <2 9s,

Ae now have sufficient background for investigating in

nnme detatl The discrimination nets used by BABEL. gach

tree 15 designed to enable discrimination to be made between

HE %.



a class of word senses which &re in some sense ‘similar’,

All discrimination tree nodes are indexed as follows:

1" the root node receives index }

a1 the "left-hand-son”® (*false' subtree! of a8 node with
fndex N 18 assigned index 2M,

LR the "right-hand=-son' (‘true’ subtree) of a node with
index N i828 sssigned index TH+1.,

in diagraeming the Trees, sach non-terminal node will

ve represented by a box:

F LE | | |] ad
i n

-inder=

~index= 1% the index of the node, determinedby the index: 3

EYstem Just presented. The P Ere predicates of the sort
i

we have Just defined. The predicate evaluated Gt a3 node i=

the conjunction cf the predicates PB,bi.

i

it sometines turns oul that several prodicates wall

te#St true leading the program to ‘believe’ 1 1% on the

right path to a response. But it may be that one (or more}

of these true results was merely fortuitous and it would have

been better to have ‘ignered® the fortuitous relation and

followed a ‘false branch, The naturdl thing to do whon thin

Ls discovered is to ‘back 4p’ to the node which would have

been reached had the original fortuitous relation not misled

us. This will ke indicated by a (4 integer») at tie end of a hranch
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in *he trees. In *he 1mpisdentation, a4 branch cf this Type

1% actually 3 pointer tc the node with jndex integer...

This means that BAREL's Jiscrimination trees arw not truly

tfee structures, bul networks. The procedure for apply.ng

discrimination ne*s given above remains applicable, and,

SIncy Care 1S taken to avoird any cycles in the nets, tha

froceuss 1. still guarantecd to terminate,

Foi example, constder the sentence

"Hob told Jim that Mary would like 1 (Ff Jim tOOK her tO fhe
[rom™,

The Tearing of Ria nenteoence would De represented 1n C.D.

33 ar MTRANE event, the MOBRJECT of which t8 A CAR~CaUySe

reat ian scmething fone ty tim could cavse Mary some

tered, This representation bears a great deal of

STr4Ct eral similarity to those which resygl? in tne chobeoe

Y verbs [ike “advise, “"recommend™, and "aszsk-ta™, The not

5 Yo Select 3 Yerlbh To eines This Eean ing does nor

‘troognize® the crucial differences which prohibit the use

wi these verbs umtil the !incarrect! decision has been made

“hat "he “could cause benefit™ structure of the HYOBJECT 1.

str fliocant, when the mistake is realized, one of rhe

‘pointer’ nodes leads the process back ta the node which

would have beon reached had the MOBIECT failed the test

for a "could cause benef i1'™ sYrgcture. From this node

There as no path back to any node already passed; reas

Onan bs avoided,
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At wach terminal node of a tree ww. | 1. IRE

responses (the exact nature of these fesse 1t.orma 34

explained tn section 5.2; they may be considerc§ word sens.

for the time being!l. The (* viniteger» ' form ts also

Fresent at some of the terminal ‘response’ acdes on fhe

trees. These pointers are used only in parapbeasng and

will be explained tn Chapter o.

BABEL currently contains 15 different tt..r mingt. _-

nels. We shall now look at a few of thes v0 fro]

The first tree we shall look at organ. tes «rowledsis

about verh senses which are encoded CaOnceptuyalliy as EVENT=

ME ilng the ACT *INGESTE, Figure 5=5% Jepi.t= + tua,

ode | tests —_ the OBJECT Of the 1930sf rn nan as

one of tts functions the "causing of a pe Ls LR UE

in the *HEALTH* of ote who ingests pt,™ Pin wut

descriptions and drawings of the nets we shall gow

‘anglicized’ conceptual deperdency rather Than ‘he more

formal diagrams or internal LISP notation,| il th.=m

functional relationship holds, node 1} is teached with the

response TRAEEZ, the “take oedecine™ senae af the verb.

In general, English ingesting’ verbs distinguish

between the tngesting of solids, liquids, and gasvs, Th.

knowledge of English, in BABEL's Lerm:. =car " b I Yevt-

hn the physical propertics of the OBJECT. Node vhecks

te see 1f 1t 15 3 GAS. If so, BABEL has three ib nuihtle
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verbs for expressing the event, If the OBJECT 18 *SMOFKE™®,

the verb 'to sole” may be appropriate Bul Ingesling Smoke

&

tr a forest fire doa: not constitute "smoking gs BS

further tests &fe¢ needed, Node % makes these Tests, The

mo#t fmportant of these 18 one which tests the function of

the object which 18 the source of the smoke, Memory must

know that one of i*s functions 18 for somecne to Ingest

smoke from that object Ln srder for node ll with the response

SMOEE]L to be reached. If any of the tests at node % fail a

tres?! 1s made to see fF the OBJECT 185 *AIR* (node 18%. 1£

se, the response BREATHE: 1» found; ctherwise, INHALE]

i168 retyrned,

if the OBJECT 18 not & gas, but & FLUID inode 4), and

5

it 18 ingested through the *MOUTH® y Some sense of ‘drink’

will be found. If the OBJECT is "ALCOHOL®* inode 91 the

response DRINFE.! 18 found; otherwise the response will be

BRINKFEL,

Finally, for OBJECTE which are neither GASes nor

FLUIDe, a test ts made (node BY toc sec tf the tngesting 1s

through the "MDOUTHY of the ACTOR. For cur examples this Is

a.wayt true, Bc ERT] Ineode [T! i158 the response sclected,

For this reason, INGEST! node 16) (in never found as a

primary feading fof any of cur concCeptudalizations. It 1s

“"owever, [ognd when generating paraphrases, as will be seen
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when the aultiple roalization process (s8 described in

Chapter &.

The next tree we shall look gt deals with

conceptualjizations of the fare:

hi = » “RECIPIENT

CRCTOR> cmums aTRANS tesco onongEeTs | » PONOES

which 1s used for "mental information transfer’ events.

The tree 1s depicted in Figure L=6,
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Wy have chosen to Jroap the "RTRAMES' veritas rte tw JjerLera,

ciate, Those which fepfesent CORBUNIT EE Jun Lv meen

itanditvi duals are found Fol oe Fle tree Foote vt nodes ov, The

Jthereg, which mainly involve percepti.n, are found if the

aghitres FOOorTed at node |. Fhe fedicate at = ide |

1istinguishey Lhe Twu JEowps Dy checking thar ve SHINE

ih the *CP*® mf the «RR: TOR |, 403 that the frp R 1d

RECIPIENT mental loucat:ne ste PARTs of J2ifferent PP=.

ode fF Checks THe Tema hing Ms For REFUSE EF any

J¥ these *ewxts Ya;il, -anr'r | fassaes ro node oo, whew a

check 1% TaAde To See i? fw une eptualizatior ir dicate

communication oF the facr nar “something woald Dene?it

someone” h JFroudp 2f veris which express varatiorsg of th,

me4dring 12 found 1m the subtree rocted ar node 14, 1f the

perscs Lenefitted 15 the RECIPIENT, wither ADVISE {node

“a ar RECOMMEND rude *& wiil be chosen. If whe benef..tted

prrscn 13 the ACTOR, and tne event Causing the behelit has

the « RECIPIERT- an pts ACTH, then AZF-TD cr, 1% the even?

im the "giving of 4° obyect™, ASF-FOR will be selected. Each

«+? these has a4 synonym, a4 forz of “request, in 1it® response

Sa nodes JET, 114s,

IF the ~-MOBRIFCT. ja net of the "could caygse benefit™

type, tne snubtres wittemd at nrde lo. will bse entered, "

Check 8 made To aes of BRe tome af the CMORIECT ATE

the fatate of the time Of the *MTERANSE®" event. IF sa,

PES



coveral verbs ate candidates: WARN, THREATEM, FROMISE,

SUGGEST. Fither WARM or THREATEN 18 chosen tf 2 CheCk wit!

momory 1ndicares the <MOBJECT™ 18 potentially harmful to

the «RECIPIENT». They ate distinguished Dy the fact “hat

THREATEY required the - MOBJECT-'s A(TGR to he denticad to

the ACTOR of the NMTRANS. PROMISE 18 chosen 1% Fhe

MORJECT: could cause a4 poi five lnCre@ent in “he por IOP

of the RECIPIENT: on the *JOY* scale.

1x the case that nene of these verbs Ls applicable, a

cherk with memory (8 =ade to see if ADMIT can be used A le BT

3% -=- does the - MDBJECT: 1m=ply something bad about The

CACTOELT1. Finally, :f the - RECIPIENT: 15 specified only

Ly a DUMMY (a PP representing "someone™)l, the verb STATE 1s

galwcred, trherwite a chotce between TELL and HEAR-from 1s

made, tased on the FOCUS sarking of the Conceptualizaticon.

The mubtree rooted at node 2 i183 considerably less

complex. 1+ distinguishes =evers! sensory perception verbs,

which are represented as “MTRANSIng a conceptualizatiaon from

4 menses organ (EYE, EAR, NGSEY to the *CP*"., Two types of

“epe® are accounted for: SEES, "to see an object, and SEED,

"to twee an event'”, Two types of “smell” are also taken care

wf. SMELL, "to smell an object™, and SMELLS, "an object

cmellw f= “has an odor™ , “can be smelled by someoneTd,

A fow non=perception verbs are also part of this

wyhtren, These itclude two types of “remember™: REMEMBER,

[ER



"to retrieve information from the "*LTM*™, and REMEMBEN,,

"to store information into the *LTMET, FORGET 18 found ir

response TO any conceptualization which satisfies REMEMBER.

but 18 modified by a "*CANNOT*', with the further condir..-,

verified by a check with memory, that the “MOBJECT: was

pfevicusly stored 1n the *LTM* {) .e.,, “lorget™ = “« RCTOH

cannot recall X: XX previcusly located in *LTHM* of ACTOR 7.

Finally, this subtree distinguishes The staqdarad

sense of “read” READ]! and, just for fun, a2 "mind-feading”

sense, READ., which has the concise C.0, representation:

FRRT

M Ripe2 $ CP ¥a ame ms ACTOR

« ACTOR <=v=, *MTRANSY tne MORI ECTS + mm— PART
t— RR,

In nets like the ones just described 4 response R

}

i8 appropriate for any conceptualization which patisfies

4 svt of DCs 0b . When there extsr 1, } such thar D 2 0 |,

1 k 1

then, for a conceptualization which satisfies the conditions

4 « wither BR or RB could be used a8 a respons, it 1s

: i ]

very important that the frees be organized, as they slways

tan be, 8c that response HR « a4 Foeosponse which eXpresses
|

‘more’ of the conceptualization, 18 found in sych Cases,

Ttherwise sentences fitke “John told me 1t would be good for

me Lo take the course™ would be generated from
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conceprualizations which could be expressed more s.maply:

“John advised me to tYske the course,”™

By this time the reader has undoubtedly found several

occasions to look askance at some af the representations

being assumed for verbs. We Tade no claims "hat these Frocs

fully characterize the verb senses they ire designed to dea,

with. in some CASSE Lt 135 clear that our *under-

TeprTeSentations’ would be unsatisfactory in an operat .inz

model. in many others 1t 15 not obvicur that attyat,ons

would arise where the simplified representations would cause

troubiw., For instance, a true characterization of "ask-to™

sthouid probably tnclude the fact that “he intention of too

‘asker ia: that The ‘asked do the action roeguested. But

lt would be very rare for our lack of checking intention to

result itn the yse of “"assk-*o™ when (tt was NEApRpropriate |

[n order to write a conceptiual generator, it was

necessary to choose a particular conceptual representation.

Conceptual Dependency was chosen because (tt is currently

better developed than any ather CONCOPLUusl representation

available, No claim is =23a3de that 1t 13 vet complete, in

the sense of satisfactorily representing ai! natural

language "meanings’ or even those of the varabulary used

by BABEL. A more complele representation will certainly

resulr in larger trees and therefore more searching. Thare

19 na reason to belteve 1 wili aiter the fundamental

Li



natyre of the generation process, which 1s the central

tnsue.

y Hoa, Concexicon

The response found at the terminals of the

discrimination nets are pointers to entries 1n a linguist?i.

knowledge file calied the CONCEXICON. This file 158 the

=ajor source of knowledge about the syntactic realization

cf conceptual relations. This information 18 cCcroanized

by ‘mord senses’. An entry in this file has three fields:

CONCEX ICON ENTRY

The lexical pointer ts & reference to an entry in the

lexicons: the pointer for GIVE] 1s to the [exical entry GIVE.

ConcexXicon entries cofrespond closely to the usual noticn

of word senses, &C many caoncexicon entries may refer to a

tingle lexical entry. The cance inns entries FLYL ("to

pirict an at¥rcraft™). FLY: ("to travel by plane”, and

FLY) ("to mave through the air*1 all point to the lexical

entry FLY. This lexical pointer 1s actually the 1infiritive

forse of 4 verb. The lexicon 1tself, which includes other

information ahout the verb. ts described in section 5.6,
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The FRAMEWORF of *he concedicon entry contains the

tvally significant information aAboul the word sense tc whi Hh

it corresponds; namely, the ayntactic enviraonhent which

Bust be placed around tt tn the final syntax network, This

FRAMEWORY consists of a lint of FRAMES, whore cach FRAME

Nas three Yields:

FRAME

‘¥YNTAX RELATION! FIELD SPECIFICATION SPECIAL REQUIRE NENTS
—

The E¥YNTAY RELATION 1» a member of 8 fixed sat of

relations which Zan 2o0ur 1n The BYRtax nets. These 1ncluie

ACTERS, ORS, ant [ORB) mentioned earlier. Each SYNTAX

RELATION i188 known to the surface JTrAMEAY; =aost have

specialized functions associated with them, The syntax

relaticns provide the information necessary for the grammar

tao BLring 8 sentence together In proper lef: to right

order from tu components and fo perform neCOSSAETY

morphic logy while doing sc.

FIELD SPECIFICATION: (FSs8) were described in detail in

the preavicus Section. in « FRAME, the FS indicates where

in the conceptualization the information which will be used

9 generate "he value of the syntax relation will he found.

For exaz=ple, one af the FRAMER for the concexicon a2ntry

FILL] Associates the syntax relation 0OB}® with the PS
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i ACTOR! . Since FILL will be found a3 & response LO

X ¢swmy <ARCT™

fF \

PH
fe LLC EE NER §

¥| aw--« "HEALTHY
Renn nm amass

the syntactic realtzation of ¥ will be put tn an OBJ

relation to KILL in the syntax net, 4nd ultimately a

sentence like “%X Nill ¥Y (by ...'" will be generated.

The SPECIAL REQUIREMENTs (SEs) of a4 FRAME are mainly

used to introduce prepositions, One FRAME of the entry

for ARRIVE]L tndicates that it requires 3 syntax relation

*LOC® with SR (MAKPREP AT). This will cause the aoyntax

net to have *he form:

Gl: LEX ARRIVE G PREP AT

; n POR G
a : n+l

LOC G
n

The only other SR used is (QTHD X). This causes 4

specified lexical unit X to be inserted directly into the

syntax net a4 the value of the syntax relation with which

the SR 13 asscciated, rather than having the value

jenerated from a part of the conceptualizastion as 1s

usually done, For inslance,
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i

ogi X + cua 2 RET

can be realized as "YX be unable to . . .™ The discriminat: A

nets will find *he coencexicon vntry UNABLEL., which ha: 3

textcal pointer BE, One of the FRAME: for UNARLEL hase a

iyntax relation 'P ADI" fnredicate adjective’ which has a

ER iQTHD UNABLE: Another use for OTHD is To enter

‘particles of rarba like "pick up’ and ‘give hack’ [neo

the syntax nets.

Toe *hird fireld of tne concextcon ~ARLtTY 18 Fhe

SPECIAL ACTINNE 113A, SAs, Like SRE, AYe specialized

funcrions, Aut rather than cffecting charges 0 the TY"T ax

RET bLeinz created, HAs modify the conceptual representa,an

contraliing the generation, The only S& now provided fap

18 one which deletes wloaments of * he canep*yaliration,

Consider the case of UNARLEL just mentioned. Gre af the

2R8 meeded 18 INF, a type af embedded fg nLlence, To BECCOount

for the “to . . .™ in "X Be unable to 0 . ."™, The

infor=at ian for "NF. =ust come from the sntire

tonceprtualizatiaon Ch-=1), Dinus the MODE marker =". 3

Lhe "97 were not ignored, the progra®s could zer into

infin, re Fecursian, generat(ng & syntax nat for “"%¥ Re un ag fe

2 Pe unable tn be ynable Tg . -™ 3, A FS docs not perst

"pecifyaing "all of a coanceptualization minug . . LT. The

solution 165 ta have the FS far the INFI relation npoclity

dui.



Mie, atid have a LVPEUC IAL ACT ION "LELET ION Malik * elete

"he "JY agssecisted with UNABLE] and Le arn, :w , mr .

FPHAMEWORE for UNABLE] te prucessed,

Certain syntaan relations tend to veo ur with great

frwgueniy in particulay conceptual roles. Foot oo mamp le,

AVTEBSE are frequently found as conceptual AC Tk: Fog

Frys rtweanch, "default! field specifications have teweh

arsuc iatwed with several of the relations. When Tho

formation to fall a syntax relation ts Indeed found rn oro

IvfTauirt location, the FIELD SPECIFICATION may he omitted

TF he FRAME.

S¥NTAR HELAT ION DEFAULT FIELD SPECIFICATION
Re—— Ea et I. i , A Ck DT Ua i, a ————,

ACT EBS I ACTOR}

VE | YBIECT|

#3 3, PE
Law | TL

INET. FC ON

F AD fe ©» }
FLIRZ (CON

SEC: i

gs. I TO)

ne anhfuerfmation specified by the FRHAMENORE must be

arani J@ted] With The CcONCedicon oRLEY |&i.e., at the word
‘.

sr tie sede ll rather than with the vert ttsoelf In the

dati 2A I This van be sven from oul Simple uRampie of

"dfites” mentioned on section 4.1. Dne senne of dr ink

te jairvs afl URS 1a direct chiect!, while the olhey Bense © =

1d,7



Fesl tized in oan ntransitive form, Ax anathefr cNample,

[hore eE158t tRive principa.: senses cf "gant":

"Jonn wants an apple”,
"Tuehn wants his mother™,

"John wants tu play baseball”.

“ach with 1t® own syntactic environment. The firs' &we

Seed have ar OB relation, while the third senee Frej3uircasa

dr INF relation, Furthermore, even the first two Bente

S1fler wi*h respat to the cute pliual location of the BY,

+t the first senae, "apple would be found as a Concerta

BMILTT in the second sense, "mother® would be a COnCent ua |

ACTOR

Babslt ls CONCEXICON, in fe LISP format, 15 shown 1+

FiGgule 57,

ro 3 iralen

Engiish sd jectives, while comprieing a "urnifigd’

E¥Yntart.r category far aorme jrammatical theories, Ha rot

iendt tremenjves vr any fAing3le conceptual tredtment Thera

Are participial forms -- 3 defeated player, a stolen

PAT Tae m= whieh are derived from vert: and relate

ertep tually to the gnderlying representations of rhose

verbs, Trther 3dtectiver nafice BCT or leas compli “ated

Tkysiral jroporr ies "ates zed by Boxe ob iects -- 4

AESt ted horse, a louvered window.
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FOUY OF EAT» EFIRY IS

[ROAD -SEY CL MEAD» (AC XITCON POIRTERS) (<FRAVERCRY >) <SPECIAL-ACTIONSS)
cFHAVYIRDPY» ttn cFBALE ! <FHAVE cFRA™ERCRES
<FHIVESY 1:4 {<CRCE» <FlELDSPIC «SPECIAL REQUIREMENTS }

(ABOUTS BE ({ACTISDUS) (LOC (<=> VAL) (LR¥*PREP ABOUT)
{ACCEPTT ACCEPT ((ACTSHB. (<=> VAL PPRATI) (CBJ {COM}1Y)Y
CADTITY ADVIT {{ACTSEJY) (52) (PPY {TU PrRY}(VAXPRIP TD)}}))
(ADVISEY ADVISE {((ACIEERJYY (0OF22 (YC PARTY) (Imd2 {(PRCOJECT CONYLY
AY ARE (IFIRS) (SECSYY )
{ARDD AND ({F1PS) [SECS (czz31)Y }
{ArCEYY BE ({ACTSBJ) (ICED [VYAFPREP ATTY) (P_ADJ2 (GTHD ANCRYI)))
(ARRIVEY ARRIVE ((ACTEBJ) (LDC [YPRPALP ATI)
{ARRIVED ARRIVE ([ACTSEU (ORJECT)Y (LOC {“AXPREP AT)))}}
(RGx FOR ASx ({ACTSRJ) (DEJ? [T0 PERTH)

{ICUY (VOBJUECY CEJECTHIMASPRED FORIIYY
{AS®=TC AS» ({ACTYSCJU} (OBJ? (10 PARTIM{INF2 (MOBJUECY COL)IY
{BEY BE ((A_TSEJ} (P_RDJYY)
(#3 BL {{rCYSEQ) IP0SS fess VAL)Y)Y)
{BEATY Be#T ((ACTYSLU) (Oty (I0)) (INST (OBJECTH(RARPREP WIT+)}})
(BEC#USE: PFCRAUSE ((FIPS f{e2)) [SECS {Com)}})
{BECTVEY BECOLE ([ACTYSEL)} (P_ADY (ADDINC)}})
{BELIEVE BELIEVE [(ACTBEL fez» VAL PARTI} (S52 (COK))))
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Another "class" of adtectivenr name [ocations along

rontinuous dimendior8. Many of these diZensions are

physical. English jrovides an abundance of adjectives to

describe the physicel size of objects -- big, large, huge,

vast, enormous, immense, tiny, miniscule, small, little,

5 nd we can find gers of adtectives for specific dimensions

[tke helght, mass, and even velocity listed in a standard

thangur us FV.

ards in such groups are clearly related in meanihl,

and this relation must be oXpliCcit In 4&4 CONCoptual

repfadentation, These words are all relat veg that is,

"tiry" 13 not & measurable of perceprtusl quality like "13

-abi& inches”, but a felative Juality. A “tiny” X 1s

somewhere on the 3slze dimension betweosn 4 “3anall™ X and a

"mitute™ X. The words are not only relative oO athe? woras,

nyt, mote importantly, are relative to a norms for objects

2f & Fiven class, The normal size of «lephants and the

nTorzal size of rabbits are pleces of conceptual knowledge

and are implicitly refwreiced by such phrases as “a big

wlephant® and "a big rabbit™.,

In Conceptual Dependency such relationships are

reprfoedgented with ncales. A scale 18 a list of the form;

{Fi w Hr w n wi: uw ow HE n :

8a  | 1 ’, B-1 =

where wach n 1% 4 real number and

i
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-I3 = "y < By owe vow n_ = +1

Each “ ie an adjective (or, more precisely, & pointer to

the lexical entry for an adiective)!., The C.D. fepresentat ion

for the location of an object on a scale is

VAL

~COMNOEPT> «31:3 <«SCALE=-MAME>temua= Cinta

For objects whose location orf & scale 18 at a point XK,

n, £ EK 4 ® vl

BABEL uses Ww, 8% the appropriate adiective to describe the

LF

relationship

How are these relative scales to be related ra the

actual percuptual representation cf the tnformat ian? The

Juestion of how Fercepitual information 193 hest sncoded for

computational operation 15 bY no zeans solved and we do =o

intend to make new proposals for this here, For specificity,

though, let us assume that we represented the perceptual

information on a linear scale proportional to some

measurable guantity; height, far instance, might be mEerasyred

if units proportional to feet on an "absolute" height scale,

in order te decide the position of a building X feet high

an the ‘relative height scale -- that itt adjectives *rali™,

"short™, “towering®, etc. -- we need tw: Flectes of information

about huildings:
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E -- the average of expected position of a butlding
an the absclute scale

nD -- a relation, specific to butldings, Letween
tpterval lengths on the abascliute scale and
those on the relative scale -- ¢.3., SF abs.
units = } rel. unit

To determine the postition BR on the relative scale of a

butlding at position X on the absolute scale we cowid use

the f«lattion:

x =- E

TV a ————————

Lt

The Bost lEportant aspects of representation DY

scales are:

11] words correspond to ranges (not points;on relative
scales - -

It the relative properties have corresponding “"absolute’
sropertlien.

Whatever representatisns are used for these "absolute

properties, & two-way Bapping between the relative and

absolute must be provided.

BABEL does not operate with any absclute representation

but assumes conversion to relative scales has taken place

prior to any reguest for generation.

The use of scales has been extended to cover Certain

‘emotional or "mental’' states as well as physical attributes.

This ts not done to provide guantitative explanations for

phrases like “double your pleasure, double your fun“, but
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to explain groups of adjectives which Debhave vary @mudlh

like the physical attribute adjectives, For exanplie,

English provides many words to express different degrees of

‘excitation’: excited, overwrought, agitated, raging. cain,

placid, sober, tranguil, peaceful, halcyon.

The abstract scales of 'excitation', ‘joy’, ‘health’,

ete., 40 not Bave absclute counterparts as do the phy=iTal

scales, In fact, it i8 not obvious Lh NCSt cases whether

these scales should be thought of as absolute or relative,

There 490 exist cases, however, where the notion of relative

scalez 18 clearly applicable. Even though There are no

perceptual units for intelligence, wo speak cf ‘smart dogs’

and ‘smart people’ without 'm=plying that both possess the

same amount OF 1ntelligences, Linguist ically, at least, wo

geam to use an "Intelligence scale fi the sane fashion 43

5 Sife oF weight scale. And while there exists no

irrefutable evidence for the psycnclogical teajiry of such

calles, they have teen found useful in paychological models

<« 2@#> which have been implemented on colpulers,

Figure 5-8 lists the scales actygally included in

BAREL., Two points not mentioned in the explanation of

scales above btecoxe apparent [rom these examples. First

aft all, there in on every scale an arva about the “norm”

which English tust provides no adjective to express,

(Thi=s may he because of the scarcity of instances in which
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~ each entry consists of
«~ I} scale mame lan ateml

~ 1} iexical pointer for change in positive direction
~ 31 lexical pointer for change in negative dirsction
~ 41 iist of atternating lexical pointers, numerical scale positions, beginn
ing and
~ ending with lexical pointers. Assigns names 20 intervals on the scals.

wifA TH=

REAL THY

RE
[Fan -3.5 SI0¥ BD HEAL THY)

w_Jv %

HAEPY

Lal

(DEPRESSED -7 SAD @ HAPPY 8 CVERJOYEDD

ado HE

CALM
ANGRY

FANGRY 3.5 UPSET -1.5 NIL «+.5 CaLN)

»EXC [TEx

CaM

EXCITED
(OVERWROUGHT «2.5 AGITATED -5.5 EXCITED -.5 KIL +.5 CALM «4.5 TRANGUIL)

wPSIATES

Ov

HIRT

{Deal -3.5 MAIMED -E. HURT 8 OW

STE

BIG

SMALL ion sep
{MINUTE -7.5 TINY -4.5 SMALL -.5 NIL «.5 BIG +/.5 CIOANTICY

CERTAINTY
NIL

NIL

{POSSIBLY «8.84 PROBABLY «8.3% CERTAINLY]

| FIGURE 5-8
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tt ts desirable to express such i1aformation,! In most

instances, 1: t8 actually guite difficult 20 come up with

an English sentence tC eXpress the notion, and we mys?

resort to such expressions a&% "neither happy nor unhappy”.

BABEL fails to find & realization for these conceptual

forme.

The second point concerns The actus] choice of the

Ti ibreakpoints) on the mcales, Xo have no evicence which
3

ieads to particulay guantitative choices for positioning

the adjlectivez: on the scales. The relative positions of

the ranges for “big” and “gigantic” are. of course, derived

from their ute tno language. The actual values chosen

for the different ranges are L1Eportant for two reasons:

A} In translation, the ranges on corresponding scales

for d1fferent languages =ust be such that words

with corresponding meanings lie 1n the same range.

Bi hen (nferencs+s at+ made, they will change scale

location values based on events which changes such
relationships. The intervals on the scales and

the inference rules must correspond to the extant

that inferences which are resiired linguistically
will be reasonable. That is, {uniess we model

characters in TV commercials}, people don't get

‘eeitatic' over a Food cup of coffee, nor do they

get 'suicidally depressed’ over irregularity.

Since we have not had adeguate experience 1n elther

creating scales for other languages or writing tnference

riles which manipulate theme =cales, the current nn arc

i

purely ad hoc choices.
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5.4 tanguage Specific Functions

The information in the concexicon is sufficient to

produce a ‘core’ syntax network once 3 verb sense has been

chosen. The net thus produced, however, will only express

those parts of the conceptual structure being realized which

can be predicted from the verb sense chosen. That (=, only

those parts of a conceprualiizaction which fuifill syntactic

relations required by the verd sense are processed in the

course of interprefing the COnCeXicoOn CntIY. Two other

sorts of information must be added to the syntax net to

complete iL:

1} The conceptualization may express more chan staply the

required informatien. It may, orf instance, specify

the time or location of an svent, Gr Sole "parenthetical’

information about an event -= e.35., the fact that 1x

ultimately nad *good' reaults, which might lsad To the

inciuston of the advert fortunately’ in the syntax net.

7] The target language may require the inciusion af

certain relationships in the syntax net in order to

generate correct surface structures. “‘Temse’ in

English ts such a relation, in that main verbs of

English sentences Eust be inflected to indicate one af

8 fixed ser of tenses,
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The functions which add such additional information

to the syntax nets we call ‘Language Specific' (LS)

functions. Not al! processes in BABEL which are specific

to & particular language are included among those we refer

tc as L5 functions. We shall ses in section 5.% that the

functions which make up the surface gra=zmar are Eng.ish

specific. There are two properties which distinguish LS

functions from others. First, they must incorporate

knowledge of & particular language. Second, they must

require &CCess tO conceptual knowledge or to the canceptual

structures being realized. It is the latter regquirenent

which separates LS functions from the functions of the

surface grammar.

Let us proceed to look in detail at the individual

LS functions employed by BABEL to produce English

realizations.

5.4.1 Determiners

The conceptual ncminals {PPs) handled by BABEL =avy

have REFerence modification. Such modification is currently

limited to two values, "DEF and *INDEF'. In the generation

of English syntax nets such a modification results in the

incorporation of a new relation in the not.

The PP, whon tt is being rotlized, causes a noda to

Le created whose LEX value iz the English noun which names
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that concept. This noun 18 the nape found stored in the

relation:

[ENGLISH-HAME «CONCEPT» «LEXICAL UNIT>]}

ee. 9. IENGLIEH-NANE *DOG* DOG)

The functicn which handles REF modifications attaches a

syntax relatien 'DET' to this node. The value of this

relation is 'THE® tf the REF value 18 DEF. If the value of

EEF Ls INDEF, & check Ls made to see tf the concept has

the property ENTITY. I¥ so, the value "AR" (8 chosen

Atherwise 'SOME' (5 gelected. Thus

|*BALLY REF (DEF!} =~-=» Hl: LEX BALL

OET THE

t*BALL* REF (INDEF)!==; M1: LEX BALL

DET K

{*BEEERE® REF {(IKDEF!} )=a> Kit LEX SEER
DET SOME

Selection of determiner ts poTe complicated in German

than English because determiners are inflected to show

gender. This can be handled by tncluding gender in the

‘name’ pEedicate:

FGERMAN-NAME <COMCEPT> <GENDER . LEXICAL UNIT»)

©... | GERMAN-HAMRE *DOG*® {MASC. HOUND} }
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S.%.d PART, FOES, and OWN

PFs may also be modified by the relation PART, as in

(*HAKD®* PART *JOHN®*) which specifies a hand which 1s a

bodypart of John, The effect of such a modification 18 'o

add a relation POSS toc the node created for the PP. The

value of this relation Ls a4 new node which Lz expanded to

the syntactic representation of the value of the PART

relation. Thue:

F*HANDY PART ("MANY REF (DEFY! —--. Mi: LEX HARD

BOES NJ

MZ: LEX MAN

DET THE

The syntax rejiaticn POSE causes & 'possessive' fore to be

produced by the gurface grams=ar, The above piece of network

might eventually be linvarized vo “the man's hand”.

A PF may alsc be modified by the conceptual relation

FORE indicating the possessor of the obtectl or OWE

indicating the owner of the cbject). In BABEL, vachk of

these modifications has precisely the same effect on the

syntax net ag the PART modification.

Although we haven't implemented functions to desl with

these relations in producing German realizations, we note

that, while possession and ownership are cxXpressed with

Jernet ive DOSSesEs ive] syntactic STructutes 1n German,

the PART relationship cannot be handled this way.
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In general, German expresses the notion of "bodypart® with

the use of definite determiners (“Norton broke Ali the jaw™).

Thus the procssies which handle these relationships lor at

feast the PART relation) must be LS functions.

It has been noted <9» that ‘bodypart’ relations in

English are not always expreoseged with possessive forms.

For exakple, we say (1) "Een hit Al: tn the jaw™ rather

than (11) “Ken hit Alt's jaw®™., But while we say (i111) “Joo

Rit Ali's trainer" we cannot express this meaning as

ivi "Joe hit Ali in the tratner™.

Eeveral ways to deal with these facts might be con-

sidered, we Gaul adopt a transformational component to

cperate on the syntax nets, essentially deriving (1; [rom

4 BO But such & transformation could not be guaranteed to

ETeSeTve Teaning, because our syntax nels are (potentially?

ambiguous, “The deagler hit Hank's hand™ would be generated

froE the same sYNtaAX neiwork whethey it were (nn the context

"breaking three fingere™ or “giving his twenty-one". Only

the former 18 a8 meaning paraphrasable as "the dealer hit

Hank in the hand®™,

EB workable alternative would be to allow the LS

function which handles PART relations to hunt around the

conceptuadi zation being expressed and decide whether it is

appropriate to transforms the net, But rather than looking

back and possibly changing the net, 1t is fay siepler to

look ahead when the concexicon entry HITI (the "forceful

physical contact™ sense) Lf selected, If the conceptual

183



cbject of the "hitting" is a bocdypart, a framework which

directly produces the “hit _ tn the " net would be chosen.

if not, the standard “hit <OBJ>" framework would be the

one used,

5.4.13 TENSE

To every node which has a LEX value which is & vert

(henceforth called a verbal node) BABEL adds a Syntax

relation TENSE. The value of TENSE is chosen from the set:

PAST PASTFAST PASTFUT
PRES PRESPAST PRESFUT

FUT FUTPASET FUTFUT

AR® the syntax net if being built, Two variables, BASETIME

and BASETEKRSE, are maintened. Initially, BASETINE=*NONY,

BASETENSE=PRES. In order to choose the TENSE for a verh,

a variable NEWTINE (8 set to the TIME of the

conceptuslization from which the verb was derived.

NEWTENSE (3 chosen as PAST, PRES, or PUT according to

whether NEWTIME 1s before, the same as, or after BASET INE.

If BASETIME is PRES, TENSE ix chosen to be SENTENSE,

Ctherwise, BASETENEE is PAST or FUT, and TENSE ts chosen

te be HNEWTENSESBASETENSE (8 =concatenate!. Finally,

BASETENSE fs updated to the value of NENTENSE and BASET [MF

18 updated to the value of NENTINE.
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The precise oeftect of each of these nine tenses on

surface realizations is described in section 5.5%, We note

here that this set of tenses handles only a szasll part of

the English verbal tensing system, although our nine

renges are among the most Irequently used, Bruce «< 13

describes a formal sodel for dealing with TENSE in natural

language which employs both points and Time intervals. His

mode] asapecifies how to relate English teensex to chains of

reference times. in order to use this formalisz in &

conceptual =zodel, 1t 1% necessary Lo choose & chain of

reference tiles tO use. Insofar as this quesliicn can

be treated on a language-free plain -- that Ls, a3 a

subproblen of WHAT-TO-S5SAY -- oABEL 1s not designed to solve

it. BARBEL's tensing aslgorithe essentially somploys the

following heuristic for English:

it All sentences begin with only time of utterance as

a8 reference point.

Z 3 A sentence ekbedded in 4 past or future sentence

uses the time of the embedding sentence a5 §

reference point.

Languages d1ffer drastically tn the set of tine

relationships which can be expressed «<ithin their tensing

Eystenms, 4nd in the methods used for expressing those

relationships. For exanple, the relationship expressed by

the siople past tense 1n English may be expressed as & past

perfect in German [in conversationi Of 48 a4 simple past

fin narrativei. Tensing thus falls in the domain
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af LS functions.

5.4.4 FORM

English sometimes places verbs In a progressive

(*ing"} form. In general, this form (1s used to express

events taking place during some interval of time rather

enan *he occurrence of an event at & point in time, Since

BABEL does no* know about Ti®e lntervals, we have no

conceptual source for the generaticn of such progressive

forms. However, English alsc uses progressive [orns in

the present tense [or most ry tince Simple present

denotes habitual action or ability, rather than ongoing

ACTION: €. Fa.

“John plays baseball” thabitual action)
“John 1s playing naschal i” {ongoing action!

Exceptions to this rule seem to be verbs which expross

stative, rather than active, relaticnships: e.g.,

"John knows Bill went home”

“Dave wants: to hecome a doctor”

¥hen a verb is added to a syntax net, BABEL «isc adds

3 FORM relatian. The value of this relation is "SIN

fsimplel except when two conditions hold: f1) the TENSE is

PRES, FPRESPAST, or PRESFUT, (11)! the conceptual structure

frof which the vert was derived ix not & STATE. When both

these condition: hold, the value of FORM is chosen as "PROG.
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This results in verbs like "hit, ‘throw’, "Five",

‘tell’, etc. being put in Progressive forz when used in

present tense, but leaves verbs like ‘hope’, "want®, ‘know’,

‘believe’, erg. in simple form regardless of tense. This

heuristic correctly produces sentences like the eXAZTples

sbove, but fails for another class of English verbs which

Se simple present tense. Thexe are the perception verbs;

e.Q.

“I hear the dog barking”
“"B1ll sees the red block®

Since these verbs are represented as events (using the ACT

CNTRANS®) in C.D., they are generated in progressive forms
in the present tense. Whether the use of Progressives 1n

English ts best treated as a set of special cases ~--

Verbs derived from STATES, Fefception verbs, 727 =« op

whether some generalization can better explain their use is

an open Question,

Form must, of course, be treated as a LS: functian

TinCe Lt 1s English specific. German, for example, does

nol Bake § progressive = non=progressive distinction in

Any of its: tenses.
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sO BFL MOOD and VOICE

Besides TENSE and FORM, every English sentence

exhibits a ~haracteristic MOOD. To every verbal node PABEL

ad is the syntax relation MOOD, The value of MOOD t8 chose:

from the set {INDIC, INTERROG, CORD, SUBJUNC:. INDICative

=oad 1m that exhibited by "i1nformation-giving' sentences,

Such as:

"He expected to fail the exam.”

INTERROGazive mood 18 seen in sentences which ‘question’

information: |

"Did he expect to fail the exam?”

“Who expected te fail the exam?"

Inter rogaziive rood 18 reflected by (1) word corvder, and.

sometimes, (ii by the introduction of the auxiliary verb

"do'.,

SUBJUNCt:ive and CONDiticonmal mood are used in

conjunction to relate counterfactual information:

"1f he had come tao the game, then we wold have won.”

The subiuncrtive posits an "anresdl” situaticn: “if he had

compea™, This is nffected throogh a change in the tensing of

the sentence. The ‘conditional’ relates an ‘unreal’ result

=f much a mi1tgation: “we would have won™. This t8 effeczed

through the use of "would™ in the verb string.

"hen choosing the value of MOOD, the program first

checks to see If INTERROGative [ss appropriate.
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Taare are two conditions Yyader which 1 will be chosen.

The fire? 13 when 8 MODE « © sodifive the main (ink af a

3

“QnoeptuslsoAt ion fel., m= 0, This indicates That The

regi value cf the conceptualizacion is TO be Juestioned,

The s<oond situation in which INTERBEGCative 1» selected 1S

when the marker "7' 2:13 a (undeptusi ole, This Fole may

be une of the cases of an ACT, e.g., ACTOR usually

resulting tn 8 "wh.e' guestion , OBJECT "what'd, RECIPIENT

TF * whos or SJUURCE or GOAL ‘what, 1t may be che of

rhe siotn af a8 causal Telation. English provides the word

“iy l foie wandiof ing The ANTECEDENT of most causals, bur

ro spvclal guestion word for RESULTa. The "7° may also

sccar in » Sodifying sole, such &s TIME (‘shen’)! or LOC

| "wher"

SURIONCLive and CONDit ional moods are sciected DY

BABEL when it realizes & + ¢ i{can-cause| relation. Khen

~ realizing this as an "1f=-then’ syntactic construction, the

LY

antecedent is realized as a8 sentence with SUBJUNCLive mood,

and the RESULT az a8 sentence with CONDitional mood. This

produces sentences Like:

{L} John would have died 1f Mary had stabbed him with the
knife”

a,

In scoe cases “iC relations are realized with a single verb,

When this occurs, BABEL places the sentence if CONDittonal

BOod:

18%
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fi!) “Billi would likes the movie~

In all other cases, INDICat:ve mood Lu Chosen,

Unfort:onately our definition af the «:.C relation does

not tustify the stmple algorithm which produces i: above.

The <«>C relation may indicate & counterfactual, or nay

simply express an ‘open’ condition, without placing a truth

values on iis CODPpONnents. In the latter case, English use

tndicarive mood in expressing both condition and result:

sai? T1f Mary stabbed him with the knife, then John Jied®

There 1% no way to know (f (it) of [(111f is the appropriate

realization from the information in & <:C relation itsemlf.

Twa remedies to this problems might be constderedd.

in expressing a4 «IC, BABEL could ask the memory whether a

caunterfactual is being expressed =-- that 1s, whethoy

=e=ory believes the corresponding <<: relation actually

does not hold. NOOD would then he chosen based on the

outcoze of this decision. Alternatively, we could mod: fy

Sul representation 1n some way so that the open --

sounterfactual "asbiguity' of <0 did not exist.

More study of the use of subiunctives and conditionals

in both English and other languages 15 needed before a

satisfactory treatment of these nNOLtLIONnS ON 48 Conceptual

level will be possible. While their use certainiy t=

related to conceptual relationships, Lt 18 clear that the

English subjunctive cannot itaelf be canzidered a conceptual
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relationship which 2 enfTovrtunate, at least from the point

cf view of generaticrl. The USerman subjunctive can be used

in the same sitcations as the English, but can be uysed

in cthers as well. in English, the sentencs:

“The report tndicazes he 1s very brigo-*

“tates nothing about the spesker’'s belief of what the report

tnditcates. Not can this be done except with the addition

of an ‘and’ cr a ‘but’. In German, however, the embedded

Bente nce “he (8 very bright” may be realized with

SUBJUNCrive mood to indicate disbelief on the speaker's

Fart. We claim that this use should have the same

conceptual source !distelie! by the speaker) as the

counterfactual use. This cf course refutes any suggestion

that the English subjunctive ($s Cco=-occutrent with this

conceptual relation.

A note of warning toc the reader 1s in order here.

Although throughout this discussion we have exemplified the

various =oods with sentences, the choice of mood by SABEL,

with which we have been concerned, consists toleiy of

attaching the syntix relation MOOD with an appropriate

value 10 2 syntax net. The extent to which the program is

able to perform the correct syntactic manipuiations to

express this mood with word order and tenszsing will be

indicated in the surface grascar description in section 5.5.
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VAICE 18 a feature of English syntax distinguished

by both word order and verbal forms. Traditionally two

voices are posited. ACTIVE voice 13 that seen In Sentences

tn which an ‘agent’ 18 the subject;

"John threw the ball”

in PASSIVE voice the ‘agent’ 1s no igngey the subject, an

auxiliary ‘be’ 1s added to the Verb string, and the

participle of the verb is used:

nemwe Dall was thrown by John”

Since we are uncertain as to the concentual underplnnings

of VOITE (1s :t more than the simple notion of FOCUS we

uge?! BABEL perfunctorily places the relstion-value palr

VOICE-ACTIVE on every verbal node and completely itgnores

the real problem of choosing VOICE.

5.5% Transition Network Grammar

he knowledge needed to produce a sentence from a

syntax net resides tn an AFSTN grammar, depicted in Figure

t—5. The rcantrol algoriths for the grammar 1s very close

to tha* described by Simmons in 34>. Its function is to

take a4 syntax net node fwhich we shall call the current

nade) and 3 SLate of the grammar and performs all actions

necessary to Feach 4 terkinal state of the grammar,

Terminal states Are those labeled T 1n Figure 5-9).
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Which actions are necessary depends on the relations

attached to The node in the syntax net. The set of .

relationae, and the functions associated with them, are

quite Sifferent from those used by Simmons, and will be

detailed in this section.

The syntax relations of the syntax net occur as arc

labels land, somet ices, as state names) (nn the gracmEar.,

Each arc connects a source, or "tail', state to a goal, or

*head', states. There are three sources for these relations

in the network: it} the "syntax relation' field cf a FRAME

in 8 concexXxicon entry, (iti) the relations added by the LS

funcrions, and {iil} certain relations added by the surface

grazmmay itself. Each relation belongs to one of the

following classes:

TE == "Terminal Element' == An arc labeled with a TE

relation can be traverzed Lf that relaglon occurs

in the network attached to the current node when

the &4r¢c 8 reached. In traversing the arc, the

vaige of the relation is concatenated onto the end

of the output string being built. Generation
then continues from the head state of the arc.

SF -- "Simple Function' -- An &rc labeled with a SF

relation can be traversed only (if that relation

Sccurs in the ayntax net. In traversing the arc,

the function with The same name 485 the arc label

Eust be oxecuted, Generation then continues [rom

the head state of the arc,

EF -- ‘Embedding Functicn' ~- An arc labeled with an EF

relation alsc requires the presence of that

relation in the syntax net for 1:15 traversal.

Threa things ar« done:
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This represents four different states, {SUBJ, OBJ, OBJZ,

POBI)Y, each having but one outward path, which is a frees

arc 10 the state KP.

Following Simmons, we have & grammar conposed of three

basic sections: a verb string Constructor, 4&4 acun—-phrase

constructoy, and a sentence constructor. We now describe

the relations and associated functions CcoRprising each.

2.5.1 Verb String Constrution

This portion cof the gramsar operates first whenever a

sentence i2 to be generated. It begins at state 5, which

may be reached either 4s the starting point for generation

from 4 net or recursively through one of the states {FIRS,

SECS, SI, PRSNT, INF, INFI, INSTI, SPRG, GSBJi. ihe ncde

cf the net being operated on must be & verbal node. Using

the relations TENSE, FORM, VOICE, MODAL, and MOOD associated

with the node {ail put on by LS functions}! a& verb string is

created and attached to the node as the value of a new

syntax relation, VS,
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YOICE -- class - SF

This function perforas two 4CLicns. lt Creates arn

initial value for VS, and chooses the nade which will

eventually become the “subject” of the sentence. Since wo

enly have one pownstble value for VOICE 'ACTive), this 1s

agcoeplished very simply. The verb which 18 the value of

the node's LEX relation 19 made the initial v5, The node

which (a the values of the node's ACTSBS relation, 1f thar

relation 18 present, 15% chosen as the subjach. This shaicwe

18 recorded hy attaching the relation SURI to the verbal

node with the chosen node as (ts value, Wher this 13 done,

the relation TYP 1s alse attached to the verbal rade, to

indicate the “type” tpersorn, singular or plural) of the

subiect, Since the final verb string Bust be 1nflected To

reflect this. The only werbs in BABELs vocabulary which

40 not have an ACTSHI relation are those llke “annoy” which

which have gerund phrases a» subject, For theses, no SUED

relation is formed, but TYP 15 labeled as SIMGI, since

English uses 33rd persion singilar snflection for these:

THriting this paper annoys me,"

Ah pore compiica*ed function would be needed to handle

passive voice, but nc theoretical problems are posed, since

nofn@d of The necessary manipulations involves the use of

conceptual knowledge, or of any other 1nformation not present

in the syntax net.
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FOREN =-- class = SF

If the value of the FORM relation ini the Syntax net

ig Simple, this function does nothing. If ft fs PROGressive,

the function changes VE to BE+<progressive formivs), Thus

1 VE =» HIT and FORM were PROC, VES would be tranzformed to

BE>HITTING.

MODAL =-- class = SF

hk verbal node may oF Tay net have a MODAL relation

d6s0Ciated wath 1%. in the current programs, it will be

present only 1f the vetd Is a realization of a

=

csem> FLructure, 1n which case f(t will have the value CAN,

The S5F MODAL simply concatenates the value of the relation

ott the front of the VE.

TENSE ~-- class = SF

This function gets the vElue associated with TENSE

and applies another function (whose name is the sage as tha

TENSE value! to the first word of the current V5. The

result if then concatenated onto the front of the remainder

af the V5, These tense functions are:
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FRES (V) = the present tense fore of V

PAST (V) = the past tense form of ¥
FUT (¥V} = PRES(BE!I +»GOINRG+TO+INFINIV)

PASTRAST (VV) = HAD+past-participle(Vv)
PRESPAST {(V) = BAST IV)

FUTPAST (¥) = PAST (BE! «GOINT+TO+INFINIVY!

FUTFUT IY = FUT (VI]
PRESFUT VV) = PRES (V!

PASTFUT (¥] = PAST (VV

in general, the determination of present, past, or

future form of a verd must take into account the value of

TYP, originally set by VOICE. That 1s, PRESI(BE! may be I5,

AM, or ARE, depending on TYP. The two cases where INFINIY

Eppears are needed to handle cases tn which CAN is present

in the VS. We define CAN to hive the INFINitive BECABLE+TO.

For 4ll other forms, the INFIKitive Ls identical to the

value of the LEX relation in the syntax net. |

MOOD == class = SF

MOOD its a function which serves toc change the current

state (in the grammar. The now Stale reached 1s the one

whose nae 15 the same a3 the value of the MOOD relation,

which must be one of { INDIC., INTERROG, COND, SUBJUNCIH.

MOOD 13 the only 5F in the grammar which changes the state

te one other than that at the head of its arc.

CRDIT ~~ clase = DOF
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The function CNDIT is performed for sentences with

CONDitional MOOD. No CHDIT relation is ever actually present

in the syntax net; the function is performed because it 1s

in the DF class and (2 the only path cout of the state COND,

The function converts VS to WOULDIRFIRIVS[I] i+vSél, where

vEfll] indicates the first clement of VS and VvSil tndtcates

the remainder of VS after the first element has been resmaved.

Thus the VS "WAS+GOING+TO+RUNK™ (ss converted to

"WOULD+BE+GOING+TO-RUN"

INT == class = DF

IVT i183 the analog of CHNDIT for INTERROGCaTives. This

function does the correct thing only for "yes=-no' questions;

BABEL does not have a gencral English guest ion syntax. IVT

creates & new syntax relation V51l, whose value will be a

vert string which ultimately precedes the sentence subject.

IVT also alters YS, the verb string which will follow

the sentence subject. This Ls accomplished as shown in the

following flow chart:
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YES 4 LENGTH IVS) » | © NO
N

| N,

i INFINIVS) = BE J |
-v51 » vs{i] VEL & tensed form |

: of DO |
| YE ®» VE4+!} '

| VE # INFIN:IVE) |
produces Ss like: produces 58 [tke
"HAD JOHN BEER EATIEG..." “DID JOHN GO..."

"WAS JOHN AT THE STORE" "DOES JOHN BELIEVE. ..®

+BJNCT -- class = DF

No function has been implemented to hindle the syntax

cf subjunctive mood. The surface grammar generates sentences

from nets marked with SUBJUNCtive MDOD srsctly as thauygh

they had been marked INDICative. Thus we jet:

“if John went te the store ..,,.", instead of

"1% John had gone toe the store ..."

FT Moun Phrase Construction

Noun phrases are constructed by the grammar segment

beginning with state HNP, This state 3 reached by rtraversing

the free arc from one of the states [SUBS, OBJ, OBJ2, POBJ }.

The current syntax net nods at the time state NP is reasched

will always have a LEX value which is a noun.
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Ke shall refer to such a node a% &¢ nominal node. In

addtrion, a4 relation CASE with value NOMinative, OBlectlve,

ar FOSSessive will have been sttached tc the node.

A new syntax relation NSE, the analog of V5 1n the

verb string construcior, is added to the node. The value

of thie relation 18 then transformed Inte a complete noun

phrase, which (8 concatenated onto the OutHut String. We

now describe each of the functions involved in this process.

PRON -- class = SF

If the relation PRON is associated with the nominal

node, its value will be a pronoun in nominative case. This

pronoun, in the case form specified by the case relation.

LS made the value of HE. Thus, if PRON has the value HE,

HS may be ser to HE, HIM, or HIS.

PUSS -- class = EF

If the relation POSS iz associated with the nominal

node, Lis value will be ancther nominal node. (This

relation may have come from & conceptual POSSE OWN, or PART

relation, or, if the conceptual representaiion were extended

from that permitied by BABEL, from meanings like “John's

uncie®™, “John's responsibility”, etc.}
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The function POSS attaches the relation CASE with value

FOSS te the specified node. Since POSS is am EF, the

Generator algorithm ts then applied to this node starting

{ro= the state #0535. This results in the forxation of a

string like "MARY'S" or “THE DOG'S", which 1s concatenated

onto the end of the ocutput stream.

DET == class = §8F

The value of DET, which will Le A, THE, or EOME., is

zade the first glement of NS.

LHUANT -~- clams = SF

The value of QUANT, which is 4lways an integer, is

concatenated onte the end of NS. in addition, 1f the

integer LS greater than 1, the relation NER with value PL

if attached To the nominal node.

EBR == class = DF

NER takes the noun of the nominal node, Flaces Ltt in

Plural if the relation NBER with value PL is Associated with

the node, and then puts the noun in the correct CASE, The

result of this process is then concatenated onto the end
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af MNS, In addition, the relation PROX 183 attached to the

node, with its value being the nominative case pronoun

appropriate for the node's noun, If this node is ever again

uEied for NF generation, the PRON arc will be followed, This

18 the only way pronouns Decome part of the output string.

NE =-=- Cciass = TE

The noun phrase built up as the value of NS is

concatenated onto the ond of the cutpat string.

Preparitional phrases are generated frop the grassar

segment beginning with state PNP. Thiz state can De

reached cnly from one of the states {LOC, FPL, INST. IORI).

When the state PNP 18 reached, the current Syntax net node

will have two relations: {it} PREP, whose value i3 =

preposition, and (iil POBS, whose value ($s 8 nominal node.

The effects of these relations can be simply described.

FREP -- class = TE

The value of the relation PREP, an English proposition,

L8 ConCatenated onto the outpul SLring.

POBS -- class = EF
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The function POBJ attaches the relation-value pair

CASE-OBJ to the nozinal node which ts the value of the

relation POBI). Since POBJ is an EF, the generalior proceeds

to generate from the state POBJ using this nominal node as

the current node, The state POBJ leads via a {ree arc

to the state NP, resulting 1n the production of & noun

phrase object for the prepositian.

5.%. 3 Eentence Construction

Production af the complete sentence begins at the

gtate IKDIC, which 15 reached either because the relation

MOOD had valve INDIC, or because a path to INDIC from one

of the other "sood" slates was traversed, The current node

will always be a verbal node at this point. The granoar

now caozhines the verk strings, VS and VSl, with generated

noun phrases and other elements to produce the final

gentence in a4 lefer-to-~right fashion. The functions which

accompiish this are:

¥5]1] -- class = TE

If the relation ¥F1l is present {which will be the

case if and only tf the sentence (3 in INTERROGCative MOOD,

the value of VY5]1 becomes the first element of the output

BETTING.

& 20% .
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SUBS -- class = LF

If the relation SUBJ is present (tt will have been

attached by the VOICE funtioni its value will De & nominal

nade . The function SUBS marks this node as Leing

KOMinative CASE, and, stnce SUBS 18 an EF, control passes

tc the state SUBJ with the norlinal node as current node.

Tris leads to the production of a4 noun phrate as the next

¢iement of the output String.

GsBt -- class = EF

In no SUBS relation exists, a GEBS iGerTund SUBIect:

relation will. This relation is part of the framework in

BABEL'® concexicon Yor every verDh sonee which has no

ACTER) frame, The value of GSB) tz always a verbal node

bo, The function GSES affects this node. it attaches &

cclation VE to the node. The value of V5 13 the piogiesslve

form of the verb asscclated with N (this verb Ls the value

wi K's LEX relation.! GERD also attaches two flags to NM,

YE-MADE and DEL-SUBJ. GEES, being an EF, causes & transfer

to the state GEBS with HK as current node. The state GEBJ

ivads toc BEtate 5, and 8 sentence 15 generated frca KN oand

placed Ir the cutput string. The flags affect the

gehtI&Lion of thls sentence, VE-MADE inhibits all the
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regular VS butlding actions of VOICE, TENSE, FORM, etc.

And DEL-S5UBJ inhtbite expansion of SUBJ tn the gereration

cf thie sentefice -- that 15, no subject HPF will be produced,

Thus, If the network attached to N might normally preduce

"John scold Bill a bike for 50 dollars”, its generation as

& GSB within ancther sentence would produce "selling Bull

4 bike for 50 dollars"™.

MAN ~- class = TE

MAH 1s the relation added by the LS function which

handles CERTAINTY. tts value 18 alwaye an adverb, which

1% placed directly in the cutput string.

KGT =~ class = &5F

If this relation 1s present, 1t will have the value

noT. The function NGT inxerts KOT 1nto the VS as shown in

the following flow chart:
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LENGTHIVS] > 1
YEE KO

OF '

\ INFIN(VSiI = BE °

Vv + tensed form

of DOD

+ HOT

| + [NFIN (VE)
vs vs fi} +

NOT

VSi4i

VE -- class = TE

The verb string which 1s the value of the relation

VE ts placed in the cutputl srr ing.

PART. =-- class = TE

Certain verb senses are expressed in English wikh

*PART1c les" attached to the verb sLring: “He zat 1n at

the administration building.” These particlez are placed

in the output immediately after VI.

OBE -- class = EF

Certain verbs of English can take two objects ==

that 15, a declarative, active volce sentence using these
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verbs will have two noun phrases following the verry

JBI. 13 the rejfation for the "leftmost' of these: hist

icanced John the screwdfl. er,” The function OBJ, merely

marks tle pnominal node which 18 the value of the relation

OBJ. as being ‘objective’ case. The NP grammar segment

comes into play just as (ft does with SUBS to place 8 noun

phrase in the output string.

PPL -- Class = EF

PPL is a relation for the leftmost prepositions]

phrase of the sentence, 1f 1t precedes The Chins: of the

verb: "The witness adoitted to the judge he had heen at

the Beetirg.” The stare PP! has a free are to state PNP

from which prepositicnal phrases are produced. No change

185 made to the syntax net,

FPADJ -- class = EF

This 1s the Fredicate ADJect ive slot: "John is Bick".

he value of the relation BPADJ 1% & node whose LEX vaiue

i% an adjective, The state P ADJ leads via a free grec

TR the state MOD, from which adjectival modifying strings

are produced. The grammar provides for the node having a

relation DEG with value COMParative or SUPerlative, bat
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there are OOo cases where BABEL actually fenerates a DEG

relation. The adjective value of the LEX relation

becomes the modifying string.

OBS =~ class = EF

The OB) relation is for the direct object of & verb:

“John hit Mary because he disliked her.” The state OHS

leads to NP via a free arc. The funcetion OBJ marks Lhe

nominal node which 18 the value of the OBJ relation &s=

being in OBJective CASE.

LOL ~- ciass = EF

LO ts another relation which leads toc the inserticn

of a prepositional phrase in the output ILrLING. It 8

generally provided for 'locative® phrases: “He read the

tock itn his room”. It could be used for any prepositional

phrase which fits &t this spat in the sentence, however.

The state LOC leads via 8 free arc to PRP.

PART -- class = TE

Th... :8 for verb 'particles’® which do not ‘stick to’

their verhs:s {see PART! above}. “The prosecutor handed

the document back to the witneszx™. The word which is the
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vaiue cf PRET. 18 concatenated onto the output string.

ICR) -=- class = EF

This 1% another sict for prepositional phrases; to

particular, for those which follow the direct cbiect af the

vaerk, "The President asked his staff for a report.”

The state [ORS leads vie a free arc to PNP.

The transition from state VPS to VPLO provides for

the insertion of several d:fforent types of embedded

sentence in the output String. Each of thes» types has

it: own reiatiaon, belonging to the EF class. The value of

these relations is slways a verbal node XN. The embedded

gentance IS generated by passing this node back to state S

of the gramEar, (ust an wan done with the GSB) relation.

AZ tn that case, the exact forms of the embedded sentence

18 determined in part by flag settings.

£5 == class =~ EF

This 1s the simplest form of embedded sentence,

Eeing generated Just as though 1t were not embedded, 5d

performs no special actions and sets no flags. “John

told the librarsan Bill had taken the book,”
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iF! -- class =~ EF

The function sf INF? adds the relation VS to %.

The value of V8 ts TO+value of N's LEX relation. INF

alec puts & VS-MADE flag and a DEL-SUBJ flag on MN. The

affect of these flags was described with the GSB) function

shove, *ADVISELl", for example, has a frame with an INF?

Felation "The colonel advised the general! to order a

Fntreat~

PRSNT =-= class = EF

Certain exbedded Sz have verh strings which utilize

the infinitive form of the verb without the preposition

TQ: "We watched the Giants lose the game” “His mother

made him stay at nome”. The function PRSNT attaches a VES

relation MN, 1ts value being N's LEX value. PRSNT then

Belts The VS5-MADY flag,

INF -- class = EF

The function INF 1s identical to INF? with ane

vxception, INF does not put a DEL-5UBJS flag on MN. instead,

INF adds the relation INKFOF tao N, 1ts value being the

verbal node governing the INF relation fi.e., The exbedding
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ientence., | SUBJ checks for this relatian, It it :s

present, and the SURJect relations of both embedding and

ezbedded sentences have the same node as their value, The

Subjec® NP 18 not gencrated, exactly as if DEL SUBJ had

been set,

“John wants his father to take his ta the hall same.™
{subjects don't match?

“John wants to GG tc the ball game.” lgubjectys match

SPRG -~- class = EF

This handles exbedded 53 which use progressive verb

forms preceded Ly “"fram®;: “He tried reo prevent the Senator

from making & big mistake”. The function SPRG adds a va

relarion To HN, its value being FROM+progressive of N's

LEX value. 5SPRG sets the VS-MADE flags.

iHW3ST == clazz = EF

This 1s another prepositional phrase relation, Ix

is frequently useful to enter those prepositional phrases

sometimes termed "instrumental' in English: "He tightened

the halt with 4 wrench.” We do not restrict i1ts use to

syYych caseeE, however, IT 13 merely & sicot for the imgserti:on

af a prepositional phrase which may come after ar ombedded
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: fentence: “We advised the owner to have his brakes

checked In the letter.”

INST! -- clazs = EF

Many English sentences have "instrumental’ phrases

whitch have the form BY + progressive form of verh «+

predicate: “The doctor requested that his patient pay the

pill by sending the patient a letter.” These are handled

hy the (NST? relation in BASEL and are placed as the

‘rightmost’ construction In any sentence. INET. is

identical to SPRG except for two features: "1 INST! uses

BEY rather than FROM in the VE, (ii)! INST. sets a DEL _SURD

flag on NN. |

Finally, sentences which are conjunctions are

gunerated by the path:

1 FIRS re LEX SECS| 5 RR Ee Ril T |ERA a.

FIRS and SFCS are EFs which lead to state =. Each of then

thereby Causes 4 sentence to be produced from the verbal

nodes which are their values, LEX 1s 4 TE which simply

inserts its value ("AKRD' or "BECAUSE"! in the output

Lbelweesen theses (wo Rentences.
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5.5. 4 Remarks

Certainly BABEL"s surface generatcy contains neither

descriptive formaliszs nor implementation mechanisms

drastically different {from other currently popular systems

“= #,3., transformational graDmar, Semantic nets, Of

Systemic grammar. Philosophicaily, however, we have taken

positions which differ markedly from those generally

ascribed to Grhery graxzmars:

13 BABEL's surface grammar is not designed To relate

meanings to strings. It 1s concerned solely with
constitveont Structure and constituent arderting.

This is not to deny that these features are aften

related to meaning. BAREL employs such knowledge,

however, in creating its syntax nets: the process
af generating & sentence from such nets, which 1s

logically distinct, makes no use of this knowladge.

2) BABELse grammar is ane-directionai; it is not

intended to be useful for language analysis,

Riesbeck <21%> discusses why it is noither

necessary nor desirable to produce & syntactic
description of a sentence (such as is embodied

in ouf syntax neis} in the process of conceptual
analysis.

1} The surface grazzar is definitely a performances
and not a& competence grammar. No claim is made
that sither BABEL or its surface grammar should

generate all ‘grammatical’ English sentences.

There will exist possible syntax nets which would

iead the grammar ta generate (li-formed sentences:

theoretically such nets should not be created by

the conceptual + syntax mapping. Ax far ax meaning
is concerned, there is absolutely no check anywhere
in the BABEL syatem that the informacion being
eXpres3icd Makes sonse, NOR SHOULD THERE BE ANY SUCH

CHECE. It is the task of underlying conceptual

Eechanisms to zee that a conceprtuaslization ‘makes
SONSE" . If that mechanism decides that the idea

of "colorless green ideas sleep furiously” makes
sense, well, so be (LL. There 18% no reason for
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the generator to decide an tdea shouldn't be

cEpressed. Its sole job 13 te find the Fight

seguence of words to express the zdaning it is
FIVen. If tt 1s given semantic nonsense the

responsibility (and the blame? must lie with
the process which produced that nonsense.

The grammar described above 1s eXtre=mely 1mited in

the range of English constructions It can produce, even

by curfent computer standards. And even those produced ste

sometimes handled in cverly specific ways. For instance,

cur notion of SPRG -~- enbedded $8 with progressive VES

introduced by FROM, as .n "prevent him from falling™ --

should be generalized to make the preposition a parasoeter,

thereby handling “talk him into selling”, ask about buying’,

eto. The main rfeascn this has not been done 1s that we

have tried to focus oh those aspects of language production

which involve concepriual knowledge réther than gure

syntactic knowledge. We believe the format 1n which syntax

is handled 13 adeguate to ifcorporate the s50rts Gf Fyntactic

knowlodge used by more advanced granzars.

One interesting feature of BABEL's surface grammar is

its categorization of embedded 5s into syntactic classes

‘IMF, INFlZ, SPRG, etc.) based not on the content of the

e=bedded sentence, but on the main verd of the embedding

sentence, We make no claim to having exhausted the types

of ezbedding found in English, but the work done to date

would tndiceate that the number ts not large (probably no
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more than two to three times the number discriminated by

BABEL.

3.6 Lexicon

The lexicon used for surface gensraticon by BABEL is

rrivial. This lexicon if tn no way like the concept of 2a

lexicon postulated by transformational grammarians which

would inciude things like ‘complex symbols’ and syntactic

environment frameworks, It is not intended to De useful

for language analysis in any way, bul only To serve a [ow

simple morphological requirements of the surface Fenerdtor.

It consists of a set of properties and a [ist of ‘object -

property value® pairs associated with each. The entire

lexicon 8 shown in Figure 5-10. The properties used are:

PAST ~~ lrregular past tense forms are given explicitly tn

the lextcon., All others ars computed by appending

*"d* or "ed™ to the infinitive form of the verb.

The infinitive ts the printname of the lisp atom

used as the nae for a lexicon entry and found 1n

the first field of & concexicon sntry.

EN == irregular past participle forms ar# given expitcitliy.

£1}! others are formed by appending Td" or “ed™ to

the infinitive form.
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SINGS

{

ji ILM{GO Cot S)f{mavE HAS)YIDD DDESYICAN Can)
PAST

{
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}
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{
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{
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{ |
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}
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{#0 TY) (RECRUSE T)
}
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IF
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}

FIGURE S-IC
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SING} == Irregular third person singular forms for verbs

are given explicitly. All cthers are forved bs

appending "s™ tec the indinitawe forms,
PRON -- All nouns which require the proncunsg 'he' or ‘she’

in the third person nominative singular are

explicitly given, ALL sthers are sassumed to use

"it', and all nouns are assured to use they"

in the nominative plural.

OBJ == The objective case form for pronouns is listed.

All nouns are assumed to have identical chiect ive

ard nominative forms.

POSS ~-- The pozsesstive case for pronouns is listed.

Possessive case for nouns is formed by eppunding

“8% to the nominative (singular or plural) forms,

*
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CHAPTER nh

THE PROCESS OF GENERATION == THE USE OF LINGUISTIC ENOWLEGOGE

The task of converting a conceptualizat:on tnto an

English seritence, referred to AS resiizing that conceptual-

tlzat ion, requires more than the ntatic linguistic and

conceptual information detasled in Chapter 5. There must

exlet a process which utilizes this knowledge te produce the

reslization. The comprehensiveness of this process -= that fa.

the domain of meanings for which it Is capabie of produc tno

‘acceptable’ realizations -- provides a messure of the adequacy

2f the knowledge base. The efficiency of thix process provides

én indication of how well organized thie knowledge 18 ~~ wo...

how well 1t captares linguistic generalities, ¥e¢ have presented

the knowledge base of BABEL with but few arguments to support

Cur organization over other possibilitios. BAREL"ss discrimin-

ation nets, (GF example, &fe urganired avound conceptual ACTS.

One could Ccrganize the nets according to tire of cvents ipast ,

Present, or future with respect to time of generationi or some

even [oSE Beaning oficvnted feature such am the number of ron-

teplual Cases present in a stimulus. AltrrTnatively, one miaoht

encode this same knowledge in & format quite different from a

dinmCcrimination net. hers ares Countless organizational

pessibilitlien which will provide equivalent tnput ‘output
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behavior. The differences lie in processing efficiency. No

attempt will be made to justify cur particular crganizational

decisions for two reasons:

A} While numerous other possibilities CXist, none has
been seriously proposed. Some could be eliminated
for obvious, but uninteresting reasons, In other
Cases we could give oniy intuitive, hut perhaps
unconvincing, arguments.

Bi iny argument favoring a particular CrygSnization will
be based primarily on efficiency considerations. Bur
there is ne accepted standard for measuring efficiency
inn the task of conceptual generat ion. Should

‘expected’ generation time, or ‘maxisur’ generation
tine, or some function of time and BEEEOTrY requirements
be minimized? More importantly, are we interested in
changes with respect to vocabulary size, conceptual
doma.n, or what? while these are interesting Questions,
and ones which must be pursued eventually, a discussion
of them would add little to an understanding of BABEL.

Irn this chapter we will describe the process hy which

&n English realization of a C.0. gtructure is produced, This

Process takes an arbitrary conceptualization as input and

Creates a syntax net. The functions which accompiish this have

acces: tc the conceptual memory model, and thus to CoOncCepLusl

knowledge. Once the syntax net is completed, the conceptual -

iZation ts discarded and a second set of functions produces an

English sentence from “he ner. These latter functions have no

attess to conceptual knowledge, but are concerned sclaly with

what we constder surface syntax of Fngltitah,

Once the method of producing single realizations of

conceptual i1zstions is understood, it requires but slight
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expansion to understand the production of multiple realizations

from & single conceptualization, or parephrase production.

6.1 initialization

Before realizations of conceptual structures can be

produced, an initialization process must be carried our, This

process associates various linguistic knowledge datas files

described in Chapter 5 with LISP atoms and sets up tnternal

pointers tao enable the prograc to access the information,

For the most part this operation 18 guite straight-forward,

being accomplished by storing information on LISP property

lists (P-li1sts). We shall use the notation

cproperty-nate>» [catoks»l = value

Te represent the aggsoctiation of value: with “atom under

<pPTOoperty-nanes, Such operations wil. be mentioned only

briefly. In a few cases more complex processing of the files

takes place, involving manipulation and addition of pointers

in list structurex. These operations, and their purposes,

will be described in more detatl.

For cach syntax relation ( <SR>) with a8 Sefauvit fiteld-

specification (Section 5.2%, the default value is placed on

the P=1list of the - 58> under the property name FRAM-STDS =- ,

¢,.3., FRAM=-CTDS {(ACTERI)] = ACTOR .

Each conceptual dependency link 18s represented by a

LIZF atom. The code (rection 5.1) associated with each link
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1 placed on the P-list of thiz atom under the property nace

LEECODE -- e.g., LNRECODE {<=>} = E

Each of the conceptual relations which has § language

specific functition associated with 1t (Section 5.4% has the

name of that function placed on its P-list under the property

name LSF -- e.g., LSF (REF] = CHOOSE~DETERMINER .

Each of the syntax relations which requires 4 new syntax

net nade as its value (these are indicated below! has the flag

XETRUC placed on its P-jiat -- e.g... NSTRUC (ACTSBJ) = TRUE .

Each property scale (figure 5-8) 18 placed on the

P-litst of its scale-name ynde: the property SCALE --

¢.3., SCALE (*JOY"*! = (-10 DEPRESSED , . .!} .

Each entry in the ConcexXtcon file (figure 5-71 is a [tst

of the form:

i<entry-name> <lexicon-pointer> «frameworks <special-actionsa)

ceniry-naned18 a unigue atom for each entry (e.g., BUYL!., and

<iextcon-pointer> 1% another atom, whose print name is an

English word (usually the infinitive form of a verb}.

cframework:> and <special-acticns: were described in section

5.2. The initialization process places the clexicon-pointers

onte the P-list cof centry-name>» under the property LEX --

€.3.. LEX HAVEL] = HAVE -- the <frapework:> onto the sake

P-list under the property FRAMES, and the <special-actionss

nto the P-~li1st under the property SPECACT.

The file of predicates used in the discrimination nets 1s
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initially stored tn a LISP array ALLPS. Ne denote the th

predicate in this file as PRED, fit must be one cf the forms

described in section %.1). Each element of ALLES consists of

a predicate and & flag; all these flags are zet to NIL during

initialization. Following initializationg

ALLPS {I} = (PRED, « RIL} I=l,2, . . . NW

where N is the total! nusher of distinct predicates, The

purpose cof the flag will be described shortiy.

The next phase of initialization is the construction

of the discrimination nets (D-nets). The external format of

8 D=net =-=- that is, the fars in which one is constructed by

the user of BABEL =-- t3 & binary tree structure canforming

to the following syntax:

“D=net> tit= [cnOn—teYE noder «l=-subnet> <r-subnet)!
i*response naode> <back pointerxi

“i=subnet” iis <subnet>

<t=-subnet> 1r= << subnet»

<subnet> tie <D=-net> | <back pointer>

<back pointers i1:= positive integer, | nin

tnon-ters nodes i= (positive integer lists

cresponse nodex i: cconcexicon-entry list,

A <non-ter® node» 13 a list of integers which are

lndices of predicates in ALLPS. An intege¥ occuring as oa

tbackpointer> in & D-net must be the index of some node of

that D-net. These indices are detorsined by Assigning tho

root node index 1 and the left and right subnets of & D-net

¥hore root node has index M the tndices 2M, M+}, Tespectively.
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A «Cconcexicon-entry Lfist, i# a list of atoms which

3CCUY as <entry~-namexs tn the concexicnan file.

The initialization process converts this external format

tec an internal one. in doing sa, the tree structure iS CoOn-

verted To 4 network. Each integerJ 1a the 115% cOomBpFiSsLng a

«pon-term node» 1s replaced Dy & pointer to ALLPS [1] . Each

branch to & non-null <back pointer, is replaced by a pointer

ra the node which that back pointers references. Am a result

af these replacements none af the neteg contain itndifect

references to either predicates or D-net nodes. Each

initialized D-net is stored as the value of 4 distinct LISP

gtom. We shall refer to the D-nets by the names of these atoms,

BABEL tncludes 15% different D-nets:

NET NANE APPLICABILITY

AND « CONJUNCTION»s

ATRANE « EVENT>»s with the ACT “ATRANS®

BELIEV « STATE>s wath the <ATTRIBUTE *MLOC®

al 4 mutual causation
EXC « EVENT» cause « STATE-CHANGE>relations

ERE <«EYENT> cause «< EVENT» relations

EES « EVENT> cause « STATE» relations

EVT « EVENT>=

GRASF « EVENT»3 with the ACT *GRASPT

INGEST <EVEKT>»s with the ACT ®IIGESTH

EARUS «< CAUSAl> relationships
MTRANS « EYENT>»s with the ACT *HTRANS®

FTRANS « EVENT>ns with the ACT *PTRANS®

= + STATE-CHAXGE 1

START all < STATE> 5

The AFSTN grammar (section %.5%1 is stored entirely on

P+liatn. Every non-terminal node in the grammar has & list
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of <FATH>s stored on its P-lise under the property name AFSTY.

Each <PATH> is either a pair of atoms (<arc label> €Joal nods»,

OF in the case of a ‘free arc’, simply the atomic <goal node a==

AFSTN (NP) = { (PRON NPI} (POSS HPL) "DET NFiY NPL} .

Finally, the lexicon ifigure 5-10) is sot up. For sack

Property type f{e.g., SING3I}, wach of rhe atom-value pairs

itsted with ir is Processed by placing on the P-list of the

tol under the property naxed by the type the value indicated --

SING3I (BE) = 15

The initialization process is performed only once; it

3 not necessary to reinitialize the S¥Sten for each roalt-

zation,

f.¢ Ffelection and Application of Discrimination Mets

¥hen BABEL receives a conceptual Tepresentation (C.R.]

to be reslized, its first action is toc select a set of one cr

=0re D-~nels to use in an attemp: to discover & main verh for

the cuipul sentence. The choice is made by =zgans of a quick

§ltuctural matching of the C.R. agatnst kncwn patterns. The

skeleton of the C.R. (section 5.1L) is formed.

tf the SKELETON ig: the set of D-nets used is:

hi AND
T 8C

EXC EEC ,EAUS
EXE EXE ,KAUS
EES ERS ,KAUS
xky {other than FRUS

above threw)

a OK
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If the skeleton is 5, and the <ATTRIBUTE? of the conceptual-

ization 18 *MLOC®*, the D-nwt BELIEY 18 used; for <conceptuali-

tzations with skeleton 5 and other «ATTRIBUTE» fields, the D-net

ETAT is used. If the skeleton is sisply E {an EVENT), the D-net

EVT will be itn the set used. In addirtion, 1f the ACT of the

EVENT is one of {GRASP, INGEST, PTRANS, ATRANS, NTRANS)}, the D-net

of the same nace will alsc be placed in the set,

The D-nets in the set thus selected are sequentially applied

to the conceptualization until a response 1% found. The algorithm

for applying a D=net is basically that given in section 5.1.

Certain details were cmitted from that algorithm and will now be

presented. Ir should be borne in Zing that this discussion

applies to the application of D-nets to embedded conceptuaiiZaticns

as well as those passed to BAREL by the memory for reaslization.

Each tiEe a D-net is entered, the variables TFLAG and FFLAG

are assigned unique values. Each non-terminal node of a D-net,

after initialization, is composed of a list of entries in the

array ALLPS =-- that its, a list of predicate-flag pairs. The

value of a predicate &t & non=-terminal node is taken to be the

value of the conjunction cof the predicate parts of those pairs.

The evaluation takes place from left to right, stopping as scon

as one of the predicates evaluates false. Before the predicate

part of any pair is actually evaluated, however, a check is

pade to see Lf the flag part matches the value of either TFLAG

of FFLAG., If a match 1s found, evaluation of the predicate is
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inhibited and the value TRUE or FALSE is assumed, depend ng

whether the match was with TFLAGC or FFLAG, respectively, 8 4

no match is found, evaluation of the predicate takes place and

the result is zmaved by storing TFLAG or FFLAG in the flag pars

of the pair, depending on whether the value obtained was TRUE

af FALSE. This use of the flag associated with each predicate

ensures that no predicate will be evaluated more than once in

the application of a D-net to a conceptualization, regardless

3f haw many nodes cof the net reference & Fiven predicate, Figure

€-1 depicts in flowchart form the process which evaluates a

predicate at & non-terminal node for a ConCuptual stimulus STIM.

The overall not application process 1s depicted in Figure

=-2. Initially the variable NET is set to the entire network

structure of the D=-net as defined by the oy Stan in the preceding
ection and modified by the initialization process. It tm

“RRECCstary Lo maxe special checks for chack pointers in this

slgorithe, because the Initialization has sitered the ‘parent’

node of each <hack pointer> by replacing one of its <subnetss

with a pointer tc the subnet indicated by «<back pointers,

The result of this process f(s either a list of response

ttems found at a <response node», or failure, indicated by

foliowing a branch to a null <back pointer». In the case of

failure, the next D-net frox the list is tried, if all nots

fail, the program 1s forced to give Ups iT cannot produce a

realization for the stisulus. If a response lipt is found, the
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Process of syntax net construction can take place.

6.13 Syntax Net Construction -- Sentence Production

A syntax net (SN) consists Of NODEs, directed labeled

ARCS, and TERMINAL UNITs. Each ART has a NODE at its source

and a syntax relation (section 5.5) as its label. An ARC may

have either a NODE or a TERMINAL UNIT at is goal. The syntax

nets 4re buiit as LISP P-list structures. The NODEs and

TERMINAL UNIT: are atoms. An ARC labeled “L™ from X to ¥ is

created by adding to the P-~iiszst of X the pair (L Y¥).

The syntax relations &r¢ of two classes, NODE-KODE and

NODE~TERMINAL UNIT.

RODE = NODE relations: NODE + TERMIRAL relations:

ACTER] G58J INF 3 | YOICE DET
O8J FIRS 3 FORM QUANT
OBJ 2 BECS =, RODAL MAN

POBD FOSS IRSTZ TERSE ASE

PP1 P_ADJ SPRG HOOD PARTI
LOC INF FRSNT LEX PART

IG8.J INF FREFP

An ARC with a RODE-NODE class label can only connect two

HODE® of the BN. An arc with & NODE~TERMINAL class lahel can

enly lead from a RODE to & TERMINAL UNIT.

At &ll1 times during the generative process there is a node

marked as the active node (<AN>), a syntax relation marked as the

active zyntax relation (<ARSR>), a conceptus]l structure marked

as the active conceptusl structure {(<ACSE>}, and a push-down

stack (<PDS>} of triples: {frames, conceptual structure, SK-nodel.
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Intrially the SN consists of an isclated node TOPNODE.

This node is mares as the <AN>. The inttial <ASR™ 18 5

(Sentence! and the initial <“ACS> is the conceptualizaticn giver

to BABEL for realization. The <PD5 Le initially eppty., We can

now give a concise explanaticn of the process by which the SN

18 constructed.

BASIC GENERATION ALGORITHM

£1} [If the ACS is a conceptualization, a set of D-nets 1s

selected and aspplied. This results sither in fa:lure, in

which case the realization also fails, or the discovery

af & list of concextcon entries, Assume for the present

that this [ist contains only one element. OF it contains

2o0f¢ than cne, we takes the firstci. This entry will have

the form:

na ; : a

“LEXICAL FOIKTER> “FRAMENORE> <SPECIAL ACTIONS" 3ER ————————————————— — — —— cE ——— Me TE. oi isan ali = em————————

If, on the other hand, the <SACS* t® not & conceptualizatian,

it will be & list with a PP as its ftirsy element -- e,3.,

{*HARKD®* PART (*JOHN*}]. in this case, BABEL retrieves the

ENGLISH-NAME (section 3.2.6) for this PP.

{4} A new ARC 15 added to the network, labeled with the <ASE>

and leading to & new IDDE created at this time. The newly

created ARC has the <«AN> a8 tts source. The new NODE then

becomes the <hl>.

t3) An ARC labeled LEX it: added to the network. This arc leads

from the «AN> to either the LEXICAL POINTER of the

CONCoN1TOn entiry or the lexical unit retrieved from the

ENGLISH-NAME relation, depending on the result of step (113,

13



For example, if the D-net application returned the con-

cexicon entry ASK-TO (which has <LEXICAL FOINTER> ASK!

in response to & stimulus given to BABEL, steps (li=-(3}

would produce:

TOPNODE:: 3 Gi

Gl: LEX ASK

“ AN> mw Gl

(1) If a concexicon entry was found in strep (i), any

“SPECIAL ACTIONS> (section 5.2) are now taken. <SPECIAL

ACTIONS> can only affect the <ACS>; they have no direct

effect on the syntax net.

E53} The modifying fields of the <ACS> (zecticn 3.2.%) are now

processed by language specific functions (section 5.4).

These functions add only NODE-TERMINAL arcs to the network,

all cf which lead cut from the <AN>. This process might

expand the network depicted in step (3) into:

TOPRODE : Ss G1

Gl: LEX ASX

TERSE PAST

FORM SIN

VOITE ACT

ROOD INDICT

if & COncCexicon entry was found in {1}, the variable FRAMES

is set To the <FRAMEWORE> of that entry. Otherwise, FRAMES

is set to MIL.
*

(%} if FRAMES 1s NIL, there are no further ARCs tc be connected

to the «AN> and control passes to step (7). Otherwise. the

first frame of FRAMES ts picked off and the triple

{REMAINING-FRAMES <ACS> <AN>} 1s put onto the <PDS>. The
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frame toc be processed will have the forms;

TE ' . i EL.TR:TYE TAX RELATION: + FIELD SPECIFICATION:| -SFECIAL FEQUIREMENT: « |

SE or  ]
- SYNTAX RELATION (a made the °“AJk-®, If the “FIELD

SPECIFICATION 18 omitted, the default field-spe. for the

given “SYNTAX RELATION 1s filied ih. The “SPECIAL

REDUIREMEKTSE* 'wection 5.70) are disposed of next. of patos

interest here (8 the preposition inserting regquliretent,

MAEPHREF FREPOSITION MAEFREF generates a new nade

and ar arc jateled with “ASE> dfyor the “AN® tO the new noite,

Arn atc labeled FREF 1s generated from the new node *~ the

"PREPOEITION', the pew node ls made the “ANT, and the ASR

tecomes PORS 'Prepositional ORJect) Thus, for coxamjic:

RE FORE hAMN* = G74 Sg. = LOC SPECIAL EBEQUIBEMENTS: =

[MARP REF TO:

AFTER frocesslng the special requirements: the network contains:

574; LDC Ged

ORG FEEFP TO ICAI 58 & newiy generated pode)

“AN = GE AGRE: = POBRJS

Finally, tne “FIELD SPECIFICATION 15 applied to the ADL,

the resell? becoming the new “ACE=, This may be a Ccon-

ceptualization== 9. , if the field spec 13 MOBJECT-- 1 a

yrtructiure headed by a PF == o¢.3., tf the fleld spec i=

ACTOE. In wither case, the syntax net creation a2lgorithn

in entered recursively at step (l} to expand the nev, rather

than proceeding to step (70,
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(7) If the «PDS» 1s empty. it indicates that all required

processing hss been done and production of the syntax net

15 complete. Othervise, FPRAMES, <ACS>, and <AK> are re-

stored from the top triple of «PDS» the triple iz removed,

and step (tl is re-wnlered.

One detail left cut of the above algorithm is necessary to

complete the description of network construction. As stated,

the aigortthe would produce only tree structures. This ls Lecause

arcs added to the net always point tc newly created nodes l(sxcept

for those which point to TERMINAL UNITs}. In actuality, thers

18 a ‘memory’ which recognizes cafes where a - ACS- reoccurs and

generates &n Arc back to an existing node of the syntax net.

for example, Jiven the conceptual representation of

"The woman begged the tourist to give her sche money"

BABEL wi1l1]l first find a concexicon =ntry, say BEGI, corresponding

tc this sense of "heg®., The asssociatec ~FRAMEWORE> will include

an ACTSE) syntax relation with a <FIELD SPECIFICATION: which

retrieves some conceptusl] node (Cl) Tepresenting “the woman™.

The same memcTy node C1] will eventually be referenced in

1
processing the «FRAMEWORK» of the concexticon entry GIVEL.

father than regenerTs&#te the syntax net corresponding to this

conceptual node, & second arc to the syntax net node already

genevyated for "the woman™ 1s added. Pictorialiy:

after processing the ACTSEB) frame of BEGL:

TOPHNGDE » > Gl Gd 1 LEX WOMAN
DET THE

Gi; RCT SBS Gd

LEX BEG
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after processing the OBI. frame of GIVEL:

TOPNODE : = Gl Gd LEX WOMAN

Gl: ACTSEBS Gd REY IER
INF. Gi TREE LEX GIVE
LEX BEG OBJZ2 GI

This “reuse” of portions of the syntax net 18 accounted

for by the following modification of the algoritha described

above. An association list, initiaily empty, cf conceptual

structure - syntaxnet node pairs is maintained. Each tiee

step (1 18 entered, a4 check 1g made to ase 1 f the ACS» Ln

associated with a node in this List. 1f 20, the arc created

in step (J) leads not to a new node, but to the node asncciated

with the ACS», and control passes immediately to step (71,

bypassing all processing of the <ACS>, The association list

18 butlt up by adding the patty (*ACS® “AN*) to it each tine

step (1) of the algorithm 18 catered,

The linearization of the syntax net ts accomplished by

the AFSTN grammar. The details of BABEL's particular gracmDar

wore given in section 5.5%. The grampay ts entered at

grammar node 5 and syntax net node GC, where G is the node

related DY syntax relation 5 to TOPNODE. The algorithe which

controls flow through the grammar and syntax net 1s that described

in connection with Simmons’ work fsection 2.4). The reader is

referred to “342 for a more detailed specification of this

algoriths,
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Appendix 1 shows &n eXaABRie of BRBEL realizing & stimulus

conceptualization with output from the program augmented to

depict the Syntax net construction process in detail.

6.4 Paraphrase Production

The algorithms of the preceding ection dercnstrates how 4&

conceptualization can De used to produce a syntax net which in

curr can be used to produce an English sentence. Since €ach

step of the procedn iS dererministic, some additions! mechanisn

is needed toc produce pasraphrases, oF multiple realizations, from

a ingle conceptualizaticon.

One way to do this would be tO define Eeaning-preserving

trang formations on the syntax nets -- changing VOICE from

ACTive toc PASgive would yield a gifferent surface sLXing. |
But such syntactic paraphrasing is clearly net the scusce oF

the paraphrases produced by BABEL. In fact, we have not

incorporated any form of syntactic transforzational component.

Rather, BABEL's paraphT asses are obtained by ailovwing the D-net

application algorithm to find pore than one responge. Distinct

syntax nets are then produced for each ToEpoOnse. |

1t was pointed out earlier that there may be sore than

ane D~net applicable to & given stimulus. BY aliowing aii the

nets appiicable tO & glven stizuius to be tried, rather than

Stopping 4% TOON a8 One produces & response, multiple responses

can be found. Since the nets are crganized to group ‘related’

18



Beanings into a single net, however, 1%! is often the case that

more than onc appropriate response exists within a single net,

There are two ways itn which sach responses may be found.

First, a <response node> consists of & 11st of con-

CeX1Cconh ontries. A stimulus which finds the response RETURN]

say sSiftultanecusiy find GIVER ("give back" 1, because both are

part of the same response nade», This handles canes of what

we term ‘conceptual synonymy. Such cazen do not explain a reat

deal cf paraphrase, however, ind become Ferrer 4s conceptual

representations are refined toc represent meanings more precisely.

The most 1mportant scurce of paraphrase genvration 1s the

back pointer» field asscclated with each <response node», ihe

represented these fields by (¥ <INTEGER>) at the «response nodes

cf the nets in Chapter 55.1 These <back pointers were ignored

in the basic generation algoriths stated above, since that

aigorithn always halted when a «response node» was reached.

it is possible, however, to save the concexicon entry list at sa

cregponse noder and follow the «back polnter» astociated with ft.

This process can conhtihue until 4 nayll <back pointer» 1% reached.

In this way, a [ist of conceptually Listinct responses fo, 3..,

THRTH, wWARNLI, TELLI}', can be found within 6 single D-neor for a

single stimulus, intuitively. following the hack pointer» from

8 “response node> corresponds to ‘ignoring’ some featureizl of

the stimulus which English provides a8 special way cof expressing
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and finding & more general way Oo =XpIess that 1nforaatian,

More precisely, we EUs modify the flicw chart of Figure u-.

as follows:

FY Initialize a variable RESPONSES to NIL

(B} At 3. eodify the action taken wheh & .responies node.
is reached: I}

—i rp § By B
ai BESPONSES + i HET {icilon

Zz RODE a 4 Append | 4 -— ae. Tg
- fesponse £2 RESPONSES, pointer J

Noede besponse 3st) LEFT (HET!|
VEY At £31, modify the action taken whan KET becones NIL

ino mcte paths can be followed in the net!l:

Ii

oy
H

~~ NET ” RETURN "
i RESPONSES L

wil I OF ™
TLIC

RESPONSES will now be & iilst af concH Eicon entries. Some

of these may be conceptually synony®ous, others conceptually

distinct. But wach of thes: in turn may be treated as though

it were the result of step (1) of the basic generation algorithm,

resuiting 1h a distinct syntax net for cach.

The control structure required to produce all paraphrases

wi & given conceptualization is that cf an AND-OR tree search.

Roughly, this 3 because cach spplication of & set of D-nets

yields a set of responses R_- Since each response can bo used

te generate a different smclution (paraphrase), the set af responses

yields a disjunctive node in the S0iution space. gach response

s hai 4 set of frames EF. ; in its concexicon entry, ail of whichEk ¥
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nuyst be processed in order Lo gQeneratoc 4 iingle solution. Tho

P 3 therefore ftesull in 4a conjunciive node in the sclution

space. By finding all solution paths in this AND=-OR tree,

paraphrase 13 accompiished.
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Our model shows how & sentence can be constructed by

first choosing a verb whirh conveys some of the information

content to be expressed and then using information associated

with that verb to guide sentence formation. The emphasis

has been on verd selection nouns have been restricted to

those which nase either people or classes of physical

objects. For these we have used a simple associative

mechanigs (the ENGLISH-~NAME relation, section 31.2.6} to

retrieve the nouns,

For exazple, we have assumed that there exists a

penory aode SCISSORS which represents an asbhstiract ‘concept’.

Associated with this node are:

al the ENCGLISH-MNAME relation

bi da physical description of the "abstract’® SCissors

cl a functional description of the "abstract' scissors

dg} information about “scissors” -- 2... found in desk

drawers, purchased at department stores, cot about

Fd.00 etc.

© } *i1diosyncratic’ beliefs ahout scissors =-=- &.g..,

"BC1930rs”T were given to man by the devil and all of

ther should be destroyed.

£3 tokens (instances! of SCISSORS ~-- these are the nodes

which represent particular physical objects (like the

5CLS80Trs on my desk) and which appear in the kinds of

cuonceptualizations we have dealt with.
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Now there i183 rothing novel Bere, roLputer codels Lave

TORBOnly dealt with suck archetype nodes and instance nodes,

and natural language programs i} ike Kilnograd®=! have slways

dxfocliated English words with these srchet ype nodes, Thieme

15 & perlectly narural way tc deal with COREIN nouns who

name Classen of physical abjects and FTOoper nouns which naz.

tokane of suck :lasueg, Hut there are many common Erngl.sh

fCunE == w.g.., "vellisicon”™, "murder®, “destruction”, “degre”

-= wich Oo Rel name phys.cal objects, Furl words express

BE IRINGd which CC. 0, represents with Cencvitualizations ard

which BARREL now v¥presses surly with verns, More

upeci tically, we pasit that for any of the verpb-naocun FaLrs

Leldow, ow verdh and "he houn must he Fehierated from
identical underlying Thncefptusl representations

icollide collision Frurdes murder) destroy destruction
‘die death:

AlVen that these nouns have canceplual represent atior a

LCuhitical To those of the VeTrDS, it is a simple matter to

txtend BABEL to find these nouns fron their meanng

St fuctures, tt is peceossary only for the noun te be

AFBCCLatod with Phe =ame FLAC F1IBIRAT ION het terminal node

wf L858 tH Fatrtfesponling verb,

Ir orders tno gue the nouns in Englisn Sentencenr, though,

+t im heceghuary to Specify thetr sayntactyr tThYiIFanhent a,

By the syntact,y raviFoRoEent ol! a wora W owe mean the “vn ax
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het relations involving a node N which has an ar: labeled

LEX POinting to the word W. There arc two aspects to this

ERY ITONEENRL

1? What atc types can lead out fram node H? We shall

tefer to these arc types a3 syntactic predictions of
N. If W is the verh "murder, for oxacmple, there
exist syntactic predictions for TENSE, ACTSBEBI, and

OBJECT arcs, asong othors. The noun "murder™,

however, Dakes different predictions, as we shall
Eee.

13' What arc types can lead inte node MN? We shall

refer to these arc types ax those with which NM

haz syntactic compatibility. If ¥ 1s the vert
“die, Lt 1s compatible with the relation INF but
not with the relation OBIS, The notion of

compatibility will te more precisely defined
shortly.

“Murcer” noun) and “murder” (verb), "death®™ and “die” may

iook the sate In 3 muaning representation, but they ares not

mutually substitutable in English sentences or English iyntax

nets. For This rfeason it 1s not possible to have a single

Concexlcon entry DIE] with 1ts LEXICAL POINTER field

containing pointers to bath "die™ and "desath™.

BABIL slready deals with the question of syntactic

predictions for verbs. The program contains two sources for

euch predictions. Language Specific funciicns attach

reiaticone like TENSE and MOOD to verbal nodes. The

FRAMEWORK field of a concextcon entry makes predictions

specific to the particular verd to which that enLry

COY responds. The concexicon entry COLLLIYV far the verb

"collide™ would have 3 FRAMEWORK which specified an ACTSSES
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and a PPl requiring the preposition “with™, From this

FRAREWORE mentences of the form "X collided with ¥™ would

be generated.

The syntactic prediction problem for nouns could be

handled analogously -- that 12, by having conRcexioon entries

for nouns as well &s for verbs. For “"collision™ we want to

generate a noun phrase of the form “collision between X and

¥™. We Invent a4 new syntax relation NPP to handle

prepositional phrases placed afrer their governing nous

phrases, as in “dog in the back yard®. Ne then create a

concextcon entry COLLIN, with "collision™ in tts LEXICAL

POIKTER field, and 8 FRAMEXORE which would generate a piece

of syntax net like:

RE 7: LEX COLLISION H593: LEX AKD
XPP N58 HPA HED

RFR Kbi

PREP BETWEER

POHED MHL9 NED; LEX CHEVY

Ma]: LEX FORD

Fointers to COLLIY and COLLIN would exist in the

response (ist of the same terminal node of sone

discrimination net.

1f the AFSTN grammar (3 sodified to handie the NEP

relation and ‘conjunctive’ noun phrases, the zbove piece of

net will produce "the collision between the Foard
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snd the Chevy” (we have omitted determiners in the synlax

net abovel. An alternative FRAMDWORE could be used to

troduce "the collision of the Ford with the Chevy™.

Similarly, “death” would have two FRAMERNOERES, one of which

would produce “X's death®™, and the other “death of X*.

“Anxiety”, on the other hand, would have only & FRAMEXDEE

for producing “X's anxiety” 13% Least tf our model was

based on the author's dialecti.

The use of Language Specific functions to make

syntactic predictions can be extended to rouns a3 well.

Just as a TENSE 1s produced whenever 4 veroal node 18 put

tnto the Syntax net, so a (possibly nell) DETerminer shoy.id

pe chosen whenever a nominal node iz created, The program

currently (swe section S.4.1) chooses determiners not by

prediction, but from the existence of & REF link in the

conceptusl Structure. This is theoretically unsound, Since

1t leaves what 1s really linguistic information in the

conceptual fepresyntation. What is needed is a sophisticated

pfoCcuss, activated upon creation of a nominal node, which

decides on an appropriate determiner.

in discussing syntactic prediction, we have made No

distinction between the notions of ‘noun’ and ‘verb’. We

have, rather, been treating them symmetrically:

{ § } both make syntactic predicllons

15k} both may be generated through the U-net genelIalion
process of by association with & gemory concept.

2&7



There comes & point, hovever, shere the gencFator car

na longer ignore the gramsatical category of the word (t

chooses. Once generation begins and choices are being made,

these Choices must not only direct the generation pPraocoss

through the conceptual network, but Bust algo place

Syntactic CONSLraints on later choices, In particular,

whenever a chojce oust be made between a conceptually

EyNOnynous noun-verl pair, the one chosen pust be

syntactically compatible with the prediction which led to

thet Choice. This can be i(llustrated with an example.

For simplicity, let Xi be the conceptual representation

ef "the stireel was wel™ and let XI be the conceptual

representation of “the Ford collided with the Chewvwy™.

Suppose BABEL were given the task of realizing:

ICT=11 x1

;F

21
Xd

Consider the following realizations of (7-111

a) The Ford collided with the Thevy because the street
Eas wet,

B) The Ford collided with the Chevy because of the wet
SLreel.

cl] The wet streel resulted in the collision between the
Ford and the Chevy,

idl The collision Dotween the Ford and the Chevy resulted
from the streets boing wel.
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wl The coilisivon between the Ford and the Chevy was due
Lao thie wet street.

i The wet gtreast caused the collieion between the Ford

and the Chevy.

The point of these exanples 8 that the ynderlined

relations, some of ther verbs and others conjunctions but

ail possibly found as lexical pointers of entries used in

IrdiiZing a4 cofceptual Causal relation, sel! up syntactic

censtraithts on the manner of realization of a2, They do

the spame for Xl. of Coutee!.

Now suppose thet our model had only che concexicon

entity in its Yucabulaly suitable for expressing the causal

telatlonship in 07-1: hesufte Lhis was the nntry RESF|

torresponding Lo the use of “result from” in id) above.

The entry would Rave

i 4 lvxical pointer to the verb "resylr”

1p RE a FHRAMEWOERE which included a FRAME with ACTSHJ

ar 1ts Eyntex Felaticrn and (RESULT) -- which

in this case specifles Xd -- as the Field

Specification,

in realiging 'CT-11, BABEL would first find this entry KRESFI,

It ptucewssing the ACTER) frame, BABEL should see that XI

reuld be CcRprfetned with elther of the concexicon entries

COLLLIY or COLLIN ment icned varlier. But only the latter

“Ehe TLQlliwiurT enttr 0 1s compatible with the decigion

1lready made Toe resbile <C7-1) with RESFIL. How 18 the

pfegianr to realises this

sq



We Can sSclve the problem by aefining “"clazszen”™ cof

syntax relations. Lot us define the following two clasnes:

V=-PREDICTIVE E-PREDICTIVE

IK¥ FIES SUBJ

INF SECS DBS

S GEbJ OBJ.

EJ BFRENT rOBJ
INET SF RG ACTSHRS

At can be seen from figure 5-9, the V-predictive relations

are those which are 2180 states Jeading directly to the

srTate 5 In the AFETN grammar. N-predictive relations hear

this same relation to the NP state of the grammar. That 1s,

the “embedded sentence™ relations are S-predictive, while

the "noun phrase” relations are H-predictive.

HoXL wo mark ovety concexicon entry as S-compatible

Gr N-compatible, sccording to whether (ts lexical pointer

cofresponds Lo a4 verk or a noun. When XJ i858 to Lv eXNpTeSYen

1% our example -- thal 1s iin the terminology of chapter i}

when XJ becomes the ACTIVE CONCEPTUAL STRUCTURE {(<ACZS>»E =--

there 1:5 available & piece of information ready-made te help

make the choice between COLLIV and COLLIN. This is the

RCTIVE SYNTAX FELATION (<RAER-). The value of <ASR* would be

ARCTSBEBZ, which is K-predictive, Since, of the options open

te ws, only COLLIN ix MH-compatible, it would be chosen and

the syntax het for the noun-phrase “the collision between

the Ford and the Chevy™ produced from R22. Finally, sentence

ted} would pe gencrated by the AFPSTH grammar.
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If, on the other hand, BABEL had only the entry

BECAUS] to express this causal relation, the <ASH» would be

FIRS when XI! became the =<ACS™. Since FIRS i183 S-predictive,

BABEL would choose COLLEY which 18s S-compatible and generate

sentence f(a).

Tc handle syntactic cospatibillity, we have proposed

three additions to BABEL:

{il classifying the syntax relations 43 S-prodictive

or Ne-predictive

tii} narking the concexi<con entries as S-compatible

of MH-gompatible

FLii: choosing & concexicon entry only if Ltt is

conpatible with The <ASR=>,

These modifications will enable the progran to Choose ¢ form

which 13 compatible with syntactic predictions of previous

choices. Since no syntax relation 1s simujltanecusly S and

K-predictive, the problem of choosing between noun and verb

formg 1% handled simultancously, provided the choice can bie

postponed until after a syntactic prediction for an § or V

compa .ible concexicon entry has Leen made,

The validity of this provision depends on an assusmpiion

which has been made :Bpiicitly throughout BABEL. This

asfusption was that, when a response (ist 1n a discriminat.on

int had multiple entries, 1t was sufficient to make 4 random

choice among thes, That 1s, the pPIrogras makes no usage

distinclions belweon conceptual synonyms.
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* fortunat«ly, this asaumption factually a practice father

than an assuEption! may limit the Juajity., OF at least the

naturalness, of the language produced by the prograoD. I=

hiés been cur feeling thet whenever random selections are

made in generation, it is probable that a ral problem is

telng bypassed, “he discussion of noun-verdt choice points

cut the probled tn this case, Our proposed solution to

Noun -verd choice war not itself random selection, but in

certain Cases our salytion makes this decision the direct

result of eariier random Relection.

Rerurning to our cvxample (C7-11, consider the case when

a model 183 allowed to have in 1ts vocabulary seversl

congeptually synonyroous ways of expressing the causal

relation, #.53. “because”, "because of”, "resul:r in", "resuit

frem*, "due tc", . . . These CORNCeXICON entries cannot be

distinguished on the basis Of SYNEACtic coEpatibiliity with

previous choices, because a4ll are S-compatible, Ke can, of

course, Dake a4 randors choice as 31s done currently. once

this choice is made, a prediction (es set up which determines

the selection of “collide” orf "collision" in reslizing XZ.

Should not the fact that "result in™ leads to the use of

"collision rather than “collide™ help deternine whether

“*reault in" 12 chaonen!

The answer 18 “yos™., This is only a claim that the

cffectn of particular chotcesn should be part of the criteria
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used in maxing a choice, (The roader may well wonder

whether there {8 any reason {for the prograg to discovery the

choice of causal relations prior tc considering the noun-verkh

alternative, This 1sSsSuvw, which has isplicatiaons far teyvond

nounh-verk selection, is considered in the final chapter.

BABEL, as develcped =o far in this thesis, produces such

situations in the course of generation. Let ys sev how

they might be dealt with.

Row given two conceptually SYROAYEGUS responses K and
1

FE such that RB predicts a nominal realization BN for some

. i

structure C while HB predicts & verbal realization Vv for C,

how can the program use this nformation in an intelligent

fashion to decide between R, and R,?

The xey Bust be (nn the different effects of N and Vv.

We sre now considering the effects “oace removed” of

choosing RK a8 opposed to BE . Great care gust be taken here
i :

iike making a move tn & chess game, the program cannot look

at ali effects of a decision tndefinitely far into the

future. No proposal for a general cut-off heurtst:c will

te given here; we do not know what al! the effects of

chooRing 8 noun vs. a verb, or of choosing between

conceptually synonymous verbs, are, it can be seen that

these cffects extend even beyond sentence boundaries,

Bowe ver, Consider:
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“A "The news service reported the death of another

Maples' citizen tn the chalets epidenic. It
was the third one this week ~

EE "The news service reported thar another Naples”

citizen died 1m the cholera epidemic. Ir was

the third one this week,"

{Al 1s quite ac eftabie (itn this gsuthor's dialect, whiiv

the swcvond sentence of IF would pot be praduced as a

tollow-up to the frat, Put rather sozething like “It was

the third such death this week," The J1¥ferwnce Svems to

te tne existence of the noun “death™ 1n the first sentence

of (Al to serve as ag referent when The second sentence ts

encountered. Since BARBELL does nut presently desl with

connected Jiscoutic, st i232 unlikely that any minor addition

te the prograz will enable 1* to take Such coOonseguencos |

LRtTC account,

There are, however, sole ntrfra-sentential effeorg of

roun=vert choice whch could be considered. The moat

obvicuns of these 1s "nformat.on prediction™, ConceRicon

entries not only make syntactic predictions ithrough the

Syntax Felations in thelr FRAMENOFES! bul make information

predictions as well, This i= done through the FIELD-

SPECIFICATIONS of the FRAMEWORK:, which indicate which

portions of the conceptual stimulus will be realized in the

syntax net and thas the sgrface GYTUCLETF o>,

i? happens that nouns and verbs which are conceptually

BY NONYEOUS may nevertheless Sake different information
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predictions. "Collide™ requires some mention of the chijects

involved -- "The Ford collided with the Chevy", "Lwl Cars

collided” -- but "colliston™ can be used to describe an

event without mention of these objects:

"I saw & collision at Grant and Broadway.”

The reason for leaving out information may be that the

information 18 unknown of irrelevant, or 1t may be that

context sakes clear the event being referred to, as in

"The guerillas captured the city and put the mayor

to death, While world opinion was sympathethic

tc thelr cause, the assaiBination was a great

migtake©

Ther (8 no way to refer to the event with a pronoun in

this cant+»xt, Bc either "assassination or “"aszagsinate”

Bust be used. Using the verb, though, would reguire

repeating (at least)! the information about the *victim':

" . +. +. it waz & great mistake (for the guerillas)

Lo assassinate the mayor.”

It & someitiges the case that information which is

valy LO express in conjunctien with & verb form (2 difficult

ts expres: (tf the nominal fore ts used:

“The history book de=cribez how Archimedes destroyed

the enexsy flee: by concentrating the sun's rays on

their ships.”

i%3 fine, bur |f "destruction" is used:

“The history book describes the destruction of the

eneny flee: by Archimedes by concentrating the

sun's rays on their ships.”

iz difficult to complete in a natural sounding manner.
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For simpli. tty, suppose we (Radine Jiving HAREL a

J1fferant concexicon entry for cach of the possirle

tnformation prediction coshinatjions which can GCCcuar wath

4 verp like "asgssassinate™ ar a noun like "destruc tion™,

iIn practice we would want to deal with the notion of

reJuired and oprional tnformation, as does Firllmore «30,

For this discussion the distinction belween LF a Singi

entry with optional clementa, and (141 separate entries for

di ffprenr roghinations, dova not matter, Theses ConRcCtaXl:aor

rrtfien are formal objlects, not pledes of computer o2de, ac

cath be maEntbulated by the program. in partaiculsr, the

Tener itor could compare the information predictions af tur

cand:date entrieos and deterhiee, 1h Caliabofation with The

zemory, which made "preferable predictions,

For exaspie, let the -"oncoeptusal st 1myiusd

iC T= XX: ama.

1)
ALL sivas E= 1,

Y| ====-e= *HEALTH®
\, ~emmasasmamme——

te the one on which the Jenerator is working fexshedded, ior

4% A4Y, A8 the "ORIECT of an MTRANSGS)], For the zozent let

the remainder ot the ANTECEDENT remain unspecified, Suppose

that, Ly checking ome conditions used to distinguish

"murder™, "assassinate™, and "k111™, BABEL reached a response

node with pointers to concexican entries MUORDERIV ithe verb
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"aurder™} and MURDERIN (the noun “murder®). An entry for

the verbal form which predicted realization of the "murderer’,

the ‘victim, and the ‘method of murder’ would look like:

(FT=1}

S5¥k. REL. FIELD SPEC. SPEC.ACT.

ACTSEJ (CON ACTOR) NIL

— me —————— she —
OBJ ie: ACTOR) i RIL

| INST {CON} RIL

A FRAME¥XORX for MURDERIN, predicting mention of the ‘victie®

only, would appear as:

[FT=21

EYN.REL. FIELD SPEC. SPEC. ACT.

BE | {<2 ACTOR) | MARKPRER OF |
Infcrmation predictions can be compared by comparing

the sets cf FIELD SPECIFICATION:. In this case, it i§ easy

to see thet the predictions of Fl-~2 are a proper subset of

ihoze of Ti=1. In particular, F7-]1 predicts realization

of the (CON ACTOR) (=s"pmurderer™)} and {CON) (s"method™)., Now

it may be that the memory model would have information tha

these things were known from context, or unknown aitogether

(e.5.. “ANTECEDENT, = *DNE*<e>*0D0%)},., In either case there

would be no desire to express ther and P7-2 could be

seiected, generating a sentence like
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"The newspaper rfepofted the murder f & FOFF*

daplomar|”

Or, the other hand, botd might?! Le jzportant pieces of

information to communicate, in which case Fi-1 could pre

chosen and the surfae sentence produced ml git be

"The newspaper Teperted that a local res dent

murdered 3 foreign diplomat by placing a bomb
an Nis car.”

In QerhierTal there 18 Ra FuaTantes that a concexi”

entry will exixt which proadicts all relevant and ro

superfluous infarnatian, in Buch rasos an evaluation has *

Le made how (Tportant 182 oY Yo eEpress, of STi, cerlaunm

snfornat ion. } Thus The (fF Jam Z4y have no alternative .°

to Senerate LY or

"The NewS pARE reported that someone murdered a
foreign Hip iomat by planting a bomb in his car.”

oF

"The newspaper Feported the =ufder of a foreign
diplomat.”

even though (is fuference might have heer to Sention nly

the “wicrim™ arg tre "method leaving the "murderer”

shTentioned,

ln SumBary, several proposals have now teen made lor

dralithy with the problem of utilizing 'event' nominals. A

| rion @f syntactic prediction for nouns was introduced.

analogous toe that which already exists for verbs. ConCexico-

rntries for hous, which guide the encoding of conceptual

information into a noun phrase description of a
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conceptualization, take care of such predictions.

The next problem faced 1s that of selecting a noun or

a4 verb, when either (ss capable of expresfing & given Zeaning.

ere the notion of syntactic cozpatibilaity is introduced,

to be tmplemented by cresting “classes” of syntax relations

and marking concexXxicon entries 45 compatible with relations

of a given class, A regquiresent is made that an entry Le

selected only 1f 1t is syntactically compatible with the

relation (it 1s to participate in.

These cechanisns guarantee that the nominal and

verbal [cress will be used grammatically in the sentences

jenerates, This does not salve the selection problem in

all cases, however. Whenever & choice cocccurs between eniries

which are of the sape compatibility class it may be

necessary to look at the effects of the itndividual choices.

“Learn of" and “learn thar™ both fall inte the S-compatibility

class, but the forzer predicts & noun phrase to express

information which the latter expresses with 4 clause.

Provided both predictions are fulfillable (how often this

cccurs 1s 3 function of the wocabulary and syntactic

krnowiedge of a particular model) tt was proposed that the

telvectlion Lrocess consider information predictions cof the

nGun-verbh alternatives. This could be done by allowing the

program to compare the asiternative concexicon entries and

detetnine which most effectively expresses the information
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which the memory model desires to eXPross,

Beyond the notion of syntactic and tnforsar:on

considerations are other, still less understood, effects co

noun=verb choice. For one thing, there 1s the nution of

"focus;

"The car ccllided wt th the Eruck™

and

"The collision between The car and the truck”

both impart the same information, but the former lnc ludes a

focus on the “car™ which the ister does not. The notion =f

“tepitc of conversation® Edy slxc be 4 factor, In a

discussion of the “gffoact of losing a war on a SGCiety™

i% 11 preferable, in describing &@ particular instance of a

NAtion loSLng & war, Yo use the nun “jefeat® rather thar

the verbk “defeatr™: Such F3ychological and stylistic SS pe Cts

“f word choice remain unaccounted for by the modifications

Proposed in this chapter,

From a program structure standpoint, the entire Frobler

Gf word choice in the nenerator tould be deslt with by

allowing each response node of g discrimination net to have

an Srhitrary program associated with ft. This program could

rerfor® whatever actions were needed 12 choose one of the

enilries in that node's fesponse list,

Whether such a non-restricrive, and ineiegant, solation

Can hie entirely avoided remains an Fen Questian,
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We have shown In this chapter that there are considerations

cogmon to many word choice problems. BY allowing BABEL to

cake use of its own linguistic =- conceptusl tnowledge as

sara rather than as program, the generator could effectively

take these considerations into account in A mannel Common

to # large class of Treaponse Seis,
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CHAPTER BH

WHERE FROM, WHERE AT. WHERE TO

Artificial Intelligence. like any other academic

discipline, has 1ts own set of well recognized research

reas. Scme of these are in the realm of practical problems

iitke “designing an intelligent Question answerinc rysten”

or “developing automatic scene analysis routines®, Others

are the DOre oscteric problems which seen to be ithe

current limiting factors in the field -- guestions like

“how to usc context to direct and limit search.” Mow it is

certainly well recognized that there exists some prohlem

which could appropriately be termed "language generation” --

one which is 8 subpart of the practical problems of

machine translation, Question Answering, otc. But 1t is by

HO means Accepted that that problem is “"preductng English

sentences from conceptual representations” which 1a what

this thesis has been concerned with.

B.1 The WHY and WHEN of Conceptual Representation

What 1s most likely to be disputed about our definition

=f the problen of generation is the nature of the

representations used 45 the scyrce of generation -- that is,

whether conceptual representations (whether or not similar

rg



t. Cuncwptual Dependency! are (ndeed Tho test oes [ECF a

LEputer te use jor language RFGoUnslng tasks,

It would Ee very nice fF we rtould give a formal

getinitiaon of ‘cunceptual representation’ and proceed to

fruve that, fof wmome classe of Tasks, such rfepfosentatlions

we le Gptimkal. We ap tr. atbat we can, and wii:, QL, hGwelWe?l,

Ls lu Compare such feprwseltations with the silternatliver

Caitrently propused, pointing oul the advantages and

t1isadvantages cf cach. This will, at the very least, glve

rhe teadel nf LNBIJNHT ANTi the mativatiuns which led to the

rodel of gereration presented pn the preceding chaptefs.

foe muoel deb sted insur I0 The representational guesrion

cw the notion of prs cedutal s¥. stafle Tepresentation, 4

rreptuadl wyster could use eoithefi none cf the arguments

which we make ful (Ghieptua. feprecentaticn will depend on

whith alternative 1s chosen, Another point of debate

irrefhe the nat are of the basic elements which make up

ve Iwpfesentatcio, and, in particular, how they relate to

ianhjuage , This it generally referred toc as the guestion of

“depth” of representation, and 1t 1s here that conceptual

rep frsertationie difter fistuinctly from othera in ways which

have mpartant implicatl one for language proceBelng.

Thoete ate THFPoew | wis jar el lens kihiich woe Can RR

al wut pRIepoased gepresc! af rons:
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Eat tan they be read:.y derived froc natura: lanjuaar
strings’

teehee ANALYSIS problem

Lid? Car natural langjuage strings he Produced from ther,
ithe GENERATION problem)

13g Can they be manipulated In the Ways ROACesLRAry to
perform useful] Tasks:

‘the MERORY problest

We can compare proposed rePIEeEeENTAYIONE With FYospect to ' ef

4b1lity tu cope with these Three problems, HOt unsurpristogly.

We are scldom 1! ever precocted with two Proposals of what

She L&E Superior un all three areas. We must look ar the

tragecifs involved ard ask which Fepresentation optic: zer

‘everall' performance fGF 3 glven task.

It in nat 3ifficult to DAFT ItIOP YOLIRERRtAations whi -h

have Leen proposed Into Lhioe categories:

ia word based (WB -- lr euch a FIepreRendation, the
i hifcroaticon clement 1s the iEngliianh: word.

3 serse based "ER: =« Those representations consist
“tf networks of relationships between senses of the
words of 4a particular language.

re renceptually based (CB, -= Such a representation
ConGists of networks of telationships between
alListract corcenRts. There may be a direct
ceffespondence belween sone Concepts and word

senses Of a Jiven language 1h some caASeN, Lut

there 18 zoe generally a complex relationshiy
vf concepts corresponding to a jarticular word
BET ue,

How 1t would De possible to define a ‘continuum’ ol

rrp fesentations four which such Catlergoritations would be RO

Pp Een tae gah to hie abnuard, Hut actual proposals have

produced ro much rontinuuk. Thete have Deon dimtirctl]y
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Wh systeas Klein «18s, distinctly SE systems (S5.c0mons

vw i2, Sendewall «Ji, and Sistinctly CB gysters | Fumerlhnart

ci as. «Bs, Scnhank et al, « 83x!, but little 1f anything

which falls into the potential gray safes: Doetlweer categasfics.

Fur this reason we shall discuss the relative merits of

these classes of representation rather than the perils of

particular proposals,

®O!d Lased representations afe no longer proposed for

wWors un computational linguistics. Perhaps the sicplest

Pess.ble such representation 1s the natuta! language

sehRtlenie 1Tsell, tn which the anly uhites are words and

the unidy Teiation a4 transitive "Jeft cf* which orders the

wopds Mote Sophisticated WE systems would have Trees or

netwurks of dependency relations between words, The most

fundarental probles with such representations 18 thelr

fetention of linguistic ashiguity. This simplifies the

prob iens of analysis and generation, but leaves information

vntoded tn a4 fofn requiring a great deal of processing

DETOre it can be used for most purposes. Having parsed:

ISk=-11 "The newsboy delivered s paper te the journaliss
defpertment”

t8B=-J: "lack Anderson delivetvd a paper to the 1cyurnal ise
depasriooent™

4 WS representation like Flein's no more Feprfesents he

ratural interpretation of these svrnlences than -ne tn which

the wewsbhoy 18 a sought-after lecturer and Mr, Anderson's
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enekles In Washington have succeeded bevond their wildest

dreams. it is universally recognized that disambiguation

of such words as "deliver' and "paper' above, at least ro

#0%e word sense level, 1s necessary for tasks like O-A and

"tT.

~~ WE systems have the flaw that disambiguation must be

redone overy time the ambiguously represented information 1s

needed. We can contrast this with 8 CB system which pave

for (ts retention of an unas=hbiguous representation bry

neCeEsitating the re-encoding of the information nto

natural language whenever (if 18 to be expressed.

A Sense Based syster sllows arbitrary word sense ynaits

inh 1s representations. These units are unambiguous end

thus permit unachiguous representation of sentences like

rE8=-1, &¢! akove, This of course cunplicates the process of

analysis by forcing 1t to solve the disambiguation prob len,

ihe generaticn problec, howeveY, (8 not necessarily

compiicated by the transition from word toc sense, One of

the most salient features of a 58 system, froz a viewpoint

of lanGuagh generation, 1S that the mapping from % sense ro

4 word 18 independent of the context in which the sense

DGLCuls. The ward ta express the sense can thus he found

Fuite stmply fthis is generally done by means of a direct

linkist from the sense Lo one (OF ZOore! words,|
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The maior differences: between SB and CB systems Sree

those which concern the memory problem. One of the ost

teportant such differences 1s in paraphrase capacity. By

paraphrase we don't mean the literal generatiocn cf paraphrasco

sentences as was demonstrated by examp.«s in Chapier 1.

Rather, we mean the ability cof a system to recognize

different ways of saying scmeth ng as conveying the saze

information, This 18 accepred as a necessary capability of

an tntelligent system; we shall give some examples of how

this capacity 1s used (and what goes wrong if it isn'g!

momentarily. But first fet us mee how 5B and CB approaches

ro paraphrase differ.

cuppote we classify paraphrases of individual sentences

LY LhRfeoe C&tegOoYlesS:

A EYNOKYMY-Dased -- 8 trivial form of paraphrase can be

achieved by having a dictionary of word eguivalence

classes, e¢,.3.. the mutual substitutability of *mare’

and ‘female horse’, or, Dore properly, one senie of

‘mere and 8 semantic relationship belwecen particular

senues &f the words "female and ‘"horse’.,

Bo SYNTAXX-Lased =-- pofe interesting paraphrases can be

shrtained Ly the application of syrtactic transformations

to the constituent structure of a sentence, Faraphrase

WS Eh PEAS LVe Father thal active voice, Of relative

tlawses Father than adjectives, ate possible.
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In 4a SH system, these transformations are dist ingui ehed

by the fact that they do not alter word sense chotcen,

Cl COMPONENT -based -- many of the paraphrases moOsSy nat ari)

for humans are of nesther of the above ment joned Types,

Consider:

John gave Mary a book ==saes Mary received a book from John

JOR wants "Oo oat the 1ce Cresm ===

Jenn believen that he would vHIoY eating The jce creas,

These are not parasphrades of t¥pe 'B), since they are

intimgtely related te the meanings of individual words

rather thar 'oc the structure of tha PFArticular sentences.

Nelthor are they paraphracses of I¥pe ARI, since they do ot

involve word, or word sense, g¥ynocnyny. Rather, they seem to

involve the knowledje Of word camponent ident Luy.

Component based paraphrases can be performed from a

“B representaticr. Simmons, for exazple, has adopted the

reasonable solution af [mplicaticnal rules, These rules

Ap vie word sense onto another and map the case relations

of one onto case relations of the second. The BUY-SELL rule

“#5 illustrated 10 section J,4. As further examples consider

pli GIVE RECZ IVE
AGENT (VL AGENT v1)
OBS yr, EMR OBS IVI
OAL INE SOURCE (V1?

Fi LIKE PLEASE
DAT ‘v] Es OAT (Vi
BI LL" ap (V2)

in *his model, there 158 no distinction between Farfaphrasc
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rules and inference rules like:

18-4: GIVE HAVE
AGENT (¥1}1) =u DAT (Wi
OBJ tVd OBS (VI)
GOAL (V3

The transformation of a4 structure A into & Structure BE

according tc one of the rules 1s a deduction; 1t is also a

Faraphrase In those cases where HB could be transformed inro
A.

There uxists 8 reacnsable argument for not distinguishing

paraphrases from inferences in & SB system. If as part of

8 G=Rh Task the system ts told:

{df "Mary stole a boar™,

id} "John then bought the boat from Mary™.

4nS Ls later asked: |

t1') "Who scld John the boar?”

td" "Is John the legal owner cf the boat?"

it can answer (1') by application of the BUY-SELL Paraphrase

rule Pl, but can answey (2'} only through inference rules

Which do not produce Faraphrases. But since the paraphrase

rules have the same form as the inference rules, and since

there is no way to know from the fore ar content of 3

Guestion whether it can be answered by a paraphraze rule,

there Seems to be Ro reason to distinguish paraphrase fegn

Fenieral 'nfefence rules except possibly for performing the

Somewhat artificial task of Sentence paraphrased,
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To implement this method of paraphrase for a set of WN

.

mutually paraphrasable word senses requires O(N ' such rules.

One could of course chain the rules - there would be no

rule like 73 hut & rule associating LIXFE with ENJOY and

another associating ENJOY with PLEASE - and only NN rules

would be required, but at a cost of performing, on the

average, the application of H,/2 rules to ochtain a giver

paraphrase,

There i= an obvious argument here tn favor of a systen

“ith # single underlying representation for the NWN words,

which is what a cofhceptual syster provides. It 1s the same

#4guent which has been used 1n favor of an interlingual

feprenentatjon for MT. The argument 12 that, for MT via an

tnterlingua, one needs only NX programs (rules! to translate

XW languages inte the interlingua, and 4 additional prograns

te translate from the Interlingua inte the MN languages.

With JN programs 1% is then possible to perform translation

betwewn an arbitrary patr of the XN languages, Kithout the

tnterliingua, the pair L, MM of languages requires two

Frograms: Al: L = M, and AJ: M +» L. The total! requirement

i188 then

k -

20 «NE{R-11=0(N }

&

nIograns,
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ftesides theoTrTetically requiring more Bechaniss, at

ieast as measured by number of rules, for paraphrasing, the

WS system poses additional memory organization and processing

problems which do not exist in the conceptual model. The

most obvious of these tg the prebhliem of multiple copies of

information in ECROrY. Imagine & pEychiatric interviewing

program, for instance, which might be told:

"My father likes to bet..."

“He enjoys gambling so much that...*®

1f the model stores beth LIKE(FATHER, BET and ENJOY

(FATHER.GAMEBLE) 1t will be, first of sll, tnefficient in

memory storage, and, more (mportantly, lacking im

reasonable Eemory organization.

The former problem fmultiple storage) could result

in aberrant behaviour:

PATIENT “"¥hat did 1 te'l you about my father, cther

than that he .njoys gambling?”

FEYCH. "That he likes to bet."®
MODEL

Such repliex could constitute & danger to the physical well

being of the machine harboring the ode] as well as the

mental well being of the patient.

To avoid this proble® (in 4&4 WS system, however, would

Bee tC require making All inferences {or at less: all

paraphraszes, Lf they were distinguished from inferences!

4t some polnt. This seems bad enough only considering a

paraphrase set such as

= T1



(LIKE, ERIOQY, PLEASE, BE FOND OF, . . .1}

But in the above example 1t 18 not just paraphrases of

‘like’ which syst be constdered; thogze 2f "gamble isrnd "my

father®', for that matter! must Le looked at 4s well, The

problem fw CvEBbIinmatorial and the number of word-sonne

Paraphrases possible for a sentence with even sieple

ezbedding can be very large, as haz been seer in the

description of BABEL's application to elise rash.

The crganization praobles (8 difficult to sanaiyze

withoul concrete proposals about the structure of memory.

The problex ls how to integrate new information 1i0GLO &an

EXIST ing Demory model]. Te stofe every new fact ax an

itolazred entity 1= clesrly absurd, ¥hen words have

comRor components, however, these can be used Dy a

conceptually based systess to 8id (ntegration. A 5% system

can only find the telationship through inference. Te take

4 concrete exanple, the two facts:

TLE The Lireoeks polsoned SOCTaAtRS,

td} Socrates swalloved hemlock.

are re jated representationally in our concaptual system,

for example, not just by virtue of being facts about Sacrates,

bat by virtue of being facts about Socrates INGESTING

something {that 'momething’ being an unspecified poisoncu-s

substance 1n One ase, hemlock® (nn the other!i. The

relationship betwesn *potson' and ‘swallow can be

discuvered only through ‘probably two of more levels of:
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inference in 4 SB systiek,.

Ke thus gain two Very isportant advantages in & CB

system over a 5B sysiem!

CE systess DO NOT NEED TO FINKD LINGUISTIC
PARAPHRASES FOR STORED INFORRNATION. The

existence of a single underlying representation

for paraphrases obviates the necessity of

finding these paraphrases in order to recognize
inforsation with different linguistic encodings.

CB systezs AID IN MEMORY INTEGRATION. The

deeper level of analysis makes explicit
relationships between (nformation in cases

where the zame relationships could be uncovered

anly by deduction from as "shallower’
representatLon,

Sgxantic nets (such as Simscns’') do not claim to De

ianguage independent. A simple example from the realm of

MT will demonstrate why no such claims can be made for any

EB system. Suppose tt 1s desired to translate into German

the two English sentences:

“The boy ate the berries.”
"The bear ate the berries.”

In particular, ‘ate’ is to be translated by the verbs ‘essen’

and "fressen’' in the respective examples. If the semantic

nett for the two sentences both use a single word sense for

‘ate the translation is impossible, since the word ssnse

potentially maps onto fat least) two different German

lexical entries, and the decision cannct be made on

cantitext-iree grounds.

If, on the otroer hand, tt {5 ciatmed that the semantic

representations of the sentences involve two senses of ‘ate’:
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EAT. ~~ human thESvSF , rg

EAT. == aniral .ngest ing

ther the translation can be 3 mg. ag Sr Ee , An shay

"he gholice of! EBEsnmnes Tor "arte! heCcumes Sec 81% 1%e 0 mo=gtt

Tentext, Pur thiva adds no corplevity * oanalyste Arne

*eRanti ah iJul'y Rust Le handled anyway. yt ft we oT

seem thar *he jist of senses for "eat must be expandet -

smal ade

ERT| == *5 1hnQgest a rf t*]le syuDstanco

YATA -= the way arachnids Jet nour lahime =r

JAF +E

sande Treaty may te lanJuaat-s which rave wmerds vo tiwr nau.

tregse types of Yearaingyt.,

i" Low obvi ~axly Foit* less YC comt ail tcrtent vals,

di18tir jit shable Renqes ot ‘ear, There are two 50]ut ons

*'o Lhe prebiien,. The most nmaturalil 15 to relay "he cont eox®

fIfrce mapping astern for jenerat oon. THis rf courao

=e dhis trat a GB syaten wii, te faced with 1%e same Lasgo

FrhefFali soo pRFChicm am a Coane rtaally banned “gy Bates

The ather «Glut aah i: fo hypothesife Phe ANI RYOr

ISE. -sntoRYT AoePRLY LYE | trfansltoaornator fron qemag-roc

tetwnrpes of Engl 2h 20 those nd German. 4. one has yet

Feels red srk an alZoritan, wriwever, and there does nes

ern ta Le any fodnar 'ao ekct thar sack a so luv pos poogtd

be SiBpdry than ‘hey =2echan: shy needed for teregaticn an TH

marie
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If generation for a SB systel Dus! Le context

sensitive to solve the MT problem, then if iz reascnable To

ask where the SB system d1ffers from the conceptual systes

in thie task demain. it 1% only natural ta look a&t

analysis and assume that, an is often claimed, it Ls gimpler

to perform an analysis to the word sense level than it ig

te the conceptual level. To make this discussion concrete

consider the two eXamploes:

A: Thousands of public enployees are being overpaid
because the city council cave in to labor demands,

elt Thoessands cf public eoployees ate being overpaid

hecayse the city council purchased an IEM toU {or

for the payrail Jdepartuent,

Further rescarch 1s necded on why ‘city council’

examples are inherently useful for MT related
problems.|

1t 13 reasonable to assume that many languages will

require different meang of sixpressing the two "meanings of

‘averpaid’

OVERPALIDI -- tald more than the valu: of the work

performed

QVERFAIDS -- pald more than specified by a contract

Clwarly a great deal of well-directed deduction will be

required of 5 systelr to make this distinction. If it 1s

nat made during analysis, then tt sust be done by the

Jenoerator. Here the standard assumption 18% being made that

everything done after analysis in NT can be terzed

‘generation’.l This of course introduces &¢ whole new

21h



complexity Into the concept of Jeneraticrn, Furthermore,

it Deans that znalysi16 will have b-gged (vf rhe rryly

difficult portion of _he task, aT leas®* ir this example.

Birt a better arjument can be Jiven against CONSE,AF ing thix

a task for the generator. IT these two exanples were gives

Lo 4 PA system, which wax then asked:

"Are the employees legally obliged to refray the
TNEIYa money?™

the answer depends in part on making the same fistinc: jone

about 'overpatd' as were reguitred for the MT task. The

distinction 1s no longer heeded for a4 lingolmtic PUT pose,

Rowaver, Rather than cleim that the disashiguation sheuld

be made by the Jenerastor 1m sp MT task and a memory mode!

Int & UA system, it 15 most consistent to have :t =ade as

a part of analysis in both cases, Such an analysis regu. ren

Lhat the S58 synten have the name smart of sophisticated

CLTEMUGRICALIONn between ITs anciysis algeoersithe apd Ieneral

deductive syster as 1s required in a conceptual framework,

In this discussion of the relative merits of Ce

“BB, and CB representations, no clai®s ef uncond: tiona.

Buperlicrity Yor one form of representation was rade, Giver

any =~! the three alternatives, problems could be designed

tor which that alternative was in far preferable and old

Yen Give Yhe appearance of "intelligent® PrOCOS sing. We

FAYE stressed the underlying components of tasks which make

tanceptual ropfesentation '™hme proferable alternative,
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Tons tar a8 we wah! (wuBputelrs To perf orE fr vase taERY, wo

= at wit hel cl le bh for ent ifely new Terese! Patiang,

wf bk! cons tpiyct gigoaritthime fOr aralysis, inference, ard
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J, SUMMARY

in order to attack the problem of natural language

generation, it wan first necessary to provide a definition

“i this ptoblem., This was done by considering a design fot

a Jeneral putpose computer system for communication in

human language and selecting a requisite subprocess which

seemed to naturally fl one's jntuitsive feel for “generation™.

The Bub:-tankh chosen was that of MAPPING Meanings fn contests

Pinta singie sentences,

HG attempt has beer made Eo give aa hard and fast

test for wha constitutes a meaning, Put Cet1ain stringont

conditions were placed on the "objects which served as

repIcaentations of these meanings. In particular, it ware

required that these representations be free of the Syntax

af any natutal language, and [ree oo! the words of & ny

particular hatural language. More precisely, the Mean ng

Tepfecsentatlions webke coBposed of relatione Detweeh

clvnuentary units, Thete was no general mapping from single

ir. ts "af relations fRtc jJroups of words, nor was there

any Llntication within the Seaning Tepresontation of which

40 lls and relatiobhs were to he combined inte single

iRguiRY Lr entLt jen words nt Ryntactic features),

The cuntextsn 1h which meanings afFe realized are

vbaed rn oa metic fy mode |, The Qenerator has cooplote

qaLragEs To the wore kpnowledae, hehavyoge be livin, and
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ler ire cafpac ity al this mode], A BITew RedanRihy Bay Le

Feadl ded with different surface sStropgs nn S1froryng

we ntextas,

Wy have tried to separate the nowt| fos Polandda ie

siwcific LEI GYEBLION, wf use swiely 0 the tasvy of Freddi

t Rediind, and nun-linguisti. information, which may be goed

«7 dahduade Jeheration but is sles uaseful for processes su.

va (Rf eney OF memory GraganiZation,

canJuagde spec Jfbe ont mation apd processes must ba

fusly sprovaifivd as part Gf *he Lasse we H8%e _&)]ied

"lebhefation™, it would th of be unacoept a! le to have "Lia.

L.&x” Twun.tions of the forz MAINVERH | concoptyalization:

wl vy Wale. Feturr oa verb to he ganecd mn reali ng

Lhtefptualigations , or PLUMAL t-word-i "0 return the

dura. form of a wer i, Raen-linrguistile processes wore

treated orn "tlack bux" fashion, however. We id not reguite

-4F model tu npecify Low Tue preditvate (PROPERTY TABLED

FLUID: would Le vvaluaated, of how sntormatiun about Time

Fela, nships 8% sturted 1h soehory. BABEL duws, wi Course,

spt i Ty the Fatnts Li the Jenherat jwve PRUs vans at which these

Llace boxes afw ai os sycd. In othe! wotde, while the Jeneralor

stot Le indepenfent 5! mes ty capabilitics, there t3 a

-ahBl wd wlll IR The wy otem dawveiuped on this "heslde Lo

Rake The Gehoefatpr an (hide fecdent ag possible wu! details

«F Pam by afjacigatiun and poo ens ng.
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This leaves aspen the BLAtus afa third sore of

information a langgage gencrator TIGR conceivably utilize,

This 3 information which is usud only for language

Feneration, bat 1a not specific a] &hy RINgle Tat or a}

language. In a sense the data structureg of BEAREL

‘discrimination nets, CoRCOXioan entries, etc.t and the

Tout thes which Fanipulare "hes are candidates for the

status of "generative Universals"™. such was our 1mntent

in designing the syntem, Hut a8 yor cur attempts to

Fenerate lanjuades wrther thar fnglish have not beer

suificiently extensive to Take a truly convincing claims in
this arca.

The actus! jroces: of geoneration takes place in two

phases, The first phase, which 18% the one exphasized

ERToughaoutl The thesis, CoOnRMists of constructing a Bynhtax net

SFOm a meaning stimulus. Te accomplish this tt 1m

CRLERSATY LO Cthaouse words '‘scensesl to CRETEXY BOANINgs, and

Lt. relate these words syntactically. The greatest part of

the word selection 1s mandled by discrimination nets. A

SCTE. of “synthesis Ey analysis™ procedure inspects the

ET iMmuliye, detecting Fatterns and Trantngz2 which are

Signeti any Yor word twlect ion tn the target languages. ft

Frvar deal of! coatceptual and contextual information must

be ar: run ilile ta dist ingu.ssh Detween candidate words, and

PECL ani OFente Capabilities pust be invaked at Lines.
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Thete are two Bath Scoufces of the tnifuvrmat.on from

which BABEL establishes syntactic relationships Detweon

wT ds, Word S€nNEcS atv S800 1sted with syntactic predictions

a

faund in the concexticon file: These predict ons indica.

the syntactic role to be played Ly as yet unrealized

conceptual information. That 18, conceptual relations rn a

meaning Stimulus doe not correspond directly tu syntactic

relations, But once It has been partially determined hos

nat stimulus will be eXprossed == e.3., what verb will be

daed == Ome conCoeptyal-syntactic Ccorrfespondoehoe can be

~ade The fed "ions set up by word wencsers hol yde not

Shalf B¥YRtactis relations, but prepositions to be used, Thus

The mode Lfvales prepositions,TO & great extont, 4% words which

English rather (apriciously uses to relate other Bedi ngs

tng 1' has been decided how These Beahings are to be

CEEYe Rogen,

The second scurce Of inforeation for establishing

BYntaciye relaticnahiips bs the LANGUAGE SPECIFIC functions.

these handie notions like TENSE, which are Tequifed in the

taf gut language but which are not vXpressred with words which

Feralide a pPuftion of the roncepPtudl stimulus They also

tahtdar ronceftueal snformatjon which may be presont 1n the

stomuelys Lut nut! predictatle from any word goeacriaied gn the

prucess: Lf Fealiding tha! ='  muylun. T tin ohceptual PART

and PLL relation, which afte both fealized with a
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syntactic possessive in Fnglish, are examples of such

information.

The svrand phase of generation lineariXes the

previously constructed syntax nel. This i188 accomplished

through the use of an Augmented Finite State Transition

Network grammar. Thies grac=ar 1phcorporates language

specific, but meaning independent. knowledge -- €.F.. how

verbs Bust be inflected to oxpress a particular tense, or

the arder of constituents in a noun phrase, This process

accesses neither the conceptual stioulus ner the menary

=odel.

The tesult of this design is a Figidly ‘stratified’

model. It assumes the existence cf some langquage-free

process (EHAT-TO-5AY! which decides Corn information to bw

expressed, The tire phase of generation (Syntax nel

construction) operates on this information and deals with

gl *hat information which Telates meaning to language.

| A firal process (net lincarization) operates on the output

cf this phase and deals with meaning-free aspects of language.

Sych a Beqguential processing represents & "first order’

approxipation to an tdeal generator. A more Bophisticated

model would treat these aspects of generation asf Cco-

GTTSCoNYes, perfrditting farf more hler&ctiion Delwesn meaning

based operations and the developing surface detall of

the sohtohce,
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In testing the model only one meaning representation,

Conceptual Dependency, was used, We firmly believe, hLowever,

that neither the details of this representstion nor even Lis

mot basic propertices, (primitive ACTS, a conceptual case

iyrilen) are exgential partis of the generstive theory

developed here, The language specific information, which

makes BABEL produce English, has been Bade Quite visible and

vaisy to change. it is representation specific informacion

which makes BAPEL work =ith Conceptual Dependency

repfosentations. This irforzation, from & programming

viewpoint, 15 mote deeply esbedded in the model, But even

tt gould be altered to accommodate a radically different

Tepfesentation without aitering the basic generative thoory

exibodied Lh the program. i

ln retrospect, we fee] that the specific task svivctiwed

fof study in this thesis was & ressonable ane. It would

have been possible to define “generation in a broader senze,

vcilhesr by including "meaning selection™ art the start of ths

task oF Ly removing the Single sentence restriction on the

wulput. But tn spite of ignoring these problems we fowl

that the resuvitant theory could be extended to desl with

them without fequiting drastic internal change, At the

safe Lime, the task chosen was broad enough To encompass

the major language specific aspects of even 3 Buch MOTe

all vnoumpassting view of gencvration. A nattowet domain

JE



might well have led to unwarranted assumptions about the

capabilities of other processes and thereby to & non-

extendible theory.

Paycholog: al Considerations

Thraughouat this thesis BABEL has been referred roc as

¢ "goneration model", in hindsight, the use af the ter=

"modell” was probably not a wine {deas. Gur goal was *o

CXRITEeRE Teaninge in language, nol! to produce sentences by

PTCCesney 3lepwire analogous To those yused by Bumans.

Regardless of our intewntione, 1t 18 difficult To

avecird psychological speculation 1n looking a* & progran

“hich performs an intrinsically human task, Because ou:

tmplerentation utilizes Conceptual Dependency, &

representation Tor wtih some paychologicsl validity has

Leen claimed © $1, such spevulations are certath Ts be made

Dy others,

Une might ask what! softs of predictions BARREL,

viewed a3 a psychological model, makes about chzservable

hulan lanFuage Jonelfa®ion. Simply looking av isclated

Sehitencrs produced Dy the progran (8 unenlightentnag. The

sentences are ‘grammatical’ and ‘meaningful’, but clearly

much more limited in oayntactie vatioty and meaning dozain

than those of any human speaker, But no particular syntax

WP meaning limitation appears tnherent in the methods used.
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Of mofe Ltnftefwest i the fact that BABEL makes no declsion

about splitting infuetBGation 1nte senlences. Thus, we Could

devise concepiualaications which would yield very long on

Jeeply nested sentences which would not be observed In

nuftan geierIalilon == C¢.0.«

"Jobin heard that Billi told Jim that Mary . . .°

it i838 conceivabie that thie 15 not an &fgument against the

reychological validity of BABREL. If scme conceptual process

operating ftesporally prior te BABEL selected sentential

stfe information chunks, then BABEL could remain unchanged

and would not generate such awkward sentences. Intuitively

(EL Sewms implausible that this fragmentation could take

place pricy toc Jaiwlation, Lut Bt td sioply not &

cahaviour which is fevadily chserfvable 1n humans.

BABEL also cates predicoions about pa)aphrasing.

hotual experiments “oF indicate that humans can produce the

kinds of paragphrases produced by BABEL. as well #5 BYyntactiic

and “synoenys: substitution™ paraphrases. So people at least

have the knowledge that, for jnstance, “give” and “ger™

have the sage, Of closely teiated, meanings. Such

cXperioents are subject to two sources of confusion, though.

First, when subjvocls afv Given Sunflences Lo paraphrase,

they fe starting with linguistic matter. RABEL starts with

neanifigs. There 18 no way to observe what part of the

subjuvcis” behaviour 15 & result of his Knuwiedge about the

2H%



particular woris and syntax ef the stimulus senten-e, and

what is dug to L's "saning. Serond, subiects will differ orm

their interpretation of instructions to “paraphrase™ a

sentence, of produce sentences which "mean the same thing™.

There i8 no FOFFert answer [hn the task; vach subject say

have his own interpretat:cn of just what he 1s To do.

The most (ile festing prteodictions sade by BAREL are

perhaps those whi~h make word choice a function 2% contoxt

and world knowledge as well as sraning. Ability to test

such a predictor Ls &da.n limjted Hy the 2possibility

GT presenting "jo tr want2' as: a stimulus to a human, We

might try ar experiment using pictures rithar than Seftences

to VOILE linguisTee Dlaso= 1m tho stimuli. Paing sequences

of movie scenes, me raid set gp d1ffering contexts for scoe

"tar get’ scene. BAHBRLL would predict different descriptions

2f the *ar3et Scene in 31 ¥%fering contexts. ¥hile such an

nxpeari=ent pight well rconiirs BABEL's predictions, i1t would

leave 1h dogybht fre juostion of whether the COnRteoXT was

affecting the denctation of language LO express mraning, or

mefely affe-ting the analyntn of the Scene,

Father Than look at predictions made by BARFEL, ane

could mr roly insperr the pay holaogitcal evidence available

FerLlaining *o lanquyage generation. Again, the inability ro

Coat A [Lule meahaind stipulu% Severely l.mits

eXpefiment at Gn, we an luok at written and mpoken
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seiiences, but this reveals virtually nothing of the

cans Ly which these sentences were produced, which is what

we are intercsted in. More uzeful 1s terporal and

LNLEospective LNnformat jon:

ti gentences arv spoken from "left to righe!

led? Pauses between words are i(rfogulor; i! sometimes

appears that part of a sentence 18 spoken before
the words, or perhaps the ideas, for the resgainder
cf the sentence have even been determined.

v 31 the "tip of the tongue’ phenomenon -- people are
SORelibes positive that they know the meaning

they want fo express, but just can't find The

ward for at.

ow tl) provides very little information; it deals with only

the tip of the iceberg. The AFSETH grambary sips SYNTAX nets

inte sentences from left to right; an algorithm which

reads off terminals from a phrase marxer does the pame.

tl) alone simply doesn't tell! us anything about the order

in which words snd phrases are thought of. If one is

willing to a¢cept that pauses are indicative of time taken

to chouse words orf ideas, then such pauses arv evidence

against BABEL. This 18 brocause BABEL produces an entire

syntax net before beginning the linearization process. This

PEOCEES 18 carried out by the AFSTN grammar, and the only

pauEes It predicls are due to differences in complexity of

syntactic processing == that tz, Processing of TEKSE and

VOICE, vonstruction of noun phrases from their vivments, etc.
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It the pauses ropresent wold ssleclion processing,

then BABEL fails becduse the syntax nel includes ali words

uted in the menience, Ever in the crextion of the syntax

net, BABEL does not operate on information in the order

tn which that information appears in the surtace, Rathel,

tt chocses verbs before realizing the information which

pecomes aubilect, direct object, etc. This 1s done hecaunc

she selection of a verb i= used hy the progrex, as hai bowen

described, to guide the generation process. It does not

sees that the svivetion of a subject first could be used

ra Buch computational advantage, Fecausge of this non

‘surface order” processing, the fatlure of BABEL to oatob

Apparent human periorsance *» thie area could net De dealn™

with by Befely arjuatng that people spuak worda a8 they think

cf ther, and that therefore The pauses are dus to processing

igen, predicted by BABEL, unead LR finding words TO CXPIress

1doas.

If, however, tho pauses are geen a® Lise spent

generating ideas, ther if becomes necessary tO make goenerat:cor

inteF&act with the WHAT-TO-HAY process, Such a model would

decide to talk ahout soke memory node MIE5; while deciding

how to express MIE fsx a sentence subject, perhapsl. 1°

would Le choosing conceptual 1nformation Loc express about

mMIES, The processes of idea generation, word selection, and

syntax become ieoftibly intertwined, Even given the great
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gYyntactic variety of natural jlangusage of English, at an

fate!, it would be difficult to averd blind alleys requiring

b-ack = Qf Frop a psychologicai standpoint, however, such a

model might be preferable tc a computationally more

efficient one,

The tip wt! the tongue phencBenon 1 iw not predicted

ty BABEL. A prediction 1s made, however, that words wh (cl

Lunvey 8 gteat deal of conceprusl information and which

have Tc be discrimineted from many "sibmilar’ words will

Take jonger to 1etrieve thar (vss "complex words. That is,

BLEEL does treat word selection as 8 quite dl fficult task

asd not ax a gueetion of simety following puinters from

‘rohcepts' to words. If the rtip-ci~the-tongue feeling is

=r&l it seems, ther BABEL» treatment is, to BOBv extent,

Fea¥chaologically correct,

In summsry, BABEL does not provide anything like an

intuit ively adeguate psychological model of the Vast problem

uv! language generation. Some jhadeguacivs could be cured

=1fhout malok revision of the model ialthough possibly

with loan of computational efficiencyl; cthere would requl re

changes to some of the DAL: amnumptions of the model. Since

af GOBLs IT CUNStTUCTIng this Program wetbte Rot in The aftea

1 pesyclvlogical made lliing, however, sSuyth tTevisions have

ret Lowen attlempteg. lt {8 entiYely possible thar further

researdlh, patticuiarly in that 4feda we have termed

BY



WHAT-TO-5AY, will roveael a gtecater unity of process between

good psychological models and good computational models.

The iKear or Distant) PFPuryre

Many problems remain to be salved before computers

become useful devices for the production of human lanauaoe.

Ofen any book; choose any paragraph ialmost any sentence,

far that matteri; (8 virtually certain Lo Bring up some

questions not eve: "fudged ocver', ouch Jess gaolved, in this

thext .. The following ftat tncludes some of (what currently

appear Lo be) the most f(ppoTtant (EFSuea:

il} Many arcas ff neaning are not readily represconted

using ohly conceptual structures thus far presented,

if spatial relations need a4 unifores treatment,
A model based on physical reality 12 almost

certainly desirable in the representation.

But finding these relationships from the
nd4tural JlangQuage construction? used to

describe then will require considerable

knowledge of normal spatial relationships
tn the world, "A fence around ¥ vard,”™

“chairs arcund a table”, and “people around
a fireplace” are quite different spatial
“around” relations,

2 IN guantification han been thoroughly avoided in
this thre;s, What are good representations
cf the meanings of sentences which une words

like “cach®™, "all", "some", "few", eto.?

Gr sentences like "The statement was widely
gdliabhelivved™ or "The war caused great misery?”
what jrohlexs may arise in the generation of

such scontences?
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te?! Nouns which name neither physical object

Ciduges nor siEple events Se ComECR In
English. what should be done about words

like “"war™ and “party”, which represent
large complexes of events and situations?

Or relation naming nouns, like “father™ or

“"brother™r Or nouns like “"present™,
"decieion™, and "mistake™7

td? Verbs and adjectives which dopend on
detailed physical features are d3fFf31cualt

ta represent in terms of the concept ual
me chantsms used By BABEL. What Constitutes

“dancing” orf “marchtng™? Should “sported”
and “striped” be represented . nore
Primitive terms.)

These are but a few of the rfepfesentational JuUustions yot to

te sol ved, it uv entively possible that they are purely

representational juestions, and will present no particular

Aitficulities for generation once S0lved. On the other hand,

woe Day Rot be soc [ucky.

id How should a given oblect be expressed, The sase

Febson may be simultancvously "B1ii", “cone of

Guocrge's cousins™, and “the man standing on the

Corner ™, Gf primary concern here are the Questions:

‘11 When dovs an object need to bo Uniquely

sprcifited and when are only certain of its

Froperrtics of interest? fii! When an object must

be untguely specified, from what set of obiects

must it Le cvxplicitly distinguished by the

language chosen Loc rfealige jt? i"thy spare tire™

tdvarly Telers to the one in the truck cf Lhe

af with 4 flat, nut to any of the spare tites
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in trunks of cars going by on the roadl.

td) To what extent must syntax interact with word

selection? The beginnings of such interaction are

discussed in Chapter 7, where the notion of

syntactic compatibility was introduced. Hers we

were dealing with noun~verbh differences. Rut more

cozplicated situations required grester sophisticaticn.

In generating “John asked Mary to 5° the exbadded

sentence 5 must have “Mary” as a deleted logical

subject, Thus (f the meaning underlying § were

o RB m~--etBILL®

*MARY* ===" SACRANS®»«-- "ROOK ¥e uaa |
-m— PMARY *

it 1s alright to choose “give®, which makes “Mary”

the subject, a3 the main verb of the cnbedded

sentence, but not alright to chooze “receive™, It

is simple enough to devise rules to block the

generation of such sentences in the AFSTN stage of

generation. To forsee the problem and aveid choosing

"receive" 18 much more di1fficult.

t4) The conceptuaiization+sentence relationship should

be climinated, it should be possible to express a

large conceptual network as & sequence of sentences.

What are good ruies for organizing the i(nformazion

tnta individual sentences? To what sxtent are such
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rules dependent on the information content of

rhe network, and to what extent dependent on

linguistic considerations’

1% At what point must the generatoly actually worry

about potential ambiguity in LS generated seplehies

Te what extent does this feguire the generator to

tncoTrpoTate, or have access to, & mode. of language

analysis’

La) At what points in the generation ERICCess should a

pode! of the hearer’'s world be taken into

consideration’

TF The KBAT-TO-~SAY problem remains 4 huge obstacle tO

many tasks involving natural language guneration.

A theory of information flow in Conversations 1s

needed, 8% well as better meEQry organization and

search technigues than any now existing.

Perhaps the most fundemental problem to be faced by

researchers in natural language processing t8 & methodological

ane. AS we progress more deeply into the interactions

Lutwoen knowiedge and language, we are forced to limit the

domain of investigation. This can be done on & linguistic

level, through limitations of wvocubulary end syntax, on a

conceptual level, by limiting the warld of discourse, and

ot: a tank level, by designing algoritnEs specifically fof

sachin translation of Quesiion Answering.
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The art of choosing & lime*ewd yor fruitful domains is mei il

in tts infancy.

¥e helieve the work described 'n this thesis gives

reason to be confident that machines will someday be able

to converse with humans (5 natural language. But ooking

3% the many problems which rem&in the area of generation

d.one¢, we See NO CASON to claim te have yet reached the

proverbial corner “around which the solution is just™,
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HOTES

CHAPTER |

i. The proper organization of a ronceptual cemsry 1s stil;
an unsolved problem. Associative network structures are

commanly proposed for scch cezories. Rieger 4» describes=

2 mode! based on conceptual representations,

CHAFTER 1

1. C.D. separates the "mind 1nto three areas. Canscious

Processor, [=msediate Nemory, and Long-Term Memory. The
nature of these mental locations, and some psychological
and linguistic raxzifications of this division, are
fiscusged ttn <i’,

“. The question of whether conceptual representations

really can provide a canonical form for a given *meaning”
Canict De answeled without! some Lndependent test of mess:3

indent ty. cf far greater importance is the property of
similar representations for wimilar meanings. 1f the
input had been “John told Mary that reading the book wousd

Fick her up” the conceplual analysis would not have been

identical to THI, but would have been very similar. In

particular, the "Benefit' scale would have been replaced
by some less general cne, like *=J30%e, ‘BY would be an

tomediate inference from This representation, and the
remdinder of the jnference path described mn the text could
be followed.

Le we shall use Tne notation CR f*"lLanguagye string®™) to
stand {or the Conceptual Representation of the "language
sLring"™,

CHAPTER 4

i. We hall discuss 1n Chapter 7 how many nominals and
sdvert 1als also convey a great deal cof conceptuagy information,
From the standpoint of word selection, we will show how

these can also he handled Ly the gsechantans uscd for verbs.

The nominalis handled by the currently implemented BABEL,

however, are simply names of objects and people and do not
LIfwak up Into large conceptual structures.
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hI It may be clatmed thar condition (C4=-%1 (8 "00 wWosk For

the choice of the word ‘return’. Events which ilhitervene

between TO and Tl, such a5 Mary's selling the book, might

make “roturn’ anapplicable. English Speakers undoubtedly
have differing requirements for the use of the word, aad

until the sodel 15 actually tenred (nn a realistic

application, 1t 13 impossible to say how complex A L&ST
will be necessary to obtain ressonable realizations, The

point of the example in that, whatever conditions are

Chosen, they will Re oss. tate ACCERBLING the Benory™s world
model.

i. In & Ffuhhing model ans would probably not want to make

the absolute distinction made here Between "finding the
fegjuested information and ‘proving’ it. Rather, the

EemOory would probably be asked to allocate & given xzount
af efforr to vartfying tne 1nfoar=mgtaion. In nao case woayld

“g¢ want ta actually ftutn 2 theorem prover loose spending
arbitrarily large amounts of rime on such a prob len, mlnce
farlure *o utilize the '"hest" word gn Certainly not
dica8rrous, It should be noted that a4 model which

Pperoitiod multiple representations f0Fr 4 given Reaning
would be much lesc Jikely £0 be able to find the informatics

already stored and thus would generally have to SLEemMn.
some sort of proof,

CHAPTER 5

I. There are "wo gapecta to the retrieval complexity we
A¥e hypothesizing. ne 18 the sort of complexity tnherent
ih Concepludal rebnfesentationa, which could be made explicit
By defining a complexity orn conceptual structures tn much

the same Tashicr a8 has been Jone for formal Framers <5>,
The svaoond aapect 8s ‘evaluat ton’ complexity of predicates
45ed as OC. Those which interact with memory Preauzably
Affe Pore (ime Consuming than the simpie patrtearn matching
(a Bo XET

gn BABEL currently deals only with extstentially quantified
“artab les tn te conceprualizationn, Little work has bDoen
done on the yses of guantification tn carcepigal structures,
and if remains To be sven whether Situations CXRIET In which
Universally gquant1 fied vartables would alse we ussful in
wo¥d selection predicates,

1. Functional information ia F¥esont basically for
inferences about what 4 person will do with an abject 1f Mw
has Jt -- drink beer -- or why he might want it == t¢€
Ramegnd wants an apple he may he hungry.
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Engl:sn bases linguistic distingtiots 0 “ery tow of =

functional relarionships which eRisT In a Condoeptuydal Ses

Sev Rieger “24> fof further discussion of thi SEL.

4. The C.D. representation of this vert tnvolves INGESTin

"SMOXE® by PROPELLIng it from some QbJect to the "Moo pv,

This 13 an example of wvilabhoration® of an ACT in this a

the AUT *INGEST®'. C.D. represents this Ly relating an
¢ntlie conceptualization ith this case uhiv avo lving
*PROPEL®*) to the ACT a8 an [NiTrumental. SFT LSU NEER

describes the usex of this onstruction. “RAM BF Cf Formar

ne new prob lems OF (GBI GhTs 1h generat ior, it ts on

“~#tailed in this theais.

hy... C.0. associates a DIRECTIVE case with *INOESTY. Sitios
4l]l our "INGEST examples deal with the *MOUITHEY Sf vh.

ACTON as SOURCE and the *INSIDE* of the ACTH as YAL,

siBply omit then from the Jiagrams. They arw present (ir

the intefnal FPepresentations 30d hy The progras. Ft het

Verbs, such as "absorb, would use d3fferent values 1m

thofe S1l0tn.

eo. AY Using inte ral values in conceptual representat:o «
and real valued 'breaxpoints' on the -cales, we avord

3K in] Cholcew Letwewen twa abpbiicatle rav ges,

CHAPTER

Bia The cvrder of processing of the two frames which
Felerende UU] could be revered, but tnis would have ao

effect an The firal form oo! the ayntax net.

CHAPTER 7

. This 1s not rotally true. The progra?z Joes Bake a few

is3tanctions based oh focus ~~ 9... (Five - Toeoeivel, (tell

- hear from). In our iBplenentation, Th:s 1% sccompliashed
Ly a& predicate no the disct.atnation ne? which locks Yor

FOCHS markersin the Conceptual stimulus, branching to
different response nodes depending on their Presénc o, Tuo
be CONaIstent with the Sugeest ions whic? foi iow, we shoygld

tedlly “¥ufe these regpLhives at 8 single tedponne node.

The geseratur would then informs memory of vafiouw fFoocuss.ng
putsih lates 1 f had found and allow memory to tnd cate &

preference, +f it had ohne. The concteXicwen entry tor GIVEL,
for vranple, would include an Indic arior ot ar ACTOR fous.

The entry RECEIVE | would indicate WECIPIENT focus.
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APPYEIDIx

Following 1s anpcot are d CUTPLT produced hy BABE]

In CONST fucting a syntax ne? Far rh MMC eptua, sfimoglus

45 PART

TE ETE ME le SE me ES TT

"5
[]

bo) coo wii=
fF.

MARY 0 ceceeen wHEAL THa
Vii i ee

x

oh

c15 0 C15 «NQUw

Which cogresponds to ®he rnternal LISF form:

"eG TT Ev;

PREF 00% Lo TRANG MOBUECT (CDN {IACIOR {BILL} «n> {xxl}
GeD0 eli ebd TIME CD06) FOCUS CHACTORIM «az (TACTOR {MARYS <xafa
fared BA "oom  beHDEL Them VAL A-18080 TIME (CROPSHIIY FROM {(alPa HEF ~
Pafoet PEE E00 TD ta[Px REF (aku) PART (MARY) TIME {CARS FOC~

J3 HRLTIRE

Heo agus the agcletan af this stimulus 1g “EY. and

the ATT ia *MTHEANS*, the "MTRANG® discrimination nev

Pf igure G=&t | caplayod, The response SARN] 33 selected;
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ROR SENSE SELECTED « WARN]

NO SPECIAL ACTIONS
PROCESSING MODIFIERS

Fatme SYNTAX MET

REQ: MION FIDL
Vile (&L TH

a ia 15H

LER ur | iPPA571
bX HAHN

TENSE, FORM, VOICE, and MDOD are determined, Meaxt

the prograe begins to process the FRAMEWORF of WARM

IW T0T S5ING TRAM ORY

Fae DOIRGING NEXT LE BAME. 3
ana RELATION « ACTSRU
Cle DISSPEC IFICATION « (ACTOR
Hr CiAL REULIREMERTIC o NIL

widfF SENSE TRLECTED « JOHN
ee ZHU DTA. ACTIONS
fheTH DSINE MONE JERS

tim cYNTAE RT

A AD TRy 80007 NOD@7: LEX { JOHN}
ia | Bac IIE
wo TT IETH

om 15M

LY FETA)

The ACTOR of the MTRAKS {JOHNNY is made the ACTSHE]

cf "warn".
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GEGINNING NEXT FRAME:
SYNTAX RELATION - OBJ

FIELD-SPECIFICATION = (TO PARTI
SPECIAL REQUIREMENTS = NiL

WORT SENSE SELECTED = TARY

NO SPECHAL AUTIONS
PROCESSING MODIFIERS

NEL SYNTAX NEI

NOOBS:  DEJt iNEORE! NQBR7: LEX {JOHN]
ACTSRY iNDQRTT

MOC AINDIC N@Ba8: LEN (MARY
vi i[E {aCTH

FoR headed

TENSE Pash
{ E¥ (LiARNT

The RECIFIERT (TO PART) of the LTRANE, {(HNAERY),

becorees the DBI) of “warn®™,

BESTNNING HEXY FRAME:

CwiTaY SATION - 52
ENE p-SERCICICATION « (MOBJELT)
Sir ClAE REQUIREMINIS « NIL

The MOBJIECT 18 & conceptualizattion which has the

skeicton “"EECY fevent-causcv-statechange)., Thus the

EFC discrimination net je tried firat, The response

¥ILLI in selected;
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HORD SENSE SELECTED « ¥ILLI
NO SPECIAL ACTIONS
PROCESSING MODIFIERS

NEW SYNTAX NET

NORBe: G2 iE HRY NO@@7: LEX {JORND
Chl {HEDO%)

ATSB. (NRBRT) NORE: LEX {MARY}
Ele {INDICT
VOICE MALT
FON Sin

TENSE {PAST
LEX ARN)

Noela: Moon {INGIC)

VOICE (ACT)

FO {51M}

TENSE {FUTPAST?

LEX (CILLY

The FRAMEWORK of FILL! must be processed next, Anv

remaining FRAMES for the concexicon entry WARN] (in this

case there are none) are saved on the push-down list.

The first FRAME for RILLI specifies an ACTSRI to

be found as the ACTOR of the ANTECEDENT of the

active conceptual structure, This turns out to be

the node for BILL:

PROTES0 ING FRAN LORE

BEGINING NEXT FRAME:

SYtiThRYE TELATION - E0TSRJ

FPILiP=CItCi ICATIDON = (ACTOR)

SHrL AL REQUIRETWFRTS « KIL

Will SEhoE SELECTED « BIEL
HO SPECIAL ACTIONS

Prot SOHNE BODIF IERS
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vil SYMEARR ta

HOQDS: oo 15001 31 NOD: LEX { JOHN]
i; LR, 142085} |
ADTORS  LEDBTY NDOBR: LEX {MARY)
Moo EINE
v[JICE (ACTH N3Bl7: LEM {BILL}
FOR {51M}
TENGE (PASTY
1.E% 1aRN)

NOBI3: ALTCBY  @OLT7
mood (INDICT)
vOIiCE (ACT
FORTS {Sint
TENGE {FUTPASTY
LEX #1iLL}

“mg mex: FUAYT of HLL] spect fipw an O0J

{direct obhjecti:

PCGINNING NENT FRAME: ;
TvNTEY RELATION - DR
FIT P-GP CIFICATION a tx ACTORS
SPECIAL RCUUITERMINTS = Nil

The conceptual node tcr MARY

was processed eariier, and

LYNTAN MODE ALRT ADDY EX[SIS: KDDOB syntax net node NPPPE alread-
EL GYNTAW MET exists for tt.

Neea: SC {R81 3 NOB®/: LEX {JOHN
Chiiz 1120851
AC15R 00207 NOO@E: LEX {MARY)
MCoH EIMECH

vl LE (ACTH NOBl7: LEN BILL)
3 51M
PEGE iPARST}

PEs {EH

HYMN: The ha
CHEE NE 1 NE

EE § EEE
J tg tATH

4 gil 4 (SIM

Te Rot (FUTPASTY
LEX iviLL}
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REGINNING NeXT! FRAME:
SYNTAX RELATION = INST2
*IELO=-SPECIFICATION « (COND
SPECIAL REQUIREMENTS » NIL

BABEL doe=zn'® “now that the expression of the instrument

means) of “killtng™ is optional itn English. In this case,

since it is & ‘dummy’ (the ACT *DO¥, which is serving merely

48 & place holder), it would be better not to express it,

Neverthelens:

WORD SENSE SELECTED « OO

NJ SPECIAL ACTIONS

PROCESSING MOBIFISRS

MEW SYNTAN NET

Nddb: Go {HQa1 3} NO@RQ7: LEX {JOHN}
B.C hN220z}

ALTSBY pean - NOOR: LEX (MARY)
EEE) {i8310)
VOICE ACT) NO®L7: LEM {BILLY
Foe {SIM

TENSE PASTY
LEN {ARN

Ne@BE3: INETD iNQRIDY NORZZ: MDD {INGIC]
oR (eas) VOICE (ACT)
RLTSES  ael FORN 15i
xine{MN $3 Hin TENSE  IPRESFUT)
VOICE fan LEX {D0}
orifia: (Si
TENGE FUTPASTS

LEX HILL)

Next the FRAMENORE for DOL is processed.

The first FRARE vields an ACTSSI for "dav,

iny



PEOTECL ING RAM JOY

(GINNING NENT FRAME.

SYNTAX RELATION « ATSB.
FIFLD-SPECIF ICATION « fALTORI

SPECIAL RERHAIMIRTE = KIL

The conceptual node for BILL

SenTAY NOIE ALREADY EXISTS@: NBL? was processed cariiter., Syntax
Mw SYMIAX NOI net node NPEPLT exists for pr.

NODo: Oo (0313 NOOB: LEX {JOHNS
CRC (LARGE

ALTSH. 8087 NODE: LEX {MARY}
"oh HRBIO
vi ICE ACTH HeBl7: LEM HER

313 iSIM
TENGE iPRSTH

LEX ARMS

NORZ2: ALTSBJ HO@L7)

Ngeld: INGTD thRalld nood {INGE
IB. 1NRDDE | VOIEE ACT)
RCTS. fNRDL TY FORM {51M}
oCh {iniL TENSE  {PRESFUT)

voilE  (&LTI LEX 00
FORM {SiH
TENSE AFUTPASTI
LEX iLL

Finally, the FRANE for the OBS {direct object) of

“doe” specifies that, for this ‘dummy’ sense, English uses

the noun “something™, This information is encoded as a

SPECIAL REQUIREMENT in the FRAME:
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HE GINNING MEXT FRAME:
SYNTAX PELATION - DBY
PILIN-SPLCIVICATION « (DBUEDTH
br LTAL REQUIREMENTS = (4OQTHD SOMETHING)

a OYHTAM NET

PANG; GO 1001 3 NOBR7: LEX {JOHN)
cz 1HAI0s1

AC TSHY  tNBDOT NOBOE: LEX MARY]
Meon HINDICE
vOiCE (RET N@RL7: LEX BILL}
= Rival 51M
TENSE  (PASTI

LEN [ARN] NOR2Z: ORY {N83 L)
ACTSBY  (NOBLT)

NO 3: INSTT fNpDITd FUHLE {INDIC)
Dit (NPDDES VOICE  4afh
AZ ISR PRL TH FORM 5M
MOL {IKDICH TENSE {PRESFUT)
VOICE 1A&lTI LEX {001
Ford 15inl
TENSE  {FUTPASTH

LEX ikLL) NOES: LEX (SOMETHING)

No FRAME: remain for DOL, and, in popping the stack, the Progra

finds that none remain for XILLL or WARKL, either, Thus the syntax

net is complete and linearization produces the surface form:

ET WARNED MARY BILL WAS GOING 10 KILL HER BY DOING SOMETHING?
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