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CHAPTER 1

INTRODUCTION

1.1 WHAT IT'S ABOUT

This thesis presents a system for understanding natural

language. By understanding, I mean the assignment of mean-

ing structures to pieces of natural language texts. The

particular meaning structures that we use will be explained

later, but for the moment assume that meaning structures

are symbolic representations of the concepts underlying

language. Computational understanding, as defined here,

is ths extraction of conceptual structures from input texts.
Tre thesis consists of two parts. Part I is about a

nrograr for the meaning analysis of sentences. The program
f g prog

assigns mzaning structures tc a wide range of sentences.

Typical of the class of sentences handled are the following:

John gave Mary a beating.

3111 prevented Rita from loaning the book by taking

the Look.
Rita advised Mary to drink the wine.
Did Bill know that John was hunting?
The surface syntactic structures of these sentences are

fairly simple, khut it is the complication in their meaning

structures that makes these sentences interesting.

Part 11 is not about a program but avout a broader

theory, hased on the analysis program presented in Part I.

The topic of Part 11 is called extended analysis. Extended

analysis 15 a system of organization %y which the meaning

i
H
I
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Structures and the structures representing the analysis
processes are tied together. Lxtended analysis processes
can directly affect not only static meaning structures but
the flow of analysis itse:f. They handle multi-
sentence texts, treating them as coherent entities, just
as the sententiai analyzer treated sentences as coherent
entities. The discussion of extended analysis treats in
detail two sentence texts such as:

Jolin hated Mary. John gave Mary a sock.

John was feeding the deer at the zoo. John gave

a buck some sugar.

John saw a beggar on the street. John gave a buck
to him,

Part II also treats, in broader terms texts in general,

how they are understood as coherent units, and how the

analysis of one part of a text affects the analysis of other

parts of that text. Some of the work that was the impetus

"o Part II is embedded in Part 1I.
Contexts have been used in the analysis program to

guide the analysis pro:ess, and how this guiding occurs is

one of the main topics cf Part II. So,

in a larger sense,

what is presented hete is not only a program for the analysis

of sentences, but a t.eory of contextual effects on this
analysis,
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1.2 COMPUTATIONAL UNDERSTANDING

There is not much need to explain why we might want
a program that can understand natural language input. We
just h~ve to start listing phrases like machine translation,
question-answering, men-machine interaction, computer-aided
1ns .ruction, and 50 on. Common to all of these is the need
tor programs tnat can respond in useful ways to information
expressed in a natural language.

However 2 computational understanding (CU) program
can pe more than just a program that responds usefully to
natural language input. Tasks like the above determine
what raosults a program must achieve, but they do not nec-
essari ; detarmine the methods a program can use to achieve
these results, We have had as a goal in this work a CU
system that could also be a model of human comprehenzioa.

Given the obvious facts that computers aren't built
from neurons and people don't have magnetic memories, what
does it mean to say that a computational process is a model
of a human one? The definition here wili be that ore pro-
cess models another if the same decisions occur in the same
crder and for the same reasons in both processes. A decision
is an action of the form "I choose to bhelieve X because 1I

pelieve A, B, C, etc," X, A, B, C, etc. are descriptions

©f si%uations. Naturally the representation of these des-~

cripticns will not be the same in a program as they are in
a brain. But we can equate statements in a representation
with beliefs represented in whatever way they are in the
brain.

When a CU system, that is supposed to be a model of

human language comprehension, processes a text, it produces

|
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a flow of decisions. This flow does not have to be identical
to the flow of decisions someone might follow when compre-
hending the same text. 1t is unlikely that any two people
process a text in exactly the same way. But we can, though
not rigorously, look at the flow of decisions and decide
if such a flow is consistent with what we know about human
comprehension, If a CU system consistently produces such
flows of decisions, then it constitutes a good model of
human comprehension.

The focus then is on the decision making that occurs.
That means that we are interested {n what decisions are
made, when they are made, and with what information they
are made. What kinds of structures are built--syntactic?
semantic? conceptual? When are they built--syntactic be-
forec semantic? while the text is being read? after the

text has been reread several times? On what information

are they built--syntactic structures? knowiedge about
politics?

A working CU system, one that produces acceptable paths
of decisions, must contain answers to all these questions.
It must have mechanisms that make these decisions. These
mechanisms, particularly if they seem consistent with a
computational model of memory processes in general, form
an hypothesis about the nature of the mechanisms that un-
derly human decision making.

In the next section the CU system of this thesis is
described in terms of the general statements the sy~stem

makes alout language comprehension and the mechanisms un-

derlving it,.

&
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1.3 ASPECTS OF THIS SYSTEM

Because our system is intend=2d to be a model of human
language comprehension, its existence makes a number of
claims about the nature of comprehension. These claims
fall into two groups. There are claims about general aspects
of comprehension and there are claims about the specific
mechanisms of comprehension.

General Aspects of Language Comprehension

This system has the following characteristics, which

L3

I believe are proper for any model of comprehension:

1) Comprehension 1s treated as a motivated pro-
cess. It is driven by a constantly changing
set of goals. These goals treat comprehension

as a process of filling out a larger structure.
This structure is a picture of where the dis-
course is going. If such a picture does not
exist, there is a drive to find one. These
drives motivate comprehension at all levels,
from the choice of 2 meaning for a word to
assumptions about the intention of a text.

2} The process of comprehension is not divided
into separate modes of operation. There is
not, for example, a syntactic phase which pre-
cedes a semantic interpretation phase. Nor
does comprehension switch back ard forth be-
tween phases like these. Instead, anything
can happen at any time. At any point in the
flow of analysis, there are operations manipu-

lating concepts as well as operations interpret-

ing individual words,

5
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3) The knowledge gained at one level in the an-
alysis system diffuses at once throughout the
rest of che 'ystem. Comprehension involves
many diZferent levels of activity., New words
are read in. New assumptions about the future
of the discourse are made. But whenever some-
thing is added or deleted due to this activity,
the news of this change is made available to
all the other processes.

4) Comprehension is concerned ith two important
tasks. One is finding information relevant
to the process of interpretation. The other
is removing information that no longer agplies.

5) There is a clear distinction between static
knowledge and process knowledge. For example,
the dictionary entry for a word ii1 the analyzer
may contain process knowledge. This entry
makes no sense when considered apart from a
flow of analysis.

©) The comprehension Process is cpecified in terms

of mechanisms consistent with a more general

model of memory processes. The forms for
representing static knowledge is likewise con-
sistent with such a model.

Specifi- Mechanisms

We can characterize the proce s of comprehension as a

process of applying dynamically se.ected pieces knowledge

to a coatinuing : ream of language input. Dynami: selection

mz2ans that there must be mechanisms for moving infori.ation

in and out of active participation in the comprehension

pProcess.
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Further, comprehension ha- two dimensions. It has a
dimension of tim.. We say that an analys:is begins at one
point in time &:1a2 e-ds at some later point. It also has
a dimension of depth. We say tha: an analycis begins at
the surface (i.e. the word) and ends at some deeper level
of conceptual abstraction. There must be mechanisms for
moving the dynanically selected information along both
of these dimensicns.

These tasks are done in the system by severa. basic
kinds of data and control structures:

1) For accessing information--Associations are
used for accessing infarmation, Knowled e
about the comprehension of a language is
acsociated with word senses. These senses
contain two tyr:a:s of Structures. There are
Structures of c*tatic forms and Structures of
active instructions. Both of these structures
assume that, when the word is read and these
structures are activated, there will be other
structures eithey already present or to cone.
These other structures will affect and pe
affected by tue Structures that make up the
sense 2f a word. %e cannot talk about the
meaning of a word ¢itside of the flow of
analysis because the seaning is the flow of
analysis,

There is more knowledge about ccmirehension
associated with certain words and concepts,
This knowledge is about the larger picture that
should guide the flow of analysis. The informa-

tion is represented as sequences of natterns,
and the positions in a sSequUence provide slots

in which to place the results of analysis.
7
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For passing information through time--The
mechanism for passing information from one
point in the analysis to a later pecint is
the expectation. An expectation cansists of
a specification of a situation and a specifica-
tion of what to do if that sitiation is en-
countered. The expectation is a prediction
that the situation specified will occur. 2:
the same time, the action specified is informa-
tion that is Leing carried along in time. It
is irf{ormation about wiiat the predicted situa-
tion means to the process of comprehension.
For passing information from level to level--
Two mechanisms are used to pass information
from one level of thought to another. One is
the expectition. The expectation can Fass the
information that one type of structure exists
by con<tructing a structure of another type.
The other mechanism for passing informa-
tion is called the rneed. When a structure
exists but is incomplete, a need is generated
to fill this gap. That is, a signal is gen=
erated thati something should be done to fill
that gap. This signal is passed from whatever
level of abstraction that the structuge is on
towards the language level. The presence of
a need alters the flow of analysis such that
if the need can be filled, it will be.
For removing information--Information is removed
in two ways. First, when a large structure

specifying an overall picture is contradicted
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by the results of an analysis, a new structure
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must Eé found. The removal of the o1ld structure

removes with it all the static forms and active

i

instructions it may have included. It also

W
Ll

removes the needs that the incomplete static

forms generated.

P
L

The filling of gaps is the second mech-~

anism for removing information. A need dis-

e
I

appears when the form it came from disappears

A need also disappears when the gap generatinag

W

it has been filled. When needs disappear, the
: 2 alterations those needs caused on the flow of
analysis cease.

The system for comprehension thus consists of structures

of static forms and of expectations. The expectations,
originating primarily in the senses of words, specify the
active instructions for analy; sis. The mechanism of the need

; . forms the link by which the static forms communicate with

7 these expectetions. Associations between words and structures

and associations within structures themselves, provide the

paths by which the information is found and later collected
together and removed. The organization of knowledge into

these structures, the drive to complete partially filled

forms, and the making of expectations, all bhelong to a set

of reasonable general memory processes.

L
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1.4 WHAT THE SYSTEM DOES

Since only Part I of this thesis 1s programmed as yet,
we can only talk about output from the Part I form of the
analyzer.

Thhe analysis done by the program of Part I is one of
comprehension rather than of parsing. The cutput of a simple
sentence like "John gave Mary a book,” for example, is
not a description of the syntactic selationships between
the words appearing in that sentence. 1In fact, none of the
words in the senter.ce appear in the output. nstead the
output is a structure of concepts, involving a basic action
of transferral of ownershin. The ownership of an object
that is a book changes from a person named John to a person
named Mary. The person responsible for this change is the
same John who previously owned the book. Because the ocut-
put of analysis is meaning and not syntactic structure, the
analvcer produces this same output for the sentence "Mary
received the book from John."

The meaning st.uctures will be described in detail
later, but an example ¢f what they look like can be given
here. We show here output produced by the analysis of a
rather long sentence. We chose a long sentence for two
reasons. First, the output from the analysis of this example
shows many of the different meaning elements that can be
used. Second, the example demonstrates that long sentences
are not a problem for the analyzer. This is because the
analyzer doesn't try to do the whole sentence at once, but
rather takes it piece by piece, as it reads the sentence
from left to right (although the output does not have to
appear in the same order--see the "prevent" example that

appears next).

10
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The sentence is : JOHN HURT MARY BECAUSE MARY INFORME
BILL THAT JOHN ADVISED RITA TO PREVENT BILL FROM BUYING
THE BOOK BY GIVING THE BOOK TO JOHN.

The output, obtained in 25 secounds of processing time,
is (comments in lower case):

TIM@O : ((VAL T)) This is e list of time
relationships. Every
event has a time which
TIMBZ : {{BEFORE TIM@1 X)) specifies when that
event occurred with

TIMBL : ({BEFORE . NIL))

TIM@3 : ((BEFORE TIM@@ X)) B | A —
TIM@4 : {(AFTER TIM@3 X))

TIM@PS : ((AFTER TIM@3 X))

TIMPEG :  ( (BEFORE TIM@S X))

T {CON This part of the output

structure says that Mary

ACTOR MARY
((ACTOR (HRRY) told Bill that...

(MTRANC)

TO

(CP PART (BILL))
FROM

(CP PART (MARY))

MOBJECT ...John had told Rita
{ (ACTOE (JOHN) that...

>

(MTRANS)

TO

(CP PART (RITA))
FROM

(CP PART (JOHN))

11
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MOBJECT ...1f Rita gave the
book John...
( (CON ook to hn

TR

{( (CON
{ (ACTOR (R1TA)
=

- (ATRANS)

TO
(JOHN)
FROM
{RITA)

OBJECT

(BOOK REF (THE)))

MODE
(NIL)

= T IME

: (TIMP6))

{((CoN ++..then Bill would be
= ((ACTOR (Blfffbleaig.??y e Mok
s (ATRANS)

: OBJECT
] (MONEY REF (A))
TO
(NIL;
- FRM Y
; (BILL))
TIME
(TIM@5))
12
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((ACTOR (NIL)
)
(ATRANS)
OBJECT

(BOOK REF (THE))
TO
(BILL)
FROM
(NIL))
TIME
(TIMB5)))
MGDE
((NEG)))))
mC

( (ACTOR (RITA)HT (JOY)@-}F (JOY))
...this would

iNe make Rita
(2) happier.
TIME
(T1M@4)
MODE
(NIL)))))
MODE
(NIL)
TIME
(TIMB3)))
TIME
(TIM@2))
13




(?%BN ((ACTOR (JOHN)d&==d (DO)) TIME (TIM@@) MODE (NIL))

FRCTOR (MARY) &7 (UNSPEC)) ING ﬁffi"iflnxzsf%:m
(-2) did something to
T IME hurt her.
(TIM@Q)
MODE
(NIL)))
TIME
(TIMPQ)
MODE
(NIL))))

We said that the analyzer, in building a structure like
the above, went from left to right, but that *he output did
not have to reflect the order of things as presented in the
sentence. i1his is because the analyzer can operate freely
on structures like the above, redoing old parts as well as
adding new ones. For example, the analysis of "John pre-
vented Mary from going to the store by taking the bicycle"
involves building one structure, and then modifying and ex-
panding subparts of that structure. "John prevented Mary"
is analyzed as "John did something which caused Mary to be
unable to do scmething." When "from" is read, it is assumed
that it introduces a clauce specifying what Mary can't do.
He'.ce, when "Mary going to the store" is analyzed, the mean-
ing structure is changed to "John did something which caused
Mary to be unable 7 go to the store." When the "by" is
read, it is assumed that it introduces a clause specifving
what John did. "Taking the bicycle" is analyzed and the
final meaning is "John took the bicycle which caused Mary
to be unable to go to the store."

The analrzer is not limited to verbs as a Source oOf

onzeptual frames. Fo: example in "John gave Mary a beating"
14
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the conceptual frame is Provided by "a beating”. The re-
sult of analyzing this sentence is the same as the regult
of analyzing "John beat Mary," namely that John hit Mary
fepeatedly.

The conceptual manipulations of conceptual frames can
be fairly complex. In "John gave Mary a headacha," "4
headache" provides the basic ctonceptualization, but several
things are added. First, of course, Mary has a headache.
Further, John did something to cause Mary to have a %nagd-
ache. Hence a specification of causation is added. Finally,
what was caused was not having a heac: :he, but rather coming
to have a headache. Hence the state of having a headache
beconmnes instead a c¢hange to the state of having a headache.

During the analysis of 3 sentence, the analyzer makes
many predictions. For eXample, when "prevented" i{sg read
it predicts that "from" and "by" will introduce clauses
specifying what was prevented and how, respectively. When
"gave" is read it Predicts that noun Phrases for both a
human and a physical object will follow. that the human is
the recipient of "gave" and that the physical object 1is the
object. Thus the analyzer assumes ttat "Mary" is the re-
Cipient of “"gave" ip "John gave Mary...", but that "a
rock" is the Sbject of "gave" in "John gave a rock,..."

To some extent, the analyzer as brogrammed already
includes contex+tual effects, although a Systematic treat-
ment of context is not given until Part 11, For example,
the sentence "John 33Vve Mary a sock" ig normally inter-
preted by the analyzer as meaning that John transferred
ownership of an jtem of footwear to Mary. If, hewever, the
analyzer had Previously handled a Sentence like "John hated

Mary," then it assumes that "John gave Mary a sock" means

15
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that John hit Mary. It does this using a prediction that
Johr will do something to hurt Mary because he hates her,
These then are some of the kinds of analyses that are
produced. The stress in all of them is on the construction
and modification of meaning structures. What is also im-
portant are the ways in which these analyses are achieved.
But to explain this, we must proceed to a fulles description

of thhe analysis process.

lé6




PART 1

GUIDE TO PART 1

In Part I, we step back from the general claims of the
introduction and foecus on the process of analysis more specif-
ically. In particular Part I is oriented around the descrip-
tion of a working analysis program. This program is de-
scrived in detail, giviny examnle analyses as well as the
definitions of words that led toc the analyses. This is
done ir Chapters 7 and 8.

Tne most compact and accurate way to describe the
analyses and definitions is to use the forms that the analy-
S1s program does. However, this requires that the reader
learn two "languages” first.

One ies the language of the representational system.
With this language we express the X, A, B, C, etc. in the
dezision "1 choose to believe X because I believe A, B, C,
etc.” This language is called Conceptual Dependency and
is described in Chapter 5. In Conceptual Dependency, be-
liefs are expressed using a smail set of language~free
objects and relationships. The goal of the analyzer is to
assign to a text a Conceptual Dependency Sstructure. This
structure should express a belief that is a reasonable in-
terpretation of the text.

The other language used expresses the active part of
the decisions, i.e. the "I choose to believe" and the "be-
cause I believe". The basic element of this language is
the expectation. An expectation is a specification of a
situation ("I believe A, B, C, etc.") paired with a Specifi-

cation of an action ("] choose to believe X"i. When the
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situation specifie” is encountered, the action associated
is performed. Malling a decision 1s therefore the trigger-
ing of an expectation, All this 135 described in Chapter o.
Chapters 2, 3 and 4 introduce and motivate the direc-
tions that the developments in Part 1 take. Chapter 4 is
concerned with the reasons why things are done the way they
are. Chapter 3 discusses briefly some of the alternative
approaches that could have been taken. And because therc
is a long stretch of theory (from Chapter 3 through Chapter
6), Chapter 2 offers some pictures of what it's ali about
for the reader to keep in mind. Of particular importance,
I think, is the flow table in section 2.4. The theoretical
discussion looks at the various functions one at a time,

but the flow table present: them in their ratural habitat,

working together in a flow of analysis.
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CHAPTER 2

SENTENTIAL ANALYSIS

2.1 INTPODUCTION TO SENTENTIAL ANALYSIS
Describing the analyzer in detail means specifying two
aspects of jt: the theory and the program. The program

can be specified by presenting the functions with which it

is built and showing how these functions are used in the

task of analysis. The program aspect of the . nalyzer oc-

cupies the latter two-thirds of Part I. Howe''er, the

struction of the prograr 1s not haphazard. +t is the

con-

pur-

pose of the first third of the description to present the

concepts and motivations about which the program is organ-

ized.

This is the theoretical aspect of the analyzer. To

motivate this theoretical description, it is in turn help-

ful to talk briefly about the program to which the theory

leads.

In particular much can be said about the program

from the outside without worrying about its internal machin-

ery.

The program has the following properties which dis-

tinguish it from other analyzers:

1)

2)

Its object is not to parse a sentence into a syn-
tactic structure, be it surface or deep. 1Its
goal is to discover the meaning of the sentence,
1n the context in which it appeared.

Even as a toul, syntax Plays a small role in the
analysis. Of greater importance to the pProgram

are the partial meanings that are found during

the processing. These provide much of the in-
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formation necessary for continuina the analyaas

3) There is not a clear division between linguist:c
and non-linguistic knowledge. Beliefs and iu-
5 ferences can play an importa. ~art in the deter-

mination of meaning. The rep:esentation used al-

lows t. e analyzer to interact when necessary with

a memory model.

4) The sentences understood are about human behaviorx.

The program makes assumptions about the normal re-
lationships involving people with other people,
z and people with o.jects,

The expectatior is the basic mechanism used by the :ro-

gram. An expectation is a description of a sitiation that

L AT

is recognized as likely to pecome true in the near {uture.

Further, as ociated with any expectation is a set of actions
to perferm, actions that are appropriate in the expected
situation. In general an expectation organizes information
so that one can respond appropriately to a situation as

soon as that situation is recogrized. The importance of

i e A R

an expectation is not just that it prepares a set of ac-

tions for use if needed, but alss that it narrows how future

~ituations are perceived. An expectation looks only for

certain features and ignores any other features of the real

situation that may be present. In language processing, for
example, an expect2tion may predict that a certain preposi-
tion has some particular meaning, and thus the many other
possible meanings will not be seen. While we can imagine
expectations for many situations, of concern here are those
expectations that are clo.ely related to language compre-
hension, as well as what their socurces and their effects
are.

The demon nechanism found in Charniak (1972) is similar

20




to the expectation. Charniak uses expectations about human

behavior in specific context to help solve problems of

anaphora. However, language processing is byparsed and the

semantic representation for *+' - demons is not generalizable

beyond the particular examples considered.

The program here depends upon the use of a general

representacional system for meaning. Expectations about

real world situations can be described in many different v

ays

in English, but the program must be able to recognize these

situations no matter how they are described.

AL

Further, with

a neaning representation, it is Possible for an expectation

to be generated from a non-linguistic source and still bea

= able to communicate with the analysis. For example, if I

hear the sentences "Jchn was hunting. He shot a buck," 1

will interpret the second sentence as meaning John shot an

animal, not that he spent a dollar. I would make this same

interpretation for the same reason~-i.e. from the same

expectation-~if 1 saw John coming out of the woods with a

rifle in his hands, and he told me he'd shot a buck.

000l A
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1D HISTORY OF THE ANALYZER

The description of the theory and programming of an
English analyzer will be a static one, tnat is, it will
look at the system as something in one fixed and final form.
But this kind of description omits important aspects of the
topic just as much as a synchronic description of a languan~:
omits important aspects of that language. For example, a
static image cannot show whether the system is a blueprint
for future work or the product of pvast effort. And it is
important to know this when trying to decide if the claims
made for the system are just beliefs or if to some extent
they have been substantiated or inspired by actual exper-
ience. For this and other reasons, a brief history of the
growth of the analyzer will be given before the more detailed
description of its workings.
The work on this particular system took place over a
one vear pericd at Stanford University. Prior to this
there had been an analyzer written (see Schank and Tasler ¢ 9%
which also went from natural English sentences to Concep-
tual Dependency representations, but beyond this common goal
there is no real connection between the two efforts.
The stages of development of the pProgram were:
1) A general ocutline of an approach to analysis-
At this time, fairly general assumptions were
made about the purpose of writing an analysis
program, and what sorts of prohlems of language
analysis should be focussed on. Also at this

stage a simple control structure was decided

[ 8]
L)




|
Il

2)

LA

upen such that most of the programming work
work would be in the form of dictionary ex-
pansion. Finally, certain specific sentences
exemplifying the kinds of problems of con-orn
were chosen 13s the initial goals of the pro-
gramming.

Writinag the program-First a very small contrel
program was wricten. Then the simplest of

the sentences from stage (1) was chosen ("Jchn
gave Mary a book"), After deciding what seemed
to be occurring during the analysis of the
sentence, definitions for the words in the
sentence were written that would follow the
same path of actions. Sometimes the defini-
tiens reguired new functions and the control
Structure had to be expanded to be able to
handle them. The process of taking an examp’ 2
and expanding the vccabulary to handle it was
the basic means of growth in the analyzer.
Words were not considered by themselves Fkut

in their interaction with other words in speci-
fic contexts. The sentences chosen for each
iteration of the expansion were intended to be
as different from the previous nnes as possible,
in terms of the kinds of processes invoked.

An important step in the expansion loop was to
test the program on a file of previcusly re-
solved examples. Though chkanges in the analy-
2er were normally made only to definitions of
specific words and hence did not affect the
actions of other parts of the araly:cer, still

it did happen that an injudicious sharing of
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global variables or something similar led to
tiie destruction of previous successes, The

corrections required were never important the-

oretically however. ’

E
E
E

3) MARGIE-The next stage involved the addition
of a motivation for choosing sentences for the

expansion process., Being developed concur-
i rently with the analyzer were a deductive meirory H
system using Conceptual Dependency represcu-
tations as input and output and a generator
using Corceptual Dependency representations
as input and English sentences as output. It

was decided that the three programs shoxld have

a common data base s. that they could be used

as one entity. However, no particular domain

1 LT

of discourse was chosen. Rather, for each of

T

the programs, sentences and conceptualizations

that demonstrated ‘mportant features of it

were picked by the worker developing the pro-
gram. The othar programs were then extended

where needed to allow these demonstrations.

i e Tl P R

4) Diplomacy-At approximately the same time as
stage (3) a different motivation was applied

to the choice of sentences in the expansion

T A A

process. In contrast to stage (3) where the 1

interest was in demonstrating directly certain
b aspects of the system, in stage (4) the inter-

3 est was in handling a specific task domain.

i The domain was the game Diplomacy. Diplomacy

F although a board game, differs strongly from
others like chess and go in that it depends

heavily on interpersonal communication. Fur -

24
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ther, success in the game depends primavilv

on being able to influence, honestly or Jdi1s-

honestiy, other veople to do what you want ,
and at the same time judge how and why some-
one else is trying to use you. Hence there

is a great deal of concern with human percep-
tion and comnhunication of human behavior. A
number cf words were added to the analyzer's
vocabulary to help it to deal with chis Jo-
main. All of the work on this parcicular ex-
tension of the analyzer was done by Paul Martin,
basing his choices on Serntences that had been
recorded during actual Diplomacy games between

human players.

w
~—

Description-There ig a very noticeable effect
upon the develupment of a System when the de-
signer has to stop, or-anize, and summarize the
system .n order to describe it and its goals
to other peaple. This work on the analyzer
has been described in Successively greater
detail in the following papers: Goldman and
Riesveck (.973), kiesbeck (1973), and now here.
Not only are oversights and ad hoe measures
suddenly made embarassingly clear, but more
importantly patterns are seen, initial assump-
tions are clar fied and generalized, and a bet-
ter view of where to 70 next is obtained.

What follows therefore is the result of these five
stages of work. The Program itself has beep expanded and

modified at each point. The functions described are the

ones that were found necessary as the stock cof examples

grew. The theoretical implications of -arious aspects of

*J
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the program are also the outcome of these five stages, In
particular mest of the relationships between standard linguis-
tic concepts and elements of the analyzer were realized dur-
ing the descriptive stage of development., And finally the
form of the description of the analyzer is a product of the
way the analyzer grew ard also of the previous attempts to
describe it. Specific fuactions appear before their use in
structures, so that these structures can be given conmpactly
and exactly. The theory appears before the program because
much of the theory was developed first and shaped the program
in crucial ways. And an overview appears before the theory

to suggest the nature of the concepts with which the theory

is concerned.

26

T Sl e e . = B S




T O e

2.3 THE PROGRAM ITSELF

The program itself is in two parts: a monitor and a
dictionary. It rirns on the Stanford PDP-10 system at the
Stanford Artificial Intelligence Laboratory. “he dictionary
1s written in Lisp 1.6 (see Quam and Diffie (1972)) while
the control program is in Mlisp (see Smith (1970)), an
Algol ~like language that is translated into Lisp l.6. For
normal expansion and debugging an interpreted version of
the conrtrol program is used, while for demonstrations a
compiied copy is made.

Because the program was not designed with a specific
task domain 1in mind, nur to be impressive in demonstrations,
nor to stuay the difficult questions of large data base man-
agement, the vocabulary ic fairly small. There is a core
of about €0 verhs rlus their atterdant prepositions, and
enough nouns and adjectives to censtruct long sentences
without beirg forced to unnatural actors and objects. be-
cause of the princip.es guiding expansicn in stage (3),
however, .ach of tr-»se verbs demonstrates quite different
aspects of analysis. Some stress manipulations performed
directly upon conceptualizations. Others stress the opera-
tions needed to reach these conceptualizations from various
word constructions,

The program, with the Lisp interpreter and the Mlisp
translator and sufficient working space, filled about 50,000
PDP-10 words. When the control program was compiled and
loaded without the Mlisp translator, the total was 35,000
words. The CPU time in the interpreted version for hardling

sentences including those *hat will be discussed was between




g

Ul

5 and 10 seconds, while it was less than 2 seconds in the
compiled form. Both time and space could have been greatly
improved if that had been of interest, For example, predi-
cates are re-evaluated even though it is known that none of
their parameters have changed and re-evaluation could be
avoided. Also many of the dictionary entries have segments
tiiat could be shared with other entries. But the purpose

of the program was to be a concrete expression of a theory,
such that changes in the theory rould be tested and, at the
same time, extensions to the program would add to the theory,

For this task the analyzer program was always satisfactory.
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2.4 OVERVIEW OF THE ANALYSIS PROCESS

The analysis of a sentence is driven by the executiny

of programs attached to ~ach of the words thet occuv in
e this sentence. But the prohgrams associated witn a word

n are not executed immediately upon the discovery of the word.

F Instead, to each program is attached a condition which th~

state of the analysis must fulfill before that program i«

i

executed. This pair, of condition and program, is a

A
[

WW\‘m““mmN‘WW’“‘“"""""““WN"NWWWW o

request, and the two parts are called test and action resnec-

tively. The whole package of requests which is attached
to a word is called the sense of that word. Also part cf

the sense of a word is a set of features that describes

"

various passive apsects of the word or the concept to which

it refers.

[T
W

The analysis of a sentence consists of two activities:

L
]

1) The requests attached to a word are added to
the lis* of requests active, i.e. those re-
quests that have previously heen added, buc
whose conditions have not yet been fulfilled.

2) The list of requests is rechecked wheuever new
words or concepts occur to sjee if any of the

conditions of the requests have become satisfied.

P T e T g
?

1f so, the actions associated with these satis-
~ fied conditions are executed, and then the list

is rechecked to sece if any more conditincns have

W

become fulfilled.

These two steps make up the monitoring control program

¥

of the analyzer. This program looks for knowledge about

o i
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the language relevant to the text being analyzed and ap-

plies the information that is found.

There will be many examples given later showing ex-
actly how the analyzer works, However, a general idea can
be obtained by following, in less detail, the analysis of

a simple example. Consider the sentence, "John gave Mary

a beating." It is assumed that this sentence has the same

meaning as, "John beat Mary." The chart that follows shows

an outline of the basic flow of decision and prediction

that the analyzer goes through with this example. “NP*

is, of course, an abbreviation for “noun phrase”. Under

the heading "Requests Waiting" appears only the test vortion

of each request. When the number of a request appears un-
der the heading "Requests Triggered"”, it means that the
test of that request was fulfilled. The action portion

of a triggered request follows, under the heading
Taken".

"Actions
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REQUESTS WAITING

REQUESTS TRIGGERED ACTIONS TAKEN

l-is there an
NP?

none

none

l-is there an
NP?

assume "John"
is subject of
the verb to
follow

2-is the current
NP a human?
3-is the current
NP an obiect?
4-1is the current
NP an action?
S-true

assume the word
"to", if it ap-
pears, introduc.

the "giving"”

b

the recinicent of

2-is the current
NP a human?
3-is the current
NP an object?
4-is the current
NP an action?

assume Mary is
the recipient
of the "giving"

i NSTEP] WORD REA
e
H @ | none
H 1l | John
- 2 gave
“
==

3 | Mary
2
= .

4 {a
- l

i

3-is the current
NP an object?
4-is the current
NP an action?
6-true

save the current
list of requests
and replace it
with:

7-does the cur-
rent word end

an NP?

[

5 | beating

bl

7-dces the cur-~
rent word end
an NP?

none

none

6 | period

7-does the cur-
rent word end
an NP?

build the NP

"a beating" and
reset the list
of requests

none

3-is the current
NP an object?
4-is the current
NP an action?

assume the NP
action 1s the
main action of
the clause, the
subject (John)
is the actor and
the recipient
(Mary) is the

ocbject

3

1
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After Btep 7 there are no more words to be read and no
more requests are triggered, and so the analysis stops. The

final result is that John beat Mary, i.e. that John hit Mary

repeatedly, presumably with his hand. Most of the ccncentual

action except for "John" and "Mary" came from the dic-
tionary entry for the sense of "beating" that was assumed.

Step @ is, of course, the. same in any analysis. In
step 2 there is request 5 which has a test that is always
true. Such requests are executed immediately. This one
changes the sense of the word "to", which might occur later.
This is cne ¢f the basic ways in which the analyzer tries to
avoid problems of ambiguity. The prediction made might be
wrong, but it specifies the most reasonable meaning of "to"
to try first. Step 4 shows how noun phrases are built. A
noun phrase introducer, like an article, temporarily halts
other processing until a noun phrase is collected. Step 4
also shows an instance of one request changing the set of
requests waiting. Step 7 involves the direct manipulation
of conceptualizations. Both Step 4 and Step 7 show how far
removed from syntactic manipulations the actions that oc-
cur during analysis can be.

A basic feeling for the flow of action during analysis
is important for reading what follows. The form of the pro-

gram used has a number of implications and there will be

many comments on these implications. How concepts like meaning

and ambiguity relate to requests and senses, what role syntax
plays, what aspects of a theory of language comprehension

are stressed in this format, and other such topics shall

be touched upon.
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2.5 SENSE _VERSUS MEANING

The term "sense" has a very specialized meaning for the
analyzer. It is the label for a package of requests and
features that together describe how a word with that sense
interacts with other words in a text. A sense, therefore,
is not directly equivalent to the meaning of a word, i.e.
to a conceptual representation. It differs in two weys
from the idea of meaning:

1) The same sense of a word in two different con-
cexts may produce two different meanings. For
example, to "hreak a promise (vow, oath, rule)”
while containing a different meaning for "break"
than that found in "break a bottle (table, vin-
dow)" does not require two different senses of
"break". Ore sense, containing a reqguest that
tests for a physical object of the "breaking"
and another request that tests for an obligation
as the object of "breaking", will be akle to
handle both uses.

2) More importantly, a sense is distinguished from
the idea of meaning in that the task o. a sense
is to contribute to the interpretation of the
text as a whole, and not of the word alone.
There may be no simple relationship between any
subpart of the final conceptualization and some
word from the initial sentence., For example,
the interpretation the analyzer gives for "John

gave Mary a beating" is that John hit Mary re-
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peatadly. The coatribution of the sense of
"give" used is to take the conceptual struct-
ure of "beating" and insert John and Mary arc
the participants, in the correct roles. "Give"
itself, however, produces no conceptual piece
of its own. The role of "give" in the sentence
is only definable in terms of the actions that
1.s sense performs upon other conceptual struct-
vres.
Because a sense is a collection of requests, any change
to that collection--addition, deletion, or modification--
in effect creates a new sease. It is a matter of pragmatics
w~2ther the changing of a word's sense should be done by
changing the list of requests it has or by replacing that
list with a prepared one that embodies these changes. 1If
there are several commonly used packages of requests for a
word, then each of these can be saved and used when some

request from some other word or concept calls for it.
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CHAPTER 3

i

PREVIOUS WORK

The analyzer Just described is brsed on some very

z fundamental assumptions abhout language processing.

These
choices are not

Unexpected ones,

from an histcrical view
of computational linguistics.

Fhey follow a trend towards
greater and greater emphasis on semantic and conceptual

matters rather than on syntactic ones. But as a result,
: there is not much relevant Preceding research from linguis-
tics and computational linguistics, both of which have

Stressed

Ll

the syntactic approach.

There are two Previous computational analysis systems

though that have been highly influential on the directions

that later work has taken, and no new effort can ignore

them in discussing alternatives, I refer to the work of

Woods (1970) and Winograd (1971). The former produced a

Very successful syntactically oriented parser,

In doing
SO0 he verified a set cf

mechanisms of interest to other

designers of syntactic systems. Winograd produced a com-

an integrated set of programs,
to carry on dis

Plete System,

i ““WWWWMW L LA

which was able

course with a human about a changing world.

e

However, each component was limited in domain.

As with
Woods* work, both the success

achieved and the bPresenta-
tion of a tested set of mechanisms for attaini

ng this goal
made Winograd'

S work important.

Before describing where I have gone I must describe

where I have not gone and why. What assumptions were basic

to the work of Woods and Winograd tn

at kept me from expand-
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ing on either of their approaches? And wnat assumptions
were basic to the anaiyzer that was developed? The first
question shall ke answered here, and the second in the next
section.

The parser written by Woods is a syntactic one. The

mechanism for pirsing is the augmented transition graph.

It enables a programmer to specify a grammar for a language
in a form that can be understood by a linguist and at the
same time can also be used by a program to assign syntactic
structures to sentences in that language. The basic format
is a transition graph, that is, a description of a flow
of aecisions in terms of nodes (or states) and arcs between
these nodes. An arc is associated with a condition and
traversing that arc is equivalent to deciding that that
condition is true. The parsing task is basically one
of recogrition. At the beginning of the analysis the pro-
gram is at the initial node of the graph. From this node
lead a number of arcs, each of which, in the simplest sys-
tem, is a condition on a word, for example that it is a noun
or a verb. The first word is taken from the sentence. From
the set of arcs whose condition is true of the word, one
is chosen and traversed. This leads to a new node and hence
a new set of exit arcs. The next word is taken from the
sentence and so on. Certain nodes are specially treatad.
If the sentence is finished wnen tne program is at one of
these¢ nodes then & successful parse has occurred. Otherwise
an error has occurred and backup must be done. This kind
of system is much too limited for handling unrestricted
English. Two mechanisms are added that extend the power
of the graph concept without destroying its clarity.

One of the mechanisms is a set of registers. An arc
predicate can refer to them and the traversal of an arc

may change their values. 1In this way information can be
36
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passed from one step to another.

The other mechanism is recursion. Arcs are not limited
to being ccnditions on words. They may refer to struct-
iral conditions that are themselves recognized by augment ed
transition graphs, including the one to which the arc
belongs. Tbus, instead of an arc looking for a noun, there
can be one looking for a noun phrase, Together with Ilunc-
tions for passing register values through such calls, thesc
two mechanis: make the transition graph powerful enough
to handle the syntax of i natural language like English.

The role . ° semantics in this system is to be a check
and guide for syntactic analysis., At certaii roints seman-
tic routines are referenced in order to try and help out
syntactic decisions, but because semantic routines tend to
be powerful but slow, it is the job of the designer to balance
the use of semantic and syntactic means, so that semantics is
done only when it can imnrove upon fairly fast syntactic
routines.

Backtracking is very simple in graphs. It is done when-
ever the parse:. fiids itself at a node from which no exit
arcs have conditi2ns which are satisf.ed. When this occurs
the parser returns to the node previous to this one and tries
annther possible exit from that. I1f there are none, back-
tracking occurs again and so on.

Winograd's worikx has a syntax based loosely on the linjuis-
tic system of Michael Halliday (1970). Sentence are looked
upon as sets of choices of features, features which are
grouped according to the rank order of the sentential unit
to which they apply. Thus, there are features of words, of
phrases, ard of clauses,. Some features are possible options
(in the generative grammar sense) only if certain other

features are present or absent. A sentence like, "“The three
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big red dogs ate a raw steak," is parsed not int> a syn-

tactic tree, such as:

NP — T ve_
- Pl VB ~ \\\NP
DET N
The NTM ///”23\ ate DET NP{\
| / N\
: ATJ %Pf\ a ADJ NPl
| |

big ADJ NP

red noun

dogs

but into levels of features as below:

) CLAUSE L
r* I - ]
NG ¢ NG
/”_V \\\;\\ ! /
DET NUM ADJ ADJ NOUN VB DET ADJ NOUN
l | | | I I | | l
the 3 kig red dogs ate a raw steak

The parsing task is to find patterns in sentences and
d~cide what features they indicate. Once these features are
found, semantic routines that are attached to them are exe-
cuted., These routines, which for Winograd are the meanings
of the features they are attached to, are not concerned with
building the parse tree as they are in Woods, but with the
manipulation of a world model. And although there are fea-
tures that apply to the sentence as a whole, e.g. declara-
tive and interrogative, there are others that occur closer to
the word level., Because of this, some semantic routines are
executed before the processing of the sentence is completely
finished,.

Further in contrast to Woods, the homogeneity of pro-
cesses i5 lessened even more by the attaching of specialized

routines called demons to certain function words, like "and"
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and "or", These demons are nrocedures that i1nterrupt tie
rormal flow of parsing to take care of the speciil neoeds o
the words to which they are attached.

Backup is greatly affected by this apprcach where a
feature once recognized can cause fairly -omplex programs to
be executed., Unlike the transition graph model, the f{low
of actions in Winograd's rarser is not casily descrinable.

A benefit cf using a honogencous, restricted set of func-
tions such as Woods' is that decisions can be retraced auto-
matically. But in a system where prccedures are of many
kinds, sther means must be used to meet the problewm, Orne
pcssibility is to use the decision point capability of 1 lan
age like PLANNER. With this device decisions can be marked
as being places from which to start over 1f something goes

. wrong later. However, the approach favored by Winograd is

that an intelligent analyzer should be able to decide where

it shouid start over, by loecking at the nature of the mistake,
Comparing my analyzer to the wor'. described above brings

out some similarities. For instance, the confrol structure

I have used is similar to the augmented transition graph of

Woods. In both cases the process of analysis moves from

3

one tet of actions, each contingent on some situation, tc

anosther, and a large part ¢f the analysis consists only of

these transitions. Bul the control structure is about the

only thing ir. common between the two systems. The contoent

and intent of the functions involved ace very different. In
£ content, Woods' functions ask questions of syntax. In 1n-

tent those functions are meant toc build parse trees, syntactic

i

descriptions of sentences. in contrast, the functions of

the analyzer to be describcd here ask questions about the

I

relationships of words and cnncepts, and about the conceptual
- structyres communicated Ly the =entence whihh have Laeen
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assumed so far, This is the content ¢of the analyzer's func-
tions. In intent, the analyzer is trying to build a unified
conceptual structure that is the meaning of the sentence,

For this, syntactic structures are a tool and no more. And
when 1t comes to backup, there is no intention that this
should be a simple retracing of the decision path. Given the
number of different things that the functions of the analy-
zer do, retracing does not seem at all reasonable,

The hetcrogeneity of functions is a similarity between
the analyzer and Winograd's system. But there is still in
Winograd's work an emphasis on syntax. Winograd's is a
language processing program that lccks for certain syntactic
constructions, This program can be interrupted, but the
rasic flow of the system is still one of syntactic analysis,
In contrast, my analyzer can be considered to be nothing but
interruptions, 3ome words have more drastic routines than
others, but all of them can play an active role,

This difference between Winograd's wocrk and my own is
ref ~cted in the fact that there are no explicit specifica-
tions of global syntactic structures in my analyzer. Struct-
ured patterns, patterns that can be held apart from the
words involved, do not occur here. Implicitly such patterrns
can be there in the same way that any consistently applied
process can be described by the patterns of its behavior, but
¢xplicitly there are no such patterns,

Backup in the analyzer, as it is planned, is distinguished
from the approach of Wocds and like that of Winograd in that
there is no backing up to decision points. Rather the analy:zer
Legins again, starting with some point in the surface of the
sentence, With certain choices ruled out and certain sub-
analyses left alone. The choices that are forbidden, the sub-

analyses that are left alone, and the point at which reanaly-
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sis begins, all this should Le determinabile by p10ut1iaes
that look at the problem that has arisen and make guesscs
about the cause. This is counter to a decisiocn point mech-
anism, the use of which would be making an implicit cla.m,
that when people make decisinns, they expect them to go
wrong. But the problems that cause backup are not expected
They are surporises. A joke such as, "1 was o2n a nunt-

ing expedition. I shot two bucks. It was all 1 had," de-
pends cn this element of surprise., Unfortunately saving
this about bkackup is really saying only that backup is toc
serious a problem to be handled with one simple mechanism,
intelligent routines that can direct reanalysis are still a
thing cf the future.

The representaticn of meaning is another dividing peint
between this work and the others. For Woods, the semantic
base is defined specifically for the task. Thus there is
a highly rvecialized secmantic base for handling lunar samples,.
This allows him to represent, in a manipulable but non-ex-
tendible form, fairly complicated entities and relationships,
The manipulations however are for the most part infurmation
retrieval actions, that is, scarch and pattern match routines
on canonical forms, Winograd's base, on the other hand, deals
with more concrete entities and relationships, namely blocks
and their positions in space, and actions that involve changes
in these relationships, With this base the program .- able
to perform more complex i1nferences than Woods', and do more
than retrieve pre-stored information. However it is limited
to simple physicdl objects and relationships, and it is rot
clear how well the system could be extended to a data base
involving beliefs about people and objecis, about probabl
intentions and normal functions,

In the analyzer the base is the Conceptual Dependency
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(CD) representation system, which has developed from the
work of Roger Schank (1©72). The primitive units and
basic relationships have been worked out independent of
particular tasks. The overall criterion is that CD graphs
shouid differ if and only if the meaning being represented
differs, excepting differences due to logical connectives.
It is thus intended that two sentences have the same CD
representation if and only if they are paraphrases.

This representaticn has been designed with an emphasis
on the %kinds of concepts people use in dealing with other
peopie. Concepts like beliefs, communication, intention,
reasons, and results, are the focus of study. More abstract
systems like set theory can be elegantly formalized and
efficiently programmed, but have little to do with human
concerns,

The distinctions between the analyzer and the other
two systems are, 1 believe, quite basic. They stem from
differences in philosophies. The goal of the development
of the analyzer has not been one of buildiny an imrnediately
practical understander of the English language. Nor has
it been an experiment to see how much can be done with a
small, restricted set of functions. It has been a search
for mechanisms that seemed reasonable for people to use
when they understand language. There were basic assumptions
about tie nature of the output of analysis, such as how
deep comprehension should be taken, before it became a mat-
ter of non-linguistic cognition rather than language analysis.
There were also assumptions about the nature of the input
to the analyzer, about what information came from syntactic
patterns, what from inference, what from world knowledge
and so on. The designing of mechanisms specific enough for
programming was directed by some assumptions, led to the
recognition of others, and caused the modification of
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some that had been accepted.

Besides the work of Woods and Winoqgrad, there is an-
other effort involving language analysis that has not yct
had the influence upon the field that these two have had.
However, it shares several basic features with the work
to be described. It is a very distinctive approach; it
shuns the use of syntax in the extraction of meaning; it
has a well-defined, 'road-base semantic representation
system, and ‘its mechanisms are the basis for describing
a theory of natural language inference. 1 refer to the
work of Yorick Wilks (1973a, b) at Stanford University.

His effort has been oriented not about analysis it-
self but about the total! task of machine translation. The
stress of his work though has been on the analysis portion.,
It is up to the analysis routines tu take English texts,
disambiguate the words and semantic relationships in-
volved, and settle guestions like anaphoric reference, to
the point where the generation routines can construct French
texts as output. There is a working program that is quite
impressive.

Briefly described, and ignoring the formalism, the
system consists of a number of routines, each of which takes
the output of some other one and creates a new scructure
with more relationships between the semantic elements than
before. Eventually there is a structure ready for genera-
tion into French, The first of these routines takes the
basic input text and fragments it, using various key words
and rules about special cases. The fragments of text are
then passed to a routine that locoks at the possible senses
each word can have. These senses are cxpressed by formulas.
Formulas are list structures made up of elements. There

are sixty primitive semantic elements, divided into five
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different classes: entities (MAN, STUFF}, acticons (FORCY,

DO), types (KIND, HOW), sorts (CONTAINER, GOOD}, and

cases (SUBJ, TO). Each formula, i.e. each word sense, has
one element that is its head. The first step in the choos-

ing of word meanings is toc form templates from the heads of

the formulas that appear in the text fragment. Bare templates

are simple triples of elements in the pattern (actor action
object). There is a list of permissible bare templates.
Each of the possible combinations of word senses forms a
template, but only those which appear in the list are kept.
This causes some recduction in the numbher of possible word
sense combinations. Then eacn of the sense-formulas in the
template is checked for specifications of preferences about
the other elements ir the template. The templates that

have the greatest number of preferences satisfied are kept
for the next stage. Eventually, if there still exists am-
biguity, i.e. several templates, a set of Common Sense
Inference Rules (CSIR) is applied. These take a template
and produce a new one, an inference from the old. These

new templates are then used to try and resolve the dif-
ficulties. For example, in "The soldiers fired at the women
and I saw several fall," there is an ambiguous reference
with "several". There is 1 template for the fragment
"soldiers fired at the women" and two for "several fall".
There is a CSIR that takes the template "one strike another"”
and produces the new template "other falls". Applied to the
first template for the sentence, the CSIR yields the template
"women fall" and this matches one of the templates for the
second sentence fragment. If no shorter chain of CSIRs is
found, this match is preferred and "several" is assumed to
refer to "women".
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There are several aspects of this work by Wilks that
are aspects nf my own work as welli. He claims that much of
syntax can be handled by semantics. The semantics he uses
is not devised for a particular topic domain but is based
on a set of general primitives. The treatment is intended
to be applicable to texts both shorter and lonrger than single
sentences. The mechanisms, particularly the templates,
are part of the vocabulary for his theory of context.

However, anyone looking at the two systems will un-
coubtedly see more differences than similarities. The
basic scheme of analysis, which tuakes a chunk of text and
reprocesses it over and over, is totally counter to the
word-by-word, left-tc-right method of my analyzer. All
the active parts of his analyzer are in routines which
manipulate the static structural descriptions associated
with each word. Knowledge about language analysis,, such
as the passive construction, ("John was hit") or the similar
"give" construction ("John gave Mary a beating®) would ap-
pear not in the Jdefinitions cf "be" and "give" but in
routines that noted the occurrence of "be" and "give" and
performed some kind of transformation. This also is counter
to the approach of my analyzer.

Despite agreement by Wilks and myself on topics like
semantic structures versus syvntactic ones, the two analy-
zers are very different in design. This is because of the
difference in task. For Wilks the task is machine transla-
tion. For myself the task is developing a model of human
comprehension of natural language. Nothing about these
two tasks demands that they be handled differently. The
analyzer of this work could be the front-end of a transla-
tion system (as in a sense it was with the MARGIE project--

see "History of the Analyzer") ar4 one could claim that
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Wilks' analyzer is a model, if not of human language com-

Prehension in general, at least of human c

IHRT

omprehension
when translation is being done.

though,

It is certainly the case,

that the two different concerns did lead to very
different results,

O Ty g

The point of this is to emphasize a theme that is in

the background of much of the work in this theses. The

theme is the importance of keeping a goal! in mind during

development work. The differences between my work and that

of Woods, Winograd and Wilks stem from the fact that the

goals behind my analyzer,

which are described in the next

section, are not the goals of the others.

Differences ingoals,

even if the various goals are consistent with each other,

can lezd to drastically different results. For this reason

the goals and assumptions that will be described are of

Crucial importance in understanding what has been done.

And this point shall Yeappear throughout this work,
explicitly or implicitiy,

either

when a discussion is raised not

on how something can be done vut on how it should be done.

L
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CHAPTER ¢4

BASIC IDEAS IN THE ANALYZER

4.1 GOALS AND ASSUMPTIONS

The form of the analyzer described is the result of
assumptions of two different types. One set of assumptions
is concerned with how the analyzer should carry out the
task of assigning meaning rerresentations to sentences.

This set, however, is dependent upon another set of assump-
tions. These are the ones that specify the purpose of writ-
iny an analysis program at all. That is, the goals of the

Program care determined in part by the goals of the theorist.

The goal of this work as a theory is to investigate
how language might be comprehended by humans. Given cer-
tain intuitive beliefs about the process in general, what
specifically would an analyzer based on 3such Principles
lock like? The questions to be answered are:

1) What assumptions and decisions are made during
the comprehensinn of a sentence?
2) When are the assumptions and decisions made?
3) What are the reasons for these assumptions
and decisions?
The assumptions of concern in (1) are Primarily those that
are about the meaning of a sentence. There are other con-
clusions that may be drawn by someone vhen hearing a senteiice,
such as the educational status of the speaker, but these
are not directly related to the meaning the hearer finally
gives to the sentence. The answers to (2) are not ones of
time but of position. That is, if a sentence could be said
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to take five seconds to understand, the answer being loo..ed

for is not that a decision took place two seconds after the

Sentence analysis began. Rather,

answers to (2) take the
form "a.

Soon as a devision is made about A, then a decision

is made about B, Lut not befnre." This, of course, is re-

lated to (3) because jif a decision A waits for some otaer

decisic B to be made then decisiou. A probably has as one

Of its reasons some information from decision B. And in

(3) as in (1), the interest is on decisions made for rea-

S0ns that are related to meaning. t

us the theory does
not try to deal with an effect on the analysis due to some -

thing like knowing that th.: Speaker always uses certain

words in

These assumptions about the object of study stress

the decisjon aspect o: language analysis. This is reflected

in the form of the data/control structure o

f “he analyzer
BProgram,

Decisions ang their reasons are set apart from

the rest of the System so that they can be se

eén more clearly
and be

iore easily expanded and modified. The basic data

about language is Contained inp specificatio

ns of language
Situations

and appropriate actions for these situations.
Once it s decided that the analyzer should be a

toncrete expression of a theory of human lan

guage bProcessing,
then the

tasks of the Program are defined by the assum

Pticns
of this theory.

There were four initial assumptions made
about human

comp reheusion which were relevant to the pro-

gratn design:

1} The Primary goal in the analysis of 3 sentence

is to find an interpretatio, for that sentence,

to find ideas that are the Same as or similar

to thcse which the speaker wanted to communicate
with the sentence.
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i 2) Decisions about concepts and conceptual re-

lationships for the sentence are made while

T

the sentence is beinr read. One does not

il

wait until everything is present to start

making decisions about the meaning of the

first word of the sentence.

3) Previous choices have prepared for lacer
choices by making predictions about likely
situations to watch out for. The end of a
sentence is guessed at after the .oeginning is
understood. For example, the objects of a

verb are predicted toc be in conformity with

T RO e R

restrictions specific to the verb and to the
context of the sentence.

4) The first things recognized in a sentence are
its words. Once the words are seen, meanings
can be assumed and predictions can be made.
BYut first the words have to be seen. The
word is thus a basic element. Associated
with the words are not only the concepts that
the words refer to, but also the expectations

that predict what words and concepts might

i mmmmmwwmwmqwm T T R

co-occur and how these words and concepts

are related o the total meaning being com-

municated.

R G

Assumption (l) includes a claim about what people do

with language. It says that they communicate thoughts with

sentences. Basic to Conceptual Dependency theory is this

assumption that thoughts are different than sentences, that

ideas are built from language-free concepts and language-

free relationships bhetween those concepts. Communication

is the transformation from a thought to an utterance by one
49
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person, back to something like the original thought by
another person. The transformations are between structures
of two very different types, between concepts and sound pat-
terns.

This emphasis on meaning does not mean that syntax
might not play an important part in the analv.ier. However,
the next three assumptions do greatly limit the role that
syntax plays 1in the system described.

Assumption (2) says that concepts are chosen while the
sentence is still being read or heard. This does not di-
rectly say that syntactic structures should not be built,

Ibut it does reduce their importance. Syntactic structurcs
that apply to the sentence as a wnole will be recognized only
at the end of the sentence, by which point, by (2), the
meaning of the sentence should be known already. Such large
structures thus are seen too late to affect the flow of

the analysis.

Assumption (2) provides, with the idea of predictions.
a mechanism for anal .is. Predictions are links that tie
tne words together in a sentence (and tie sentences together
in a text). An augmented transition gragh, such as Woods',
us :s a prediction mechanism to do syntax analysis. Coupled
with assumption (2) however, assumption (3) leads to predic-
tions councerned not with syntactic structures but with con-
ceptual ones. It turns out that this fuither reduces the
use of syntax. Instead of predicting a syntactic structure
which has a certain meaning the analyzer predicts the mean-
ing directly. For example, with a prepositional phrase such
as "on the door of the house o the hill" it is not nec-
essary to preserve {(or predict) syntactically relationships
*tat have to he made clear conceptually anyway. The phrase
can be treated as three separate cases of prepositional gov-

ernment, "on the door", "of the house", and "on the hill"“.
50
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The fact that the door is part of the house which is on

the hill is conceptual information, not syntactic.
Assumption (4) emphasizes two concrete elements of

language, word and meaning. Words and not syntactic struc-

tures are the source of expectations in a sentence. This

o is because syntactic structures, insofar as they can be

said to exist in this cnalyzer, are themselves predictions.

= They originate in words that predict the appearance of

certain words and word-classes. Therefcre, if a syntactic
i structure makes an expectation when it occurs,
-- ther the words that predict that syntactic structure could

i. make this expectation when they predict the structure

The analyzer that arises from these four assumptions

- is from the start different from others. It differs from

those that generate syntactic structural descriptions, and

E = 1v differs from those that look for patterns in sentences.

I believe thav all previous efforts fall into one or both

of these sets. Most programs have generated syntactic
descriptions of sentences. Those that didn't, such as

the first attempt at a CD analyzer (Schank and Tesler (1970):

relied on pattern matchirg to extract the features they

needed from the sentences they analyzed.
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4.2 PATTERN MATCHING

Pattern matching is a very flexible mechanism and, in

a suitably designed programming language, some algorithms

L

can be edsily given in terms of input and output patterns
(see Enea and Colby (1973), and Tesler, Enea and Smith (1973})).

However pattern matching was not used to a great degree

in the analyzer. There were four characteristics of nat-

i

tern matching systems tnat made them inappropriate fcr the

i

approach used:
1) Lack of communication-When a pattern match fails
there has been work done prior to this failure

and information gained that could save labor

T T e T Bl

in trying the next pattern. In a pure pattern

matching system however, each pattern would be

a fresh start and the information would be lost.
- 2) Ordering demands-It may be the case that the

- mere presence of several features, regardless
of their order of apnearance, is the crucial
factor t-~ look for. I.. a pure pattern match-
ing syct.m, however, patterns are specified

as linear, hence ordered, strings of elements.

3) Inflexibility-It may be the case t.tat elements

- 1n the input need to be classified according
to a feature that has been dynamically pro-
duced and would not be feasible as a normal
feature, e.g., "object broken by bottle droprad
by John." A pure pattern matcher however is
based upon a static classification,

4) Rewriting-Pattern is often viewed as a form

of rewriting, that is, the input pattern is

rewritten as the output. It is unnatural, 1

feel, to look at a meaning as being the re-
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write of a word. Certainly the word is sti1ll

present after its meaning has been assigned.

The word is not converted into a concept, hut

H rather, at the most, it is associated with
one.

These characteristics are only biases, not insurmount-
able limitations. However, the more mechanisms that are
introduced to remove these aspects and the more they are
used, the less distinction there is between a pattern matcih-

ing system and any other programming device. Finally, it

is my belief that natural language analysis is a domain where

E such extension mechanisms would be necessary. Hence pattern

matching is not a central aspect of the analyzer.
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4.3  AMBIGUITY

The problem of ambiguity has been a major one for
computational linguistics. UYsually two types of amhiguity
are recognized: semantic and syntactic. An example of
semantic ambiguity is "The prince held a ball" where "a
kall" might mean a round physical ol ject or it might meaun
a type Ol gathering. An vxample of syntactic ambiguity
is "1 told Mary to keep her quiet" where the interpretation
of the sentence might be that I told Mary something in or-
der to keep Mary guiet or that I told Mary that she shouid
keep sonecone else quiet, In the analyzer, however, this
second type of ambiguity is subsumed under the first type.
This 1s hecause the syntactic processes that were incorpor-
2ted were those performed by programs attached to words
and concepts, Thus, 1n making semantic decisions, i.e,
choosing the meanings of words, the arnalyzer is simultan-
eously making syntactic decisions, because part of the mean-
1ing of a word is the role the word plays in the sentence.

There are a number of questions that make up the prob-
lem of ambiguity: foremost, of course, is the question of
what the processes are that produce (which is not necessarily
a process of choosinag from a set of possibilities) the most
reasonable, in human terms, interpretation of a sentence.
Related to this is the question of whether ambiguities should
be seen by an analyzer and resolved, or whether they should
not Le seen by the analyzer at all. 1f the former approach
1s taken, there is another question about whether the re-
solution of the ambiguity should he done immediately or at
the end of the clause or sentence or paragraph.

The analyzer makes no claim to having answered the
first question. But specific types of processes that Jdo

affect decisions about word meanings will be described,
54
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: As to the questions of when, if ever, amhiguities are seen

ar . resolved, the analyzer takes a mixed approach. The

{ key is the distinction between a sense of the word, as the

term is used in the analyzer, and what intuitively, would

bhe called the meaning of that word. Only one sense of a

word is normally seen by the analyzer, and if more than

one are found, one is chosen immediately. However a sense

is itself a set of programs cach of which can produce a

distinct conceptual reprcsentation if the right circumstances

cccur. Thus, even though one sense is chosen for a word,

there may stil] be, so to speak, Several meanings available,

But note that the circumstances that lead to these different

meanings are distinct. One sense does not predict two con-

tradictery actions for the Same expected situation. This

is true, by fiat, for requests in general. There will not

be for a situation, S, two requests edach testing for s

but causing contradictory actions if S is found, In the

5pecial case, where the Situation S is the occurrence of

- a single word, this is saying no more than that a word

has only one sense expected at a time. The Principle is

extended, then, to cover also those Situations where § is

g L

5 not a word.
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CHAPTER §

CONCEPTUAL DEPENDENCY

5.1 GENERAL ASPECTS

Conceptual Dependency as a term applies to several dif-
ferent aspects of work that has been carried on for the past
four years. The least crucial of these aspects ic the nota-

tion involved, but it is that which, or necessity, the most

space must be devoted for description. For perspe~_ive how-

ever, there should also be a brief mention of r-e sther things

that make up Concaptual Dependency. They are:

1) A claim--The claim is that an interlingua should

L S e L

be a system of structures suitable for the repre-

sentation of language-independent concept s. Fur-

ther, the understanding of language means the as-

sociation of such structures with linguistic ones.
2) A methodology--The methodeclegy (by no means well-
defined) makes heavy use of introspection about
what simple natural language utterances mean. Then
there is a search for primitive elements and rela-
tionships, and ways of combining the two, that
Capture both what a single Phrase means, and also

what similarities and differences in meaning the

e i

phrase has when compared with other phrases. The

paper by Schank et al. (1972)

is a good example
of the results of this «ind of approach.

3) A system of primitives-~In CD it is assumed that

the interlingual structures are built with elements

from a well-defined set of building blocks, elements
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which are themselves not reducible to other strug-
ures., This 1s opposed to a system where all ele-
ments are defined in terms of other elements, such
as Quillian (1968). These primitives are of two
ypes~--relationships and entities.

4) A notational system~--The description of this fcl-
lows. It does not describe all of CD but rather
just enough to explain the structures that are
used 1n this work. Alternative descriptions ocx-
ist in Schank (1972), Goldman (1974), and Rieger
(1974), but the reader is warned that he will en-
counter minor notational variants between those

descriptions and this one,

The Two Formats

There are two foi.wats in which CD structures will Le
written. One is the two-dimensional greph format that is
the standard form used in the papers that have appeared on
CD. The other is a one-dimensional list structure format
~hat i3 used Ly various programs for the input and output
of CD structures. These two formats will be given simul-
taneously. However, as a guide to the reader in parsing
the one~-dimensional Lisp form, the following BNF descrip-
tion can be given:

{CONCEPTUALIZATION) : = ({FORM) {MODIFIERS))
(FORMp:= ({(MODIFIERS)) | LISP-ATOM

(MODIFIERS):= empty |(MODIFIERS) LISP-ATOM {CONCEPTU-
ALIZATION)

The basic element is the (CONCEPTUALIZATION). It has
two parts, a (FORM) and a string of (MODIFIERS). The {FORM)
is either an atom or else a list of the same form as (MODI-
FIERS). Thisg latter form consists of an even number of ele-

ments. The first, third, fifth, etc. elements are atomrs and
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specify various one argument roles. The second, fourth,
sixth, etc. elements are (CONCEPTUALIZATIONDs and specify
the fillers of the roles that precede them. The role:
that can appear in a ¢FORM) are distinct frow those that
can appear in a {MODIFIERS) (unless, of course, the {FORM)
is in a {CONCEPTUALIZATION) in a {MODIFIERS)).

A syntax in BNF cannot be written of the CD graph struct-
ures because of its two-dimensional format. Basically two
kinds of links are used to express the relationships that

are handled by the roles in the list format. They are:

Arrows--An arrow has at least one head and at least
one tail, and the elements in a graph next to the
head(s) and tail{s) of an arrow c:¢ arguments of
the relatiohship associated witn that arrow. The

: o I R
exceptions to nextness are the ¢, «— ,

anc 4_2_£:1 arrows. When their left-hand heads all
point to the same object, these arrows are written
along a straight line for readability, and their

left-hand heads point "through" the other elements.

For example in:

o g [JOHN
ATRANS(— BOOK
MARY

both links have ATRANS as the argument ¢f their left-
hand arrow head.

Parentheses--A few relationships are specified bhy
writing the two arguments adjacent to each other,

with the second one in parentheses, e.g. HAND (JOHN).
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5.2 Ci» ELEMENTS

A couveptualization is the most complex CD

structure

vossible. It is built using e¢lements of three types:

1) Primitives
—inmetives

2 Relationships

1) Concertualizations

A relatiohship links oue or more primitives or concejpru-

alizations, called the dependents, with one primitive or con-

Svptualizaetion, called the wovernor. (There are several r..-

1

cationships that are several links combined and those have

re than sne governor. ) Every relationship is fixed iun

tiv number of deperdents it has (with the exception of a

Link used with the action MBUILD, which will not be describe.}

hered, and 15 fixed also in which of its arguments must be

vncepturalizations and which must be primitives. (There

p)
dre *wo relationships,é&==y and ¢—~, which allow either for

cne of their arguments.)

cpecial Primitives and Relationships

Ths set cf primitives is not a closed set (see "Con-

Zeptaal Jemantics™), but there are several important closecd

zubsats, Che of these is the set of basic ACTS, or actions.

There ar~ atout a dozen of these, and the ones which shall e

needed noere are: ATRANS, PTRANS, MTRANS, PROPEL, GRASP,

MOVE and INGEST. Theyr usages will be described shortly.

Another subset is important for conceptualizations deal-
i o With mental activity., This is a subset of the PPs, or

Pl They describe body parts capable of conteining in-

s
H

rmation, l.e. conceptualizations. These parts are:

1) Brain

i)

CP-for Conscious Processor--This is *the
part of the brain that carries on conscious

Cj ()
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thought;

ii) IM-tor Immediate Memory--This s the tar!
of the brain that carries on subconscious
thought;

tii) LTM-for Long Term Memory--This is the part
of the brain whe;n knowledge is stored;
2) Sense Organs
i) EYES
ii) EARS
More parts and details about their functions appear in

Schank et al. (1272).

The atom MLOC (for mental location) followed by one of
these parts in pérentheses is used in state descriptions for
pradicating that information is present in that part. The
person to whom this part belongs is specified by placing him
in parentheses following the part. Thus the graphic struct-
ure MLOC (LTM (JOHN)) refers to the mental location of John's
Long Term Memory. The linear form of this is (MLOC VAL
{LTM PART (JOHN))).

Three other, non-mental, body parts that shall be used
are: HAND, MOUTH, NECK and INSIDE. The last refers variously
to the lungs, the stomach, Or the blood stream, depending
on whether something was put INSIDE someone by breathing,
eating or injecting, respectively.

It is important to note, particularly with res_ ect %o
the brain, that these body parts (and the emotional states
described aext) are not meant to be correct descriptions of
the way people are built. They are instead intended to re-
flect a naive everyday picture of how people are built, a
view as it is reflected in the common vocabulary.

The emotional scales are another subset of the set of
primitives,. A particular emotiocnal state is given by a point

on an emotional scale. The only scales used here are JOY and
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ANGER. The scale for the former runs from -10 to 10. The
scale for the latter runs from 0 to -10. A mild feeling of
JOY is about 2 on the scale and is written graphically as
JOY (+2). A mild feeling of ANGER is written graphically
as ANGER (-2). The linear forms for these constructions are
(JOY VAL (+2)) and (ANGER VAL (-2)) respectively.

Arother scale is HEALTH which describes the general
healthiness (or lack of it) of a person. The scale runs

from -10 (by convention this is usz2d for death) to +10.
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5.3 CD STRUCTURES

We now describe the structure of conceptualizations.

Conceptualizations play a central role in the representation

of thoughts. A conceptualization is used to represent a

belief abouvt either a sta*o _r an event. An event 1s either

3 change in state, an action done by an actor, a conjunction
of one or more eventy or the causing of one event by another.

In the examples of conceptualizations given below, the

graphic forms precede the linear ones.

States

A state is a predication about a static condition of

something. This thing ight be either a simple object or a
conceptualization. (There is no predication that can apply
to both types.) The predication involves three elements:

the thing, T, predicated about, a property, P, and a value,

v, of that property when applied to 7. The CD structure used

1s:

TeE=P (V) or ((ACTGR (TW==d(P VAL (V))))
or ((CON (T)&=P(P VAL (V))))

ACTOR is used in tne linear format if T is a FP and CON is
d if T is a conceptualization.

An example of a property is COLOR. The structure under-

lying the sentence "The book is red”" is:

BOO¥E&E=COLOR (RZD) or ({(ACTOR (BOOK*EE?(COLOR VAL (RED))))

For "John is in MNew York" we write:
JNHNE=LOC (NEW YORK) or

( (ACTGR (JQHN)QEE%(LOC VAL (NEW_YORX))))

For "Bill has the knowledge (or knowc) that John is in

Hew York” we write:

JOHN

E=MLOC (LTM (RTLL))

LOC (NE¥ YORY)

fonl
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or ((CON ((ACTOR (JOHNM==) (LOC VAL (NEW_YORK))))
é&==) (MLOC VAL (LTh rART (BILL)))))

"John is furious" is written as a point on the ANGER

scale:

JOHN4m=) ANGER (-8) or ((ACTOR (JOHN%(ANGER VAL (-8))}))

pvents

A) State Changes

A state change is the transition by something from one
state to another, or more specifically, from one value of a
prnperty to another value of that property. The ktasic struct-

vre used for a cnange from value V1 to value V_ is:

P (V 2
({ 2!
T

P (V.) or ((ACTOR (T}esT (P VAL (v,))

1 E=F (P VAL (V]))))

ar ((CON (T)}==\T (P VAL (V,))
é&=)Fr (P VAL (vl))))

Thus, to represent a change of ownership of a book from

Bill to Johkn (but aot the action of changing ownership) we

write: PCSS (JOHN)
BOOK{
POSS (BILL)
or ((ACTOR (BOOKX=  (POSS VAL (JOHN))
&=)F (POSS VAL (BILL))))

For "John became angrier"” we w.ite:
ANGRY (X+2)

JOHN{
ANGRY (X)

or ((ACTOR (JOHN)@mm)T (ANGER)

&F (ANGER)) INC (+2))

With state changes on scales it is also possible to make
use of the convention that a positive scalz, like JOY, goes
to 10, while a negative scale, like FEAR or ANGER, goes to
-10. Hence we :an specify a positive or negative state

change withou. -'esignating a particular 8cale. Thus to repre-

sent "Mary's situation worsened" we write:
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MARYE=S

-~ or ((ACTOR (MARY )é&=ppT

ﬂ
—-(
INC (-))

B) Actions
An action
ing scme other thing, ccme directic

sub-actions that tell how the

versions for these relationships are&e=y |,

D I
‘——-{:; and é&— , resprectively. The linear

(——?, OBJECT, TO arnd FROM and INST,
The bas

Some o. ject 0, i

by means of the event E ig:

G
A¢=¢9«3-0<-5{: P

S
o D G 1
or A@:gﬁ&—-OQ—-{ ~—E

or ((ACTOR (A)&==$(P) OBJECT (0) TO (G) FROM (s)

INST (E)))

(UNSPEC)

action was done.

[0}

—

E=)" (UNSPEC))

is someone doing something, usvally involv-

of the action and some

The graphic

’

_.<

versions are

Fespectively.

n a direction from a source S to a goal ¢,

A, P, G and S are alvays atoms, i.e. primitives, An

for some actiocns and a conceptualization for others.

the linear form MOBJECT is used when 0 is a conceptualization.)

An A is always either an animate being

A must be human) or a physical force, such as gravity or a

machine. A rock, in other words, could not be an A.

INST is «i...

One case which may be left unspecified,

(In

The

Since

every action can have instruments, which in turn can have

instruments,

pends on how

the syntax of fuyll conceptualizations,

not filled in,

deeply something is being considered, not on

their links are written but in the place

where the information should be a [ is put in the graphs

and a NIL in the lists,
64
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ic structure for an actor A doing an action P to

E is always a conceptualizati~n, An O is always a primitive

(and with some actions

the decision of when not to specify the INST de-

When other cases are
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There are seven primitive actions that will be used 7
here, plus two special ones. The actions are:
| 1) ATRANS-takes the R (rather than D) case (R is
| for recipient)--This is the transfer of owner-
: ship of 0 (which must be a PF) from person S
E to person G. Usually A is equal to either S
or G. For example, "John gave Mary the booX
is:
= —pMARY

R
J Ol N¢ump ATRAN S¢——BOOK ¢—nr
L—JoHN

or

( (ACTOR (JOHN)@;(ATRANS) OBJECT (BOOK) TO (MARY)
FROM (JOHN)))
2) PTRANS-takes the D (for directive) case--This
is the transfer of control of (or vicinity of) 0O
(which is a PP) from S to G (both of which must
be PPs). For "John passed Mary the book" we

write:

o~} MARY
JOHN{==)PTRANS = BOOK g——E
JOHN

or

{(aCTOR (JOHN):)(PTRANS) OBJECT (BOOK) TO (MARY)
FROM (JOHN)))
We also use PTRANS €for simple motion, such as

T

"John went to New York™ which is written as:
o p[—INEW YORK
JOHN%FTRANS(—— JOHN ¢—r

% —~ o

or

] ( (ACTOR (JOHN){#(PTRANS) OBJECT (JOHN) FROM (NIL)
] TO (NEW_YORK)))
4 3) MTRANS-takes che R case-~-This is the transfer

of the information represented by O (which nust
be a conceptualization) from S to G (which must

both be of the set of mental locations listed

65
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4)

in "Special Primitives and Relationships").

This is a multi-purpose action, covering basically
all kinds of transfers of information. For
example, for "John told Mary that Bill was here"

we write: BILL

. g PCP (MARY)
JOHN{=MT RANS ¢— H
CP (JOHN)

LOC (HERE)
or

((ACTOR (JOHN)&=) (MTRANS)
MOEJECT ( (ACTOR (31LL)émmm}(LOC VAL (HERE))))
TO (CP PART (MARY)) FROM (CP PART (JOHN) }))
We also use MTRANS for internal information
transfer. Thus we write for "John recalled

that Bill was here":
EILL pPcp (JOHN)

JOHN¢=s) MTRAN 52— w(p_'
“I,TM (JOHN)

LOC (HERE)

or

((ACTOR (JOHN =) (MTRANS)
MOBJECT ((ACTOR (3ILLM¥=$(LOC VAL (HERE) )))
TO (LP PART (JOHN)) FROM (LTM PART (JOHN) )))

And MTRAHS also serves for Perception, so that

"John saw Bill was here” is ro>presented as:
BILL
(JOHN)
JOHN(_) MT RANS(———-
EYES (JOHN)
LOC (HEERE)
or

( (ACTOR (JOHN&:#&MTRANS)
MOBJECT ((ACTOR (BILL) (LOC VAL (HERE))))
TO (CP PART (JOHN)) FROM (EYES PART (JOHN)j,)

PROPEL-takes the D case--This is the application
of a for-> to 0 (which must be a PP) in a direc-
tion towards g away from S (which must both be
PPs). To represent the meaning of "John pushed
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6}

7)

Mary"” we write: =
D

<
JOHN&=9PROPEL@—-MARY
JOHN
or

((ACTOR (JOHNM::#(PROPEL) OBJECT (MARY) TO (NIL)
FROM (JOHN)))

GRASP-~takes neither R nor D--This is the action
of taking hcld of 0 (which must be a PP). Thus

to represent "John grabbed the Plock" we write:

JOHN¢— GRA SP&— BLOCK

or
((ACTOR (JOHNM==)(GRASP) OBJECT (BLOCK)))
INGFST-takes the R case-~-This is the acticu of
ingesting O (which must be a P?). The normal
use of this act is to represent "eating" and
"drinking", using INSIDE and MOUTH. Thus to

represent “John ate a banana" we write:

o R rQINSIDE (JOHN)
JOHN INGEST¢~— BANANA (=0
- ¢

“~<MOUTH (JOHN)

or

({ (ACTOR (JOHN Wmes ( INGEST)
CBJECT (BANANA) TO (INSIDE PART (JOHN))
FROM (MOUTH PART (JOHN))))

MOVE-takes the D case--This is the action of
Someone moving the body part o (which must be-
long to the set of body parts, naturally). This
is commonly used for specifying the INST of
physical actions. For example to represent

"John hit Mary with his hand" we write:

° D o | . JOHN
JOHN =) F ROPE L= MARY ¢~

JOHN MOVE

HAND (JOHN)

JOHN MARY
67
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or

( (AC10R (JOHN)&=)(PROPEL) OBJECT (MARY)
TO (NIL) FROM (JOHU)
INST ((ACTOR (JOHN)&=3 (MOVE) OBJECT (HAND PART
TC (MARY) FROM (JOHN)))))

8) DO--This is for representing cases where it is
known that someone performed an action, but the
action is left unspecified. Thus to represent
"John did something to this book" we write:
JOHN&= DO BOOK

or

((ACTOR (JOHN)&=(DO) OBJECT (BOOK)))

9) MFEEL--This is an ad hoc notational device con-

venient for an example that appears in the sec-

tion "Multi-Sentence Analysis". It is the "action

of feeling some emotion O (which must belong to
the list of emotions) tewards person G. It

is used here to represent "John hated Mary" as:
—IMARY

K
JOHNGmm) MFEE Lé— Anczng—Lo
OHN

or

((ACTOR (JOHN)&=p(MFEEL) OBJECT (ANGER) TO (MARY)
FROM (JOHN)))

C) Conjunction of Events

The description of two events as one event is necessary
sometimes. This happens when two events together specify one
instrumental event, or when the two events together specify
one of the events in a causal relationship, or when the two
events are specified by one utterance. The general rorm for
representing the conjunction of events El and EZ {both con-

ceptualizations) is:

ElA EZ or ((CON (EI)A(EIZ)))

Thus to represent "John and Mary are here" we write:

[orl
[\

(JOHN))

"
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JOHNES)LOC (HERE)A MARWSDLOC (HERE)

or

((CON ((ACTOR (JOHNM==}(LOC VAL (HERE))))
A ( (ACTOR (MARYHEE&(LOC VAL (HERE)))) ))
D) cCausation

Causation is a relationship between two events that

5ays that one event, the antecedent, is in some way respons-
S—=recent

ible for ancther event, the affect. What kinds of causation

there are is a matter of current Study. In this work three

types of causality are referred to.

They are:

1) sSimple causation--The occurrence of event E. led
to the occurrence of event E,. The general
form for this is:

E1

f or ((con (B, M= (E,)))

E

2
The representation of "John killed Mary", is:
JOHN@# DO

HEALTH (-10)
il
MARY&
—=< HEALTH (O))
or

((CON ((ACTOR (JOHN)}=3(DO)})

&= ((ACTOR (MARY)eT (HEALTH (~-10))

¢E§F {HEALTH (NIL)))) ))
2) Conditione! Causation--~The occurrence of El usy-

ally leads to the occurrence of E_. The general

form is:

il

‘u'c °r ((CON (E)d=cC (E,)))
2

To represent "Being hit hurts"

ONEl4mw)PROPE L& ONE 2] > O
m’ —
C —HEALTH (X-2)
owsz({
HEALTH (X)

69

we write:




P et

[y

ikt

%

TTRTAAT™

T A

E}

.
L]

Ml

i B e L il
L ! W L L]

ol
W

']
W

il I
i

or

((CON ((ACTOR (ONE1l)&=)(PROPEL) OBJECT (ONE2)TO (NIL)
FROM (NIL)))

o= C ( (ACTOR (ONEZ)@T (HEALTH)@.-;.)F (HEALTH))
INC (-2)) ))

where ONEl and ONE2 are dummies representing un-

known people.

3) Enabling causation--The occurrence of El allows

the occurrence of EZ' The general form is:

iQE or ((CON (El)(-EE (Ez)))

E
2

To rerresent "John allowed Mary to go" we write:

JOHN& DO
E o B =
MARY¢&=3PTRANS{—MARY
JOHN

or

((CON ((ACTOR (JOHN )imamp(DO)))
€&E ((ACTOR (MARY) &=)(PTRANS) OBJECT (MARY) TG (NIL)
FROM (JOHN)})) ))

Modifiers

The graphs given so far have been omitting certain modi-
fying relationships that are normally included. There is one
general modifying link fcr both primitives and conceptuali-
zations, several links specific to conceptualizations, and
one pseudo-link for primitives only.

A) General Modifying Link

The general modifying link is the relative
relationship. A primitive or conceptualization
O is modified by a conceptualization € in which
O must appear. The general form is:

o]

T or (oe—3icn
C

For example, to represent "The red book is nere"
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B)

we write:

BOOKé=)LOC (HERE)
BOOK¢=z> COLOR (RED)

or

( (ACTOR (BOOK§¢—3 ( (ACTOR (BOOK4mmb (COLOR VAL (RED)))))
¢amm)(LOC VAL (HERE))))

To represent "John's book is here" we write:
BOOK==L0C (HERE)

BOOK POSS (JOHN)
or

((ACTOR (BNOK¢—>(ACTOR (BOOK)==)POSS VAL (JOHN)))))
&= (LNZ VAL (HERE))))

Conceptualization Modifiers

The two main conceptualization modifiers
are called TIME and MODE in the linear format.
TIME is the time at which the conceptualization
was true. The MODE is used to specify either
that the conceptualization is only a potential
one, or that this conceptualization did not
occur at all. In the graphs the time modifier
is written only if it is not obvious, or if it
is referred to by something else. The MODE is
given only if the conceptualization is not posi-
tive and actual. In the 1lists, TIME and MODE
are always specified.

However, the graphic specifications of
TIME and MODE are substantially simpler than
those of the list format. Therefore they shall
be described first and then the list format
system will be given separately.

i; Graphic Format for Times and Modes

The time of a conceptualization is
written above the main link of that conceptu-

71
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alization. A simple specification is to
say that some action occurred in the past.
For example, to represent "John pushed
Mary" we write:

past o
JOHN@-‘PROPEL(——MARY

Sometimes we want to compare the times
of two events. To do this we use a special
comparative construction (a coherent system
for representing comparatives in CDstruct~
ures has not yet been developed), and place
names where the time modifications should
be. To represent "John was here before

Mary" we write:
t
JOHNQ.&LOC (HERE)
A

t
MARY@&LOC (HERE)
~

t](tz

The mode specifications are also placed
above (or below, depending on how crowded
the graph is) the main link. To represent
that an action is possible we use a "c".
Thus to represent "Mary can leave" we write:

MARY@C—)PTRAN s<—°— MARY(—D- =

——vy HERE
To represent an impossible action we use a
"£". Thus to represent "Mary cannot leave"

we write:

—
MA RY4Z PTRAN S €2 MA RY 2]

~—{ HERE
To represent negation we use a " /" through

the link. Thus to represent "Mary didn't
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leave" we write:
—

L—(HERE

i1} Linear Format for Times and Modes

D
MARYQ-*)PTRANS(—O—MARY(—-

The representation for times and modes
is done by using the roles TIME and MODE.
In the BNF syntax that was given, if the con-
ceptualization is in (CONCEPTUALIZATION)
form, then these two roles appear in the
(MODIFIERS) string.

MODE is followed by a filler which is
2 list of mode specifications, This filler
is the only exception to the BNF syntax
since it is just a simple list, The possible
entries or this list are CAN or CANNOT, 2,
and/or NEG (for negation). Thus *he three
sentences, "Mary can leave", "Mary cannot
leave”, ang "Mary didn't leave" are repre-
sented by the form:
( (ACTOR IMARY)@(PTRANS) OBJECT (MARY) TO (NIL)

FROM (HERE)) MODE X)

where X is (CAN) , (CANNOT), and (NEG) respec-
tively.

Times are a bit more complicated than

what has been described. In the list struct-~

ures representing CD graphs, the TIME atom

(link) is followed by (TIMnn) where nn is a
namber from @@ to 99. This atcm TIMnn has

a Lisp value which is a list of temporal re-
lationships that this *ime has tc other
points in time. These relationships are:

1) (VAL X) -TIMnn is the same time as X.

2) (B"FORE X y)-TIMnn is hefore time x by
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amount vy,
) (AFTFR X y) ~-TIMnn is after time X by
amount vy,
No thought has rLeen spent on systematizing
cor.rete specificatiuns of time, such as

"Wednesday morning 3:00 A.M.", "an hour

from new", and "four score and seven yYyears
ago". The only values X takes on, at the
moment, 1n the analyzer, are T, for “now",

i.e. the time of the utterance, and other
time atoms of the form TIMrn. The only value

15

v takes on is "X" which mear- a positive but

unspecified amount. Thus, as an example,

TIMUA.2 might have the value:

((AFTER TIM@#® X) (BEFORE TIM@l X))
where TIME@l=((AFTER TIM@@))

and TIM@@= ((VAL T))
Hote that the amoun:t ¥ is not assumed to be

the same Letween any of its occurTences.

TIM@2, by the above, is some time between

now, T, and a future time, TIM@Il.

1ii) Pseudo-itodifier and Special Cases

The analyzer makes use of a pseudo-

rcdifier to pass information to the memory.

This modifier is called REF and appcars

only in the list format. The general form
15:
(P REF (D))

where P is a primitive and D 1s either A

or THE. The analyzer does not choose tokens

l 20 he the referents of various primitives,
That is, 1t says the sentence is about a

book, but it doesn't say which particular
74




L A T

T

g

T

T, T TG

book. Part of the information that mem-
ory needs in choosing a token is whether
the item is supposed to be a new one or a
previously mentioned one. "A" indicates
the first case and "THE" indicates the sec-
ond. The representation of "John has a
book" is this:

((ACTOR (BOOK REF (A))&S)(POSS (JOHN)))
while for "John has the book" it is:

( (ACTOR (BOOK REF (THE) );)(POSS (JOHN) ) )} )

Besides REF, there are several special
mr.difiers that appear in this work that are
not part of a general scheme. They are
placed under the role MANNER, which appears
in the same places that modes and times
do.

The two values of MANNER which are
needed are FAST and REPEATEDLY. The former
applies to actions of physical motion, such
as PTRANS, PROPEL, and MOVE. To represent

"John ran" we write (ignoring the instrument-

al):
o D-—*E:
JOHD&T)PTRI\NS(——JOHNQ—
MANNER
FAST -

or

( (ACTOR (JOHNX==> (PTRANS) OBJECT (JOHN)
TO (NIL) FROM (NIL)) MANNER (FAST))

REPEATEDLY applies to actions and
means that the action occurred repeatedly.
Thus to represent "John beat Mary" we write

{({ignoring the inscrumental):

— 3
Jom\u;=.-,‘;pRopm.(--‘?’---MAR\((--Q-—1
TMANNER L__{JOHN
REPEATEDLY
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or

( (ACTOR (JOHN)&E=D(PROPEL) OBJECT (MARY) TO (!
FROM (NTL)) MANNER (REPEATEDLY))

Special Aspects of the Linear rformat

The linear format has two aspects abouc it

which ar not shared with the graphic format.

First,

tnere is the concept of . linear path through

a cvonceptualization. Second, there is the capabili-

-y Oof havint several different placer "'a a concep-

tualization point Lo just one subk3dtructure.

i)

Paths 1n the List Format

Steveral of the functions in the Aanaly-
zer use the notion of a path through a con-
ceptual structire. A path is simply a 1list
of Lisp-atoms, each of which is the name of

a CDh link. The path through a particular

conceptualization is followed by the algorithu:

1) If the path list is empty, ther the cur-
rent conceptualization is the answer,
else take the first element of. the path
list.

2) This element should appear eitqaer in the
list of atoms in the MODIFIERS of this
conceptualization, 9F in the list of aton:
in the FORM. The semar:ics of the Struct-
ures are such t.. it cannot appear in
hoth. 1f it i5 in neither, then an er-
ror has occurred, and tha p'th-following
i3 aborted.

i) Reseel the current conceptualization tno
e the conceptualizatiocon imsediately fol-

lowing rhe anpearance of the first patnh

“icment that was found in step 2.
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ii)

4) Co to step 1.

Thus, in the structure:
((CON ((ACTOR (JOHN)e==$(DO)) TIME (TIMZ1)
& ((ACTOR (MARY)é&= (PTRANS) OBJECT (MARY))
TIME (TIM@2))))

the path (CON ATOR) woulil lead to (JOHN)
while the path Q;; &) would lead to
(PTRANS) .

Identities in tuae Graphs

Another feature of the notation, and
one which canno . be seen from normal printed
output, is the sharing of common nodes within
the structures. It is possibhle, for ex-
ample, thuat, in:

((CON ((ACTOR (JOHN)==(UN)) TIME (TIMPl))
‘EE((ACTOR (MARY )&= (PTRANS) OBJECT (MARY))
TIME (TIMP2))1))

the two occurrences of (MARY) will actually
involve two references to one occurre. . : of
(MARY). That is, rhe path (mms ACTOR), and
the path (&= OBJECT) will lead to exactly
the same point. I1f, then, the analyzer fol-
1. s the first path, = ACTOR), and there
it changes (MARY) to (RITA), the final list
struecture as printed will be:

((CON ((ACTOR (JOHN)&ES(DO)Y) TIME (TIM@L))
e;:((ACTOR (RITA)E=p(PTRANS) O2JECT (RITA))
TIME (TIA@G2)))

A function, FIXUP, creates these shared nodes
by interpreting Lisp lists in the CD format
with the ¢ ra pseudo~-forms (#X Y Z...)and/or
= X Y Z2...). The (X Y Z...) 15 treated a:= a
pAath, and a poinver to the end of that path
is placed by FIXUP at the point where the
pseudo-form would have appeared. # means
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the path is followed in the structure in
a variable called CONCEPT, described later.

means the path is followed in the struct-

L]

ure which FIXUP has built so far. The

forms (=X), where X is SUBJ, OBJ, or RECILP,

A e

are the same as the pointers returned by

i

(CHCICE X), a function described in the sub-

SUHHEL

section "Conceptual Dependency Graph Manipu-

Thus, with # and = it is possibl®

T T

lators."

to build structures where a single pointer
3 to a substructure appears several times.

This brief survey concludes the description of Conceptual
Dependency structures. Readers interested in more details
about such structurecs, or in the reasons why these struct-
ures have been develcped, should read the various papers

suggested at the beginning of thic chapter.

L

T

gl

TR




}

i
o

CHAPTER 6

!

aE

SENTENTIAL ANALYSIS MECHANISMS

i
|
g e 6.1 OVER" "EW OF EXPECTATIONS AND ACTIONS
g
- The analyzer has *wo part.:
1) A dictionary of words and the expectations as-
H sociated with them.
% 2} A monitoring program that keeps track of which
% i expectations have been made and performs the
% actions associated with an expectation when
; the condition of the expectation is fulfilled.
- The dictionary is not the only source of expectations.,
§ cxpectations can come from a number of sources duriny analy-
% sis, such as:
% A. 1) the words in a sentence;
E 2) the concepts referred to by words in the sentence;
§ 3) the conceptual structure built during the ar-
é aiys1s of the sentence;
% 4) the clusters of e~xpectations organized about
g topics, which are concerned with:
1 aj the content of the sentences understood,

<.9. hunting, contests, or

L v

b) the environment of the cimprehension event,
©.9. a joke, a iecture;
A expecta ion from any of these sources can te about:

B. 1) particular words and their neanings that might

bhe seen next;

4} particular concepts that might be referred to

next,

T




3) particular conceptual structures that might
might be referred to next;

Associated with an expectation is a set of actions
that are performed if the expectation is fulfilled. In
general these actions can be any kind of behavior available
to the entity doing the comprehendiny, but the only ac-
tions relevant here are those that further the process of
comprehension.

Sucnh actions are:

C. 1} build conceptual structures from the concepts

refoerred to by the words;

—

build syntactic descriptions of the surface

2

structivre of the sentence;
3)  add or delete expectations to the set currently
active, or modily those already precent;

4) modify the actic .,s associated with the current
t

The analysis of single sentences "nvolves those exnec-
tations referred to by words (A.l and A.2). These expecta-
tions can be abcut any of the items listed under (B), i.e.
words, concepts, Sr conceptual structures, and the actions
akbout anything under (C). It is this work that shall be
described in the nmost detail. The analysis of sentences
1 context involves (A.3) and A.4) and shall be described
triefly 1n section #.1, "Multi-Sentence Analysis®, and in
detairl in Parr I1.

The Conceptual Dependency system of representation is
the means oy which communication 15 possible between various
barts of the analysis. The features of the CD system rele-
vant for discussing the analyzer are:

1} Tre primitive uni*s and relations are language

independent,
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These elements are intended to represent con-
ceptual i1nformation rather than semantic. By
this is meant that the structnures are created
and manipnelated not only in language proces-
5ing but in other deductive mental processing.
Central to the system is the actor-action en-
tity. Conceptual Dependency is organized
around the coucept of people doing things.
This 1s 1n oppositicon to the usual predicate
calculus state-hased systems that have beaon

propcsed as conceptual bases.
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6.2 ANALYZING WITH EXPECTATIONS

What follows now is a description of a language analy-
sis program based on the use of these language expectations
that are associated with the words of the language. When a
term like feature or expectation is used, 1t will refer to
some specific piece of tne analyzer that has the function
0of s feature or expectation as described below. We will
first describe a number of the routines that have been
created to implement the theory described akove. Then
how they are used in the analysis of sentences will be
described.

All the examples are done by the analyzer in the man-
ner described. he vocabulery is limited but, as will be
seen, tha2re are non-trivial tasks being performed by the

definitions that are present.




L. 3 FEATURES AND EXPECTATIONS

Words have associated with them both features and ex-

rectations, The features of a word are facts associated

either with that word itself or with the concept referred

to by that word. That "John" is a proper name is a fact

1

about the word "John". That "John" is a male human is a

= fact about the concept referred to by the word "Joh-*.

5 Features are rcecpresented in the system in the CD notatiocn.
== They are not special flags or marks built specifically for

tha analyzer, and though they are used primarily by the an-

ney are still pieces of the program's world know-
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and are represented like other pieces of world know-
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While the features are described with primitives and

=

relationships that are generally used in representing in-

|
M

formation, tue expectation. are described with functions

Ll

that are oriented more towards language processing. The

Wy
B

functions that specify conditions and actions are ones

that have been found useful for analysis. As our know-

ledge of memory processes increases, some will remain as
they are and others will be generalized to do more than

language processing. The functions that have been developed

fall inte several groups.
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6.4 FUNCTIONS IN THE ANALYZER

Conceptual Dependency GraphManipulators

These functions create and change internal counterparts
of Conceptual Dependency representations. Graph locations,
which can be fully specified by strings of conceptual role
markers such as "the actor of the caused event", are holders
cf irformation. That is, the graph is both the final =znaly-
sis result and also an object of many of the expectations
that are made while analysis is going on.

A retrieval function, called CHOICE, takes a path as
described before, e.g. " (€& ACTOR)", and returns the con-
ceptual piece found at the end of that path. A storage func-
tion, called CHOOSE, follows such a path and puts in a con-
-eptual piece. Both of these functions work with a con-
ceptualization. There exist two related conceptualization
builders, REPLACE and IMBED. REPLACE replaces the current
conceptual graph (which may be empty) with a new one, that
might, but need not, include all or part of the old. This
is called, for example, when the verb found in an utterance
provides a conceptual network tying together the other ele-
ments in the sentence, or when some word, like "again", tells
the analyzer that the conceptual network from the verb is
a subpart of some other network.

IMBED doesn't change the conceptual graph itself but
affects how the above functions behave. Basically when
IMBED is called with a path, it resets the zonceptualization
referenced by CHOICE, CHOOSE, and REPLACE to the conceptual
piece indicated by that path. Suppose the aaal,zer had so
far built a network involving the communication of a causal
conceptualization, e.g. "advi=e", which is the communication

of the bLelief that if the person being told dces somethir g
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he will be happier for it. Now IMBED would be called with
the argument " (MOBJECT CON)" to reset the conceptualiza-
tion to be the action, in the communicated idea, which woulil
cause pleasure. Any further work done by CHOOSE, CHOICEL, and
REPLACE would be in building up this "advised" action.
There is of course a function complementary to IMBED called
RESET_ALL whicn resets the conceptualization toc be the one
hefore IMBED was called. At the moment theve can not be an
unlimited stacking of these embeddings and there is a dis-
inclination to allow such. Stacking is a mechanism that
can be programmed in a straight forward way, and it has been
the basis of many programs for operating on data bases.
However, its intuitiveness is questionalle. Some kind of
mechanism for setting certain processes temporarily aside, how-
ever, 1s certainly needed.

In the analyzer recursion is not a basic mechanism.
If the anralyzer IMBEDs more than »nnce it will be able to
reset only to the most recent embedding or else to the
outermost level of the rconceptualization. Such an approach
is related to the represent~tion we have chosen. Had our
system been based on graphs of a more mathematical nature,
with a few primitives and a great number of tree structures
to represert everything, then embedding would be occurring
constantly and the natural way to work with these trees
would bhe with recursive routines. However Conceptual De-
pendency is oriented about structures where closely related
elements of a ccnceptualization appear tog:ther at the same
level, where a proceusor doesn't have tc keep looking up
and down a tree for information. The focus of manipula-
tion channges much less often in such a representational
system. Scmetimes, when the analysis leads to a shift in

levels, it means that work on the previous level is fin-
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ished for good. And, 1n the vases where the level chanage
is only temporary, using only one temporary holdina area
has been sufficient so far.

As we shall see, often the verb will explicitly pro-
vide REPLACE and CHOOSE with the conceptual pieces that it
needs. However there are also times when there are signifi-
cant conceptual scructures coming from other words in the
sentence, For example, in "Jdohn gave Mary a headache," "a
headache” is the name of a conceptual structure for feeling
pain in the head, and the analyzer, in doi.ug this sentence,
needs to take this structure and say "John caused Mary to
feel pain in her head." Hence there also exists a routine,
called UTIiLIZE, that takes the structures referreé to by
words and prepares them for incorporation by REPLACE. Both
REPLACE and UTILIZE call the function FIXUP and so they
are capable of returning S-expressions with shared nodes.

Finally, there are several functions for manipulating
times in the graphs. Two functions, BEFORE and AFTER, each
take three arguments. The first two are specifications of
points in time and th: third is the amount by which the first
is before or after the second. This relational information
is added to the list of relationships that makes up the
value of the first argument. The timec atom that was the
first argument is then returned as the value of the BEFORE
or AFTER. Thus, saying (BEFORE TIM@2 TIM@l X) would add
the relation (BEFORE TIM@l X) to the value of TIM@Z2 anf re-
turn TIMP2 as the value of the function call. Frequently the
first argument is supposed to be a new time atom. For this
a function called NEW TIME, which is like the Lisp GENSYM,
is used which returns a new atom of the form TIMnn whenever
it is invoked. Thus when the form (AFTER (NEW_TIME) TIM@Z X)
is evaluated, a new time atom, say TIM@P3, will be crecated, with
a value, (AFTER TIM@2 X), and TIM@3 will be the value of the

AFTER f i o
unction call 86
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Syntactic Structure Manipulators

Another set of functions is needed to operate on the
syntactic structure of a sentence. The description of thesc
functions will be somewhat brief. They have not been the
main focus of our effort. This is because much work haz
already heen done on syntactic analysis. Most other ap-
proaches, computational and linguistic and even psychologi-
cal, have been concerned with wha* could be obtained using
just syntax, until it became necessary to add semantics.
The approach here is the exact opposite, to see what can
be done from the conceptual side and only include syntac-
tic aspects when they seem needed. The first form of the
analyzer didn't even have word order.

The syntactics used by the analyzer are quite simple.
This is partly because less time has been spent on them
and partly because the existence nf a conceptual network
means the syntax doesn't have to carry the semantic load
that 1t does in a syntactically based system.

There are three surf-ce cases used, SUBJ, OBJ, and
RECIP, which save places for items until tney can be given
conceptual roles to play. These roles are primarily deter-
mined by word order, with a secondary distinction between
humans and objects, so that RECIP is generally a human, if
it occurs at all. (The cases are of course specific to
English.) The information in these cases is saved bv IMBED
when it is called and later reset by RESET_ALL, with the
same comments about sta. "i1ng applying. Furthér, CHOICE and
CHOOSE both Lnow how to L ndle these cases, and the analyzer
can add and extract information from them just as it does
with the conceptual structore it is building.

These word order cases :thculd be supplemented by the

use of prepositional markers. "his has nrot yet been imple-
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mented in the program kbeyond one experiment. All that would
Le done is to save under the name of the preposition the
sense of the phrase that it governs, just as the sencse of
the first noun phrase is saved under the name SUBJ. Nothing
coaceptual is beiﬁg done at this point. For the conceptual
content of the preposition, the analyzer must decide what
relationship a preposition 1is expressing from what has al-
ready been understood and from the nature cf the object of
the preposition. The verb, which plays a cent-al role in
this system, usually does most of the wo.'k in giving an
expected meaning to the use of a preposition. Still, the
analyzer needs to save the fact that such and such item

was governed by such and such preposition, particularly to
handle prerositions introducing a sentence ("By the car

was a...") and to provide backup routines with this in-
formation.

There is another place where simple syntactic action
occurs: while building noun phrases. Starting with the
recognition of an article or adjective, words as they are
brought in are not converted into a unified conceptualiza-
tion until something is seen that indicates the noun phrase
s ended. The end of the sentence, a verb, or “he start
of a new noun phrase are some of these signals. Knowing
what +<he main itom is that is being modif-.ed by the pre-
vious string of adjectives and nouns the analyzer can make
a conceptual whole. But many adjectives used commonly,
like "short" or "sweet", cannot be said tc have meaning
until they have something to modify. Granted there may be
something ir commoun between "a short stick" and " a short
pause", between "a sweet candy" and "a sweet voice", hut
the common elements involved are too vague to sufficiently

determine a particular usc of these adjectives. That is,
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given some such unifying theme, we still couldn't predict
reliably what modification the adjective meant with many
Nouns. Admittedly there are times when we do use rules to
generalize word usages, when metaphors are involved, but
for the moment we are concerned with the common, ingrained
uses of words. Adjectives are fairly ambiguous words, and
the major source of information on what to do with them comes
last. There is also the complicating factor of noun pairs,
such as "kitchen table” and 'bolice state”. There exists
a8 program by Sylvia Weber Russell (1972) that handles a
number of these, and eventually it may be tied in with the
analyzer,

There are two functions for handling noun phrases.
One called SAVE takes new words and collects them into a
simple list, waiting for the end of the phrase. EVAL PHRASE,
the other, is called when the phrase end is noted and con-
verts this list into a normal conceptual structure. This
new structure is then returned as the meaning of the noun
Phrase and behaves as a unit for such functions as CHOOSE

and FEATURE, which is described next.
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FEATURE brings us to a probably open-ended set of
functions, which interrogate the memory's world knowledge
for information about things. These things may be either
words or concepts. FEATURE is the only memory interrogation £
function currently used by the analyzer. It takes as one ‘
argument eitcher a wcrd or a simple conceptual pie.e, i.e.
consisting of a PP plus modifying conceptualizations, and :
as the other argument some property vaiue, suck as "HUMAN" .=
or "PROPER" (for prcper ncuns). These property values be-
long to contrast sets of auistinctive features, such as " (hu-
man, animal, physizal object)". These contrast sets are
needed because there are often times when the analysis de-
pernds on which element of the set a particular word or con-
cept is associatved with. It is important to note that these
contrast scets are anti-hierarchical, at least to some ex-
tent. Although being a human implies being an animal which
implies being a physical object, the way in which a word
is n»ndled in language differs depending on whether it re-
fers to no more than an orject or no more than an animal.
FEATURE is5 a very simple information retrieval function.

It takes a particilar complex of features which has been
chosen i{or some reason--usually beczuse a word refzrencing
the complex wes seer--and FEATURE is used to find out what
appears in this complex. Thus, if "John" is chosen as re-
ferring to "JOHN1" which i1s "t.e man called Johr" sense of
"John", FEATUKE then can be used to fiad that "JOHNLl" is a
man, and that an English name is involved.

Although the function FEATURE is called with a simple
pair of arguments, like "JOHNL1" and "HUMAN", what it actu
ally looks for is a full conceptualization of the form:

((ACTORK (JOHN1)4e=)(CLASS VAL (HUMAN))))
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Attached to JOHN! s a list of features and they have the
form:

(KEYWORDS FEATURECON)
where KEYWORDS is simply a list of elements that appear
in FEATURECON, e.g. JOHN1l, CLASS, HUMAN. To save time
FEATURE checks this list first before doing a pattern match
between the conceptualization it has and the conceptualiza-
tion that makes up FEATURECON. The form of the actual
feature conceptualization, FEATURECON, is usually:

( (ACTOR (x)g;#(FCLASS VAL (F))))
where F is a feature .ike HUMAN and FCLASS is the contrast
set to which F belongs. The reason for this representation
of simple features was that it allowed features in general
to be any conceptualization associated with an object, not
just predications about properties of the object. For in-
stance, a feature of a "gift" could be that it is an object
which one person originally obtained in order to give to

another person,
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6.5 CONCEPTUAL SEMANTICS

It should be mentioned at this point that the semantics
of nouns in Conceptual Dependency is handled only super-
ficially. The stress in representational work has been on
conceptual acticns and conceptual relationships, rather
than on conceptual objects, i.e. PPs. And the bulk of the
work on analysis and generation of Englisn has been con-
cerned with verbs. English nouns that name actions or re-
lationships, like "a beating"” or "a walk", are recognized
as such, and they are analyzed into conceptual structures
involving full conceptualizations, However, nouns that rame
actual physical things, like "a dog" and "John", are an-
alyzed normally i1rto non-primitive PPs like DOGl and JOHNI.
These are not words, fcr they do ot bave the same character-
istics that words have, characteristics like ambiguity and
morphological composition. These PPs are conceptual and
appear in conceptual structures in relationships with act:
and other PPs. What is not well developed is how, in mem-
ory, PPs relate to each other in terms of meaning, i.e.
how does the concept of a chair rclate to that of a table,
what does it mean to use a cup for a hammer, and so on.

What is lacking is a well-defined internal structure for
PPs, Presumakly a PP is a bundle of features, but how
many features there are, hLow many it takes for an object
to qualify as a certain kind of PP, how features relate to
each other, how feacvures which are discrete relate to the
perception of a world that is not, all these auestions are
unanswe.ed.

Fortunately it has turned out that it is possikle to
do a substantial amount of work with only a small amount

of conceran for the nature of physical objects. Certain
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features, such as humanness and physicalness, hav: been
enough to allow various programs, including the analyzer,
to manipulate conceptual objects, to be able to decide
what whould be dene with them in a given situation. And
since features themselves are expressed in terms of con-

Ceptualizations, work on the latter can not help clarify-

irg the nature of the former.
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.6

THE MONITOR

with.

There are other functions in the analyzer, but they
are subservient to the ones that have been discussed. Only
one more piece of the analyzer needs to be described before
scme examples are given. This piece is the monitor, or
supervisor, the piece that takes definitions of words, which
are combinations of these functions, and executes their in-
structions. This monitor is, and is meant to be, very simple,.
Its job is to do bookkeeping on the following variables:
SENTENCE - This is the utterance being analyzed. It is
ccnstant throughout the analysis.
WORD - This is the current word in the sentence that
is being looked at. Normally WORD is set to
each successive word in SENTENCE,
left to right.
PLACE - This is the rest of SENTENCE,
end.
SENSE =

going from
ACTIVE

from WORD to the
This is the current sense that is being worked
This har

It is usually either the sense of WORD
or of the noun phrase of which WORD is the head.
the value T or H®WIL.

a sentence ACTIVE has the value T.
ACTIVE has the value T,

At the start of
REQUESTS.

Whenever
the requests that are
However,

attached to the words the monitor finds a.e added
articles,

to the list that is the value of the variable
when ACTIVE is set to NIL,
a function SAVE is called.
words that follow,

which is done by requests attached to words like
this addition is inhibited and instead

in preparaticn for the construction,
94

“AVE ccllects the
until ACTIVE is reset to T,
called EVAL_PHRASE, of a noun phrase.

by a function
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REQUESTS

- This is a list of requests which is unordered

(with one exception). The monitor continually
rechecks this list to see if changes to WORD,
SENSE, CONCEPT, or REQUESTS itsell{ have caused
any of the requests to become applicable. The
unordered rechecking is meant to be a simulation
of a parallel control structure where each re-
guest looks to see if it should do anything,
independent of tnhe other requests. The only
exception to this concerns those requests that
are2 activated when some phrase or clause ends.
For example, in "John wanted Mary...", tne an-
alyzer assumes that "Mary" is beginning a clause
about something involving Mary that John wants.
If instead the sentence ends here, then a re-
quest triggared by tine end of the sentence makes
a default assumption that the event which John
would 'ike is for Mary to come to him. These
requests that are called by the end of something
are always placed at the end of the request list.
This is eauivalent to considering them as in-
dependent processes that, in being called by the
absence rather than the presence of something,
wait to make sure that "more real" rerquests have
had their say.

This is the conceptual rerresentation of the
ma2aning of SENTENCE that the analyzer is build-
ing. It is the variable whose value is returned
by the analyzer.

This is a pointer to 2ither ANSWER or to some
subconceptualization in ANSWER, This points to
the place where the building activity is going

a5




on at any point in the analysis. Thus it sta is
off the same as ANSWER but, whea an embedded
conceptualization is being built, it points to
that instead.
Attached to each word that appears in SENTENCY are
¢ne Or more senses, that is, labels of sets of featurcs and
requests. Requests are of the form " (TES1T ACTION FLAG)".
TEST and ACTION are the crucial elements of a request, TEST
is a (Lisp) predicate and ACTION is a (" isp) function, both
built from Lisp functions and those functions that have
been described above. When WCRD .hanges, the monitor first
checks REDQUESTS fcr instructions, ising a “unction called
CONSIDER, adds any requests attached to WORD, then finds
the current sens« for WORD (setting SENSE equal to it),
then checks REQUEITS again, then adds tne requests that
are part of SENSE to REQUESTS and steps WORD along in SEN-
TENCE. 1In geneval, TEST predicates mikxe refe.ence only
to CONCEPT and the feature aspects of WORD and SENSE.
Checking a request means evaluating the TEST. I{ TEST is
not true, nothing happens and the monitor goes on to the
next request. FLAG is a bookkeeping mark. When it is NIL
it means the reques. has not been used yet, while T means
that the request has already been used. Tlhe¢ only requests
whose TESTs are evaluated are those whose FLAGs are NIL.
Trhe requests that were described as being directly at-
tached to the WORD itself, rather than being part of the
SENSE, are fulfilling a stopgap role. They are substitutes
for the results that should be returned from a morphological
analysis of that word. Routines for doing stch were not
written, however. Instead, the answers, i.e. specifications
about matters like tense, were attached directly to in-

dividual word forms. A first approximation to a m--pholoqgy
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routine for determining the tensed form of a verb has been
written by raul Martin, and it replaced most of these re-
quests in the analyzer, but it will not be described here.
REQUESTS is the source of basically all the actions
that occur. Tt is also the object of some of these actions.
There are several ways ACTIONsS can change REQUESTS. One
is throvah the function IMBED, used mainly when enteriag
a new clause. IMBED saves the current REQUESTS in another
variable ind replaces REQUESTS itself with a new set, speci-
fied by the third argument of IMBED. RESET_ALL restores
REQUESTS to its original value when it is called. From
what was said previously it can be seen that IMBED and
RESET_ALL work with three information sets: the conceptu-
alization being built (ANSWER and CONCEPT), the syntactic
structure being built (SUBJ, OBJ and RECIP), and the expec-
tations being made (REQUESTS). This last manipulation, the
storing away temporarily of REQUESTS, is done also by the

requests on articles and prepositions. They don't use the

full power of IMBED and RESET_ALL ho>wever. Rather, a request

on an article will save the content of REQUESTS in a vari-
able called ART_INT, and set REQUESTS to be a request look-
ing for an end to the noun phrase, at which point the old
value of REQUESTS will be returned. A request or Preposi-
tion does the same thing but saves REQUESTS on a variable
called PREP_INT. Finally, as a way of changing REQUESTS,
tuere is a function for adding new requests to the list,

and this is called ADDRED. In addition to all this, RE-

UESTS is initialized by the monitor to a request which looks

for a noun phrase to be the subject. This is done whenever
a new sentence is begun.

The best way to describbe how regquests are formed from
these functio-c and how rerjuests interact is by examples.
This is the centent of the next chapter,

()7




CHAPTER 7

EXAMPLES

The first example is a very simple one, to demonstrate
some of the basic elements of the 2nalyzer in action. The
sentence is "John gave Mary a book."

There are two sets of information associated with the
words in a sentence, the requests and the features. The
requests are of two types: those attached directly to
word feorems (the pseudo-morPhological requests), and those
attached to the senses of words,

Of the first type of request, there is one in this ex-
ample. It is attached to "gave":

Gave: (T (CHOOSE TIME (BEFORE (NEW‘TIME)

(CHOICE TIME) X))
NIL)

The "T" is the TEST, the " (CHOOSE...X") 1s the ACTION and
t.he "NIL" is *he FLAG. This request says that the TIME,
that is, the time of the conceptualization being built,
should be set to some point before the time presently as-
sociated with the conceptualization. None of the other
.ords in this sentence have the first type of request at-
tached.

The second type of redquests, those that belong to a
more general sense of a word, is found, in this sentence,
with the verb and article. The verb "gave" has the sense
GIVEl, which contains seven requests. Four of them are:

GIVEl:

((FEATURE SENSE (QUOTE HUMAN)) (CHOOSE RECIP SENSE) N1L)

((FEATURE SENSE (QUOTE POBJ)) (CHOOSE OBJ SENSE) NIL)
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(T (DEFPROP TOC TOl CURRENT) NIL)
((FEATURE SENSE (QUOTE POBJ))
({REPLACE CONCEPT
(QUOTE ((ACTOR (#SUBJ)é&= (ATRANS)
TO (#RECIP) FROM (#SUBJ)
CBJECT (#0BJ))
TLIME (NIL)
MODE (NIL))))
NIL)
The first request chooses the RECIP case to be the sense of
the first noun nhrase following the verb (it must be fol-
lowing, since this request doesn't appear until the verb
does) that has the featurc of beirg human. The second re-
guest chooses the OBJ case to he the sense of the first noun
phrase following the verb that has the feature of being a
physical object. HKemember that physical objects and humans
are disjoint sets. The third request, using the Lisp func-
tion DEFPROP, says that the word "to" is to be associated
with a particular sense TOl. Since this sense will not be
used in the examples I won't include its definition, but
busically this sense puts the phrase following into the con-
ceptual TO case of an "ATRANS" conceptualization.
There is an alternative to setting the sense of the word
"to" to TOl. We could write a request for GIVEl that looked
for the word "tc", and, when it found it, performed the
same actions that the sense TOl does., However, since this
use of "to" occurs with many "ATRA!'S" related verbs, a separate
sense is created for "to" so that it can be shared.
The fourth request above assumes that the conceptual
structure for the sentence is the linear equivalent of the

following graph, if a physical object is seen:
o g [NRECIP)
(SUBJ )émm) ATRANS g———(OBJ ) el

_ (SUBJ)
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That is, the giving is the transfer 0of some physical object.
Assuming this structure, however, does not mean that it has
to be kept for the rest of the sentence. In this example,
it will indeed be part of the final result but the fifth
raquest on "GIVEl" can overwrite this structure. The fifth
reguest is:

((NORM_FIT SENSE ((ACTOR ONEl &> ONE2 OBJECT ONE3)) NIL)

(INPLACE CONCEPT

(UTILIZE (NORMAL_ MEANING SENSE)
(QUOTE (((ACTOR) CHOQICE SUBJ))
{ (OBJECT) (CHOICE RECIP))))))
NIL)

NORM_FIT is a function that compares the conceptual structure
referred to by the form given by the second argument. In
this instance, the TEST is asking if the sense of the word
(or noun phrase) currently being read, refers to a simple
action. The "ONEl1l", "ONE2", and "ONE3", are dummy elements
that will match any Lisp S-expression the first time they
occur. If a dummy occurs again in the pattern it will match
ohly the same S-expression that it did before. INPLACE is
like REPLACE except that it does not perform some Lisp pointer
manipulation that REPLACE does. UTILIZE, as mentioned,
takes the conceptual form, which NORMAL_MEANING finds in the
bundle of features and requests that make up a sense, veplaces
certain elements in the form with other elements, and returns
the modified form. In this case, the one element paths,
(ACTOR) and (OBJECT), are followed and the choices for SURJ
and RECIP, respectively, are placed at the ends of these paths.
This request will not pe activated for this example. The
sixth and seventh requests are basically like the fifth, but
the forms looked for are slightly different. These requests

will not be needed for our examples.
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The other set of requests in the example belongs to the
word "a". There are no pseudo-morphological requests in

the example on the word "a" itself but there are requests
for its sense, A. These requests are:
A:
(T (PROG NIL (SETQ HOQOLD NIL)
(SAVE ({(QUOTE REF) (QUOTE A))) NIL)
(T (PROG NIL (SETQ ART_INT REQUESTS) (SETQ REQUESTS NIL)
(SETQ ACTIVE NIL)) NIL)
(T (ADDREQ ((PHRASB_BRBAK)
(PROG NIL (SETQ SENSE (BVAL_PHRASE HOLD) )
(SETQ PLACE (CONS5 (QUOTE PERIOD)
FLACE))
(SETQ WORD NIL)
(SETQ REQUESTS ART_INT)
(SETQ ACTIVE T)
(CONSIDER)) NIL))
NIL)
The first request i1nitiates the saving of the words that will
be used fcr the noun phrase. The words are put in a vaiiable
called HOLD. The SAVE function call puts in HOLD a mark that
the phrase was introduced by "a". This information will be
needed by the memory in generating a referent for the phrase.
The second request stores the current list of requests in
ART_INT, empties REQUESTS itself, and sets ACTIVE to NIL.
This is so (nat no further requests will be added by the mon-
itor as it looks at succeeding words. The last request puts
one request on the freshly cleared list. This request looks
for the end of the phrase. PHRASE_BREAK is a predicate that
becomes true wher anything other than a noun or an adjective
is seen. When this occurs, a number of actions are per-
formed. First, the SENSE to ke returned is built by apply-

ing the function EVAL_PHRASE to the list of words collected
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into HOLD. The changes to the values of PLACE and WORD are
purely to keep the monitor from being confused and skipping
over either the next word in the sentence (fur which a dummy
word is placed in front of the rest of thz sentence) or
neYlecting to notice the newly constructed SENSE (for which
WCRD is set to NIL, which signals a change in SENSE to the
monitor). The next action resets REQUESTS to its original
value. The variable ACTIVE is reset to T, Finally the func-
tion CONSIDER :is called whb:ch causes an immediate checking
of REQUESTS to see if the new SENSE satisfies any expecta-
tions.

There is one fi1 1 request to mention. It i3 not at-
tached to any word but is assumed Ly the monitor before the
sentence begins. This request is:

((OR (NOT (EMPTY CONCEPT))

(FEATURE SENSE (QUOTE PP))
(NORMAL_MEANING SENSE))
(COND ( (NOT (EMPTY CONCEPT)) NIL)
( (FEATURE SENSE (QUOTLC PP)) ({CHOOSE SUBJ SENSE))
(T (REPLACE CONCEPT
(UTILIZE (NORMAL_MEANING SENSE) NIL))))

NIL))

The TEST of this request looks for three possible situations.
The first one, which is true if CONCEPT has been given a
value, performs the function of removing this request (by
azrivating it to perform a null action) after the piocessing
of the sentence is begun. The second situation is the nor-
mal one, where :he sentence begins with a noun phrase recfer-
ring to a simp’: object (PP i~ Conceptual Dependency terms).
In this c.3e, the noun phrase is ~=2ved as the SUBJ. The
third situation is where the se¢i. nce begins with a noun

phrase referring to a ccnceptualization, e.g., "a beating"
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or "the trip", in which case this conceptualizacion is placed
directly iato CONCEPT. Later requests provided by other
words wili tell wnat to do with this conceptualization,

The other set of information contained in a sentence
is the set of features associated with the words of the
sentence. One feature is common to the senses of all three
nouns in this example. It is:

JOHN1, MARY1l, BOOKl substitute for X in:

((ACTOR (X)¢&==)(CONTYPE VAL (PP))))

That is, all taree are things, ccnceptually.

Two features are in common between JOHN1l and MARY].
They are:

JOHN1, MARY1l substitute for X in:

( (ACTOR (X)¢=}(CLASS VAL (HUMAN)))) and

((ACTOR (X)¢== (WORDTYPE VAL (NAME))))

The first feature says that "John" and "Mary" have :~nses
that refer to humans. The second feature cay- that "John"
and "Mary" are names, and hence do not require articles pre-
ceding them. This could probably be better handled by hav-
ing a regquest on "John” and "Mary" return for the value of
SENSE the conceptual representation of "the person who is . L
called John (Mary)", but a simple feature is good enough
for our purpocses.

Finally there is a feature for each noun that does not
apply to the cther two.

( (ACTOR (JOHNl*EEySEX VAL (MALE))})

({ACTOR (MARYl)@-qNSEX VAL (FEMALE))))

[
L3

((ACTOR (BOOK1)é&)(CLASS VAL (POBJ))))

The first two features would be necessary if the analyzer
were dcing pronominal reference, but are not of importance 7

-

in any discussion that follcwes. The last feature is important,

=

and says that a book is a physical object, as uprosed to a
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human or an animal.

With these requests and features described, we can
trace the flow of the analysis as the monitor reads the
sentence., First the word "John™ is seen. The word 'ias
no requests of its own to add nor doe. the sense JOHNI1
which is attached to it. However, because JOHN1l has the
feature PP it does satisfy the request to which REQUESTS
was initialized, and so JOMN]l is chosen as the subiject.

Next the word "gave" is read. The request attached
to the word "gave" itself is added to the list. Because
the TEST of this request is "T", ‘t is executed immediately,
causing the TIME of the conceptualization beinnq built
(which is empty at the moment) to pe set in the past, before
the time of utterance. The word "gave" itself sacisfies no
expectations. The sense GIVEl also satisfiesno expectations.
The requests it has ~re added to REQUESTS. Their evaluation
causes ore action to occur, because one request has "T" as
a TEST. This triggered request sets the sense of "to" to
TO1l.

Next the word "Mary" is read. The word "Mary" itself
has no features nor requests. The sense MARY1l also has no
regquests. However, there are features acssociated with MARY1

and these trigger one request. This is the resuest that is

expecting SENSE to take on a value that has the feature HUMAN.

MARY]1l has this feature. The triggered request choocses MARY1
to be the RECIP. Because of the initial setting of pointers
in CONCEPT this means that MARY! will alsc fill ir the "TO"
slot in CONCEPT, if the ATRANS structure is built.

The next word read is "a". Neither it nor its sense,
A, have any features to satisfy the set of expectations
still in REQUESTS. Nor dces the word "a" have any requests
of its own to add. +rThe sense A, huwever, has several re-

quests, all of which have "T" as their TEST and so are exe-
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cuted immedjiately. The actions performed start the build-
ing of a noun phrase list, set ACTIVE to NIL, save the
current set of requests in the variable ART_INT, and replace
REQUESTS with one request that looks for the end of the
phrase.

The next word read is "book”. Because ACTIVE is NIL
the only thing that happens 1s that "book" ard BOOK1l, its
sense, are checked against the one request present on
REQUESTS. Neither satisfies the exvectation for an end to
the phrase and so BOOKl s placed on the holding list.

The next word read is PERIOD., This is a mark that
says the sentence is finished. PERIOD does not have any
requests or features J.f its own. However, it does satisfy
the TEST of the rec.est looking for a phrase end. The
request is activated and huilds the noun phrase " (BOOKl
REF (A))", which is put as the current value of SENSE. It
also resets REQUESTS to the value it had before "a" was
encountered, sets ACTIVE back to T, and calls for an im-
mediate rechecking of the restored REQUESTS list. The
value of SENSE satisfies the two requests looking for a
SENSE referring to a physical object. The actions result-
ing choose " (BOOK1l REF (A))" to be the OBJ, make ATRANS
the main act, and place SENSE as the OBJECT of this act.
No other requests are activated, no more words are found,
and the analysis is finished. The final result is:

( (ACTOR (JOHN1)é=(ATRANS) TO (MARY1l) FROM (JOHN1)

OBJECT (BOOK1 REF (A))) TIME (TIM¢1l)
MODE (NIL))
where TIM@Pl has the Lisp-value " ((BEFORE TIM@@® X))", and
TIM@® has the Lisp-value " (VAL T))!". The basic graphic
form of this is:
MARY

JOHN ém=p AT RAN S BOOK ¢

JOHN
105




Fe

[ S ‘lw

The second example is "John jJave Mary a beating".

The ftocus here is on the way a verb like "give" can pill
together other elements of the sentence, while itself con-
tributing no conceptual structures. The final result is
the same as the result of analyzing "John beat Mary".
Manipulating other strucztures is a very common 3ob for
"give" to do and there are other verbs that can function
the same wav. For example, "Jechn took a walk" means the
same as "John went walking”. "John got Mary a job" de-~
pends primarilyv on what "a job" means. "John stole a peek"
and "John made a noise" are further examples of verb uses
where a large part of the verb's "meaning” .. the maniyp .ia-
tion of other meanings.

We have already giver, all the informaticn necessary
for describing the analysis of tihis Sentence, except for
the definition of the word "beating"*. "Beat.ing" is a noun,
like "book", but it is not a physical object or a PpP.
"Beating" has only one feature associated with BEAT1, its
sense. This is a conceptualization of the form:

((R1 (BEAT1) REL (NORMAL_MEANING)

R2 ((ACTOR (ONE1)¢==§(PROPEL) OBRJECT (ONE2)
INST ((ACTOR (ACTOR; &==)(MOVE) TO (=OBJECT)
OBJECT ((HAND) PART {=ACTOR) ))
TIME (:=TIME)))

TIME (NIL) MAMNER (REPEATEDLY)) ))

The R1, R2 angd REL are used to represent relationshins
in a general fashion, but this is only a tentative represen-

tation. REL is a link atom followed by the name of the re-

lationsnip. Rl and R2 are the first and second arguments

of the relationship, respectively, In this case the rla-

tionship is cailed NORMAL_MEANING. Its first arqument is
4 sense name, and its second argument is a ¢onceptual struyc-

ture, Senses that refer to simple things are not treated
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this way but should rta. That is, where now the analyzer
uses the sense nam: BOOK]l in a graph structure, it should
refer to a feature specifying the NORMAL_MEANING for BOOKIl.
However this lack of consistency is not crucial at this
time.

The meaninj of "beating" that this feature specifies

is graphically:

o I ONE1
ONMNE I PROPELG— ONE2 ¢— i
REPEATEDLY

HAND (ONE1l)
D

ONE2

Note that the various occurrences of ONEl and ONE2 are in-
tended to be references to unique nodes, because of the
s constructs that appear in the linear form of this graph.

The analysis of "John gave Mary a beating" proceeds
as it did in "John gave Mary a book" until the very last
word. When "beating" is discovered, REQUESTS has been
saved ir ART_INT and reset to a request looking for the end
of the noun phvase initiated by "a". The word "beating" is
read and accepted as a noun, that is, it is not a noun
ohrase terminator. It is saved on the holding list and
the next word is read. This is "PERIOD" and this does
terminate the noun phrase. The noun phrase returned is
thus " (BEAT1 REF (A))", where "BEAT1" is the sense of the
noun “"beating”. With the phrase finished, REQUESTS is re-
set to the value saved on ART __INT, which still has two re-
quests waiting. One is looking for a physical object and
the other for the name of an action. In th s example, the
latter is satisfied. Hence the function INPLACE is called
t3 overwrite any current structure in CONCEPT. CONCEPT is

set to the structure that is the NORMAL MEANING of BEATI.
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The function UTILIZE takes this structure and at the same
time takes the current values of SUBJ (which is set to
JOtN1) and RECIP (which is set to MARY1l) and places them
in the positions of ACTOR and OBJ, respectively. The

TIME of the new conceptualization is set to that of the

old unless otherwise specified. With this done, the sentence

is ended, and the final analysis result is:
( (A\CTOR (JOHN1)&=3(PROPEL' OBJECT (MARY1l)
INST ((ACTOR (JOHN1)&=)(MOVE) TO (MA£YL)
OBJECT (HAND PART (JOIIN1))) TIME (TIM@i)))

TIME (TIM@1l) MANNER (REPEATEDLY))

where TIM@l has the value " ((BEFORE TIM@@® X))" and TIMOO®
has the value " ((VAL T))". Graphically this is:
o JOHNMN
JOHN&==$P ROPE L 4= MAR Y(—
MANNER MOVE
REPLATEDLY 16

HAND (JOHN)

02

A bit mnre rapidly, we can look atv the analysis of
a sentence like "John advised Mary to drink the wine."
This example shows how the function '“LED works to shift
the levels of manipulation. First, though, we must give
the reguests that & « found for the words that appear in
the sentence. There is cne for each of the two verb forms:

advised:

(T (CHOOSE TIME {(3EFORE (NEW_TIME) (CHOICE TIME) X)) NIL)

arink:

({NEED_TIME) (CHOOSE TIME (CHOICE TIME)) HNIL)

The request for "advised" is the same "past-tense"
reguerst used with "gave". The request for "drink" has the
prodicate (NEED_TIME' instead of a "T" because "drink" may
#1ther he a presap* tense form or a non-tensed infinitive.
lormally (NEED_TIME) returns the value T but certain other
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words have requests that set (NEED _TIME) to return NIL.
One of the senses of "to", the one in fact that will be
used in this example, has an instance of such a request,
If (NEED_TIME) returns T then the action associated with
it says that the TIME to use is the one currently set.
This reguest is vacuous in the current system and is a
remnant of an earlier version of the analyzer that did not
include a default assumption of current time if nothing
about TIME was specified.
"Advised" has the sense ADVISEl, which is the follow-
ing set of requests:
ADVISEl: (T (REPLACE CONCEPT
(QUOTE ! (ACTOR (MSUBJ){me=(MTRANS)
TO (CP PART (#RECIP) REF (THE))
FROM (CP PART (#SUBJ) REF (THE)) MOBJECT
(/CCN (NIL TIM (») MCDE (NIL))@C
((ACTCR (#RECIP)@T (JOY)”F (JOY))
INC (2) TIME (=MOBJ.CT CON TIME) MODE (NIL)))})
MODE (NIL) TIME (NILj))) NIL}
(I (DEFPROP 7T0O T9¢ CURRENT) NIL)
. {FEATURE JENEZE (QUOTE ULUMAXN))
(CHOOSE RECIP SENSE) NII)
The first recuest produces & conceptual form equivalent

to:

o a[—¥CP (RECIP)

(SUBJ JgumapMTRANS¢— fl&

—<CP (SUBJ)
—3JO0Y (X+2)
RECIP)

~—JoY (Y)

This is, in English, expressible as SUBJ telling RECIP that
if RECIP does something then RECIP will become happier.

Now this is nothing more than a rough approximation to what
"advise" means. It is actually a communication of a more

general statement that if RECIP does something he will, on
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some unspecified scale, be better off than if he does not
do this action. However the above approximation is good
enough for our purposes.
The second request is like the reguest that gave "to"
a meaning in GIVEl but, as we shall see, TOP is quite dif-
ferent from TOl., The last request is just like the request
to fill RECIP that appeared with "GIVEL".
The verb "drink" aAlso has a set of requests:
DRINK1: (T (REPLACE CONCEPT
(QUOTE
{ (ACTOR (#SUBJ )¢m=p{INGEST)
OBJECT (#0BJ)
TG (INSIDE PART (#SUBJ))
FROM (MOUTH PART (#SUBJ)))
MODE (NIL) TIME (NIL))))
NIL)
{ (FEATURE SENSE (QUOTE POBJ))
(CHOOSE OBJ =SENSZI) NIL)
The first request sets CONCEPT to a representation of

"drinking". Grapnically this is:

. q INSIDE (SUBJ)
(SUBJ )& INGEST¢— (OBJ ) o-—.l:

MOUTH (SUBJ)

The second request looks for anything physical to use
as the object of the ingesting. Now it is true that drink-
ing wants an ohject that is a liquid, and this information
should be made available to the deductive section of memory
by the analyzer. Thus, a fuller graph for DRINKl would
have a predication on the object that the OBJECT is a
liquid. However, while this information should be part
of the output of the analyzer, it does not affect the analy-
zis itself. That is, if the sentence was "John drank a

chair”, the fact that a chair is not a liquid does not
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prevent tnis sense ¢f "drink" trom being used nor doves it
change the result, which would be that John ingested a

chair and the chair must have been liquid. A different mat-
ter however, for example, is the fact that "Mary" refers

to a human, not just to a physical object. This feature
affects the decision the analyzer makes when it reads "Mary
was given..." as opposed to the decision it makes with

"The book was given...".

There is also a request for TO@P, the sense of "to"
which | *s been set by a request of GIVEL.

TO® has the form:

TOP: (T (PROG NIL (IMBED (MOBJECT CON)

((SUBJ CHOICE RECIP)

(TIME AFTER (NEW_TIME) CHOICE TIME) X))
((BREAK_POINT) (RESET_ALL) NIL))

(SETQ USE_TIME NIL)) NiL)

This request has two actions. The second, and simpler,
is the setting of the variable USE_TIME to NIL. This vari-
able is referred to by the function NEED_TIME, and the value
NIL irdicates that a TIME is not needed. The first action
is an IMBED call. There are several subactions that IMBED
can perform and this cxample uses them all., The first
argument to IMBED gives a path which IMBED will follow.

The value of CONCEPT will be saved and CCNCEPT will be
reset o the (possible empty) structure at the end of this
path. The second argument specifies some new values for,
in this case, SUBJ and TIME. TMBED first saves the former
values of SUBJ, OBJ, and RECIP, Lhen sets the three vari-
ables to NIL. Then the secund argqument, which is a list
of pairs, tells IMBED i(hat the first element of each pair
shoul? be set to the value of the second, where, in the
second element, all refectences to variatles are to their
values before IMBED was called.

The analysis of tne sentenre "John advised Mary to
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drink the wine" proceeds simply enough. The monitor-ini-
tialized request looking for a subject (SUBJ) is satis-
fied by "John". "advised" and ADVISEl satisfy no requests
but add their nwn to REQUESTS and further change CONCEPT
{and hence ANSWER) to a conceptual skeleton of the MTRANS
action. "Mary" has the sense MARY1l which satisfies the
request lookirg for a recipient of the MTRANS. The word
“to" has the sense TO@. IMBED is called by T0O® and moves
CONCEPT tow head of the caugal that makes up the conceptu-
alization being MTRANSed. IMBED also resets REQUESTS.
"John" has the sense JONMNl which satisfies the request now
being made for SUBJ. "Drink"” has the sense DRINK1l which
puts the conceptual skeleton for a drinking action into

CONCEPT (which is still pointing to the head of the causal

A

in the MOBJECT slot). "Wine" has the sense WINEiLi which
satisfies the rezuest looking for an OBJ of the drinking.
The end ¢f the sentence causes REQUESTS and tnhe syntactic
cases and CONCEPT to be returned to the values they had
before "to" was encountered. REQUESTS is checked again,
nothing happens., and the analysis is over. The value of
ANSWER (in graphic form is:

(o]
MA INGE STé—W INE
—3CP  (MARY) Ll e N

R o
J O Nt} MT RAN S (= e

fi
JOY (X+2)
C (JOHN) MARY
JOY (X)

This says that John communjcated to Mary that her

ingesting wine coulc cause her tco underge a positive in-
crease in the jcy she feels.
The output in linear form is:
( (ACTOR (JOHN1){mssp (MTRANS)
T0 {(CP PART (MARY1l) REF (THE))
FROM (CP PART (JOHN1l) REF (THE))
MOBJECT ({CON ((ACTOR (MARYl)@-é(INGEST)
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OBJECT (WINE REF (THE))

TO (INSIDE PART (MAPRYl))

FROM (MOUTH PART (MARY1l))) MODE (NIL)

TIME (TIM@2))
€=C ((ACTOR (MARYI)GmmsT (JOY)gmmdF (JOY))

INC (2) TIME (TIM@2) MODE (NIL)))))

MODE (NIL) TIME (TIMgl))
where TIM@2 has the value ((AFTER TIM@l)) and TIMPl has the
value ((BEFORE TIM@® x)) and TIM@P has the value ((VAL T)).

The next example is "John killed Mary by chokxing Mary".
It contrasts with the "gave a beating" example in tle kind
of manipulation that occurs. In "John gave Mary a beating",
the meaning of "give"” was a set of actions more than some
conceptual piece. The actions built a conceptualization
from a vtructure attached to other words in the sentence.

In this example, "John killed Mary by choking Marv", the
word "by" ties together two large conceptual pieces, "John
did something that caused Mary to die” and "John grabbed
Mary's neck so she couldn't breathe". "By" asks questions
about conceptualizations rather than about words and differs
from "give" in that way.

BYl, the sense¢ assigned to this use of "by", has the
following job to do. It has to tie together two conceptu-
alizations, a main one and a secondary one, making the lat-
ter "instrumental"” to the former. 1If the two actions are
simple EVENTSs, then the main action has the secondary action
in its INSTRUMENTAL case. If the main action is a causal
and the antecedent is unspecified (graphically there is a
dummy "do" written for the act) then the secondary action
is helping to specify the antecedent. 1If the secondary ac-
tion is a simple act then it is directly placed in the

antecedent slot. This happens in "John angered Mary by
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giving Bill the book," where the ATRANS action by John
made Mary angry. If the secondary action is a causal it-
self, then the effect event of this secondary action is in
turn the antecedent event of the main action. This hap-
pens in our example, as we shall see,
The requests for BYl are as follows:
BY1l:
((CHOICE &)
(PROG NIL
(REPLACE CONCEPT
(QUOTE ((CON (NIL TIME
(BEFORE (NEW_TIME)
(CHOICE CON TIME) X)
MOIE (NIL))
A CONCEPT))))
(ADDREQ
( (AND (CHCICE CON) (CAR (CHOICE CON)))
(COND ((EQUAL (CHOLICE A CCN &)
(QUOTE (DO)))
(COND ((CHCICE CDON é_.——)
(RPLACA (SEARCH (QUOTE CON)
(CAR (SEARCH (QUOTEA)
COHCEPT)))
(CHOICE CONQ;;) ))
((CHOICE CCN ¢ommd)
(REPLACE CONCTZPT
(QUOTE ((CON (#CON
= (f AE))))
NIL)))))))
(IMBED ¢ON ((SUBJ CHOICE SURJ))
( (BREAK_POINT) (RESET_ALL) NIL)) )
NIL)
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((CHOICEG:)) (IMBED INST ((SUBJ CHOICE =uBJI)Y)
((BREAK_POINT! (RESET_ALL) NIL))
NIL)

This definition of BYl, as will be pointed out shortly
is wrong and a better one would be simpler. However,
this definition is a good example of how complex the actions
that requests perform can be, if it L.s necessary. The op-
erations above are more like memory routines in that con-
ceptual structures are being manipulated according to fea-
tures of other conceptual structures rather than according
to linguistic factors. This capability of the analyzer, to
go as deep conceptually as it needs, is an important as-
pect of this approach.

The abeve definition consis s of two requests. Each
one has an expectation about tne structure of CONCEPT.
The first one looks for CONCEPT to be a causal relationship,
while the seccnd looks for CONCEPT to be &~ actor. 1If
the second succeeds, the actiu. performed is an IMBED that
will cause the clause following the "by" to be analyzed
as a specification of the instrument, INST, of this action.
The first reguest, if its expectation is satisfied, performs
three subactions. The first action is to attacii a new
slot to CONCEPT and make the whole structure the new value
of CONCEPT. The third subaction is an IMBED that causes
the clause following the "by" to be interpreted as filling
in this 2mpty slot. The second subaction is concerned
with the fact that if the clause preceding the "by", the
main clause of the sentence, was interpreted as meaning the
SUBC did some unknown action that caused something else to
happen, then the "by" clause is specifying the unknown ac-
tion. This is done by having the second subaction add a

request that waits for the empty slot to be filled. The
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action for this new request, if the main ciause is a causal
with an antecedent “DO" action, combines the "by" clause
conceptnalization with the main clause conceptualization

by the following paradigm:

X oner? DO X
'ﬂ‘ " then return T A i\
Y z

Y 2

XA one1= Do i

'm then return

A b4
These are the requests, then, for "by". The requests for "killed"
and "choking" are fortunately much simpler. The wurd
"killed" has the same past tense request that "gave" and
"advised” had. Nothing at the moment is done with "chok-
ing" except to recognize that it is a form of "choke". Some
words have requests that test for an "-ing” form, such as
forms of the word "be", but none occur in this example.

The major requests in this sentence then are BYl, above and

KILL]1 and CHOKEl below:

KILLl: (T
(REPLACE CONCEPT
(QUOTE ({CON ((ACTOR (#SUPJ¥==)(DO))
TIME (NIL) MODE (NIL))
&= ( (ACTOR (#0RJ)
&PT (KEALTH VAL (-10)))

MODE (NIL) TIME (NIL))))))

NIL)

((FEATURE SENSE (QUOTE HUMAN)) (CHOOSE OBJ SENSE) NIL)
CHOKE1l: (T

(REPLACE CONTEPT
(QUOTE ((CON ((ACTOR (#SUBJ)¢(GRASP)
OBJECT (NECK PART (#0BJ)))
TIME (NIL))




@ ( (ACTOR (=CON OBJECT PART)
Geme){ INGEST)
OBJECT (AIR REF (A))
FROM (MOUTH PART (= (-ACTOR))
TO (INSIDE PART (E¢5 ACTOR)))
TIME (NIL) »ODE ((CANNOT))))
5 )) NIL)
{(FEATURE SENSE (Q' [I'E PP)) (CHOICI (CBJ SENSE) NIL)
Both senses consist of two requests. In each case,
the first request provides the conceptual structure and
the second looks for a filler for the OBJ case. The two
first requests provide conceptualizations whose maian link
is a causal.
The conceptual structure for KILL1 says that someone
did something that caused someone to die. The conceptual
structure for CHOKEl says that someone grabbed someone’s
neck, causing thet person to be unable to breathe. The
KILLl requests have been slightly simplified from a form
that handles "the beating killed Bill" as well as "John
killed Bill". And the check for HUMAN in the KILL1l re-
quest looking fcr an OBJ should be PP, as it is with CHOKEI1l.
This is like the situation with "drink"” where it might seem
reasonable to check for "liquid" as a feature of the OBJ.
Even though "John killed the detsik” is indeed strange, it is
strange not because of a peculiarity of "kill" in English
but because the output of the analysis, that a desk dies,
is strange conceptuallvw.
The analysis of "John killed Mary by choking Mary" is
simple enough until "by"is reached. The value of CONCEPT

at this point is, graphically:
JOHN@:%DO

__y HEALTH (-10)

MARY &=

L—*Q
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BYl then sets aside the requests still waiting, sets
SUBJ to JOHN1l, and starts buildinc¢ ancther conceptual struct-
ure from "choking Mary". When the end of the sentence is
reached the substructure that has been built is, grapn-
1cally:
JOKN &= GRASP &~ NECK (MARY)

o R INSIDE (MARY)
MARY(? INGEST «— AIRf—[:
MOUTH (MARY)

Because the end of the sentence has been reached, the
RESET_ALL request that was provided by the IMBED call operates
toc bring back the original REQUESTS, including the one that
iooks to see if a conceptualization has been built. One

has been, and the request, according to th~ paradigm given,
takes the "kill" conceptualization and the "~hoke" concep-
tualization and forms the final answer, whic* graphically

is:

JOHN =9 GRASP ¢—NECK (MARY)

MARY &=)INGEST < A1R
N
¢ 0
MARY €= INGEST ¢&A IR

ﬂ‘ yHEALTH (-10)

MARyg=i:
o

This involves two conceptual forms. The first one
says that John grasped Mary's neck causing her to be unable
(marked by ¢ on the &3 link) to breathe. The second one
says that this inability to breathe caused Mary tc¢ die,
where death is the lowest point on a scale of health.

It was said earlier chat this definition of BYl was
incorrect. In the above example it produces the correct
answer, but consider the sentence "John annoyed Mary by
choking Bill." "John annoyed Mary" is analyzed to produce

the causal structure:
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JOHN ¢==) DO

ANCER (X+2)
MARY
ANGER (X)

Thus the pattern for "annoy"” ics the same as for "kill", as
far as BYl is concerned. However it is 1either necessuarily
true nor even probably true that Mary was annoyed by Bill
being unable to breathe. Rather it was the whole event,

of John causing Bill to be unable to breatte, that annoyed
her. BYl should more simply say that the conceptualization,
assigned to the clause following "by", replaces the dummy
causing action in the conceptualization for the main clause,
if there is a dummy action. It is an inference from world
knowledge that decides what aspect of the "by" conceptuali-
zation caused the final result. Thus with "John killed

Mary by c<noking Mary", it is a fact about humans (and
animals in general) that they die from being unable to
breathe.

A simpler sentence than the previous one, but demon-
strating that not everything in the analyzer must he com-
rlicated because it goes so deep, is the sentence "Did
John give Mary a book?" The only element of this sentence
that hasn't been described already is "did". The word

"did" has a past tense requsst like "gave", The sense of =

"did" used is DOl, and it has two requests: i
DC1l: { (NULL (CAR (CHOICE SUBJ))) -
{RPLACA (CHOICE MODE) ==

(CONS (QUOTE ?) (CAR (CHOICE MODE)))) o

NIL) -

(T (SETQUSE_TIME NIL) NIL)
The seco.:d request says that the time specification

has already been taken care of. Therefore USE_TIME is sct
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to NIL so that (NEED_TIME) returns false and a later verh forn

will not affect the value of TIME. The first recuest is
activated if no SUBJ has been chosen yet, that is, if the
word form of DOl is before any noun phrase in the sentence.
If this is true then the MODE of the conceptualization to
be built is set to "?" which means that a question is being
asked about the truth of the conceptualization. This dis
all that "DOl" consists of.

The analysis of "Did John give Mary a book?" starts
witl the requests for "did" setting the TIME to before the
time of utterance, setting USE_TIME to NIL, and setting
MODE to "?". The rest of the sentence prodeeds exactly
as before, except that the time setting request on "give",
which 1s like the one for "drink", is not activated. The
final result is thus:

((ACTUR aJOHNl)@-#(ATRANS) TO (MARY1)

FROM (JOHN1) OBJECT (BOOK1 REF (A)))
TIME (TIM@1l) MODE ((?)))
where TIMPl is before TIMP® in value.

Th: rext examplie, "John prevented Mary from buying

the book by giving the book to Rita,"” is a reasonably complex

sentence but turns out not to require much more thar we've
already described. The words with requests not previously
given are "prevented", “"from" and "buying". We won't take
time to describe "buying" simply because it is not substan-
tially different from previously given verbs. Basically

it has a request that produces the following structure:

o R ONE1
{SUBJ)&=3 ATRANS&—MONEY
(SUBJ)

N

ONE] é==) ATRANS ¢>-- (OBJ)

~3¥(SuBJ)
R ( )

ONE1
There is also a request with "buy" that changes the
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current sense of "from" so that if a human follows, that
persor fills the positions indicated by "ONE1l" in the graph.
Therc are the usual requests for £uUBJ and OBJ. Finally
there is a request that looks for a human who is neither
the SUBJ nor the object of "from". 1If one occurs, then the
whole buying action is embedded within a larger conceptu-
alization that says that this buying was done in order to
give the object bought to this other person. This request
is for handling "John bought Mary a book." However, this
request is not invoked in the current example.
The requests for "prevented" are the past tense reguest
plus the requests that make up PREVENT1:
PREVENT1:
(T (REPLACE CONCEPT
(QUOTE ((CON ((ACTOR (#SUBJ)4m=(DO))
TIME (NIL))
(== ( (ACTOR (#0BJ )¢m=3 (DO) )
TIME (NIL) MODE ((CANNCT))))
))INIL)
(T (DEFPRNP BY BYl CURRENT) NIL)
({FEATURE SENSE (QUOTE HUMAN)) (CHOOSE OBJ SENJE' NIL)
(T (DEFPROP FROM FROM@ CURREN ) NIL)
The first request produces the following structure:

(SUBJ) DO

(OBJ)&F?DT)

That is, "prevent" says that someone did something which
caused snmeone else to be unable to do something. Tn.
second and fourth requests set senses for "from' and "bv",
and the third request looks for the person heing prevented.
The sense given to "by" is the same as was described before.

The sense assigned to "from" has the request:

=t el el
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FROM@:
: (T (IMBED«<fmm ( (MODE QUOTE ( (CANNOT)))
(TIME CHOICE(:TIME)
i (SUBJ CHOICE OBJ))
((OR (EQ WORD (QUOTE BY))
(BREAK_POINT))
(RESET_ALL) NIL))
NIL)
There are two reasons why FROM@ .s much simpler thau BYi.
First, FRCM? iz specific to "prevent" and takes advantage
of the knowledge that there is a dummy action present. BY1,
being more general than is needed here, must first look toc
see if there is a dummy action to be filled. The other
reason for the simplicity of FROM@ is that FROM@ does not
worry, as BYl incorrectly does, about breaking up the
conceptualization assigned to the clause it precedes. What-
ever conceptualization is built is placed, through IMBED, at
the effect end of the causal link.
The analysis of the sentence proceeds simply. When
the "from" is reached, the value of CONCEPT is, graphically:
JOHN =4 DO

MARYh?9D0

The "from" requests set CONCEPT to where "MARY¢i$DO" cur-
rently is, saves the information that MARYl is the SUBJ
and that the MODE is CANNOT. The analysis then produces

the substructure:

—> ONE1
MARYHATRANS(-"-MONEY(-L-L
11« ¢ MARY
MARY
ONE1gem)ATRANS e2-BOOK ¢

ONEl

This is the "buy" structure with MARY1l replacing SUBJ

122




and BOOK1l replacing OBJ and with a mcdification of the

whole event by "“¢", i.e. CANNOT. This structure is now

in the place where “MARYG?)DO“ used to be. The building

of this structure ends with the encountering of the word
"by". The request of FROM@ that is triggered by the dis-
covery of the word "by" causes the "from" clause to be
ended. This resets the various variables to the main clause
level. Then the word "by" itself causes another embed-
ding, this time to replace "JOHN&HDO" in the conceptuali-
zation. The information passed says that JOHNl is the sub-

ject of this clause. The structure that is then built is:

o K RITA
JOHN¢= ATRANS¢&— BOOK
JOHN

The end of this clause is also the end of the sentence.
The final result is:
((CON ((ACTOR (JOHNI)H(ATRANS) TO (RITAl) FROM (JOHNl)
OBJECT (BOOK1 REF (THE))) MODE (NIL)
TIME (TIM@2))
ém((CON ((ACTOR (MARY1) gmmg({ATRANS) OBJECT (MONEY)
TO (NIL) FROM (MARY1l)) TIME (TIM@l))
& =D\ (ACTOR (NIL) ="' ATRAMNS)
OBJECT (BOOK1 REF (THE))
TO (MARY1l) FROM (NIL)) TIME (TIM@1l)))
MODE ((CANNOT)))))
where TIMP2 is before TIMPLl which is before T1M@@ which has
the value T. Graphically this is:

R RITA
JOHN&=)ATRANSS- BOOK
't JOHN

Mﬁ?y ONE1

AT, ANS A?%ANS
MONEY BOOK

RY ONE1l E; MARY
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It would seem to be a fairly obvious assumption thac the
C& person, ONEl, who might have sold the bcok to Mary is
z John. However, this requires kriowledge about how the trans-
i fer of an object can prevent its purchase. It also requires
making a decision that the two occurrences of "the book"
are referring to the same item. The analyzer does not make
such decisions at this time. 1If it did, tnen it could
deduce that ONEl was JCHNl because JOHN1l iz the only per-
son found who is capaicle of ATRANSing the book away from
himself (as evidenced by the statement that he gave it to
Rita).
The verb "want", in the sense of desiring something,
is another example of the analyzer doing a little of the
work that might be considered the job of memory. ‘There
are four requests for "want" that allow it to handle the
following kinds of sentences:
John wan*s a book.
John wants Mary.
John wants to buy a bcok.
John wants Mary to buy a book.
The set of four requests, which has the name WANTLl is:
. WANT1:
{ (FXCATURE SENSE (QUOTE PP)) (CHOOSE OBJ SENSE) NIL)
(T (DEFPROP TO TO3 CURRENT) NIL)
(T REPLACE CONCEPT
(QUOTE
((CON ((CON (NIL TIME ’‘>») MODE NIL))
@nc((ACTOR (#SUBJ)G@T (JOY)é=dF (JOY))
INC (2) TIME (2))))

&(MLOC VAL (LTM PART (#SUBJ)
REF (THE))))

MODE (NIL) TIME (NIL)))}
3 NIL)
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(T (ADD_BP
(COND ((SETQ TEMP2 (WALK (QUOTE (CCN CON)) CONCEPT))
(COND ((CAR TEMP2) NIL)
((PEATURE (CAR (CHOICE OBJ)) (QUOTE HUMAN))
{REPLACE TEMP2
(QUOTE ( (ACTOR (#OBJ)4u=)(PTRMNS)
OBJECT (#0BJ) TO (#s03J;
FROM (NIL)) TIME (>)))))
( (FEATURE (CAR (CHOICE OBJ)) (QUOTE POBJ))
(REPLACE TEMP2
(QUOTE ((ACTOR (ONELl)é&==(ATRANS)
OBJECT (#0BJ) TO (#SUBJ)
FROM (=ACTOR))
TIME (»))))})))))
NIL)

The first request looks for any conceptuval thing to
serve as the OBJ of "want". There may not be an OBJ, of
course. The second reguest sets the sense of "to" to TO3
which will be shown shortly. TO3 functions basically to
introduce a clause that describes what is wanted. The
thrid request is the basic frame for wanting, that is, that,
in the long term memory of the SUBJ, there is the belief
that some particular thing will cause him to be happier.

The fourth request insures that what is wanted is always
some event. It uses the function ADD_BP, which is like
ADDREQ except that the revquest added has BREAK_POINT as its
TEST. Thus the argument to ADD_BP wil! be evalutate when
the clause containing "want” ends. The ACTION looks at

the conceptualization which has been built, when the end

of the clause is reached describing what the SUBJ wants.
The function WALK that is used is just a generalized form
of CHOICE, and the arguments (CON CON) and CONCEPY point

to the conceptual object of the wanting. If a conceptuali-
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zation has been built there, nothing more is done. However
if nothing has yet been constructed, this request fills in
the gap. It does this in one of two ways, depending on
whether the object involved in the desire is a person or

a thing. If OBJ is a human, then the event that would
please the SUBJ is for the OBJ to come to the SUBJ. 1If

the OBJ is a thing, then SUBJ wishes to get, somehow, this
thing.

The request for TO3 is:

TO3:
(T (PROG NIL
(IMBED (CON CON)
((SUBJ COND ((NULL (CAR (CHOICE OBJ)))
(CHOICE SUBJ))
(T (CHOICE OBJ)))
(TIME AFTER (NEW_TIME)
((CHOICE TIME) X))
((BREAK_POINT) (RESET_ALL) NIL))
(SETQ USE_TIME NIL))
NIL)

This reguest shifts the level of manipulations, after
"to" is read, to the point where what SUBJ believes would
give him pleasure is described. The SUBJ of the new clause
is either the OBJ of the dominating clause, if there is
an OBJ, or it is the SUBJ of that clause.

These requests are all that are needed to analyze the
sentences given. In the first one, "John wants a book" and
the second one, "John wants Mary," no "to” clause occurs
before the end of the sentence. Therefore the analyzer
finds that it has built no conceptualization for what John
wants when the sentence is finished. The request that was
added by ADD_BP is evaluated, with the OBJ set to " (BOOKI
REF (A))" in the first case aad " (MARY1l)" in the se-:ond,
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and with CONCEPT equal to:

c
c émMLOC (LTM (JOHN))
JOoY (X+2)
JOHN g:[(
Joy (Y)
If the ADD_BP request sees OBJ equal to " (BOOK1 REF (A))",
then it produces‘the following structure, and puts it where

the gap, "0 %, currently is:

v 0N
o R ?
ONEl@-’ATRANSe—-BOOK e—ﬁ

ONE1
The linear form output and the graphical equivalent, are:
JOEN WANTS A BOOK
TIM@@: ((VAL T))
TIM@l: ((AFTER TIM@@ X))
TIMP2: ((AFTER TIM@® X))
((CON ((CON ((ACTOR (ONEL )émed(ATRANS)
OBJECT (BOOK1 REF (A)) TO (JOHN1)
FROM (ONE1l))TIME (TIM@2))
¢@mc ( (ACTOR (JOHN1)gmdT (JOY)é=9F (JOY))
INC (2) TIME (TIM@l))))
@=)(MLOC VAL (LTM PART (JOBN1) REF (THE)))) i
MODE (NIL) TIME (TIM@g)) )

#£=3MLOC (LTM (JOHN))

_ T

o R JOHN 1
ONE{&==) AT RAN S¢— BOOK _r
- ONE

L___9 c
~—3J0Y (X+2)
JOHNH—Q »r
oY (X)

That is, John believes that someone giving (ATRANS) him

a book will cause his joy to increase.
If the ADD_BP request sees OBJ equal to " (MARYl)", then

it produces the following structure for what is wanted:
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o 5 JOHN
MAR Y=y P'I'RANS(—MARY(——C
—

The linear form output and the graphic equivalent are:
JOHN WANTS MARY
TIM@@: ((VAL T))
TIMPl: ((AFTER TIM@® X))
TIMP2: ((AFTER TIM@@ X))
((CON ((CON ((ACTOR (MARY1)ém=md(PTRANS)
OBJECT (MARY1l) TO (JOHN1l) FROM (NIL)) TIME (TIM ")
=c ((ACTOR (JOHN1)é&=T (JOY)fe=pF (JOY);
INC (2) TIME (TIM@l))))
&(MLOC VAL (LTM PART (JOHN) REF (THE))))
MODE (NIL) TIME (TIM@@))

#@MLOC (LTM (JOHN))

‘”“;r -y JOHN

MARY &m) P TRANS €2—MARY (—
| JOY (X+2) a
JOHN
LJoy (X)

That is, John believes that if Mary comes to him his joy
will increase.

In the third and fourth sentences, "John wants to buy
a book" and "John wants Mary to buy a book," the TO3 sense
of "to" is used. In the third sentence, this request starts
the building of the subclause with " (JOHN1)" as the SUBJ. 1In
the fourth sentence, this request starts the building of
the subcl ause with " (MARY1)" as the SUBJ. 1In both cases the
same structure for "buy" is built, -but in the first case, of
course, John is buying a book and in the second Mary is doing
so. The final result is the following structure where "X" is

"(JOHN1)" or " (MARY1l)", depending on the sentence:
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———> i @dMLOC (LTM (JOHN))

ONE
X ¢=) ATRAN S€=—MONEY 05—{:
o R X
ONE&=) ATRANS ¢— sooxe__.l

¥ ONE

e
——"‘)ﬂ JOY (X+2)
JOHN ga{:

JOY (X)

In boch of these cases, the ADD_EP request that looks, when

the sentence is finished, t2 see if a conceptualization
describing what is wanted has been built, will find one. =
ience it will not perform the actions necessary to fill a

gap.
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CHAPTER 8

MULTI-SENTENCE ANALYSIS

8.1 INTRODUCTION

The last few examples to be given involv. the analy-
sis of more than one sentence at a time. These examples
are far from adequately treated, as will be seen. However
they do show how the basic mechanisms that apply to simple
sentences are appropriate fuor text as well. These examples
touch lightly on some aspects of contextual effects, Cer-
tain contextual effects can be viewed as predictions made
at one point in a text about what will be seen at a later
point in the text. Compare this with the basic scheme of
analysis which is the prediction at one point in a sentence
about what will be seen at a later point in the sentence.
Contextual predictions are ..ot just analogously similar to
sentential predictions, but are, with some extension, built
from th: same functional tools. One inadequacy in what is
to be described arises from the fact that the two sets of
predictions are not handled as ane. Another inadequacy is
that sometimes the interaction of requests occurs too late
in the flzcw of the analysis. This leads to an artificial
form of backup bring needed, which is done but in an ad hoc
non-generilizable manner. Both these problems are treated
in a more uniform manner through the introduction of an-
other basic mechanism, which is described in Part I1I.
Simply expressed, the mechanism -~ssociates a request with

the need it is filling. This allows requests to come and
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go independently and allows requests to easily recognize
other requests. However what shall be described here is
the analyzer system prior to this extension. Despite the
clumsines: of some of the implementation, hcpefully it
will be clear how requests can carry information from the
analysis of one sentence to the next.

The examples to be described are involved with changes
in word sense choice. The effects and examples treated are:

1) Contextual lexicons - where certain domains
of concepts have their own jargon associated !
with them. The program is affected by jargcen
in the text: "John and Mary were racing.

John beat Mary" - where the second sentence

is treated differently by the analyzer when

appearing in isolation.

2) Conceptual predictions - where an expectation
of a certain kind of conceptualization affects
the analysis of a sentence. Two texts where
conceptual predictions are hanaled by the pro-
gram are:

a) "John hated Mary. John gave Mary a sock" -
where the second sentence is treated dif-
ferently by the analyzer when appearing
in isolation.

b) "John was hunting. John shot a buck" -
where, again, the analysis of the second

sentence is different in isolation.
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8.2 MODIFICATIONS TO THE ANALYZER

In order to do the above examples, the format of the
request was extended slightly, an extra monitor variable
was added, and several new functions were written. The
format change merely involved the adding ot a field tn each
request specifying the word or sense that was the source of
that request. The monitor did this automatically. The ex-
tra variable was IM_REQS. IM_REQS is a list of requests
like REQUESTS. The distinction is that REQUESTS is re-
initialized to a starting set of requests at the beginning
of each sentence. IM_REQS, however, is unchanged by the
occurrence of sentence boundaries, except of course, inso-
far as a reguest it contains may be triggered by a sentence
boundary.

The new functions are of two sorts. Some are intended
as mechanisms for passing information. Others are for per-
forming certain manipulations on the basis of this informa-
tion. The variable IM_REQS holds the informaticn passing
functions, while the extra field in the requests is needed
for some of the manipulations.

One of the information passing functions is CONSIDER_IM,
which is like the function CONSIDER. Where CONSIDER checked
the list REQUESTS, CONSIDER_IM checks the list IM_REQS.
Another function is CONDICT. CONDICT i{s one of a proposed
set of functions that takes a list of conceptualizations
containing some special forms, and interprets these forms
to provide links that tie these conceptualizations together.
Trhe particular job of CONDICT is to interpret certain special
forms that tie pieces of a conceptual cluster to related
lexical items. The form used is ($%% (X Y)) where X is a

word, like "beac"”, and Y is a sense of that word, like BEAT2.
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This form is not a conceptialization because it does not
relate a concept with a concept, but rather a word of the
language with a list of programs, i.e. a sense. CONDICT
is the basi function used to implement a conceptual
lexicon. The IM_REQs list, containing zequests passed
f.om sentence to sentence, i< used to implement conceptual
predictions.

A new funccion that manipulates the flow of analiysis
is BACYKUP. It calls two functions, REMREQ and UNRiLQ, and
relies on information about the anaiysis saved by LAST_SEEN.
BACKUP redoes the analysis of a sentence from some word on.
In general, where this reanalysis should begin should Le
determined by cthe type o¢% conflict that occurred. However
in this program it is ascsumed that analysis should go back
just one word, which is Jdcne by the function LAST_SEEN.
Undoing the analysis involves several actions. The requests
tnat were added by the no longer desired word sense must
be removed. This is done by REMREQ, using the extended
request format to decide which requests should be deleted.
Also, the requests that the previous word sense tr-‘.;gered,
¢nd hence have had their FLAGs set to T, nced to be re-
stored. 1his is the job of UNREQ, but UNREQ takes advan-
tage of the fact that analysis is backing up only one word
and only in examples that have a conflict at the end of the
sentence. The function UNRED reactivates all the requests
that the word sense might have triggered, whether nor not
it actually did. Obviously this could cause probhlems in
general, but UNREQ was csufficient for the task of the moment.
Another action, which might be necessary, is to erase the
Sstructures built by the previously triggered requests. How-
ever it is sufficient here just to have the reanalysis over-

write what was previously built,.
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There ave three pairs of pro and con that I can say

about the above:

1)

2)

3)

Con

Pro

Con

Pro

Con

Pro

Packup does not seem to occur for me

on the word "sock" in example (2.a) and

I am more interested in avoiding it.

Some people do hesitate before choosing
the right 3ense of "sock" and for them
backup would seem a reasonable model.

The functions for doing backup are very
limited in their applicability.

The functions given, however, indicate
how the various actions involved in back-
ing up could be distrikuted.

Given the intention that requests repre-
sent the predictions made from and about
the recognition of some situation, it
seems wrong to have predictions that mis-
“akes will be made.

This is particularly true in the example
(2.a), which, as implemented, seems to
say that a general concept of not liking
someone predicts the need for backup in
later sentences.

As was mentioned, there has been further
extension done on the analyzer. This
extension has included a generalization of
the idea of request, along with a gener-
alized form of control cver requests. The
general concept of a request includes a
more integrated view of backup. It is
the source of such requests that differs
from the way the implementation was dcne
here.
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8.3 EXAMPLES OF TEXT ANALYSIS

Consider, now, the analysis of the multi-sentence text,
"John and Mary were racing. John beat Mary," versus the
isolated sentence "John beat Mary." If the analyzer under-
stands "beat" in the same way in both cases then the mult.-
sentence axample would require no information to be passed
from the first sentence to the second. However, if the an-
alyzer uanderstands "John beat Mary" in isclation as mean-
ing John hit Mary repeatedly, then the analyzer must be
capable of changing in context. Therefore, for demonstra-
tion purposes, the analyzer was put into this second situa-
tion, where "John beat Mary" in isolation was not interpreted
the same as when it follcwed "John and Mary were racing."

The verb "beat” is assumed to have two senses, BEAT1
and BEAT2. Both senses are simple, consisting of two re-
dquests, one ptovidihg the conceptual frame and the other
locking for an OBJ.

BEAT1:
( (FEATURE SENSE (QUOTE PP)) (CHOOSE OBJ SENSE) NIL);
(T (REPLACE CONCEPT
(QUOTE ( (ACTOR (#SUBJ )émemd(PROPEL)
OBJECT ($#0BJ))
TIME (NIL)))) NIL)
BEAT2:
{(FEATURE SENSE (QUOTE PP)) (CHOOSE OBJ SENSE) NIL)
(T (REPLACE CONCEPT
(QUOTE
{ (CON
({CON ((ACTOR (#5UBJ){=(LOC VAL (ONE)))
TIME (ONE))
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A ((ACTOR (‘OBJ)QE;yLOC VAL (ONE)))
TIME (ONE)) ))
A
{(CON ((ACTOR (=CON CON TIME)
Rl (= CON TIME)) )(umd((<)))))))
NIL)

The instrument of the conceptualization in BEAT1 has
tbeen renoved for simplicity. The conceptual frame in BEAT?
is meant to be suggestive of the idea of one person being
in a location before, in time, another person gets there.
This is not a regular CD construct, nor is it complete
enough to represent the ideas involved, nor should BEAT2
be this specific to th~ conceprt of winning in a race. How-
ever these objections &are irrelevant. The only thing that
is important fcr our purposes here is the existence of two
distinct senses of "heat".

The analysis of this sentence involves two words besides
"racing"” not described before and which shall be treated
only briefly. ne is "and". The requests for "and" are
valid only for a restricted class of sentences. Basically
the request saves the noun phrase following the "and" and
adds a rzquest that waits for the end of the sentence. The
rest of the sentence is analyzed as if only the noun phrase
pvreceding the "and" had been read. When the end occurs,
this request attaches to the structure that has been built
a copy of that structure, with the sense of the saved noun
phrase appearing everywhere in that structure that the sense
of the first noun phrase did. So the result of analyzing
"John and Mary were racing” is the same as the result for
"John was racing and Mary was racing." It would have to
be inferred that John and Mary were probably racing against

each other.
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The "were” in the sentence, the other new word, has
a past tense request of its own and has the sense REl. RNl
has a number of requests, which look at the item to come
to see if it is a verb or a noun or an adjective. For ex-
ample, there is a request such that if there is a verb in
the past participle form, then actions are taken treating
the subject of the verb as if it had appeared following the
verb. This is the request that handles passive sentences.
The simplesi request in BEl is the one we need, which says
that if the word is a progressive verb form, i.e. ending
in "ing", then do nothing except remove the other requests
BE1 had set up and treat the progressive verb form as the
main verb in the sentence.

"Racing"” is not complicated, but it is the word that
introduces the contextual lexicon that affects "beat”.
"Racing"” has just one request which provides an ad hoc con-
ccptual frame. This conceptual frame request is:

RACE1l:
(T (REPLACE CONCEPT
(QUOTE
((ACTOR (#SUBJ) jmssd(PTRANS)
OBJECT (SACTOR) TO (NIL) FROM (NIL))
TIME (NIL) MANNER (FAST)
MODE (NIL)¢—)($ RACECON))))
NIL)
There is nc request looking for an object simply because
the example text only used "race" intransitively.

"Racing” then is analyzed to the same structure as
"running”. However it differs from "running" because of
the form " ($ RACECON)". This points to a <cluster
of conceptualizations. RACECON is a Lisp atom whose value

is a list of conceptualizations and special forms. The
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call on REPLACE in turn calls FIXUP when interpreting a

Lisp form, and FIXUP calls CONDICT when it sees " ($ RACECON)".
CONDICT ties the conceptualizations in the list together.
Briefly, one of them says that there is a group of people,
another says that each person wants to do better than any-
one else in the grcup, and another says that doing better
than someone means getting to some location before that
someone does. Further, within the first conceptualization
there is a nointer to the form " ($$$ (RACER RACERLl))" which
says that the contextaal leaicon entry for a member of this
group is "racer". Wirhin the second conceptualization there
is a pointer to the form " ($$$ (BEAT BEAT2))" which says
that the lexicon entry for doing better is "beat". CON-
DICT makes BEAT2 the CURRENT sense of "beat". Thus, when
the sentence "John and Mary were racing" is finished by the

analyzer, the output is:

({CON ((ACTOR (JOHN1)4mue(PTRANS) OBJECT (JOHN1)
TO (NIL) FROM (NIL)) TIME (TIM@l) MANNER (FAST)
MODE (NIL)&—(NIL))
A ((ACTOR (MARY1)éms) (PTRANS; OBJECT (MARYL)
TO (NIL) FROM (NIL); TIME (TIM@l) MANNER (FAST)
MODE (NIL)—y (NIL))))

o p 0O
J OHN é==)P T RANS — JOHN
T MANNER e

FAST

-)
D O
MARY (e PTRAN Sar MAR'I&-——E(

T nanneR O

FAST
and furthermore the CURRENT sense of "beat" is BEAT2. There-
fore, whcn the next sentence, "John beat Mary," is analyzed,
the recsult is the conceptualization of "John finished the

race before Mary":
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((CON ((CON ((ACTOR (JOHNI)ém=p(LOC VAL (ONE)))
TIME (TIM@l))
A ((ACTOR (MARY1)4mep (LOC VAL (ONE)))
TIME (TIM@2)) ))

A ((COM ((ACTOR (TIM@Ll) RI (TIMB2)))
& (conn
T T
JouNéLoc (ONE) A MARYq—?bLoc (ONE)
A
T, €T,

However, .:ad the sentence "John beat Mary" been an-
alyzed prior teo the encountering of "racing", then the re-
sult of th2 analysis would have been the same as for "John
gave Mary a beating," because the analyzer assumes the nor-
mal sense for "beat" is BEATI1,

The next multi-sentence text example is "John hated
Mary. Jchn gave Mary a sock." The analyzer is set so
that when analyzing "John gave Mary a sock" in isolation,

the result is a simple ATRAMSing:

((ACTOR (JCiiN1l)é=y (ATRANS) TO (MARY.) FROM (JOHNL)
OBJECT (SOCKl REF (AY) TIME (TIM@l))

This is "a sock" interpreted as a simple physical object,

like "a book". However, in this text situation, the de-

sired result is assumed to be that "sock" is an action,

like "beating"” in "John gave Mary a beating," and the an-

alyzer output for "John gave Mary a sock" should be:

((ACTOR (JOHN])émmd(PROPEL) OBJECT (MARY1))
TIME (TIM@1l))
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where we have simplified by leaving out the instrumental
case. The problem here is to specify what "John hated
Mary" could do that would have this effect. Unlike a race
or a contes. where we can envision an associated jargon,
a contextual lexiccn, here it would be very unlikely that
any direct association exists between "hate" and "sock".

The analyzer sets up a concveptual prediction when it
sees "hate". This conceptual prediction is a request that
is placed in IM_REQS. The TEST of this request is a pat-
tern match on later constructions in CONCEPT. The pattern
matches any structure about the person who is hating doing
something. The ACTION taken if this pattern is found is
to ask memory if the person who is hating is doing some-
thing bad to the person he hates. If so, ncthing happens.
If not, the fun~stion BACKUP is called to try a different
sens2? of the last word seen. If a new CONCEPT is built
then this is checked for the same property and so on, till
either an acceptable CONCEPT is found or BACKUP fails to
produce a different value of CONCEPT.

Whnen the analyzer runs on this specific example text,

then the sentence "John hated Mary" is analyzed as:

({ACTOR 'JOHN!) pmemsg(MFEEL) OBJECT (ANGER)

TO (MARY1)) TIME (TIM@l) MODE (NIL))

o g —MARY
JOHNQ—9MFEEL&—-ANGERe——{::
—

This is only an ad hoc representation of "hate". More im-
portant is the following request that now appears in

IM_REQS:
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((F1ITS CONCEPT
(QUOTE ( (ACTOR (JOHNI)km=p ONEL)))
NIL)
(PROG NIL
(PRINTSKIP (CAT CONCEPT (QUOTE "OK?"))})
(COND ((NULL (READ))
{BACKUP)) (T NIL)))
NIL)
The TEST is almcst as we described it. The ACTION substi-
tutes a real memory call with a message to the console. When
"John gave Mary a sock” is analyzed, the first message to

the console 1s:

((ACTOR (JOHN1l)é==) (ATRANS) TO (MARYl) FROM (JOHN1)

OBJECT (SOCK1 REF (A))) TIME (TIM@1l)) OK?
We respond with a NIL because ATRANSing Mary a sock will
not cause her to undergo a negative state change. Hence
BACKUP is called and another sense of "sock" is chosen.
This time the choice is SOCK2, wbhich refers to the act of

hitting someone. Tihe messaje to the console is:

( (ACTOR (JCHN1)&e=—4(PROPEL) OBJECT (MARY1)})

TIME (TIM@l)) GK?
Since this would cause a negative state change in Mary, we
reply T. BACKUP is not called again, and the above choice
for CONCEPT is accepted as the final result.

The problem with the way this example is handled is

that it was necessary to construct the whole conceptualiza-
tion before rejecting the sense of "sock" chosen. It would
seem preferable, 1f not in this case then certainly in others,
to be able to contextually affect requests directly rather

than act.ng after th2 requests have produced results. The
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two sentence text example, "John was hunting. John shot

a buck," is related to this kind of approach. As with
"sock" in the last example the key element is the ambiguity
of the word "buck". We have two meanings of "buck" avail-
able in the dictionary One is BUCKl which is an animal.The
other is DOLLAR], i.e. money. The analyzer when presented
with the sentence "John shot a buck” in isolation produces

the output:

((ACTOR (JOHNI1)émm) (ATRANS) OBJECT (DOLLAR1 REF (A))
FROM (JOHN1l)) TIME (TIM@l) MODE (NIL))
The above structure is graphically:

o r O
JOHN¢= ATRANS ¢—DOLLAR ¢~

——JOHN

That is, Jchn spent a dollar.
This results not lLecause "shot" is assumed to mean

spend. In fact "John shot..." is initially analyzed as:

( {ACTOR (JOHN]J#:Q(PROPEL) OBJECT (BULLET)

TO (NIL) FROM (JOHN1l)) TIME (TIM@l))
SHOOT1, the sense of "shot" involved, has three requests,
and one is capable of overwriting the effects of the others.

The three requests are:

SHOOT1:
(T (REPLACC CONCEPT
(QUOTE ((ACTOR (#SUBJ) @#PROPEL)
OBJECT (BULLET) TO (#CBJ)
FROM (sACTOR)) TIME (NIL))))

NIL)
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((FEATURE SENSE (QUOTE ANI1MAL))

(CHOOSE OBJ SENSE) NIL)

((FEATURE SENSE [(QUOTE MONEY))
(PROG NIL (CHOOSE OBJ SENSE)
(REPLACE CONCEPT
(QUOTE ((ACTOR (ﬂSUBJ)@:;(ATRANS)
OBJECT (#0BJ) FRC.i (sACTOR))
TIME (NIL) MODE (NIL)))))
NIL)
The first request builds the shooting of bullets frame.
The second says that a noun phrase referring to an animal
should be assumed to be the OBJ. The third says that if a
noun phrase referring to money is seen, then the action
is really not shooting bullets, but rather it is spending
money .

"Buck" is given a CURRENT sense of DOLLAR1l so thart the
third requesc is activated when "John shot a buck”" is an-
alyzed. Hence the PRCOPELiny of bullets is overwritten to
be the ATRANSing of mone,. The problem then is how "Joun

was hunting" can change tne sense of "buck" from money tc
animal. 1t is possible that this is a contextual lexicon
effect. dowever it ic also possible t» handle it by a con-
ceptual prediction in such a way that, unlike with "hated"
and "sock", only one conceptualization is ever constructed.
That is, the analysis program dces not have to build and
reject the conceptualization saying that "John spent a dol-
lar" before it yets the one it warnts.

The analysis of "John was hunting" produces two re-~

sults. One is the following conceptualization, which is

an oversimplification of the idea of "hunting":
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((CON ((ACTOR (JOHN1l)&==)(DO)) TIME (TIM@1))
e €E ((ACTOR /JCiNl}&=J{FLROPEL) OBJECT (BULLET)
¥ROM (JOHN1l) TG (NIL)) TIME (TIM@1l))))

: Tr. z2bove is graphically:

JOHN&= DO

p —E]
JOHN =8 ? ROPEL é— BULLET é—m—i|
: “—(J OHN

The other resu. : is that the following request is built

and added to IM_REQS:

((FITS CONCEPT
(QUOTE ((ACTOR (JOHNIJ@%PROPEL) OBJECT (BULLET))))
NIL)
(ADDRE?D
((NOT (FEATURE OBJ (QUCTE ANIMAL)))
(BACKUP) Nii))
NIL)

This means that when the sentence “John sh .t a buck”
is analyzed, the foliowing acticns occur. "Shot" is inter-
preted, as always, as referring to PROPELing bullets. This
triggers the IM_REQS request and thus a rejuest is built
that objects to choosing an OBJ that is not an animal.

"A buck" is read and initially interpreted as referring to
money. Immedia:ely, the newly added reguest rejects this
interpretation of 'a buck", BACKUP is called, and another
sense of "buck" is found, which FEATURE does find to be au

animal., Therefore tr~ final result is:

"{ACTOR (JOHN1)&=p (PROPZL) ORJECT (BULLET)

FROM (JCHN1) TO (BUCK1 REF (A))) TIME (TIM@l) MODE (WNI1L))
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Graphically this is:

—>BUCK

L—-(JOHN

There are ot course uasatisfactory aspects apbou* this

D
JOHN&=}PROPEL &~ BULLET¢—

solution. Certainly the request should not be dependent

on the OBJ of the verb, since there may be a verb that
means shooting but uses ¢ preposition to signal the ob-
ject being shot. A more general way of treating both this
and the "hate" text is described in Part II. However, this
example is only meant to show. as are the others, some of
the ways by which contextual effects in text analvsis can

be implemented.
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CHAPTER 9

REVIEW OF THE ANALYZER

The analyzer has been describad by means of a numher
of examples presented in some detail. The word-oriented
nature of the analyzer makes this kind of description
necessary. Analysis occurs through the execution of pro-
grams, i.e. regquests, that OXiginally spring from in-
dividual words. The meaning of a word in this svstem is
thercfore a very dynanic thing, best illustrated in actior,.
Further, during analysis there will be many of these pro-
grams. Examples are 1ecessary to show how these prcgrams
interact with each other.

With the presentation of these examples, hopefully
several points have been made clearer. For ore, there is
a cli.se relationcship between the basic assumptions, which
were listed before the description of the analyzer func-
tions, and the shape of the analysis program, between the
theory and the implementation. For another, the word has
been given a central role in the process of analysis but,
a. the same time, weakened as an isolatable element. Thac
is, a word is important for the actions it performs. There
may or may not ke a conceptual structure closely associated
with the word. Fur.her, when work is done through words
and not syntactic patterns, there is both a capability for
and a bias towards producing conzeptual interpretations
directly. It is not necessary to first produce a syntactic
descriLtion, as an intermediate goal, in order to interpret
1 fentence. Further, conceptual structures can be given
to a deductive memory system. Therefore the intermediate
results, which are conceptual structures, can also be given
to memory. Hence memory can be used during, not just after,

the analysis.
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Chapter 8 on "Muiti-Sentence Analysis" demonstrated
that the expectation mechanism could be used to implement
certain contextual cffects. But it also demonstrated the
need for a more systematic approach to the manipulation of
expectations. Chapter 8, in other words, provided the mo-
tivation for the work in Part Il

I would like to have spent more time describing how
the analysis of various situations procceeds. It is import-
ant to accept the claim that the expectation mechanism can
handle the analysis of any reasonable sentence. Part II
is based on the assumpticn that the analysis program, as
given, is essentially correct. The sufficiency of the ex-
pectation mechanism cannot be proved, of course, but it
can be made believable by applying expectations successfully
to a large number of situations.

The analysils program is not a large one. It has a
vocabulary of about sixty verbs, two dozen ncuns, half a
dozen prepositions, and a few adjectives, However the defin-
itions of these words, particularly of the verbs and pre-
positions , are often quite compiex and can handle a number
of dif.erent constructions. Thus the analysis program, be-
sides tne examples that have already been given, can do the
following:

1) "Is" constructions - The requests associated
with "is" allow the analysis of predicate adjec-
tives ("John is sick"), progressives ("John is
going"), pascives ("John was hit") and yes-no
questions ("Is John coming?").

2) "Get" constructions ~ The va2rb "get" ‘s like
"give" in the range of types of objects it can
appear with. The analyzer is capable of handling

constructions like "get someone a sock", "get

so>meone a job", "get a beating", and "get mad".
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3J) Verb-prepositions - Although there are only
a few prepositions, there arc many cases where

the function of a preposition is totally de-

1t

termined by the main verb. Thus there are many

+

"meanings" possible for these few prepositions.
The analyzer has verb-preposition construc-
tions for "agree~-to", "agree-with", "agree-
that", "help-to", "help-with", "remind-to",
"remind-that", "swap-for", "swap-with", and
others.

4; Causation - The analyzer is capable of '.andling
verbs with implicit c&ausation such as "kill",
"hurt", "aggravate" and "bother". It can also
handie an explicit statement of causation, us-
ing the word "because", as in "John went Le-

N cause Mary came." Further, the verb "cause"
can be analyzed in sentences like "John caused
Mary to drink the wine," "The beating caused
Mary to be hurt," and "The book caused Mary
to decide." Notice that in the first sentence,
John does some action that affects Mary, whereas
in the last sentence Mary does something
that affects herself.

5) Unannounced ciauses - The aralyzer can handle
cases where a new clause begins without an
introdictory word like "that" or "which". For
example, the analyrer can trea2t "John told
Mary the dog was sick" and "John promised Bill
Rita cculd come."

6) Miscellaneous - Simple active interrogatives

like "Who is coming?" can be handled.

-7
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- The construction "is going to", as in
"John is going to go", is recognized as in-
dicating a future time.

The complex tense relationships that
"has" and its forms can produce have not
been treated, but the analysis program does
handle "have a book", "have a headache", and
"have a job" constructions.

- Simple adjectives in noun phrases are
handied. The analyzer can do "the green book"”
or "a sick man", using the same senses of
*green"” and "sick" that are used when these
words appear as predicate adjectives. The
function FEATURE knows ~"“out modifiers. It
can tell that "a green book" is a physical
object by the definition of "book", and that
it is green, by the explicit modifier.

Most of the definitions and programming for these con-
structions was done by Paul Martin, based on the definitions
and analyses that were described in Chapter 7. Very few
conflicts occurred when his new definitions and mine were
combined. An advantage of writing programs for specific
words rather than for syntactic word-classes is this modu-
larity. Independent efforts can be done, extending the an-
alyzer's capabilities, without interferring with each other,
even though programming styles may differ quite a bit.

The =ime required to analyze sentences with constructions
like the above depended more on the complexity of the con-
ceptual manipulations involved than on the length of the
sentence. Fcr example "John gave Mary a book"” was analyzed
more rapidly than "John bought Mary a book." The latter

involves building and attaching a second conceptualization
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to the buying structure because "Mary" appears where it

does. But the time for analysis was rarely over five seconds

of computer time, when the Lisp program was compiled, even
for compiex sentences.

The analyzer therefore is not solely an implementation
of a theory of analysis. It is also a practical approach
to computational language analysis. It seems particularly
useful for those cases where the results of the analysis
are quite different from the elements of the input.

In Part II this analyzer is extended. This extension
1s not the simple growth that results from more and more
definitions. in fact, no new words are defined in Part II.
Instead, definitions that have been described become the
objects 2f nther processes and manipulations. Far from
being replaced by Part 11, the analysis program of Part I

beccmes valuable in 2 new way.
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PART I1

GUIDE TO PART II

Part I1 is less technical than Part I because Part I1I
has not (at the time of writing) resulted in a progran.
However, it uses cthe devices developed in Part I to express
ideas specifically enough so that programming is not far
away.

In Part 11 the general topic is the analysis of texts.
It assumes that the way the analyzer handles sentences 1is
essentially correct. The task then is to extend the analy-
zer in a consistent manner so that texts can be handled
as well. To do this, two things have to be studied until
structures for cach can be seen.

One of these things is the nature of a text. What
effects occur during the comprehension of a text that must
be accounted for? This is the topic of Chapter 11. What
general mechanisms produce these effects? 'mis is the topic
of Chapter 13. Chapter 13 starts with information stored
in static forms. In particular, it is concerned with what
pictures are present that say where the discourse is going.
Then the chapter continues with a description of the pro-
cess by which this static information comes to actively
affect analysis.

To describe this conversion, we have to know what it is
that is being affected. The second thing which must be
studied, and for which a structure must be found, is the
analyzer. In Part I, the analyzer was expanded to meet
the needs of various examples. There was no predefined con-
cept of what the analyzer should look like, v«cept for the
general one imposed by the goal of modelling human compre-
hension. But once there was enough of the analyzer to work
with, it became ioth possible and necessary to look for im-
plicit structures.
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Chapter 12 describes the structure that resulted from
studying the analyzer. The later sections of Chapter 13
show how this structure is used in a theory of text com-
prehension. Basically, A way is described of linking ex-
pectations to each other and to points in static forms.
When everything is tied together in a large stru:ture,
information diffuses easily throughout the system. An im-
portant result of this is that useless forms and expecta-
tions do not accumulate. When something is removed, those
elements that were tied to it and only it are also removed.
Hence, at any point in the analysis, everything present is
tied t» and justified by the presence of something else.
Section 12.2 presents a simple flow table, similar to that
given in Part I. Like the previous flow table, this one
should provide a helpful overview for the reader.

Chapte. 14 wraps things up. It looks at what has
happened and what is yet to come and maybe what it all

means.
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CHAPTER 10

INTRODUCTICON TO EXTENDED ANALYSIS

The term "Extended Analysis" refers to two different
kinds of extension to the previcus work. First, there is
the extension of the domain of analysis from isolated sen-
tences to short tz2xts of several sentences Second, there
is the extension of the analyzer itself to satisfy certain
needs of text analysis and to correct sone of the deficien-
cies of the original analyzer. (The terms "text" and "text
analysis", as used in the remainder of this description,
refer only to the kinds of sequences of connected sentences
and the analysis of them that the examples that will be
given indicate. The terms do not refer to t'e body of
work called "text analysis".)

In extending the domain to texts, there must be a the-
ory about what a text is, about what makes a sequence of
sentences form one unit. When the analysis of single sen-
tences was bouth developed and described, it was implicitly
assumed that the sequences of words analyzed did indeed form
coherent units. In developing an approach to text analy-
sis, it pecame clear that the same assumption must hold,
that the analyzer must assume that each sentence it seec
should, if possibie, be tied in with the previocv: sentences.

A sequence of words is bound into one coherent sentence
by the predictions that the analyzer makes when it sees
these words. Words are defined in terms of the predictions
that should pe made when these words are seen. Word de{ini-
tions emphasize how a word interacts with other words, rather
than what the word in isolation micht mean.

Tue theory of text anaiysis 21so stresses binding by

predictions. To assvme that a word is appearing in a sen-
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tence, is to associate with it predictive (hen e interactive)
information. To assume that a sentence is appearing in a
text is also to associate with it predictive-interactive
information. For a word this predictive information is in
the defiaition the word has for the analyzer. For a sen-

tence the predictive information is in the context cluster

which the analyzer associates with that sentence. A c¢on-~
text cluster is basicaliy the bundle of predictions and
structures, knowledge that can bind a “ext into a unit.
The cluster has much the same theoretical role in the de-
scriptionof the analysis of the text, as the predictive
word definitions had in the description of the analysis
of sentences.

Besides the addition of the context ciuster, the analy-
zer itself is extended. In extending the mechanisms of the
analyzer itself, however, the original scheme of analysis
remains. To the original analyzer have been added several
mechanisms that extend the manipulative power of requests.
One of the crucial directions extension takes is to allow
requests to manipulate easily not only conceptual structures,
as before, but other requests as well. Manipulation in-
volves three actions: creation, modification, and deletion.
As far as requests wa2re concerned, (he analysis of single
sentences was concerned primarily with creation, with calling
into play relevant predictions. With text analysis, the
focus shifts to the mechanisms necessary for modifying and
deleting predictions when they become no longer relevant.

To do this requires not only varioug devices for modifying
and deleting but also a definition of what 1elevance means.

Because the manipulation of requests implies the cap-
ability of recognizirg what various requests do, much of

the developmental work is on characterizing requests. The
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goal is to make it easy for one reguest to recogaiize anotier
request. First, of course, it had to be determined exactly
what information about 2 request was crucial for recognition,
and what was not. As much as possible, 1 wanted to have

a reguest be a black box in the eye nf the analyzer, recog-
nizable and manipuilable through a small set of links that
tied one request with another. The alternative to this
would be to give the analyzer the capability of reading and
writing the Lisp programs that the requests were written in.
This would require an analyzer very advanced in the domain
of automatic program writing. Further, it would contradict
the intenticn of modelling human comprehension, unless I

was postulating that people know how their own thought pro-
cesses are encoded.

There are therefore three things that have to be de-
3cribed. One is the context cluster; the initial source of
the information that is used to organize the analysis of
texts. The second thing to describe is how requests in the
analyzer can be characterized and manipulated. Finally,

“e can talk about how the information from a context clus-
ter, tnrough the manipulation of requests, leads to the
analysis of & text,

Describing what context clusters look like means de-
Scriiing the kinds of predictions and the sources of these
predictions that cause the analyzer to treat a svquence of
sentences as a coherent text. These predictions‘alter the
flow of decisions in the analysis of sentences. The altera-
ticns are intended to make the interpretations of the sen-
tences of a text consistent with each other, in the same
way that a4 verb in a sentence alters the int-rpretation of
prepositions sc that a consistent whole may be formed.

The next two secticns are concerned with the kinds of

alterations that occur when sentences are anaiyzed in context.
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CHAPTER 11

CONTEXT

11.1 THE WCRD “"ZONTEXT"

One dJdictionary definition of context is: "the parts
of a discourse or writing which precede or follow, and
ave directly connected with, a given passage or word."

{(The American Colleg2 Dictionary. Random House). This can

be generalized to "the situation in which a given passage
or word occurs"” and thus include the non-linguistic ele-
ments that relate to a passage.

Context in this sense is a descriptive idea. We say
that in different contexts one sente.ice can lLave different
meanings, and that in different contexts there are different
restrictions on the types of senterices that can occur with
them, Context, used this way, is not an explanative con-
cept. By that I mean that the specification ot a context
in which a sentence appears does not include any specifica-
tion cf what pieces of information from the context affect
the understanding of that senterce. We say that a sentence
has a certain interpretation in a cexrxtain context, but this

doesn't tel. us why it has that interpretation in that con-

text. For example:
1) John and I were fishing. He caught one small
trout. I caught one too.

2} John and I were very cold and wet that day.
He got a bad cold. I caught one ttwo.

3) John and 1 decided to stay. Hello.
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The sentence "I caught one too" means something differ-

ent in the first context than it does in the second. 1In
(1) 1 take it to say that "I caught a trout also." 1In
{2) I take it to mean "I caught a cold also." 1In the third

example the phrase "Heilo" seems out of place in the con-
text and would probably irndicate a break in the monologue.
Notice that these statements do not say why the effects
occur, but only that they do. The word "context" there-
fore commonly refers to the surroundings in which a. utler-
ance appears. Here, however, "context" will refer to the
underlying elements that cause the contextual effects and
restrictions, like the ones given above. A result of study-
ing language comprehension rather than language patterns is
this fcress on underlying mechanisms.

However, before we can talk about what mechanisms un-
derlie various contextual effects, we need to have a better
idea of what kinds of effects can occur. The next section

presents a number of examples of ditferent kinds cof eff..cts.
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11.2 CONTEXTUAL EFFECTS

There is no0 problem finding examples of contextual eof-
fects. In fact, it is much more difficult to find cases
where such effects do not occur. Few sentences occur iso-
lated from other ' sentences, and none occur apart from a
non-linguistic environment.

One contextual effect is change of meaning. For ex-
ample:

1) John and Mary were racing. They were afraid
of being beaten.

27 John and Mary were running. They were afraid
of being beaten.

Chapter 8 implies that the meaning for "beat’'chosen
by the analyzer was not the same for texts (1) and (2). In
(1) John and Mary were afraid of losing the race, while in
t2) they were afraid of being physically struck. It is not
crucial theoretically if someon2 disagrees with this as-
sumption as long as he believes ther. are cases of mean-
ing change like (1) and (2). Changes of word sense is the
focus of extended analysis, although it is more concerr:32
with those that can't be explained by word-ascsociations, as
(1) and (2) might be.

Another contextual effect is change in the signifi-
cance or intent of an utterance. For example:

3) It takes me 20 minutes to bicycle home. Can
you go faster?

4) Driver, I'm in a hurry to get home. Can you
go faster?

Even though the aialysis of "Can you go fastes?" should
Jive the same conceptual structure in both (3) and (4), the

intent of that sent?nce is different for each case. in
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(3) I take i. to intend "Are you capable of going faster
than I do?" In (4) I take it to intend "Please go faster."
For this reason it is satisfactory to respond with only a
"yes" to (3) but not to (4).

Another contextual effect is anaphoric reference. For
example:

5) John gave Bill a book. He returned it later
that day.

The referents for "he" and "it" ian the second sentence

of (5) are presumably Bill and the book respectively.

Related to this is the use of the definite article "the"

versus the indefinite "a". For example:
6) John :ave Bill a book. The honk was War and
Peace.

7) John gave Bil. & book. Th.:. spine was broken.
In (6) and (7) "a" is used in the first sentence to
introduce the book. In (6) "the" is wsed in the second to
refer to it. 1In (7) "the" is used with the "spine" to in-
dicate trxzt the spine of the book of the previous sentence
is meant.
Ell ,sis in utterances involves another contextual ef-
fect. A sentence can have a gap that should be filled with
pieces of the preceding context. For example: ]
8) Whose house was on fire?--John's.
9) That house is on fire.--John's? .
10) Did George say what kind of ice cream Mary

likes?--George thinks vanilla.

[3

Example (8) is a common form of ellipsis follcwing a

question that means "Tell me an X such that Y." The reply

[}

can be just a specification of the X without repeating the

3

g {

Y. Example (9) 1s an elliptical question given in response

tv a st.tement. Example (10) is one used by genzrative

|
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semanticists to argue against the traditional transforma-
tional view that grammaticality can be considered out of

context,

There are obviously a wide variety of contextual effects.

It is doubtful that any cne simple mechanism can account for
them all. Sor = of them are syntactic effects and some are
conceptual. Examples of syntactic effects ar- tte ellip-
tical answers of (8) and (10), where surface structure 1is
abbreviated by assuming the repetition of part of the struc-
cure of the question. Conceptual effects occur in (1) anrd
(2) where the meanings of words change. We shall be
concerned here with conceptual effects.

Furthermore, there is a basic contextual effect that
motivates the rest. I am referring to the fact that the
sentences in a text do not disappear, like the Cheshire cat,
leaving only a smile to affect later analyses., Rather,
in comprehending a text a single structure is built, a kin?d
of super-sentence, to which each new sentence is added as
it is understood. Part of the intuitive notion of under-
standing a sentence is this ability to see how the sentence
relates to what l.as gone before and what is to come.

We will be cencerned with contextual effects arising
from information that is associated with the elements that
appear in tae text. This information is organized in what

is called a context cluster, and the general natvre of

such clusters is the topic of the next section.
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11.3 THE CONTEXT CLWUSTER

The basic mec .nism used by the analyzer for handling

context is the context cluster. A concext cluster is a

coherent group of interrelated facts and expectations ocri-

ented about a common theme. Theme is the unifying e.ement

(or elements) of a context cluster. However, outside of

using words to iabel tnem, a particular theme prokably can

Lanant ]

be steictly defined only circularly in rerms of the concepts

that are organized about it. An example of a theme is a

+

"contest”, which is the unifying element for concepts in- |
volving a group of people, each of whom is tryirg to do

better on some fairly well-defined scale than anyone else

in the group. "Contest" appears nowhere in this set of

concepts but is instead a label for the theme of this clus-

ter. These conceptualizations that express the theme of

the cluster form the core of te cluster. While providing

the 'meaning" of a cluster, howevsar, this core is a passive

data structure. Hence it is not enough for dealing with

effects upon a process like language analysis.

Associated vith the core, and part of the total context
cluster, are specifications of actions relevant to the con-
text. For our purposes only those actions related to word
meanings in particular and language processing in general will
be important, but it is also in this area that we might
place the response that a person has to being in a rare,

.e. 1nstructions on how to run fist, and rules for decid-
ing when th2 goal is no longer worth the effort.

For example, the meanings that are ~hosen for words

like peat", "win", and "cheat" are affected by the con-
text cluster cf a "cont=st"” when it is attive. A context
cluster has actions that change the meanings of words to

make them more relevant to the theme of the cluster. In
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terms ¢f a network model of memory the effect involved
could be seen as lighting up or activating nodes in a graph.

This kind of effect was implemented and described in
section 8.1. Every word has two pointers to possible senses
of that word. One, called C:/RRENT, points to at most one
element. It is a sense of the word that has been specifically
nredicted by the preceding context. The other pointer,
called COMMON points to a list of senses for that word.
These are senses that are usually recoveralkle after a mo-
ment's thought about the word out of context. When no sense
has been predicted for CURRENT, an arbitrary element from
this list i3 picked. It is not necessary, by the way,
that CURRENT point to a sense that appears in the COMMON
list. And it should be obvious that the list of common
senses is a convenience and nct a model of the organiza-
tion or words in memory. The ordering of that list is also
not of imnmediate concern. What is important is the pres-
ence of one sense predicted as being the curren: one, the
one that should be considered before others.

Another action specification that can appear in a
cluster is a request., That is, as part of the knowledge in
a cluster, there can be a datum that says "if you see an
X then do Y." This can be viewed as a generalization of
the contextual lexicon which says "if you see the word X,
then assume it means Y."

In the programmed implementation of text analysis de-
scribed in section 8.1, requests attached to a context clus-
ter were responsible for the conceptual predictions that
the cluster led to. In excended analysis conceptual pre-
dictions are made by the monitor program based on the con-

certualizations in the static core. However, there are

l62




~till certain requests that beiong to the action part of
a cluster, These are called traps and are described in
section 12.4. Monitor-generated predictions are of more
interest to us here than the trap-gernerated ones. This is
because the monjitor makes predictiorns in order to achieve
some goal. That is, there is a motivation for a monitor
prediction. But a trap prediction says that certain situa-
tions happen to be handled in a particular way when this
context cluster is involved. A trap prediction is not mo-
tivated by some overall purpose. For example, the monitor
may predict that a human being will be referred to by some
future nouun pnrase because the conceptualization being built
needs a human. A trap prediction might say that "a rat"
refers to a human in a given context, but this prediction
is not made in response to any particular need for a human.

The context cluster is a device whoese function is to
provide the analyzer with world knowledge in usefully-sized
chunks. Clusters are an hypothesis about one aspect of
the cognitive process of finding relevart information. The
hypothesis is that world knowledge is o:ganized, in the
long term memory, into clusters. When part of a cluster is
perceived in some sjituatior, then all of the information
1n that cluster is assumed to be relevant to understanding
the situation. That is, this information is used to predict
what will come next, and how everything ties together, A
word usage that is peculiar to a cluster, or some concept
that is central to a cluster, are reasons for activating
that cluster,

The context cluster is not one of the main topics of
this thesis. It is necessary to develop some idea of hcw

world knowledge is presented to the analysis processes, but
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of more concern here is how that information is then used.
For this reason only a sketch of context clusters is given
and many major issues are left untreated.

For example, it seems reasonable that context clusters
are highly organized internally. For our purposes the only
organization is that of the story-pattern, where conceptu-
alizations are arranged in narrative sequences. Presumably
hcwever these story-patterns themselves appear in larger
structures, with some patterns serving as subparts of others.

Another issue is how to recognize when a cluster should
be activated and wher de-activated. For our purposes, the
use of associative links, from word senses and concepts to
clusters, is sufficient for the activation of relevant clus-
ters. And just as it was not necessary to worry about re-
moving requests when only single sentences were being an-
anlyzed, sc too it is not necessary to remove context clusters
when only short texts are being considered. However both
of the processes, activation and de-activation are clearly
important issues in the area of general cognitive mechanisms.

Another issue is how many context clusters there are,
and, related to this, how they are. This, of course, is
something that only experience will tell. The answers de-
pend in part on what internal structures clusters are assumed
to have, ana on what, if any, relationships exist between
clusters.

In summary, the context cluster is part of a theory
cf memory organization. As such it is not the main focus
of this study of language analysis prccesses. Our interest
here on processes leaves us less time to spend on data organi-
zacion. Hence the context cluster as a mechanism is developed
just enough to allow the description of extended analysis

to continue.




In the section 13.2 "Contexts and Stories”" more will
be said about the conceptualizations that appear in the core
of a context cluster. Also, this section begins the de-
scription of how these passive structures are converted to
active language analycis effects. First, however, the
mechanisms which extend the analyzer and which are used in

this conversion must be described.
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CHAPTER 12

EXTENDED ANALYSIS MECHANISM:Z

12.1 OVERVIEW OF EXTENDED ANALYSIS

Extended Analysis applies to the analysis of texts,
as opposed to sentences. It starts with the prediction of

conceptual patterns caused by the creation of seme initial

conceptualization during analysis. The prediction is done

with the mechanism of a story-pattern. Story-patterns are

sequences cf conceptualizations stored in memory. They

are part of a person's world knowledge. The recognition of

one element in a sequence leads to the prediction ot adja-
cent elements in the sequence.

Story~patterns appear in context clusters. A context
cluster consists of related conceptualizations, a contextual
lexicon which is a jargon associated with the topic matter
of that cluster, and various instructions about what actions
to do if certain situations relevant to that cluster are
2ncountered. Subsets of the conceptualizations in a cluster
form story patterns.

Conceptual pattesns predicted from stcry patterns are
compared against new conceptualizations as they are built
during the analysis. When a conceptual pattern partially
matches a conceptualization being built, it is predicted
trat the remaining sub-patterns to be filled in the conceptu-
alization will match the corresponding ones in the pattern.

The real task, however is to convert these predictions
of conceptualizations into ones about language constructions.

The mechanism for doing this is the chain. At any point in
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the analysis «f a sentance, there is a set ol requests wait-
ing to be triggered. Each of these requests apecifies a
situation and an ection which will be executed if that
situation becomes true. Some situations depend directly
upon the appearance of some word or word sense. Others,
however, become true only after one or more other regquests
are triggered first. That is, the situation of one request
depends on the acticn of a second one. The situation of
the second one may in turn depend on the action of a third,
and so on. This string of dependencies, frouw situation to
action and back, is called a chain. Eventuaily, during

the analysis, every request that cculd be triggered must
belong to a chain ending in a dzpendency on a word or word
sense situation. Otherwise nc language cevent could ever
trigger that request.

The analyzer starts therefore with predictions of :-on-
ceptual patte:rns or sub-patterns. These lead to preferences
for any requests whose execution produce those patterns.
When a request is preferred the situation that triggers that
regquest is preferred. But a situation may depend on the ac-
tions of other requests. Therefore these requests are them-
selves preferred. In other words, the initial conceptual

prediction leads tc a preference traveling down the chain

of dependencies that exist between requests. At eacn stage
thcse requests are preferred that would trijger the request
already known to pbe preferred. Ultimately preferences tra-
vel to the level of word and word sense situaticns. Word
sense preferences are the basis of the kinds of contextual
effects that extended analysis dea’'s with.

For example, suppose @ prediction of the following

conceptualization has been made:

R (B
JOHN¢==) ATRANSé—— gg-—{:
JOHN
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Then suppose the sentence "John gave Mary a sock" is an-
alyzed. When "gave" is encountered severai requests are

added to the set of those waiting to be tviggered. One of
these says that if a noun phrase referring to a physical
object is found, then an ATRANS conceptual pattern will be
built. Because this pattern is the preferred one, this
request is preferred. Therefore the situation that would
trigger this request is preferred. The situation that
triggers this request is given by the TEST portion of the re-
quest. Therefore there is a preference for a noun phrase re-
ferring to a physical object. This preference is ac the language
level. This preference means that when a noun phrase is built,
while this preference is in effect, if the main noun can

refer to a physical object, then that sens2 of the noun

will he chosen. Thus, in "John gave Mary a sock," "a sock"
can and hence will be interpreted as an "item of footwear".
This causes the ATRANS bvilding request to be triggered and
the initial conceptual prediction t» be satisfied.

Central, therefore, to extended analysis is the ability
to find these chains of dependencies. This is accomplished
by isolating and explicitly specifying two pieces of in-
formation for each request. One is called the need of a
request, and the other is called the focus.

Both the need and the focus of a request are given by
a role, i.e. some position in a structure, conceptual or
linguistic, Every request looks at the substructure in some
position in a structure, and, if the regquest is triggeied,
puts a4 new substructure in some position in a structure.

Tne particular need that a request has is that role which
the execution of the request causes to be filled. The fo-
cu. of a request is that role which the re7Tuest looks at.

It 13 possible that a request may depend on a conjuncticn

168




of situatinns, in which case ithe focus may be a list of
roles.

Needs and foci are us~d in the conversion of prefer-
ence f{rom the concept level to the word level. The need
gives information about the action portion of a request.

The focus gives information about the test portion of a re-
quest. Together these two prgvide the information needed
to tind the chains of request dependencies.

The key rule is this: a request depends on those
requests whose need equals its own focus. The focus ot a
request is that role upon whose value the triggering ~¥
the request depends. Any other request with a need equal
to that focus can change the value of that role, by the
definition of need. Hence this other request can affect
the triggering of the first request. Therefore the first
request depends upon the cther,

Fo. example, suppose there is a request whose action
is to give a value to CONCEPT. That means the need for this
request is CONCEPT, Suppose further that this request is
triggered when OBJ has a certain feature. That means the
focus of this request is OBJ. Hence this request depends
on each request that gives a value to OBJ, i.e. whose need -
is OBJ. For most verbs, requests filling OBJ depend on o
some feature of SENSE. That means that the focus for such
a request is SENSE. So we now have chains of dependency .
that go from the CONCEPT request to each OBJ request, and
from each of thuse to SENSE, i.e. the language level.

Neea and focus have independent justification for their
existence, beyond their use ir chaining. fin particular a
need specifies the purpose of a request, and when that pur-
pose is no longer viaple the request can be removed. A

focus specifies what a request is affected by, and only when
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the focus .hanges 1n value is it necessary to see it the
test of the request has become true.

The need mechanism is used to requlate what requests
are active at a given point in an analysis. This regula-
tion is based or. the gaps that exist in those structures
that the analyzer is buildir . The absence ot information
in some structure can be taken care of only by those re-
quests that affect the value 2f that role. As long as the
gap remains, these requests are kept waiting, for the pur-
pose of filling it. And as soon as that gap is filled, the
reason for keeping these requests disappears and so, there-
fore, do the requests, even though the requests may never
have been triggered. The need of a request is used, thercfore,
to 1link a request with the gap in a structure that is the mc-
tivation for retaining that request. The next section gives
an example of how this works.

Th~2 focus does not have so drastic an effect but it
does allow the monitor to handle the testing of requests in
a more efficient manner. When a role ig3 giver some value
during analysis. it is not necessary to check the entire
set of reguests to see whicn ones have been activated. In-
stead, only those requests whose focus equals the role which
was just given a value need to be considered, because only
these requests are affected by that role. Further, since
executing a request affects only the role specified by the
need of that request, only those requests whose focus equals
the 1.eed of a triggered request need to be lnoked at pr-:xt.
In vther words, the checking and execution of requests pro-
ceeds up the chain of dependencies down which prefererices
were passed.

Exactly how the request chains are formed, and how pre-
ferences are ;assed along them, as well as details about the
nature of the neced and focus of a request form the content of

the discussion of extended analysis that follows.
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12.2 A FLOW TABLE FOR EXTENDED ANALYSIS

-

As a guide to the reader, this section presents a table
of the flow of operations in extended analysis. The table
is similar to the cne given in section 2.4 {("Overview. of
the Analysis Procesn"), but several nctational changes were
required. Several new columns were added and these nec-
essitated the use of letters and numhers to refer to pre-
dictions and requests. What these symbols stand for is
explained in the comments after the table.

The new columns are "Predictions Active" and "Needs
Active". The predictions that are in effect at each step
in the analysis flow are listed under "Predictions Active".
Listed under "Needs Active" are the gaps waiting to be filled
at each step 1n the analysis, followed by the numbers iden-
tifying the requests that have been suggested to fill this
need. Also listed here are trap:s, i.e. requests not di-
rectly attached to any particular need. Traps will be dis-
cussed in section 12.4.

The text analyzed in the table is "John hated Mary.
Tohn gave Mary a sock." Only the second sentence is traced
tecause the conceptual predictions A and ¢ are made after
the analysis of the first sentence.

The definition of "give" is modified in a minor way to
demoi..strate the need mechanism better. Rather than having
a request that chuanges the sense of "to" to TOl, there is
instead a request that looks for "to" and performs the

same acticns that TOl would.
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STEP WORD PREDICTI1ONS NEEDS REQUESTS ACTIONS
READ ACTIVE ACTIVE TRIGGERED TAKEN -
)] none A,B SUBJ-1 none none
! CONCEPT~
L l John A,B SUBJ-i ! Choose SUBJ
l CONCFEPT- Lo be John
] Rcmove need
| l for SuBJ
Z gave | A,f CONCEPT- | none Remove B l
' ’ 2,3 Add C based '
! RECIP~ on A
I 4,5 Add D bas
g on C
3 . Mary | A,C,Uu CONCEPT- 4 Choose RECIF
! 2,3 Remove need
’ RECIP- for RECIP i
) i
i 4r5 i
(]
4 a ., A,C,D CONCEPT~-
2,3 I Set aside
trap 1I needs and*he
predictions
A and C
Add trap II
5 sock ' D trap II none Choose the
action sen-e
I of "sock"
(]
) period ! D trap il 11 Build NP "a '
' sock"”
i Reset nc¢eds
! and predicticns=
‘ Remove D
7 none A,C CONCEPT- 3 Build CONCEPT
I 2,3 to be John
l hit 4
i Reno C )
8 none A none none Remcve A
= an = e e e |

Commernts:

Predictions:

A-predict CONCEPT is John
B-predict CONCEPT

is Mary

will hurt Mary
had hurt C hr

C-predict request 3 will be used
D-predict a NP will refer to an ovent




l1-if there is an NP,

an NP is a POBJ

chcose SUBJ to be

build CONCEPT to

be giving the NP

an NP is

an event, build CONCEPT to

be that event

MP is human,

e

choose RECIP to be

is a "to", choose RECIP tc be

the NP following

Requests:
the NP
2-it
3-if
4-if an
the NP
5-1f ther
Traps: I-if true

I1-if WORD ends NP,

then start buildinc¢ an NP

then build NP and re-

set ev~erythinag

Traps will be discussed in

they
than

In Step
There are two needs,
sugyestion
ist for COMCEPT.

Also
of CONCEPT.
John hurting Mary.
about ~ary having hurt John.
cn the basis of the analys:is
de-starding of this sentence
made in order to fill 1n two
structure.
zation underlying "Jolhn
pattern abcut how pecple
is a reason for why John
be filled.

gap will The

follows fro: John hating Mar

will be filled.
In Step !
originzal analyzer. "“John"

1

are requests generated to

@ we see the initial state

nas been made on how te fill SUBJ,

there are two predictions

Prediction A says that

o}

causes
different gaps in a
The larger structure,
hated Mary"
behave.
hates Mary.

other gap in

V)

nothirng happens that didn't happen
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section 12.4. Basically

start new structures rather

fill the needs caused by an existing structure.

of the analysis.

one for S5UBJ and ore for CONCEPT. A

but none ex-

about the future value

CONCEPT will be about

Pred.ction B says that CONCEPT will be

These two predictions are made
f "John hated Mary;."” The un-
two predicticns to be
irarger

to which the conceptuali-
belongs, is a story-
One gap in this patte=--
B predicts that t 1s
the pattern is what
that this

A predicts gap

in the

is chosen as the SUBJ and so




the request for SUBJ disappears. The reas n this request
disappears is slightly different, though. In the original
analyzer it was removed because it had been triggered.
Here it is removed because there is no longer a need for a
SUBC filling action.

In Step 2 the verb "gave" is associated with two sugges-
tions for filling CONCEPT. These are added to the REQUESTS
list. Also a need for RECIP is added, plus two suggestions
on how to f:11 it. Further, because "John gave"” means that
any value ¢f CONCEPT to be built will have John as the actor,
prediction B can no longer apply and it is removed. Pre-
diction A is still possible if request 3 is executed. So
the monito:r makes prediction C which prefers request 3.

In order for request 3 to be executed, a NP must occur
referring tc an event. Therefore the monitor makes pre-
diction D, which prefers a NP referring to an event.

In Step 3 the PECIP need is filled by request 4. Note
that this means that both request 4 and request 5 Are re-
moved, even though 5 is never triggered.

In Step 4 a trap is encountered. This means that "a"

does not itself fill any needs, but rather starts some

separate actions going. In this case the building orf a
noun phrase is begun. .verything is set aside except pre-
diction D. Predicticn D is kept because it applies to noun
phrases.

In Step 5 preuiction D causes the hitting sense of
"sock" to be chosen.

In Step 6 the trap that completes the noun phrase is
tri.ggered ana 'a sock"” is built. Prediction D is removed
because it has been used successfully on this aoun phrase.
The res:c of +'e predicticns and needs are restored.

In Step . request 3 is activated, thanks to the suc-
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cess of pradiction D in picking a sense for "sock". This
fills the need for CONCEPT so »oth requests 2 and 3 are
removed. Also prediction C is satisfied and removed.

In Step B8 prediction A is satisfied by the final value
of CONCEPT and so it is removed. The importance of this
step is that if another sentence were to follow, prediction
B could still be tried, but not prediction A.

We have of Lourse left out numerous details in this
chart. The building of the structure for CONCEPT involves

the use of needs and suggestions, none of which were listea

abcve, The basic flow o{ analysis however is as above. There

are two major changes from the flow given before in section
2.4. One is the use of needs to control the set of requests
active. The other is the maintaining of a set of predic-
tions that affects which requests are executed.

The way :.ee.ds, predictions, and requests interact
should be %Xept in mind as each of the elements is described.
Although each element can be justified separately, of
greater interest is the fact that they work together so

closely in the total process of comprehension.
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12.3 NEEDS AND EXPECTATIONS

A boesic corncept to be added to the analyzer is celled
the need. Every expectation is associated with some need.
When the action associated with an expectation ic per-
formed, the need disappears. At the same time, when a
need disappears, all the expectations (and their associated
actions) associated with that need desappear as well. A
need, in other words, is the reason for the existence of
an expectation. The fact that an expectation causes it~
self to disappear once the situation it predicted is en-
countered is a special case of why expectations disappear
in general. What is important about the concept of a need
is the fact that triggering an expectation is no longer
the only way in which an expectation might Je removed.

As an example of what is meant by a .ieed, consider

the following conceptual structure:

*
o R
JOHNQ=9ATRANSQ—-BOOKQ——{::
JOHN

The "*" marks a gap in the structure, a place where there
is a need for information. The above structure is creatzad
during the analysis oi the sentence "John gave a book to
Mary" after the phrase "a book" has been comprehended. The
need for a recipient has two requests associated with it.
One is on the list of requests for "give":

((FEATURE SENSE (QUOTE HUMAN))

(CHOOSE RECIP SENSE) NIL)
The other request associated wit.s this need is on the re-
quest list for the current sense of "to":

(T (CHOOSE RECIP SENSE) NIL)

So fa. nothing has changed from the description of the




analysis given before. The same structure has been built
and the same requests are active. When the phrase "to Mary"
1s comprehended, however, something new happens. The re-
juest for "to" fills the gap in the conceptual recipient
case. The request for "to", as before, thereby disapprears
(in the sense that its TEST will not be lcooked at again).
8But now the reguest from "give", the one with the TEST
"{FEATURE SENSE (QUOTE HUMAN))" also disappears, because
its need is fulfilled. Previously this request would still
be present. In the sentence "John 3Jave a book to Mary"
this is not harmful because the sentence ends immediatel:,
and all the requests disappear. however, there are cases
where the ability to remove expectations when they are no
longer necessary is important. The texts discussed in
secz12n B8.1 are examples of this, and they shall be discussed
again later.

The need for a concept to fill a gap is one of several
types of needs. Some of the sources of needs are:

1) A word construction needs a word, with a par-
ticular feature, to fill a gap;

2) A conceptual frameneeds a Toncept, with a par-
ticular feature, to fill a gap;

3} A sequence of conceptualizations needs = con-
ceptualization, with a particular feature, to
fill a gap.

Section 12.4 ("Internal versus External Needs") will expand
this list of sources.

To incorporate this new mechanism, the structure of a
request in the analyzer is modified. No longer does the
variable REQUESTS refer to a simple list. Instead, it is

a list of lists. Each of these lists is associated with
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one need.

Tnese lists specify the requests that are rele-

vant to that need. This has a two~-fold effect on the an-

alysis:

1)

2)

Requests come and go in groups, according to
the needs they are relevant to. Hence it is
possible for a request to disappear without
being activated;

Requests are separated and classified accord-
ing to the needs they satisfy. This allows
some requests to recognize others and thereby

increases the manipulability of requests.
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12.4 INTERNAL VERSUS EXTERNAL NEEDS

When the analyzer was being described, it was noted
that words within noun phrases were not handled as they were
in the rest of the sentences. Normally the monitor read
in » word, checked the request list, loaded the regquests
that made up the sense of that word, and finally rechecked
the request list. Within a noun phrase, however, the re-
quests were not loaded from the word sense. A noun phrase
was built using cnly the passive features associated with
the senses of the words involved. To do this, noun phrase
introducers had a request that changed the value of ACTIVE
and this changed the way the moaitor program ran. It was

not possible to get the necessary effect solely with re-

quests.
There were cwo disadvantages to this solution. One
was that 1t was ad hoc and unaesthetic. The other was that

there was a failure to keepr all the analyzer's knowledge
about language in the dictionary. The information about
how noun phrases were built was hidden within the monitor
contrcl structure. One justification for the request formal-
ism was that it allowed almost all that the programmer in-
tended to say about analysis to be written in a uniform
and highly visible way.

With the concept of a need, a motivetion for the way in
whicth noun phrases are handled can be given. Central to
the explana:ion is the distinction between internelly gen-
erated needs and externall, generated ones. By an internally
generated need, I mean one that is generated to £fill a gap.
An example of an internally generated need is one generated

by a gap in the TO position of an ATRANS structure. Extern-
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ally generated needs are those generated in response to

tne discovery, by the analyzer, of something in the invut,.
An exanmple cf an externally generated need is oiac tuat calls
a barkup routine when the features of an OBJ of a verb con-
tradict what that serb requires.

The needs listed in section 12,3 ("Needs and Expecta-
tions"), are all internally generated needs. Some struc-
ture, either of c¢ccncepts or of words, in order to be com-
pleted, requires more information, and this requirement
is an internally generated need. Consider, however, the
sentence (suggested to me by J. P. Paillet), "John drinks
his coffee c0ld." There 1s nothing in either the syntactic
structure built from "John drinks his coffee" nor the con-
ceptual structure that is the interpretation of "John drirks
his coffee" that reguires the information provided by "cold".
1The adjective is not expected, and there is no internally
generated need it fulfills. Hence there is ro request ac-
tivacted by the discovery of "cold". There is, however, an
overall desire to understand the input, and hence there 1is
a need to tie this word in with the rest of the sentence.
The failure to trigger requests, in other words, leads to
a need to use this input that no one wanted. At this point
the analyzer looks to a list of suggestions that it has
thact are concerned with externally generated needs. This
list rf suggestions is part of the analyzer's general know-
ledge abocut language processes, tied not to structures,
but rather to the need for structures. These background
suggestions are called t:.aps.

"Cold" i. nouv the only word in the above example that
is not pHrepared for by the requests of the analyzer as it
stands. Both "drinks" ard "his" are also unlooked for.

That is, no requests are triggered when these words are en-
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countered. Hence a need arises to use each one. This neeod
to use a word is taken care of by loading the requests of
the sense associated with the word. These requests provide
the action necessary for making use of the words involved.
Thus the requests for "drinks" provide the basic information
for connectir 1 "drinks" to the main clause. The requests
for "his" provide the information that "his" is starting

a notn phrase. In both cares the requests were loaded be-
cause of a need to make use of the words seen. One of the
background suggestions therefore says that the sense of

an unexpected input word may provide the actions necessary
for tying this input to the rest of the sentence.

In contrast to "drirnks"”, "his" and "cold", the two
words "John" and "coffee"” are already taken care of by in-
ternally generated needs. *John" is looked for by the ini-
tial SUBJ request. "Coffee" is looked for by the noun re-
quest generated by the noun phrase structure begun by the
requests associated with "his". Because "John" ard "cof-
fee"have uses already prepared for them, the monitor does
not need to load any requests they might have.

This, then, is why the analyzer treats words within a
nour phrase in a different fashion from those outside a
noun phrase. Words outside a noun phrase are external e-
vents and scmething (perhaps the words thamselves) must pro-
vide the information necessary for using these words. Words
within a noun phrase have roles already prepared for themn,

and thus nc needs to incorporate these words are generated.
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12.5 TRAPS VERSUS NEEDS

The term trap is used for those routines called by an
inexpected event, Examples of traps are the routinec de-
scribed in the last section, that try to find a use for a
word that is encountered whi~h satisfies no expectations.
Backup routines, called when a contradiction is encountered,
are also traps.

Traps can be loosely classified as rcutines that start
with pieces and attempt to make a whole from them. The
routines asscociated with needs, on the other hand, start
with an incomplete whole and attempt to find pieces which
can be used to complete it.

Needs have tho property that it is easy to regulate
their coming and going. Given a particular structure, and
a seot of syntactic rules for such structures, it can be
determined what, if any, gaps exist. When a gap is found,
a need to fill that gap is generated and when the gap is
filled, the need disappears. For this reason, needs are
helpful in controlling what routines or requests are active
at any one time,.

Unfortunately, traps do not begin with well-defineli
structures but with smaller elements, for whi~ch a structure
must be found. How then shoul l traps be regulated?

One possibility is that they shouldn't be, that the set
of traps should be the same at all times. This has several
disadvantages, hcwever. One is that it means that some
traps will probablv be irrelevant but active in some situa-
tions. That is, there may be a routine for handling an
unexpected event that cucceeds in socme cases but could
not possiblysucceed in others. With this solution the

programmer cannot use informnation about the current situa-
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tion to regulate what traps should be activated. Further,
this solution leads to a fairly restricted set of traps,
tc routines for handlirg fairly general problems. These
are traps concerned with the language itself, such as the
fact that an adjective can occur free in "John drinks his
coffee ¢old."” Hence, traps are not readily available to
the programmer for dealing with specific contexts. For
exanple, when listening to commentary on a baseball game,
there 1s a trap for sentences like "Ball two" that im-
mediately knows i* must tie this in with a structure of
the state of the jame, not with the texc of the commentary,
which may be about the home life of the catcher.

Another possibility, therefore, is to associate traps
witn the recognition of particular situations. In other
words, some traps are part of a context cluster, as des-
cribed in section 11.3 ("The Context Cluster”). Other
traps might be associated with situations ltike "currently
in a noun phrase" ou: "cwrrently in a clause" that describe
the syntactic state of the analyses. Traps, therefore, wculd
come and go along with the needs associated with these con-
texts and situations. The difference between traps and
needs would remain, however. A need routine is attempting
to £ill out a structure, but a trap routine is either purld-
ing a new one or modifying an existing one. Further. a need
can disappear while the cluster that generated it is still
present. % rap, however, remains until the cluster is re-
movad.

Howevel, the forcus of study here will be needs, hence the
first assumptio n about traps, that the se* of them is constait,
will be made. O.,ly enough traps to allow a desciiption of
analysis with needs -~ ill be used, and a more det led study

of them will not be made here.
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12.6 THE FOCUS OF A TEST

The need is the crucial extension to the request format.
It isolates that aspect of the action of a request that al-
lows the analyzer to decide whether the regquest should con-
tinue to exist as is, or should be modified or deleted.

However, the action is only onre of the two parts a
recquest specifies. The other part is the test. It turns
out that it is also necessary to isonlate for the analyzer
4 piece of information about the test as well, Suppose
the anaiyzer has decided that it would prefer a certain re-
quest to be executed. It found this request by having a
preference about how some role should be filled and look-
ing at those requests whose action affected this role. The
need of a re-Juest specified what role its action affected.
Knowing that it woculd like this request to be executed, the
monitor then wants to know what situation would cause the
reques*t 0 be triggered. The triggering situation is spreci-~-
fied by the test of the request. Hence if the monitor can
tell what role the test predicate looks at, tacn the moni-
tor can shift its focus to these requests that fill that
role.

For exampl:, suppose tho monitor would prefer that the
value of CONCE' [ be set to an ATRANS action. Looking at
the requests for the need CONCEPT, it finds one whose action
creates an ATRANS structure. Suppose the test of this re-
quest says tha%t the OBJ, of the verb of the sentence being
analyzed, must be some kind of money. Knowing that the
predicate is about OBJ, the monitor can then go to those
requests that fill OBJ and sce if there is one that creates
a filler that is a kind of money. If such a request exists,

it then prefers this request to be executed. Now the mon-
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itor is c¢oncerned with what triggers this regquest and the
cycle 1epeats. In what ways :his chain can end will be
described later.

The information that needs to be extracted from the test
portion of a reguest, called its focus, is the role (or
perhaps the list of roies if the test is a conjunction of
predicates) which the test prédicate depends on. For a
test like " (FEATURE (CHOICE SUBJ) (QUOTE HUMAN))", the
focus is SUBJ, because it is the value of SUBJ which deter-
mines whether the test is true or not.

It is nct necessary to classify requests by the foci, as
we classified them by their needs. This is because a re-
quest is first accessed for manipulaticn through its need.
Having the request nay lead to using its focus to specify
the need of the next request to be looked at. There is a
situation where collecting all requests with a certain focus
would pe useful. A SUBJ is filled, for example, and only
those requests with 5SU3J as their focus need to be tested
to see if their predicates have become true. One couid
use classification by focus ther to avoid evaluating those
predicates that have nothing to do with SUBJ. This, how-
ever, is only a useful side-effect Of spenifying foci of
tusts. The fact that chains of requests can be formed with
them is of more importance.

The next section g‘ves the formal structure usea Zor

specifying needs, suggestions, tc¢aps and foci.
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12.7 FORMS FOR NEELS AND REQUESTS

Having spent some time discussing some of the proper-

- ties 0f needs, we can now see how requests look that include

? this infdormation.

i The 1ist of requests attached to a ~ord and the list

z REQUESTS, which is kept by the monitor, have an expanded

. form. Formerly both had the structure (R1 Rz...RN). Ri
was a request oir the fcrm (Ti Ai Fi). where Ti was the test

5 o predicate, Ai was the action and Fi was the flag. The ex-

panded form is (S, S....S5 ) where S, is a need plus a list

1 2 N i
of requests. That is,S.,=(N, R R.,....R, ) where R,, is
i i2 ij

i 4l iN

a request and Ni is a need. A need i. a Lisp predicate.
n A request has the form (V T A) whers V is the variable that
T fcoccusses on, and T and A are the test and action as before.
The flag is no longer necessary for removing a request
after its execution becavs: the filling of the need by the
request's action automatically causes che disappearance of
that request.

The list si has a different interpretation when at-

tached to a word than it has when dappearing in REQUESTS.

L i

In the former case, Si is read as "1If the need Ni exists,

R.,...R ) is a 1list of requests whose actions
1l i2 N
are relevaat to fillina this need." When Si appears in

e

then (R,
i

Ll

REQUESTS, however, it is read as "The need Ni does exist,
and (Ril Riz"'RiN) is @ list of requests, whose actions
may f£ill this need, that have been suggested so far." in

] Si' when attached to a word, will be called a suggestio.

i

of ways to fill a particular need.

The monitor, during analysis, maintains the 1list RE-

QUESTS. This list contains those needs currently active

T

plus requests relevant to those needs which have been found

o
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to far. When a new list of suggestions is encountered,
such as the sense of a new word, the need portion of each
suggestion is checked against the list of needs active.

If the need portion appears in this list, then the list of

requests that follow is appended to the list of requests
that have previously been suggested for that need. If the
need portion of a suggescvion does not appear in the list
of actua. needs, the suggestion is ignored. That is, sug-

gestions for non-existent needs have no effect.

The reeds are generated either by the initialization

W[ 1 T

routines cf the monitor or by the action portions of trig-
gered requests. Thus, fo. example, there is initially a

need for a SUBJ and a suggestion that says "If you need a
SUBJ, take the first noun phrase." When a request builds

a structure in CONCEPT, it also adds a list of needs and

requests for completing that stru~ture.

3 At this point, we must clarify what it means to say

that a need portion appears in the list of actual needs.

The list of actual needs contains specifications of gaps
that are relevant to the particular structure being built

at the moment. A suggestion made by the sense of a word

bR A

will, however, be irtended for handling a general class of

structures, of which the one being built is a particular
inetance. For example, the monitor may have the need " (&=
ACTOR)", that is, the actor of ai1 event caused by another

event is not filled. A word may have a suggestion for fil-

01 i

ling a need for an object that is directly affected by
some action, which could mean either the OBJECT of the act

or the ACTOR of the event caused by the act. We shall see

specific uses of this kind of general need specification in

section 12.8 ("Example Definition Using Needs").

187




£
E

Y

g

T T T

T

T TR

Because the need portion of a suggeéstion is apt to be
more general than the needs actually existing on REQUESTS,
a need portion is said to aprear in REQUESTS when there is
a need which is a special case of that need portion. Situ-
ations where more than one existing need is an instance of
a need portion have not arisen in the examples studied.
The best way of resolving such occurrences is therefore
left open until more is known about them.

Three more comments abcut the analyzer extension re-
main, First, the list of expanded request forms is treated
like the former list REQUESTS with respect to functions
like IMBCD. The list of new forms, also called REQUESTS,
may be temporarily set aside in favor of another. Second,
just as there was a function ADD_REQ that alloweu requests
to add more requests, so there is a function ADD_SUGG that
allows requests to add new needs, and requests for those
needs. ADD_SUGG is the main function used for generating
new needs during the analysis. Third, senses can still
have requests that should be executed immediately, re-
gardless of the presence of a need. The word DO in the
need field of a suggesticn tells the monitor to evaluate

the action following immediately.
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12. 8 EXAMPLE DEFINITION USING NEEDS

We now present a revised version of the first sense

of "give":

GIVEL:
(CONCTEPT (this signals a need fir a value for CONCEPT
(SENSE (this is the focus of the firs* suggestion)
(FEATURE SENSE (QUOTE POBJ)) (the test and action of
(REPLACE CONCEPT the first request are
(QUOTE as before)
({ACTOR (NIL, (ATRANS) TO ( RECIP)
FROM { ACTOR) OBJECT { ORJ))
MODE (NIL) TIME (NIL)})))
{SENSE {this is the focus of the second suggestion)
(FEATURE SENSE (QUOTE EVENT)) (the test is *the same)

{PROG NIL (but the actions are different from before)
(REPLACE CONCEPT (UTILIZE (NORMAL_MEANING SENSE)
NIL))
(ADD_SUGG (this adds a suggestion to REQUESTS)
(#APP_TO (this is a new need - HAPP_TO sSee below)
(RECIP (this is the focus of the only suggestion)
(FEATURE (CHOICE RECIP) (QUOTE PP))
‘CHOUSE HAPP_TO (CHOICE RECIP))))) )))

(DO (ADD_SUGG (this adds a need and suggestion to REQUESTS)
(RESP_FOR (this is the added need - RESP_FOR see below)

(SUBJ (FEATURE (CHOICE SUBJ) (QUOTE HUMAN)) (this is the
{CHOOSE RESP_FOR (CHOICE SUBJ))})))) suggestion)

(DO (ADD_SUGG (this adds a need and suggestion to REQUESTS)
(RECIP (this is the added need)
(SENSE (FEATURE SENSE (QUOTE HUMAN)) (this is the new
(CHOOSE RECIP SENSE))))) sugg>stion)

The last three requests uase the form (DO (ADD_SUGG X))
wvhere X is in need format,. This force: monitor to add that
need (and the suggestion) to REQUESTS. If only X were used
then the suggestion would have been added to REQUESTS only
if the need referred to by X already existed.

The first of these need-adding requests, the one for
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g RESP_FOR, is interesting because, in a normal active de-

3 clarative sentence using "give", this request causes a

3 RESP_FOR to be filled before CONCEPT is given a value.

RESP_rOR (which will be exactly defined shortly) points

to either the ACTOR of CONCEPT if CONCEPT is a simple

action or to ACTOR of the first action if CONCEPT is a
causal. The fact that ReSP_FOR is filled as soon as "give"
appears means that no matter what value CONCEPT takes on,

there must be a pcsition for RESP_FOR. I{ there isn't,

then a trap routine is called that modifies CONCEPT in a
simple way. Namely the old value of CONCEPT is replaced
by:

ONE&= DO

‘W:‘MW m

CONCEPT

TR,

The trap rcutine may also have to modify CONCEPT to fit

the rules of conceptual svntax. Basically, if CONCEPT is

a state, then it cannot appear as the effect of a causal.
Instead a state change, whose final state is the original
value of CONCEPT, 1s used. Using this approach it is no
longer necessary to have three requests to handle "John gave
Mary a push," "John gave Mary a scare,” and "John gave

Mary a headache,"” even though the first is a simple action
(PROPEL), the second is a causal (doing something causing

fear), and the last is a physical body-state. Now, with

general role specifiers, like RESP_FOR, and observing con-
ceptual syntax rules, the few requests shown are all GIVEl
needs.

The first request under GIVEl has two suggestions for
filling CONCEPT. The main difference between these sug-
gestions and the original definition is that each suyges-
tion fills only the gap for CONCEPT and perhaps some of the
gaps in the structure built for this filling. Therefore
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the first request does not fill OBJ at the same time as it
fills CONCEPT. This is done by the third request under
the need 0BJ. The first request also does not fill in the
ACTOP of the ATRANS, because the RESP_FOR reguest is al-
ready prepared to do this.

RESP_“OR, HAFP_TO, and RECIPIENT (not used in this
example) are three general (as opposed to particular) need
descriptions. Each of these is a match for several pos-
Sible conceptual structures, all of which are considered
equivalent by the suggestions using them. RESP_FOR 1is
short for "responsible for". In a conceptualization it
refers to the actor of an act, if the conceptualization
is a simple action, or to the actor of the act that caused
some other event, if the conceptualization is a causal
structure. HAPP TO is short for "happens to". In a con-
ceptualization it refers to the object of an act, if the
conceptualization is a simple act, or to the actor of the
state change that is caused by an act, if the conceptuali-
zation is that kind of causal structure. RECIPIENT refers
to the recipient of an act, if the conceptualization is
a simple act, or to a terminal state in a state change caused

by an act, if the conceptualization is that kind of causal

structure. Graphically tlhese definitions are:
DESCRIPTOR GRAPHIC POSSIBILITIES
RESP_FOR * =) DO
or
& DO
%
HAPP _TO ONE€=) DO &+
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or

ONE DO
*
_..< _.’*
RECIPIENT 0NE¢=)DOQ——L

I

I
L s Ll [——

[P T

i

] i
: or

e ONE == DO

= m —_) X_=*

ONE@[_(

E Ao X=

§ The "*" in each graph is the point specified by the descrip-
1 1 tor.

§ The advantage of a general descriptor can be seen in

5 the second suggestion for the need CONCEPT. There HAPP_TO

% is used to find a place for RECIP in the conceptual struc-
5 ture provided by SENSE. SENSE might be either a simple

§ action or a causal but HAPP_TO allows us to sinmply specify

where FECIP should go in either case. The same advantage

is true for tne use of RESP_FOR in the second request.
Several items were left out of this description. First,

there should be another DO request to, as before, set the

preposition "to" to initially specifying the RECIP. Also,

it must be remembered that the monitor will initialize

REQUESTS to several needs, notably CONCEPT (and attendantly

a _IME for the conceptualization) and SUBJ. 1In talking

about request manipulation during text analysis, these items

will not be important.




CHAPTER 13

THE EFFECT OF KNOWLEDGE ON ANALYSIS

13.1 TEX?"S AND NEEDS

None of the above is meant to reduce the power that

the analyzer had using simple requests. Instead more in-
E formation is being added to the requests to increase their
3 power. But the power of this extension will nct be seen

in definitions like GIVEl as used in singlie sentence an-
alysis, but from a consideration of the problems of hand-
ling texts of more than one sentence. How then does the

mechanism of need apply to the analysis of text?

M

First, the need mechanism means that text analysis
does not require two separate request Jlists. In the flow
1 of analysis described in Chapter 8, one list disappeared

at the end of a2 sentence and the other did not. With the

g

need mechanism, only one list needs to be kept. When a
sentence ends, many of the needs disappear and take their

requests with them. 1This is because when the end of a

sentence occurs, trap routines are triggered which fill in

the varicus remé&ining gaps of the CD structure that is the

interpretation o0f the sentence. With these gaps filled,

TR, RATT

the associated needs disappear. There are, however, as
shall be described in this and the next sections, needs
: which are not concerned with gaps inside structures

1 built by the analysis of the sentence. These therefore

g remain, except for those filled as a result of the analy-

3 . sis of the sentence.
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Initialization of requests at the start of 4 sentence
can now be viewed as a trap. triggered by the occurrence
of a word with abscolutely no structure to tie it to. That
is, everything from the previous sentence has been closecd 4
and when a new word 1s seen, a trap routine, trying to
find a use for the word, decides it 1s starting a new sen- -
tence. Therefore it creates the CONCEPT and SUBJ gaps and
suggests that SUBJ be filled by the first noun phrase.

There are two advantages to handling initialization this uay.
First, it moves more language data from the monitor to ex-
ternal data. Second, it makes the injtialization more ac-

- cessible fcr modification by previous analysis. This is

not a crucial point at t»is stage, however.
5 Needs also provide Lne motivating element 1n the analy-
P sis of texts. A text, 1 claim, has certain needs, generated

by:

a) the occurrence in the text of certain sentences
and their interpretations;
b) the desire to unite these sentences and struc-
tures into one coherent whole.
That is, a text has the same relationship teo its sentences
that sentences do to their words. In the latter case the

sentence was seen as being the result of actions and pre-

- dictions, initiated by some words and concepts, that tied
together the other words and concepts. The next gsection
begins the description of the needs and actinns that ocrur

at the supra-sentential level that perferm the same role

P

of forming a coherent whole.
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13.2 CONTEXTS AND STORIES

=)

A context cluster is a coherent set of thoughts about
some topic. Some ~f these thoughts are passive beliefs
and are represented with CC graphs. Others are active in-
structions for behavior. These instructions are 5f two
types. One tyre involves the activation of contextual
lexicons, of jargons for the topic involved. The other
type involves the making of predictions about things that
might be seen next and how to treat them. These instruc-
tions are the trap routines associated with that cluster.

In the extended view of analysis, there is a close
relationship between passive conceptualizations that ap-
pear in a cluster and active conceptual predictions. This

is accomplished through tlie use of needs and story-patterns.

A story-pattern is a sequence of conceptualizations.
These conceptualizations are descriptions of events, and
these events are tied togethzr by relationships of causa-
tion, instrumentality, and simple chronological sequenc-
ing. A story-pattern, then, is a subpart of a context
cluster. Clusters may involve a number of such patterns.
For example, the context cluster for hunting involves
storie- about travelling, stalking, killing, returning, and
S0 oOn.

The use of the term "story-pattern" is mz2ant to give
an intuitive feeling to the kinds of strnetv.¢s being pos-
tulated. The setting of boundaries between sequences of
conceptualizations and the labeiling of them as stov.iecc
is not a phenomenon that is assumed to c¢ccur in the mind
of a human. What is being claimed is that certain conceptu-
alizations, when recognized, lead to predictions that cer-

tain other conceptualizations will be encountered scon. The
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intuitive idea of a story emphasizes a situation where

such predictions are fairly strong, that is, where sen-
tences are not treated as isolated from each other but as
being intimately related. Our treatment of sentences im-
plied the same motivation in assuming that "John beat Mary"
was not a simple sequence of words like "ball stick band"
but a coherent whole.
But the prediction of conceptual structures from other

conceptual scructures is not enough. These predictions
are of static conceptual patterns. For analysis to make
practical use of these patterns they must be converted to
active predictions about the input that can guide the
course of language analysis.
3 Needs and foci are used to convert the predictions of
a static story-pattern in a context cluster to active ef-
fects on text comprehension. When a text, T, is following
a story-pattern, S, we mean that, so far, if the story-
pattern S has the sequence of concentual structures:

Ag=BémCémD
then the interpretation of T has generated some subsequence,
such as:

re&p'é&c'et
where B' and C' are considered to be instances of B and C.
Thus, for example, the single sentence text, "John hated
Mary," can be said to be following the story-pattern:

Person~1 do something bad to Person-~2 causes

Person-2 not like Person-1 causes

Person~2 do svomething bad to Person-1.
The interpretation of "John hated Mary" is an instance of

the second line of the story-pattern.

If a text T is a subsequence of a story-pattern §,

then there are n2eds to extend T to include elements of S

]
f
4
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that are not yet present. In particular, if T ard S have
the abstract form from above, then there is a need for each
of the *'s. The lett * is a cap with a need for an instance
of A and the right * is a gap with a need for an instance
of D. Notice that this is not a restriction on the order
of story presentation in the text. All it predicts is

that the next line of the text might satisf' one of these
two needs. In the single sentence text, "John hated Mary,"
there are two needs generated after the analysis of that
text. One is for a specification of why John hated Mary
(first line of the story-pattern) and the other is for a
specification of what John will do in retaliation (third
line of the story-pattern).

Further, these needs have suggestions for filling them,
based on the static information that the story-pattern pre-
sents. In the abstract case of T and S, these two needs
for the left and right *'s are:

need reason for B' (i.e. ? &@B')

suggest instance of A
need result of C' (i.e. C° Qz?)

suggest instance of D
For the text "John hated Mary" this means:
need ? @mJohn hate Mary
suggest Mary do something bad to John
need John hate Mary @= ?
suggest John do something bad to Mary
The suggestions are in the form of conceptual patterns.
If a sentence is interpreted as a structure that fits one
of these p:tterns, then immediately the analyzer can de-
cide what role this structure plays in a coherent inter-

pretation of the text. More importantiy, for explaining

197




contextual effects on the course of analysis, the results
of partial analysis can be used to reduce the set of pos-
sible patterns. And fewer predictions means that the pre-
dictions that remain have a greater effect on the flow of
analysis. The end cf the sentence will Le¢ s.en from a very
narrow viewpoint, even though that end might be highly
imbiguous. This will be illustrated in the sections tinat
follow.

An important point to make about the use of story-
patterns with texts is that a text has only a limited view
of the patterr. As far as prediction goes, the analysis
of a text leads t~ the expectation only of those conceptu-
alizations in the immediate vicinity c¢f the equivalent story-
pattern element. Further, as the text moves alcng a pa.-
tern, earlier iines in the pattern drop out of view. Thus,
for example, if the text is "John hated Mary. e gave her

a sock,” I believe that the set of predictions at the end
of the analysis of the second sentence, based on a story-
pattern, is basically that either she is hurt or she will
do something back. The previzcusly made prediction, that
there would pe a specification of why John hated Mary, is
lost from view as the text has mcved along the story-nattern.
Indeed, the sentence "She hit him" has difl-rent relaticn-
ships in the two texts:

1) John hatewa Mary.

fhe hit h.m, (This is why he hated her.)

2y John hated Y ry

H gave her a sock.

5Y 2 hit him. (This is her response to being nit
..~ John.)
Rules for telling exa.’ how limited a view a text

has of a story-pattern cannot be given here. This is
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pe.tly because of lack of experience. But it is also hard
to answer because it involves a question of pragmatics.
With a wider view, more predictions are made. With more
predictions, the greater is the clhance that an immediate
use can be made of a sentence in a text. But at the same
time, with more predictions there is more bookkeepin- and
a greater chance that conflicts between pr:dictions will
arise and have to be resolved. The example of stcry-pat-
tern prediction that will be given uses only the two adja-
cent lines in the story-pattern, a very restricted view,
but no final answer to the guestion is being given here.
The predictions based on story-patterns are also limited

to those involving links like the causal. That is, the

reasons and results of an action are predicted by the static
story-patterns. A more dynamic and hence more flexitle
approac™ to making predictions about reasons and results

is developed in Rieger (1974;. The two approaches are not

";;
E

contradictory but rather they emphasize different aspects

of the problem. Rieger's work focusses on predictions,
hbhased on general beliefs, involving a fair amount of de-
ductive manipulation. The predictions here are based on

idiosyncratic, highly specific beliefs, such as what goes

I [kl

on during a hun+t. What is described here is really -ust

one facet of the neneral inference task discussed wpy Rieger.

1],

Story-vatterns do not predict sentences moditying

a previous szantence. For example, "John made Mary mad.

" has a seco.ud sentence modi-

She had never b.en so furious,
fying a state change des~cribhed Ly the first. The content

of the second sentence, while consistent with the first,

would not bhe predicted. The second sentence occupies a
3 role in the text much like the role an adverb plays in a

sentence. In neither case is it predicted, but in neither
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case 1s it inconsistent.

At this stage in the deveiopment of extended analy-

sis, it cannot be said how many predictions it may be nec-
essary to carry along at one time. Those predictions aris-

ing from story-patterns should not be too numerous. ftory-

patterns do not predict all the possible consequences and

antecedents of an event. Instead they predict only those

that are most likely to be mentioned. The predictions are

very oriented towards the task of language comprehencion.
It may be that story-pattern predictions and contextual

lexicons, both of which are brought into working memory

as part of context clusters, are not enough to model all

the assumptions about meaning that people can make when

understanding texts. However the analyzer will not fail

to know what to do with a sentence if no predictions ex-

ist. The analyzer always has something to work with, based

>)n the requests associated with the words of the sentence.

Any predictions, in fact, reguire the presence of requests

to have an effect. If som2 prediction is not made that

should ke, the analyzer still constructs some interpreta-

tion of the sentence for that context. There is at least

one other source of prediction, based on stvlistics. This

is mentioned briefly in section 14.1
It should be noted that 3just because a certain sense

of a word is the best choice in some context, it needn't

be the case that this sense is predicted frorm *+the context.

It may be that iritially nne sense of the word is chosen

but the final interpretation of the sentence that results

fits bhadly with the conceptualizations of the previcus text.

Therefore reanalyses are tried until a satisfactory inter-

pretation is found. These reanalyses may choose a different

200




sense of the word in question, and it is indeed true that

context has determined the final sense of that word.

b ed e ey

This kind of ef“ect is not the kind we're trying to
explain here. Rather we are concerned with those cases
where the choice of a word sense seems clearly determined
the moment it is encountered. The predictions from story-

patterns seem to provide this kind of determination.

i P
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13.2 PATTERNS TO PREDICTICNS

The basic method of generating predictions fron patterns
is this: suppose at the start of the analysis of a sen-
tence three patterns have been predicted as possible re-

sults of that analysis. Pattern A is xl Yl zl'

i 4 C is X. Y. Z.. Assume these are
is xl &l 22 and pattern 1 Yo 25

the only patterns predicted. Then the:ie is a prediction

pattern B

that the analysis will produce a structure beginning with

X If X, is found, then a prediction can be made that

1° 1
either Yl or Y2 will follow. If Yl is found then there is

a prediction that z, or 22 will follow. If Y, is found

tF-.- there is a prediction tha. z3 will follow.

The phrase "will follow" is talking about the final
result of the analysis, not about the order in which the
items are discovered., For example, we would also predict
from --23 that xl Y2 will be found,

To take a concrete example, suppose the story-pattern
for the text "John hated Mary" generated two conceptual
predictions that said:

John will ao something bad to Mary.

Mary did something bad to John.
~ It the next sentence is analyzed to the point of "Johné&»do",
then a prediction should be made that Mary is the HAPP_TO

of the "do" and that this is bad for her.

This conversion of pattern to prediction is only the
beginning, of ccurse. The prediction crcated is about con-
ceptualizations. The analyzer needs prediciions about

language events, based on these conceptual predictions. In
E the previous description of the analyzer this conversion
was crudely done. If the analysis produced an une: cted

conceptualization, then the analyzer was told to try again.

E

The next sections are concerned with a more refined approach

toc the conwversio:n.
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13.4 C(NCEPTUAL REQUESTS TO LANGUAGE REQUESTS

Consider the text example, "John hated Mary. He gave
her a sock." The analysis of the first sentence, we have
claimed, results in a number of conceptual predictions.
One of them is that John may do something tc hurt Mary.
Such a prediction is independent of a particular language.
: As such, 1t says nothing about what might be seen or heard

next in a particular language. Conversion is necessary.

As mentioned before, one means of conversion is to
wailt unti]l the language processing 1s done, that is, wait
until a conceptual structure is built. When such a struc-
ture 1= built, it can be conmpared with the conceptual pre-
dictions fairly simply and be accepted or rejected on the
basis ©f this comparison.

There are a number of flaws with tnis approach. A
major one is that it depends on reanalysis to eventunally
produce tne desired result. But it is very difficult to
direct reanz:lysi1s towards a better interpretation. Just

eliminating one path is not very helpful. Many wrong paths

may be taken before a good one is found, or before it is
decided that the sentence does not follecw the predictions
and the original interpretation should be used. And if
vackup routines are able to affect the flow of the rean-
alysis, then it should have been possible for the analy-
zer to have caused such effects when the analysis was first
dcne.

The alternative approach to convers on is to affect
the steps in the analysis directly. This means changing
the sc¢t of requests active hy recognizing what a request
does. But requests are difficult tu recegnice for two

4 reasons. One 1s that requests till now have been grouped .
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together under the situations that trigger then. On~ s51ta-
ation, as lookhed for by the test portion of a Feuest fyoigs
gers a number of diffe-ent actions. Some of the actiuns
perform conceptual duties and some syntactic, and there 1is
no guarantee that the actions a request performs chare a
common purpose.

The second reason for difficulty in recognizing reguexts
comes from the simple fact that the information about wnat
an action does is not explicitly stated but only implicit
in the functions and arxguments used. An action relevant
to CONCEPT might arrnear either as a call on REPLACE or Ii-
PLACE, with the first argume..t being CONCEPT. A particular
position in CONCEPT might ke filled either by CHOOSE, IMBED,
or INPLACE, and the request doing such might be hidden in
the setting of a sense of a preposition,

The idea of a need 1s relevant to hoth these diffi-
culties. It 1s directly related to the second because a
need is an explicit statement of the purpose of a request.
No matter what functions are used by the request, if the
resjuest appears under the need CONCEPT, then it is placing
a value in CONCEP™ Ard hecause requests are organized
under needs and n situations, the first difficulty is also
taken care of. If requests are grouped by needs, then there
is no case of one request performing several unrelated ac-
tions.

In Chapter 8, on multi-sentence aralysis, there were
two tewxts involving conceptual predictionz. One was "John
hated MMary. John gave Mary a sock,"” and the other was
"Johr was hunting. John shot a buck." The rirst will be
redone in detail later, to illustrate text analysis using

needs and story-patterns, but a brief word can be said now
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about the way both can be analyzed.

In the text "John hated Mary. John gave Mary a =ochk,"
the need for a value for CONCEPT is utilized. Analyzing
the first sentence sets up a prediction, among others,
that the topic of the second sentence is Jochn doing some-
thing had to Mary. Initially, then, there is a prefererce
that COLCEPY be an action by John detrimental to Mary.

When the word "give" ic encounteared in the second sentence,
there are two requests for GIVEL grouped unda2r the need
CONCEPT. These were given in section 12.8. One of them
offers an ATRANS frameworsx for CONCEPT and the other says
the framewocrk 1s specified by the OBJ of the verb. At this
rpoint the analyzer can nrefer the second request over the
first because [t asrfumes t° t ATRANSing someone an object

is not rormal.; detrimerntal to them. That is, the first

J

regucest does not match the prediction and is downgraded.
If the analyzer nrefers the second requiest, then it prefers
the situation that triggers the second request, wh.ch is
that the OBJ ke the name of an event. .Eventually, as we
shail see, this leads to the prreference that "a sock" refers
to crtrixing someocne and not to an item of footwear.

The othar text, "John was hunting. John shot a buck,”
involves the need TO which is the conceptual goal of a mo-

tion

N

ct. The f:rst sentencs secs up the conceptual pre- |
diction that Jenhn is shocting bullets at animals. Referring

to the dafinition (unmodified of course) of "shoot" in

section 2.3, we see that there are two reguests filling

CONCEPT. S involves the PROPELing of bullets (shooting)

and tie other 1nvolves the spending of money. The analy-

Zer doesn't know that the pattern "John shoot bullets at

animals" really applies until the value of CONCEPT is set,
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by "shoot", to "John shoot bullets at *." At this point LK
the pattern match with the conceptual prediction leads to
the prediction that the TO should be an animal. Under the ;
I need TO is a request triggered if the OBJ is an animal.
Therefore the preferred situation is that OBJ refer to
an animal and this leads to the interpretation of "a buck"”
as a deer and not a dollar.
From these two sketches, we see that the path of con-
version is from context cluster to story-pattern to con-
ceptualization to preference. Preferring certain results,
coupled with the information provided by needs that icentify
what situations lead to these results, is the method by
i which lanyguage predictions are finally generated. The idea
of preference, and what it means for the analyzer, is the

t topic of the next four sections.
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i 13.5 PREFERENCE: SENSE CHOICE

i In the analyzer described in Part I, the sense of a
word was picked from a list of possibilities associated
with that word {or with a root form of that word). The
monitor program did this using a function called FIND_SENSE.

Little was said about the function because it had little

to . It took the one sense that appeared under the c©ro-

perty CURRENT, if there was such a sense, or took the first

sense on the list under the property COMMON, if CURKENT

was empty. The real work of disambiguation of words like

prepositions was done ahead of time by the requests of

A\

other words. These requests gave particula. values t»

k CURRENT, which FIND SENSE returned when called.
In the extended analyzer, FIND_SENSE is slightly more

complicated, due to the additinn of preference. When no

preference is present FIND_SENSE behaves as before. When,

however, a prcference does exist, FIND_SENSE tri~s to sat-

isty it. For example, 1if there is a preference that the

word that FIND_SENSE .s working with refer to an animal,

then FIND_SENSE will not simply

return the CURRENT sense,

Eut instead will search CURRENT and COMMON for a sonse that

has the feature of being an animal. If there is none, then

FINLD_SENSE behaves as if there is no preference. If there

i® such a sense, it is the value that FIND_SENSE returns,

rather than whatever CURRENT may be. At the same time this

sense should probarly be made the new vaiue of CURLENT,

T

but that will nnt concern us here.

The preferences that FIND_SENSE must apply are those

that were passed down the chains of request dependencies

T

to the role variable SENSE. Now, most of those reg:iests

that refer to SENSE expect it to be the sense of a noun
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phrase. For example, a request that fills RECIP with the
value of SENSE, if the value of SENSE refers to a human,
is expecting the sense of a noun phrase, like "a man", not
just "“man". A noun phrase introducer, like "a", temporar-
ily sets aside all other requests. When a noun phrase has
been built, these requests are retnrned and SENSE is set
to the sense of the newly built noun phrase.

FIND_SENSE, howe¢ver, is needed while the noun phrase
1s being built. This is because the end of a noun phrase
is recognized by encountering some word that cannot belong
to the noun phrase, such as a verb. But to know that a word
does not belong, it is necessary to know the sense of that
word. Therefore FIND_SENSE is called during the building
of noun phrases.

Now, it is possible that FIND_SENSE will have to ap-
ply two separate preferences to the words in the noun phrase
being built. This happens with verb: that have both the
RECIP and the OBJ syntactic roles, such as "give" does.
Each of these roles contribuvtes information tz the final
conceptual structure that is the analysis result. There-
fore a conceptual prediction about that result may lead to
preferences about the natures of hoth RECIP and OBJ. But
when a roun phrase is being built it is not known whicn
role 1t is yoing to be playing. Hence it is necessary to
apply to a noun phrase being built the preferences for
both NBJ and RECIP.

For example, consider these three two-sentence texts:

A) John was feeding the <«deer at the zoo.
He gave a buck some peanuts.

K} John was feeding the deer at the zoco.
He giave a buck to the peanut vendor.

C) John =dw a beggar on the street.
He gave a buck to him.
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I assume that "a buca" refers to a deer in text (A)

but to a dollar in texts (B) and (C). Looking at the
analysis of these three texts we can see the application
of preferences for both RECIP and OBJ. The [B) example

also gives us a clhance to mention backup, bec~ause it is

ey ey Gy GG N

clear that the right sense for "a buck" cannot be picked

T on the first pass in both (A) and (B).

" In text (A) the conceptual prediction is that "John

- will give food to a deer." Therefure, once John and giving
+ are reccqgnized therzs are two preferences to apply to the

noun phrase "a buck”. One prefers that "a buck" refer *o
a deer and the other prefers that "a buck" rcfer to food
normally given to deer. Only one of these preferences

succeods and this is, of course, the deer sense of "buck®".

F

Once the deer sense of "a buck” is chosen, it becomes the
FECIP becauce it is animate.

in text (B) "a buck"is also taken as referring to a
deer. But now the phrase "to the peanut vendor" supplies
another RECIP, becaus~ of the "to". This conflicts and
causes packup to occur. The actions that I think occur

At this point in the analysis are bevyond programming at

LK

this trme. Basically, "giving to the peanut vendor" is

T BRI

assumecd to be the ATRANSing of something to him. There
are gaps to be f1lled for the OBJ and OBJECT of the "gave"

» "

and "ATRANE" respectively, A peanut vendor (or anyY kind

of salesman) iz a person .rom whom one normally buys things,

i

py definition of "vendor®. Conceptually, then, there is
an ATRANG of money to the vendor. Therefore, there is,

by pattern matching, a prediction that the object of the

current 3i1ving he money. Further, since RECIP is filled,

tne analyzer rnows that the other noun phrase must be the
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OBJ. This other noun phrase is "a buck". The preference
that OBJ refer to money can be applied to this noun phrase,
and thereby the money sense of "a buck" is chosen.

Notice that this description of cthe analysis would not
choose the money sense of "a buck" in the following text,
even though backup occurs, because no przference for moncy
would arise:

D) John was feeding the deer at the zoo.
He gave a buck to a liittle boy.
I think that choosing the animal sense of "a buck" in (D)
is a reasonable interpretation.

The anralysis of text (C) involves a conceptual pre-
diction hased on the f ct that a beggar is somecne who
A normally asks people to give him food or money. The con-
ceptual »pattern predicted following the first sentence is

"John rnay give money to the beggar." There are two prefer-

ences, then, for the noun phrase following "gave". "A

buck" should either refer to money or tm the beggar. In
this case it can refer only to money and this sense is
chosen. This means simultaneously that the noun phrase

"a buck" is chosen as the OBJ. The prepositional phrase

"to the beggar" does not conflict, and the analysis proceeds
without problem.

The text examples (A) through (D) illustrate the ac-
tion of preference on the choosing of senses for words.
These preferernces can be used effectively in converting con-
ceptual predictions to language analysis effects.

A point made was the way in which the analyzer applied
preferences when it knew that a particular item must fill

a certain role. For example, in text (C), there was a pre-

diction, after backup occurred, that "Jora would give money
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to the peanut vendor." But because the analyzer knew that
the conceptual TO was already filled (by "the peanut vendcr"),
it knew that the only preference to apply to "a buck"”" was
the preference on OBJECT for a reference to money.

This section began by mentioning FIND SENSE because
the focus of this section was on preference of senses for
individual words. In the next section we back up a bit
an? focus on how preferences about sense choices are ob-

tained.




13.6 PREFERENCE: EXAMPLE ANALYSIS

Lventually the conceptual predictions that are made
from the conceptual patterns need to have an effect on the
choice of word senses. The text, "John hated Mary. “ohn
gave Mary a sock," will be the model for de .cribing une
ranipulations the analyzer must perform when converting
conceptual patterns to preferences of word senses. The
description that follows is an expansion of the sketch
presented in section 13.4 ("Conceptual Reguests to Language
Requests").

When tne sentence, "John hated Mary," i3 analyzed, the

following pattern is predicted (among others) as a possible

topi1c of the next sentence:
JOHN &= DO
JC:N €=DO
P
MARY -
—

That 15, John will do something that could cause Mary to
underjo a nagative state change.

Wihien the second sentence is anaiyzed, the reguests
"gave", i.e. GIVEl, are added. Thes: are detailed in

-

for
section 12.8. The monitor has a predicted pattern for
CONCEPT. Therefore i1t looks at those request. that have
been suggested whese need is CONCEPT.

"s1n73 needs the monitor picks a subset of the requests
waitinyg, knowing that each of these requests, it executed,
fills the gap in CONCEPT, but not other gaps that are wait-

ing to be filled. Therefore the monitor can see what each

fequest does by first saving the current value of CONCEPT

§ ; - .
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{presumably empty although some information, like TIME,
may be already specified), evaluating the action of the

request and looking at the resuitant value of CONCEPT.

i, It must also assume that, for the moment, SENSE is NIL

since, as in GIVEl, some actions use SENSLDE s a building

element. Afterwards the original value of CONCEPT is re-

placed. The monitor must also save temporar ' the value

of REQUESTS since the buiiding of a structure may entail
: the addition of suggestions for completing it,.

While the hypothetical value of CONCEPT is present

the monitor also triggers those requests that fill needs

this assumed structure generates. In this hypothetical
mode, hcwever, these requests are not deleted once they
are used since, of course, they have not really been used.
It should be noted that the requests triggered by an as-

sumption like this are the special "must be used" requests.

MRl L U U

For example, the RESP_FOR created by "John gave..." is
such a request. The RESP_FOR has been filled and is waiting
to be used, not to be filled.
In this example the monitor evaluates the action of
the first suggested request for filling CONCEPT. This

creates the structure:

o R (RECIP)
«=ATRANS Q—-—(OBJ)Q-—-E
= =

There are, since neicher OBJ nor RECI'P are known, gaps in
this structure for everything except the act. The gap for

the ACTOR is filled howsver, by the RESP_FOPR request and

this rroduces:

o g —RECIP)
JOHN &= ATRANS ¢—(OBJ ) t——

—JOHN
At this peint all the monitor can build with this

assumption is done. Nocw it knows that it has John doing
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some action. It asks memory, therefore, if Jonn can hurt
Miry by giving away somethiny, i.e. it asks about the struc-
ture:

o 5 ——3(RECIP)
JOHN =3 ATRANS g—-’.OBJ)(—--—J

s
A
MARYgAL -

—

——JOHN

In some contexts the answer to this would be "yes".
For example, if John had something that “Mary wanted and,
further, which she hoped to get some day, then he cculd hurt
her by giving the object to someone else. But assuming
that such a situation is not known to memory, the answer
would be "no". That is, giving things is not a normal way
of hurting people. Therefore the monitor demotes this re-
quest. That 1s, the ronitor has a negative preference to-
wards situations that would make the test predicate of this
request become true.

This negative preference has an effect only if therc
are other requests which are not negatively preferred. In
this example the monitor has yet to look at the second sug-
gestion for CONCEPT. UWhen it activates this one, no struc-
ture is produced. This is because the structure depends
on what the value of SENSE is, and SENSE is assumed to be
NT1L for the moment. Because there is no structure, the
monitor neoither prefers nor rejects the second suggestion.
Therefore this sccond suggestion is preferable to the neg-
atively preferred first suggestion. This means that the
situations that would make the test predicate of the second
suggestion true are p.eferred.

The focus of the test predicate is SENSE. This means
that the test predicate is passed to FIND_SENSE and when
FIND SENSE is applied to a word, it will look for a sense
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that makes tlis predicate true. 1f none exists, it returns
the CURRENT or first COMMON sense, as usual.

In this example the test predicate is " (FEATURE SENSE
(QUOTE EVENT))". When the analysis reaches "sock" in "John

gave Mary a sock," this predicate is true only for the sense
of "sock" that means "to hit someone". Thus the final in-
terpretation will be that John hit Mary.

The original aralyzer of Part I, with the addition of
IM_RERS and such, was able to do the same example and achieve
the same final result. However, the steps in the two analy-
ses differ in the way the final choice of a meaning for "a
sock" is made. In t!' > original analyzer, a choice for "sock"
was made, a total structure was built with this assumption
fo: the ORBJ of "gave', and then, if memory didn't like the

~esult,

ot

he work was undone and a different sense of "sock"
was us~.d, Tn the extended approach, the point at which mem-
ory is asked about the possible consequences of an action

by John oc¢curs hefore "sock" is seen. Having "gave", it
turns out to ke possible to prefer one request ove:r another.
With this knowledge, the final sense of "sock" can be found
using crnly the fact that an event, not a physical object,

is desired.

This effecc, that decisions are made as soon as enough
information becomes available, was one of the goals of the
extension of the analyzer. Even the separation of the
RESP_FOR request, which is not important for this example,
15 intended to further this effect. By scparating, the
monitor can tell that no matter what request is used, the
SUBJ, if a person, is the RESP_FOR in the final result,

One example of course cannot include all the possible
problems that occur. The next section looks at the general

mechamism by which predictions are passed along chains.
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13.7 PREFERENCE: FOLLOWING A CHAIN

In section 12.6 the following of a chain from need to

focus and back to need again was referred to. As such a

:
é chain is followed, predictions are made and passed along.
§ The example in the pravious secticn nad some simple in-
; stances of creating new predictions by using the test pre-
dicate that the monitor wished would be triggered eventually.
? This 1is a spuecial case of the general method of chain fol-
: lowing.
i The general case consists of having a preference P,
i and a request with the form:
- (NEED (FOCUS TEST ACTION))
A where ACTION involves giving a value to the NEED role. So
¢ we could write the request as:
(NEED (FOCUS TEST (NEED{—FORM)))
3 Often NEED is something like OBJ. Then usually both
FOCUS and FORM are equal to SENSE. When NEED is CONCEPT,
P FORM may contain the FOCUS as a part. E.b. FOCUS may be
g SENSE and FORM will be equal to:
3 ONE&=DO
SENSE

when the monitcr applies P to some request, P is actu-
ally applied to the FORM. If FORM satisfies P then TEST

is the new preference. It is applied to the requests fill-

ing FOCUS. If FORM contains variables, then to make it

3 satisfy the nreference P, some conditions, i.e. preferences,

may be placed on these variables as well.
If FORM is just one variable, then P is passed directly
to it. I1f FORM is more complicated, it then becomes a

matter of finding those conditions which would make FORM
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satisfy P. There will he conditions about the variables
in FORM.

For e.ample, suppose FORM were:

° R 3
JOKN&MATRANS ¢—MONEY
JOHN

ard the preference was that John does something good for
Mary. Now a condition in FORM that would make this true is
that the recipient of the ATRANS be Mary. Therefore this
1s a preference that would be applied to the requests try-
ing to satisfy the need for TO.

If the preference on TO is not blocked at some point,
i.e. the chain does not end with a set of requests all of
which are negatively preferred because all contradict the
preference, then the monitor can accept the original request.
Thea it can use the TEST to generate a preference on FOCUS,
as well.

Now if FOCUS and FORM are the same, there will be two
preferenc2s waitii; at the same time. For example, with
the regquest:

(OBJ (SENSE (FEATURE SENSE (QUOTE POBJ))

(CHOOSE OBJ SENSE)))

and the preference " (FEATURE ORT ‘QUOTE MONEY))", monitor
would first fo.low the FORM and pass the preference on to
SENSE, then it would follow FOCUS and put the test predi-
cate on SENSE as well. The final preference on SENSE would
thus be:

AND (FEATURE SENSE (QUOTE POBJ))

(FEATURE SENSE (QUOTE MONEY!))

Effectively this is equivalent to the simple prefer-
ence for moncy, assuming that money objz2cts are always
pnysical. This is why informally one can talk about simply
passing a very specific preference through an action like

CHNOZE,
217




E
=

£
;

E
E
E

A

It can now be seen that the description cof the analy-
sis of "John hated Mary. John gave Mary a sock" omitted
the passing of preferences on FORM. For if th» preference
that "John hurt Mary" is applied to the F2PM in the fecond
suggestion for CONCEPT, then there is a prefcrence that
SENSE not only be an event, but that if John is RESP_FOR
this event, then Mary would be hurt by it. This extra
preference does not affect the example énalyzed. What it
might affect is a case where the osbject of "gave" could
either be a physical object or some event that benefits
the RECIP of "gave". In the simple description of text
analysis, the non-physical sense would still be preferred
because there 15 no mention that the sense should be neg-
ative. In the descr_ption just given, the sense choice would
depend on whether thwarting a prediction at this point
should cause the entire chain of preference to be undone,
and hence perhaps prefer the ATRANS request, or the chain,
once ktuilt, should be mairt2ined and the non-physical sense
used desri1te the fact that it contradicts one of the pre-
ferences. It is not clear at this time which reaction to
thwarted preferences models human behavior best.

It should also be pointed out that for the monitor to
pass preferences along FORM as well as FOCUS, it still
does not need the capability to read Lisp programs. What
it needs to know is when and where FOKM involves roles like
SENSE or SUBJ. The functions CHOOSE, REPLACE, and INPLACE
did not, even in the original analyzer, jpass just the values
of the roles. They passed the pointers these roles had
to their values. In the extended analyzer, they :ust also
keecp track of the role names that these pointers belong to.
With this, monitor can execute a gap-filling action and
then, looking at the result, can see what roles were used

in what structures.
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=4




L]

The next obvious topic would be how the conditions
are created tha* must be true if FORM is to satisfy a pre-
ference. 2t this point however the discussion will stop.
We have seen how the analysis system can construct a con-
ceptualization whose truth-value affects the course of
further analysis, And we have seen how purely conceptual
answers, as returned by general memory processes, are used
by the analysis €ystem to make predictions about future
langquage events.

The distinction between memory and analysis processes
should not be understood as a claim that there is a real
difference between them. In fact, one of the major argu-
ments for the analysis system described here is that its
devires are reasonable general cognitive Processing devices.
In a simple way éxpectations are tied together by the roles

P )
wiil

[p]

1 they depend upon and affect. Likewise in a simple
way concZeptual information is diffused through this struc-
ture of expect:tions, so that new knowledge is available
to all expect-.ions in appropriate forms.

The distinctior of pProcesses that begin with or end
with language elements, from thor » that do not, serves one
purpose, It offers a reasonable point at which this des-
cription of an analysis system can stop.

We can sunmarize the general prefercnce passing al-
gorithm., It starts with a preference, that is, a predicate
about the value of some role. The requests whose NEED e-
juals that role are éxamined. Examination consists of
e@xecuting the ACTION of the request and looking at the
structure, if any, that i= produced. Within this struc-
ture will appcar the names of those roles whose value at

the time of execution is not vet known. These are the
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variables of the structure.

The analyzer, using memory, asks if the structure pro-

duced satisfies the preference predicate. If the answer
is "no" the preference passing fails. If the answer is

"yes", there may be conditions on the values of the vari-

ables in the structure which must be satisfied. These con-

ditions are passed as preferences to the requests whose

NEEDs equal the role names/variables. If all of these pre-

ference chains succeed, then this request is preferred.

This means that the TEST predicate is applied as a prefer-

ence to those requests whose NEEDs egqgual the FOCUS of the
preferred request.

A preference chain terminates successfully when the

focus of a preferred request is SENSE. At thies point ev-
erything that 1s known about the current state of the analy-

sis has been used. Now the analyzer must wait for uore

inpuct.
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CHAPTER 14

e REVIEW
i, 14.1 OBSERVATIONS
i At various places in Parts I and 11, genural statements

were made abhout the ajlalysis system. These were basic princ.-

ples that were intended to explain why things were done

the way they were. Some of these principles were about the

analyzer itself and some were principles behind the princi-
ples.

All of these statemeats were reasons for what was

being done, althcugh these reasons were of different levels

i of abstraction.

At this point we can make a few more statements about

the aralysis systenm. These are more in the nature of ob-

servations, looking back at what the assumed principles
led to.

The Need as Organizer

The development of the mechanism of the need had a

number of ramifications on the analysis system. It was

originally devised as the most reasonable way to regulate

the coming and gc:ng of requests. It was in particular an

Ik

answer to the first difficulty that the analysis of text

raised, the difficulty of getting rid of some but not all

requests. The need not only showed how to get rid of re-

R A L

quests that were never executed but gave an explanation for
why

requests that were executed disappeared afterwards.

That a request should only be executed once had seemed both

necessary and reasonable, but now it could be seen as part

of the general phenomenon of requests being removed when

their needs were “illed.

U
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It was then found that the need was important for the
process of converting concept ial predictions to language
predictions. Originally there was the general idea of a
rcutine that would start with a conceptual prediction, look
at each request, and prefer those situations that activated
those requests that were most compatible with the conceptual
prediction. The crucial step <eemed to be how to recognize
what a request was doing. The need turned out tn specify
exactly what was wanted, when the ccnversion routine was
translated from a general idea intuv a specific algorithm.

The concopt of need also provided a motivatior for the
stacking, or setting aside, of requests. This motivation
was pased on the bhond formed between the set of requests
and the set of gaps in the current structures L- ‘=73 built.
Whern <mbedding occurred, the change was a shift in structures.
Thiz change in structure meant a change in the set of gaps
to be f1lled. This change in the set of gaps meant a change
in the set of needs, and change in the set of needs meant
a ¢hange in the set of requests. Unstacking, or resetting,
tke requests was then a matter of returning to a previous
structure, which meant returning to the necds of th=t
shtrucrure,

Tie rquestion of how deeply stacking can occur becomes
one of how many times shifts in structure can happen before
the aralyzer is unable to remember where to return to. And
a new Jquestion is raised about how recoverakle the suggested
reqque-5t e are. That is, when a previous structure is ro-
turned, 1nspection of it can determine the set of needs.
sut 3t 15 not clear that the set of suggestions for these
needs 15 s5till recoverable. It can be, in the analyzer a:

present, but consider the following two sentences:
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Joha told Mary Bill was sick,
John told Mary, who was upset, Bill was sick.

There is a suggestion with "tell" that says that, to
fill the need for the object of the communication, look
for an unintroduced clause following the specification of
the recipient. Thus in the first sentence, "Bill was
sick"” is taken as being the content of what John told
Mary. In the sccond sentence an embedding occurs follow-
1ng Mary. To me the second :ontence requires a "that"
before "Bill" to be natural. That is, the clause should
not be unintroduced in the second sentence. It seems as
thouugh the suggestion described has becn lost due to the
embedding. "That", which had its mean:ing altered, 1is re-
Juired to bring back the necessary request.

To return to the role that the need came to play, I
would alsc refer the reader to section 12.4 in Part I1I,
"Internal Versus External HNeeds". There, needs turned out
to provide a motivation for the way noun phrases were being
handled.

The need, in other words, is really the star of Part
IT, botu as a device fcr the processes of extended analysis
and Az a <¢oncept about which much of the analyzer had im-
plicitly been organized.

Top-down and Bottom-up

To 3ome extent, it could be claimed that the approach
to analysis 1n Part I is bottom-up, while that in Part II
1s top-down. That 1is, in Part I the analysis is based on
the discovery of an element which leads to a set of hypotheses
aiout what function this clement might be playing. The
@lement in this case is a word, and the hypothesized functions

arc the requests of that word. The interaction cof the
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hypotheses from the various elements results in the final A
interpretation. =
In Part II the analysis is based on making a prediction ‘f
about the function of future elements and, when an element ve
is discovered, seeing if it can fulfill this function. In Tt
this case the functions are preferred word senses and the b
] ~lements, age1i1n, are words. The final result is the product -
7 of the successful predictions. wa
3 These two approaches do not contradict each other. In o
? fact each depends upon the other. The Part II approach i

|
b

rejuires the Part 1 because, in Part II, the top-down fpre-
dicticons are not complete, as they are in a top-down parsing
strategy for a grammar. That is, there are situations not
precdicted by the extended analysis routines. When such
situations cccur, the analysissystem depends on the hypothe-

sizing of requests from Part I. At the same time, the anely-

zer :n Part I depends on the operations of Part II because

the analyzer is not a pure bottom-up approach. That is,

= 2

the analyzer in Part I does not keep all possible hypotheses

T

until they are definitely ruled out. Instead it tries to

g
(93

chouse one as soon as possible as the most likely hypothesis.
To do *this in a text it requires the information passed by

the mechanisms of Part I1I.

il

The two approaches, then, form one integrated system.

P Th+ two approaches do not take turns but rather operate

s1multaneocusly, acting on different levels. The final re-

£ sult of an analysis is therefore the product of successful

predictions that have modified and been modified by the sets
of hynotheses, and their interactions, generated from the

input elements.

o

T




-

o

il

The Monitor

The monritor program in Part I was basically very simple.
It took an input element, chose a word sente for it, loocked
through a list of rejuests, evaluated those that said they
applied, and removed from the list those requests that had
been executed. This loop was repeated for each input element.
Except for noun phrases, all the activity was by the in-
structions themselves.

In Part II the monitor hecame more complex. Instead
of keeping a list of requests, it Xeeps a list of needs,
each of which has a list of requests attached. These needs
are related to gaps 1n structures that are being built. The
input loop 1s almost the same, but instead of removing
requests directly needs are removed as they are filled by
the execution of recquests. The monitor also has o new jok.
This is to keep track of conceptual predictions and, through
the chaining algorithm, eventually modify the f' ction that
chooses word senses.

I would claim however that, if anything, the monitor
is less language-specific in Part 11, despite the increase
in 1ts complexity. This is because the handling of noun
phrases is removed from the monitor. The loading of sug-
gestions from word senses, and hence the inhibiting of that
loadiny, is handled instead by trap routines that are, at
least 1n spirit, separate fr om the control functions of
the monitor. This separation decreases the languag:2-
specificness of the monitor.

The major additions, on the other hand, are the build-
ing of chains of request dependencies and the passing of
predictions down these chains. Both of thoese processes are
inde, endent of the particular language the analyzer is con-

cerned with, These mechanisms for handling contextual
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effects are based on the most fundamental aspects of re-
quests. The requests for handling any language will consist
of TESTs and ACTIONs. The TEST predicate will depend upon
informaticn coming either from the input or from some role
in a structure. Therefore a focus for a request can always
e specified. The ACTION function will be placing the

structure it is building in some other structure. Therefore

a need for a request can always be specified. These elements

are all that are needed to implement the algorithms for
building chains and for passing predictions.

The monitor therefore is as universal as the request
structure. The processes that form the moniter therefore
ire 1ndependent of parsticular languages. It is only the
cbrjects ot these processes, the actual pradicates, functions

anc¢ -"+ructures needed, that are peculiar to a given tongue.

1
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14.2 FUTURE WORK

Ia this section, some of the many open problems related
to this vork are mentioned. Many of them have been referred
to briefly in the descriptions in Parts I and II1. A few of
them are specifi~ perhaps to the structure of the approacth
used, but most are, I think, the kinds of problems any
analysis system will have to answver.

Assigning Suggestiors

One of the Aquite specific problems that was menticned
is that of r¢-olving the situation where one suggestion is
applicable to two needs. This arose bhecause suggestions
were allowed to be of the form "if yo need something of
type X, tren in situation 2 do Y." It might happer that
several different needs would be present, all of type X, ]
when the suggestion is made. One question is whether this
situation occurs, or whether it should always be assumed
that when it does, either the suggestion or the needs
were incorrectly specified in the dictionary. If it can
occur, is the solution to assign the suggestion to both
needs, mcdified in each case so that the filling of X goes
to the right need, or only to one? 1If the latter approach
is chosen, what are the criteria for deciding? Alternatively,
should the suggestion be held until it is triggered, and
then a decision made, based on the nature of the structure
the suggestion produces, as to which need should be filled?

Failure of Preferences

Another problem involves the chains of preferences.
Given an initial conceptual prediction the chains of request
dependerncies are followed until eventually there is a pre-
ference at the lanqguage level. The problem arises when

this language preference is contradictea. That 1s, suppose
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a certain feature is preferred but none of the word senses
available satisfy this preference. Should the :(rererence
chain be forgotten and a "most common" sense of the worc
picked? Or should the preference chain be re-examined and
modificd in some way until a preference 1s generated that
can be satis fied?

Preferences and Noun Phrases

Another problem stems from the fact that noun phrase
boundaries may be recognized only by looking at the next
word nat ain the phrase. The problem is that when the analy-
zer i< lu:rlding a noun phrase it is applying to the function
choosing the word senses a set of preferences. Once the
noun phrase 13 finished, various requests will be triggered,
and *he set of preferences is likely to change. If, how-
ever, the analyzer looked at the first word after the ncun
phrase tc determine that the noun phrase had ended, then
it applied the same preferonce set to that word that it
did to the noun phrase elements. When all the actions
caused by the "digesting"” of the noun phrase have finished
and this word is looked at for its ownh sake, should the sense
freviously picked be kept, or should a sense be rechosen
based on whatever the new preference set is?

Infernonces and Chains

The rest of the problems 2o be discussed are more
concertnied with the language-memory interface. They are
basically the same problems that people working on models
of human dcductive systems have encountered, but here they
are seen from the viewpoint of language comprehension.

For example, the problem of depth of inference is
important when building preference chains. In the text

example "John hated Mary. John gave Mary a sock," at one
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point the analyzer asked the memory if ATRANSing something
could hurt someone other than the ATRANSer. I said that

in normal circumstances the answer to this should be "nc",

but that there are situations where it could he "yes". tWith

a simple "no" the analyzer can build the preference chain
described.

Suppose though tha+ the memory instead discovers a
possible situation where the answer is "Yes". For example,
the memory might respond "Yes, with the condition that Mary
wants the object being ATRANSed, she expected to get it,
and she is not the recipient of the ATRANS." Even though
this particular hypothesis would be remo.ed when the second
sentence s analvzed to the point "John gave Mary...". it
5t11]l scems unlikely that this hypothesis should have been
kK=2pt at all. And, of course, the memory might have neen
even more imaginative and corne up with situations whare
Mary is the recipient and is still hurt by an ATRANS =o
her.

How then can we restrict how imagirative the memcry

should be, when answering questions from the analyzer?

Story-Patte-rn Predictions

There 1s a large body of work to be done on decermining
the conceptual structure of story-patterns, Part of this
is specifying what conceptual relationships should be used
te build story-patterns in context clusters. besides che
causal links it seems reasonahle to assume that some patterns
diepend on a proximity in time relationship between events.
Beforrm trying to cateqgorize such relationships thouagh, there
needs to bhe a respectapole collection of story-patteras that
have proved useful for binding texts together. And one
decision involved «n the gathering of this collcection is

choosing between general patterns that cover many cases,
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but require more deducticn when used to build preference
chains, and specific patterns, which make more exact pre-
dictions but which cover only limited situations.

Stylistic Predictions

There is another kind of context prediction which is
Lased only partially on the particular content of a text.
These are styl'stic predictions, predictions based on
Avtowlocdje about how stories are written. For instance therve
is a vrodiction, 1 believe, arising in the following text
that stews from an idea that stories should be told "sym-
metrically®:

It was a beauti1ful day. John looked out his win-
1ow . To the left he saw the trees in bright
colors,
A prediction that seems reasonable is that there will soon
be a sentencse beainning "To the right...".

Viocrs on this type of prediction is much harder, I feel,
than 20 the other form of context prediction. An approach
coulid v basced on very syntactic-like rules about composi--
rion, vut, a4s witn the syntax of sentences, problems will
crop up due to the difficulty of letting the conceptual
content of the text interact wvith these rules. An approach
more compatible with the analysis system presented would
reduire an understanding of what thoughts and motiviations
are comiunicated by various types of story-telling device-~.
Tren oredictions about what kind of story is being told
APETRIES RIS nverted from these thoughts and motivatioas
bacrn 1nto Lext constructions.

Backup

int~1lli3ent backup routines are a very important and
immediate task for futur. work. Of particular immediacy
are the Lackup routines applicable primarily within one
renbogioe
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In section 13.5, "Preference: Sense Choice", 1
sketched a pessible flow of backup and reanalysis for the
text "John was feeding the deer at the zoo. He gave a
buck to the peanut vendor." It was crucial to the process
that the backup routine made use of all the information
available to the analyzer, including the nature of the prob-
lem that initiated the backup. With this information the
backup predicted what the reanalysis should result in.

In other words, the information collected foi doing che
reanalysis became the context of the new analysis and
made a "better”™ prediction than the original context had
made.

The making of a better prediction, while non-trivial,
at least involves the same kinds of processes that are
needed for forward analys:is. But tc do backup requires
deciding where to go to begin the reanalysis. An answer
that might work on single sentences, namely start over
at the beginning, will be clearly inadequate for texts.

A good source of texts which reauire backup are jokes.
The comprehensi1on (tut not the appreciation) of jokes was
an carliy goel of this work. Jokes stress several aspects
of text comprehension which have been the focal points
of the discussion of extended analysis. One point is the
need for making predictiors, for "setting yourself up". The
following joke uses the story of a hunting expedition to
cause an incorrect prediction to be made:

I was on a hunting expedition in Africa. What

a time! I shot two hucks. It was all I had.
Another point is the integrity of a text, that texts can
be as tightly bound together as sentences.

A third point stressed by jokes is *that the backup

routine predicts the result of reanalysis. In this joke
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it uses "all 1 had" to predict the idea of losing money,
which then leads to a correct analysis of "1 shot two bucks." N
A fourth point is that the backup routines seem to
] kow where to try again. In the above casce it is the pre-
vious sentence, not the initial one, but the opposite is
true 1in:
My grandfather was an old Indian fighter. He
did it fur t“wenty years. Then he had to quit.
. There weren't any more old indians.
This is probably due to the presence of structures in texts
and sentences which set up kinds of dependency relationships.

These dependencies would form the paths along which backup

QI

routines travel, somewhat independent of the actual order

LS

of text presentation.

£
=

At any rate, while backup routines for sentences seemn
feasible, routines capable of handling texts seem very far
away as yet.

Finding Referents

The reason refer ~tial elements like pronouns are ig- .

nored in the analyzer is that, although they are a very

big problem, they can be Lypassed and other work can still

[l

be done. Firther, the nature of the problem's solution i

seems to lie more in dewuctive rather then in comprehension g

processes. To do "The city councilmen refuscd the women

a parade permit pecause they advocated violence" and also
"The city counciimen refused the women a parade permit

because they feared violence" requires very little from the

languagec aralysis but an awful lot from the deductive memory.
A partial solution, such as that described by Wilks

(1973b) and sketched in Chapter 3 ("Previous Work"), could

be incorporated in this system, The hasic idea is to gen-

erate a conceptual pattern (from CSIRS for Wilks, from a
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general deductive memory here). If this matches an incom-
plete pattern the analyzer has produced for a sentence
with referential elements, and the restrictions set up by
the referential elements (e.g. female) are met, then the
generated pattern provides the missing information.

The real problem with this is finding the pattern that
has the answer. It is unfortunate that the common text
binding predictions from story-patterns do not produce, in
general, the kinds of patterns needed. This is because the
conceptual predictions from story-patterns are very bhroad,
specifying classes of possibilities. These predictions or
preferences can be applied through chaining to words which
have finite sets of senses, each of which produces definite
conceptual structures. The prediction selccts one of these
senses,

Referential elements, on the other hand, are themselves
broad classes ot possibilities. What is needed are pre-
dictions of specific conceptual structures from which a
choice can be made. The work of Charniak (1972) is the
most relevant in this area. This is so not only because
it ~onsiders the many kinds of information needed, hut also
because the basic demon mechanism he uses has much in comrun
with the request. Hence many of his prcblems and solutions
can be phrased in the terminology of the analyzer.

Other Languages

The analysis system described has been offered as a
jJeneral model of language comprehension. Although specific
functions and syntactic relationships are peculiar tc English,
the basic structures of requests and needs, of conceptuali-
zations and context clusters, etc., are oriented towards
language processing in general. There is no way to prove

this claim rigorously, but there are two ways to support it.
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Ore way is to show how the processes can be viewed d4S memory
mechanisms. This has been the thrust of the general com-
ments that have been made about this system. The other

way is to construct similar analysis systems for other
languages.

Work has just begun at the Istituto per gli studi
semanticl e cognitivi, in Switzerland, on a German analvzer.
While Cerman bears many similarities to ¥nglish, it has onc
feature that makes the design of an analyzer for it of great

interest: the verb comes last. That is, the word that

often specifies the main conceptual frame for the sentence
1s frequently the last word read. Since the English an-
alyzer depended n the verb a great deal (the verb is not
given the special status of being central, lLut most of
them tvrn out to be so), this aspect of German would seem
to be a problem.

However, it should be pointed out that in the analysis
of English in Part 1I, the verb was no longer the only source
of predictions about the content of the sentence. There
were also conceptual predictions originating from the analy-
sis of previous text. 1Iu German, 1 claim, conceptual pre- =
dicticns play a much stronger role, especially in isolated
sentences. For example, the analysis of the "Germanized" i
Engiisi sentence "John had with a club Bill on tie head hit" =
would involve a prediction that John was hitting Bill be-

fore "nit" was actually recad. This prediction, in isola-

tion, would be based on what someone is likely to do with
a club to someone clse. 1n the countext of a description
= of a fight this prediction would be even stronger. Even
ln English one can construct sentences where predictions

about conceptual relationships are based on “he objects
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involved, such as "With a freshly sharpened knife and a
long fork, John carved the turkey." The difference on this
Pcint between German and English is that German makes
greater use of these conceptuaal predictions.

For this reason, the work on the German analyzer offers
an interesting challenge. It requires, at an early stage,
the mechanisms described in Part IT, and uses them con-
stantly. At the same time, it advances our knowledge of
English analysis by focussing on effects that occur in

English but are somewhat masked by the way English sentences

are constructed.
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14.3 SUMMARY

The various major clements of the analysis system have
been introduced and summarized several times. Therefore
this shall be only a brief recapitulation of the total effort.
What his been described is a system for the comprehen-
sion of natural language, in particular of sentences in
English. The system has cne aspect of completeness in that
it involves manipulations both on the conceptual and on the
surface levels, and a non-ad hoc means of coummunication be-

tween the two levels. This is a sort of completeness of

depth. The system is not complete in terms of breadth,

for it does not include all, or even most, of the manipula-
g tions needed at either level.

3 The comprehension processes are written in terms of
requests. Requests are pairs of predicates and functions.

1f the predicate of a request becomes true, then the func-

tion of the request is executed. The basic flow of analy-

sis consists of maintaining a set of recuests, reading

words from the input in a left-to-right direction, executing
the functions of those requests whose predicates have be-
come true, and modifying the set of remaining requests.
Requests initially come from the dictionary entries of the

words that appear in the sentence. The execution of a

request may aiso introduce new requests.

The final goal of the analyzer is to build a conceptual
structure that represents its interpretation of the sentence
being analyzed. Along the way the analysis will produce a
number of partial structures, both conceptual and syntactic.

These structures lack information in various places. These

gaps generate needs for structures to fill them. Requests

are grouped according to the needs they would satisfy if
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they were executed. When a request fills a need by being

=

execwte~, that need disappears and with it all the regquests

grouped under that need.

Wil g
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One structure that generates needs is the story-pattern

¥

structure of a text. A text is interprnted as a sequence

WA
I

of conceptualizations. A story-pattern is a proto-typical

sequence of conceptualization-types that has been stored

[
W

in memory. Whe a text is recognized as following some

[

particular story-pattern, needs are generatec to fill tho=se

W
Ut

parts of the p~attern which have not yet appeared in the text.

Iy

Associated with these needs are general conceptual patterns

i

which the story-pattern says sinould appear in the still un-
filled positions. It is predicted that these patterns will

be found later in the text.

I
U

1

When these predictions are applied to the sets of re-

quests maintained during analysis, they lead to prefercnces

WL
I

about wcrd meanings, i.e. about what dictionary entries

for words of the input should bc used. The preferences,

il
iy

when successful, cause sentences of the text to be in-
terpreted so as to fill out the missing elements of the
story-pattern.

The analysis system adheres to the following assump-

I

tions:
1) Its primary task is to comprehend a sentence,
not to assign a syntactic structure to it;
2) Pieces of the interpretaticn are assumed as

soon as possible, while the sentence is still

il

being read;

I

3) There are predictions at various times during

the analysis about what will come ard how in-

—

put elements should be looked at fir.t;

u ‘H
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4) The words of a sentence, through the diction-
ary, provide the information base upon which
all the processes depend;

The requests which originate in the dictionary are
language-specific. The conceptual predictions which arise
from the story structures are culture-specific. The pro-
cesses that communicate between these two are universal in
the sense that they do not depend on particular predicates

and functions but only on the form of requests in yeneral.
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14.4 CONCLUSIONS

Po——

The development of this analysis system is still con-
tinuing. But, from what has been accomplished already,
some conclusions can be drawn now.
§ One conclusion is that goals are a very important
factor in determining the nature of the system produced.
= The modelling of human language comprehension was the primary

reason for the development of this system. I claimed that

i thiis goal set this work apart form previous efforts. Hcpe-
fully this roint is clearer now that the analysis system

has been described, both in terms of where it is and of

[—

where it will be going.

Another conclusion is that the expectation has been
verified as a useful mechanism for describing analysis
processes. It was shown to he feasible for programming
in Part I, and it was shown to be easy to extend in Part I1I.
In Part 1, the advantages derived from the fact that ex-
pectations didn't regquire a separation of the analysis pro-

- cess into a seguence of stages. Hence it was fairly casy

to take an intuitive hypothesis about the flow of decisions
that occurred in the comprehension of some sentence, and
program that flow as a sequence of triggered expectations.

In Part 11, the advantages derived from the fact that ex-

pectations were small units and could be characterized and
manipulated easily. Hence it was possible to tie expecta-

tions tugether with predictions of conceptualizations,

(U A O

converting these predictions into a direct effect on the
flow of analysis.

Another concliusion is that generative grammars are

not a rrerequisite for computational linguistic proyress,
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Linguistic theories about such grammars are concerned with
the notion of the "structure of lanquage”. By contrast I
taks the concern of computational linguistics to be a search
for mechanis '« for obtaining information from language con=-
structions. ©One way to do this is to incorporate elements
of generative grammars. Woods and Winograd both did this.
But one can also attack a compucational linguistic proublem
directly, creating new devices that seem most appropriate
for the job at hand. The analysis system described here

is a result of a direct approach to the problem of modelling
human comprehension. 1t does so without recourse to the
noticn of a generat. ve grammar.

A final conclusion of this work is the feasihility of
treating language analysis as a memory process. The devices
used, i.e. Lhe expectation, the need, the context cluster
and so on, and the problems of concern, i.e. adding, deleting
and diffusing information, are proper to the creation of
a general model of memory processes. There is a tendency,

I think, to associate work on memory mode.s wii1 the unpro-
ductiv~ construction of formalisms, where simple mechanisms
are postulated but no content for testing these mechanisms
is provided. Ferc, however, both conten. and mechanisms
have developed together. An cnalysis system, like this
one, that is consistent with a general memory model, can
contribute not on'y to the domain of computational linguis-

tics, but to artificial intelligence as a whole.
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