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CONCEPTUAL MEMORY
ABSTRACT

Humans perform vast quantities of spontaneous, subconscious computation in order to
understand even the simplest natural language utterances. The computation is principally
meaning-based, with syntax and traditional semantics playing insignificant roles. This thesis
supports this conjecture by synthesis of a theory and computer program which account for many

aspects of language behavior in humans. It is a theory of language and memory.

Since the theory and program deal with language in the domain of conceptual meaning, they
are independent of language form and of any specific language. Input to the memory has the
form of analyzed conceptual dependency graphs which represent the underlying meaning of
lariguage utterances. Output from the memory is also in the form of meaning graphs which have
been produced by the active (inferential) memory processes which dissect, transform, extend and

.recombine the input graphs in ways which are dependent upon the meaning context in which

they were perceived.

A memory formalism for the computer model is first developed as a basis for examining the
inferential processes by which comprehension occurs. Then, the notion of inference space is
presented, and sixteen classes of conceptual inference and their implementation in the
computer model are examined, emphasizing the contribution of each class to the total problem of
understanding. Among the sixteen inference classes are: causative/resultative inferences (those
which explain and predict cause and effect relationships relative to the memory’s model of the
world), motivational inferences (those which infer the probable intentions of actors), enabling
inferences (those which predictively fill out the circumstances which were likely to have obtained
at the time of an action), action prediction inferences (those which make guesses about what a
person might be expected to do in some situation), knowledge propagation inferences (those
which predict what knowledge is available to a person, based on what the memory already
knows or can infer he knows), normative inferences (those which assess the "normality” of a
given piece of information), and state duration inferences (those which predict the probable
duration of specific states in the world). All inferences are probabilistic, and “backup” is

deemphasized as a programming tool.

it



The idea of points of contact of information structures in inference space is explored. A
point of contact occurs when an inferred unit of meaning from one starting point within one
utterance’s meaning graph either confirms (matches) or contradicts an inferred unit of meaning
from another point within the graph, or from within the graph of another utterance. The quantity
and quality of points of contact serve as the primary definition of understanding, since such

points provide an effective measure of the memory’s ability to relate and fill in information.

Interactions between the inference processes and (1) word sense promotion (how meaning
contex.t influences the language analyzer’s choice of lexical senses of words during the parsc),
and (2) the processes of reference (how memory pointers to tokens of real world entitizs are
eétablished) are examined. In particular, an important inference-reference "relaxation cycle” is

identified and solved.

The theory forms a basis for a computationally effective and comprehensive theory of
fanguage understanding by conceptual inference. Numerous computer examples are included to
illustrate key points. Most issues are approached from both psychological énd computational
points of view, and the thesis is intended to be comprehensible to people with a limited

background in computers and symbolic computation.

(Thesis committee: Profs. Roger Schank (advisor), Ken Colby, and Jerry Feldman, Computer

Science Dept., Stanford University)
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"1 KNOW YOU BELIEVE YOU UNDERSTAND WHAT YOU THINK 1 SAID, BUT I
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CHAPTER 1
INTRODUCTION

1.1 ESSENCE

This thesis describes a computer program which exhibits a primitive capacity to think.

The basic unit of input to the program is the conceptual graph. A conceptual graph is a
cluster of computer symbols linked together in structured patterns to represent the thoughts
underlying natural language sentences. The natures of the symbols and connecting links allow the
graph to capture the underlying meaning of the sentence in a way which is not dependent upon
the way the thought was phrased in language, or even upon which language was used to
communicate it. The program is therefore desighed to function in a pure meaning environment. it
assumes the existence of two other programs: a conceptual analyzer [R2], which can transform
sentences of a language into these language-free cohceptual patterns, and a conceptual
generator [G1], which can transform conceptual patterns into sentences of a language. Both
these programs interact with the memory during their tasks. Although both companion programs
must deal with the specifics of a particular language, all inter-program communication occurs

through meaning patterns.

The program has one central reflex response, conceptual inference, which is activated by
incoming conceptual patterns. From each pattern, this reflex generates many new, meaning-
related patterns which represent predictions about facets of the larger situation of which the
input pattern might have been a part. That is, the program assumes that what it perceives is
always only a very small part of a much larger pattern, and it is motivated to discover as much
of the larger pattern as possible, and to relate what it discovers to other patterns it already
knows. To determine points at which one pattern joins with another pattern is its single most

important goal.

As subgoals of this task, the program tries to determine why actions were performed, what
an action might have caused, what must have been true in order for the action to have occurred

in the first place. If a person is in state X, what might he desire as a resuit of being in that state?



If a person desires Y, what might he do to achieve Y? The program will make predictions about
what is likely to happen next, and can realize when its predictions match subsequent incoming
patterns. It makes assumptions about what other people know, based on what it already knows
they know. It can detect when one pattern of meaning conflicts with another one, and it can
combine similar patterns which have come fronﬁ two different sources. By combining them, it
opens new pathways between other information patterns. If there are gaps in the incoming
meaning patterns, it tries to fill them in. Based on the larger patterns in which they occur, it can
make decisions about who and what the smaller patterns are referencing, even though these

things might be undecidable from examining the smaller patterns separately.

The program can get along with less than perfect data. When it cannot locate information it
needs, it can make assumptions about that information, based on patterns of what is normal and
" expectable. It can guess how long certain states and actions in the world last, and use those

guesses in its predictions. It is sensitive to time factors in all patterns.

Taken all together, the processes in the program define a theory of understanding which is

related to language, yet independent from it. This theory will be called Conceptual Memory.

1.2 CHALLENGE

In recent years, the stored-program computer has posed some of the greatest challenges
ever to man’s ingenuity to synthesize and analyze. One such challenge is to discover a starting
combination of ones and zeroes in a computer’s memory, and a set of stored‘programs which

manipulate them, which will allow the computer to use and comprehend natural language in the

same way humans do.

| have therefore posed the following general question as the starting point for this
research:
What does the brain of a human language user do with the

information communicated to it via natural language? How can a
computer be made to do the same things?



1.3 ' PERSPECTIVE

Most of us take for granted our ability to use and understand the language of our culture.
Because of this, it is quite natural to assume that language comes equally readily to computers.
This assumption was eagerly made by natural language researchers in the early 50’s. But their

enthusiasm was quickly dampened: their efforts were stymied on two fronts.

First, computer hardware was in its infancy. It was so new, slow and unpredictable in fact,
that even if someone had discovered some computationally effective general principle of
language and intelligence, he might never have had the opportunity to confirm it! Also, there was
a certain diverting fascination with getting anything to work on the new equipment. This
instilled a kind of euphoria known only to those who have written a computer program and
watched it automatically carry out their own thoughts right in front of their eyes. Perhaps
because of this it was thought that the main step had been taken in just getting the computer to

do something -- that the rest would follow easily. That proved to be incorrect.

Second, even though the field of Linguistics had been around for quite some time, when
researchers attempted to encode language in the ones and zerces of the hulking watt-eaters, a
new crop of problems -- a new fevel of unanticipated detail and intricacy -- arose. For the first
time, everything had to be made totally explicit. Whereas corners could easily be cut in a "paper"
theory of language in order to get at some of the deeper issues, in a computationally effective
theory, the burden of proof ultimately rests upon the computer’s performance. Any cut corners
were reflected, to the chagrin of many a researcher, as direct idiocy in his mechanical prodigy.
And it was more than engineering details; it was an absence of theory. In short, it was quickly

discovered how little was actually known about language.

At the crest of this first wave of excitement was the vision of automatic machine translation
of one language into another. It initially looked as though transiation could be achieved by
extremely simple and local transformations on words. Because of this, most of the main issues
which came into focus were related to the maintenance and use of dictionaries in the computer:
storing words and word senses, organizing large vocabularies, devising faster and faster lookup
techniques, cross-referencing entries (synonymy, antonymy), and so on. Just off the main stream

of automatic translation were endeavors in word frequency analysis, automatic keyword



compilation, and the like. It was the era of a new form of computation: symbolic transformation

and manipulation of natural language vocabulary words.

Notably missing in these first efforts were any serious attempts to revamp and incorporate
traditional ideas about grammar and syntax. Then in the 60’s, perhaps revitalized by Noam
Chomsky’s new approach to syntax which appeared in 1957, the field experienced a rush on
syntax. It was the next logical step to take, and interest in it was all the more heightened and
sustained by the emerging need for more sophisticated artificial (programming) languages. The
new iséues became those of how to represent a grammar as preéise syntactic structures within a
computer, how to make them flexible and extendable, and above all, how to use them to analyze
(parse) sentences of the language into syntactic structures. This latter issue gave rise to
innumerable theories of syntax, and to theories of how best to parse. Better and better
syntactic analyzers were written, and a precious wealth of discovery was made. But computers
still could not understand language, even though they could now babble prolifically in
meaningless -- but grammatically impeccable -- sentences, and could chastise with flashing lights
and ringing bells all those who spoke to them ungrammatically. Basically, researchers had beaten

the dead horse, and he still would not rise.

Relative to the goal of getting a computer to understand natural language, the shortcomings
of syntactic parsing were threefold. First, it was far too precise: although it would work in the
laboratory on carefully selected sentences, the smallest deviation (something a human would
scarcely notice) from what the grammar prescribed would invariably cause the system to fail.
Second -- and it is surprising that so many researchers deluded themselves so long on this --
correct syntactic analysis is inseparable from the individual meanings of eack word in the
language. To classify one word as a noun, another as a verb, indeed led to a parse capability, but
the parse which resulted was at best just an analysis of form rather than meaning. At its worst,
the parse was even an incorrect analysis of fqrm, because of "peculiar meanings"” of certain
words. Third, and most important, even if a correct syntactic analysis could be guaranteed, what
was it good for, relative to understanding? It is not at all taxing to find very ordinary sentences

whose syntactic form is not of much use in predicting their meaning:



ohn’s refrigerator was running.

ohn’s horse was running.

ohn’s candidate was running.

ohn’s nylon shirt was running.
John’s specialty was running.
John’s nose was running.

(concentrate on the picture each elicits in each case). Because of this, and because the goal of
syntactic parsing was to render an analysis of. form, understandably little thought was given to
this question of the utility of syntactic analysis to understanding. It finally came to be generally
accepted that, no matter how clever one was, syntax was simply the wrong way to begin an

understanding system.

Researchers had at that point come to grips with one of the key realizations about
language: that syntax and meaning are thoroughly intertwined, and that syntax -- regardless of
how elaborate a role it plays -- should serve only as a means to an end: to discover the
underlying meaning of each sentence. This realization marked the beginning of the third

generation of language researchers, the "good guys". The new issues became how to represent

meaning (Schank [S4] was among the first good guys here), and how to be diplomatic and
_charitab|e in the merger of syntax and semantics in the programs designed to extract meaning
from sentences (Winograd [W5] was among the first here). At last, the veneer of pure syntax
was being sanded away, and the underlying issues of language and cognition were beginning to

be recognized as one and the same.

In 1971 Terry Winograd's Procedures as a Representation for Data in a Computer Program
for Understanding Natural Language served to coalesce and further this undercurrent which
had been around for several years prior to his program. Winograd showed how syntax, '
semantics, and a model of the world all fit together in a way which permitted a computer to
converse with a human in a limited domain, and to perform simple manipulations of the worlid
model. The system exhibited a noteworthy use of information from all three levels -- syntax,

meaning, world model -- in its task.

The broad significance of Winograd’s program was in the way it arrived at the underlying
meaning of each sentence. It was chiefly a theory of how knowledge from several independent

sources can be applied to predict meaning from form. Less attention was paid to the problem of



what to do with the meaning once it had been obtained. (In particular, the goals were to answer
questions about the model, to manipulate the model, and to explain and justify its actions in this
regard). In this theory of Conceptual Memory, the emphasis is reversed: | have been less
interested in Aow the underlying meaning of each sentence is extracted, and more interested in
the problem of what to do with the meaning after it has been extracted. | am interested iﬁ the
effects of each sentence’s underlying meaning within a memory: how the information in each
sentence logically flows through various cognitive processes, and how it interacts with the
meanings of other sentences and with a model of the world. In short, how does the content of

language utterances interface with our ability to think?

1.4 GENERAL GOALS

What does a person do with the information content of natural language, anyway? -- what
does it mean to understand, beyond the stage of syntactic or even meaning analysis of
sentences? These are tough questions -- things we cannot answer by direct analysis of our
brains because they concern abstractions whose relation to the brain’s physical properties are

extremely complex. One of the goals has been just to identify some of the questions!

We can all explain the how and why of our ability to comprehend language on a case-by-
case basis: "Oh yes, | understood that because | knew that ..", or "You must be talking about
John, because...". Because of this, everything | will discuss is "what everyone already knows
anyway" -- to study language is to study everyt/z;'ng, because everything can be described and
assighed meaning by language; it is the most powerful means of representing knowledge that
exists. Language and knowledge simply cannot be separated. In this sense, any theory developed
will address issues which are second nature to us all. Unlike a theory of high-energy physics, it

will be a "theory of the familiar."

But | am not interested per se in the case-by-case analyses at which we are all so facile.
Rather, the real challenge lies in discovering -- either by synthesis of an ar'tificial system, or by
analysis of a natural one -- the underlying logical (as opposed to physical) organization which
accounts for in this case-by-case ability to comprehend. The moment one makes a conjecture
about the nature of the underlying organization, the character of the theory abruptly changes

from familiar to esoteric: although we are certain of why we concluded X in situation Y, we can



only guess at the general mechanism in our brain which underlied the ability to conclude X in
situation Y, W in a similar situation Z, and so on. It is both difficult to discover these general
mechanisms by introspection, and difficult to comprehend their scope once they have been

discovered.

The general goal of this theory is to make many guesses about underlying higher-level
logical functions of the brain, to synthesize them into a unified theory of understanding, then to
implement them in computationally effective algorithms which can be carried out by a computer
program.

The goal is to develop a computationally effective model of the
logical flow of information in the brain of a natural language
user. This model should predict and explain the ways in which
information communicated to him by language is dissected,
transformed, rearranged, extended, and recombined in novel

patterns which are influenced by the situation in which he
perceives that information.

I will not be concerned so much with a model of the physics of the brain -- neurons,
charges, electrical wavefronts, and the like, or with a model of the physical organization of the
brain -- short term memory, long term memory, engrams, recall, forgetting, and the like -- as
with the abstract flow of information and with the information structures which must exist to

realize aspects of the processing.

1.5 TENETS

| want to ask questions about some of the deeper cognitive processes in humans. One tenet
is that these processes are independent from language and culture. [t is of course important to
distinguish the processes from the data the processes manipulate. The data will obviously be

highly language and culture-specific.

In order to deal at this language and culture-free level, (a) there must exist an effective
method of representing information in a form which is language- and culture-free, and (b) care
must be taken that the processes defined and synthesized are truly language- and culture-free:
any process must be able to function entirely in this pure meaning environment which is

buffered from language form, and independent of specific knowledge.



To illustrate what it means to buffer the memory processes from the form of the language
from which they derive their data, return to the examples of "running”. All of these have the

same syntactic form, which might be analyzed as follows in a phrase-structure grammar:

<sentence>
/ ~——
<noun phrase> <verb phrase>
v ~~ 7 T~
<modifier> <noun> <prog> <verb>
. i { |
JOHN’S X WAS RUNNING

However, each has a thoroughly different underlying meaning -- each produces a completely
different picture when we hear it. To capture the meaning is, in a sense, to represent the

structure of the picture. If we view language this way, these sentences about running come out

as follows:

John’s refrigerator was running. an appliance was functioning normally
John’s horse was running. an animal was propelling itself rapidly by moving its legs

john’s candidate was running. another person who lies in an unspecified relation to
John was performing actions intended to result in his attaining some office

John's nylon shirt was running. an article of clothing was falling apart

John’s specialty was runnixig. John’s ability to propel himself rapidly by moving his
legs was more highly developed than most of his other athletic abilities

John’s nose was running. fluid was being unintentionally expelled from a body organ

And not only can similar language forms convey completely different meanings, completely
different forms can communicate similar meanings. Instead of saying John’s specialty was running,
we might say "John was a specialist at running." The comprehender gets the same message from

both. And this phenomenon is limited only by our ability to obfuscate and distort the issue in

tedious language forms:

1. Indeed, the quantity of faith held by myself in
the structural integrity of my motorcycle is as
abundant as the number of "I"”s in that honorable
southern state in which my great Aunt Jessica was
conceived.

2. | trust my bike.



So | assume that what the memory receives as input is as independent from language as the
state of the art of language analysis will allow. There will of course be much interaction
between a good analyzer and the memory which | will not cover. These assumptions afford a
starting point from which to examine some language-related cognitive processes independently
of any particular language. We will also examine, to a lesser extent, how these processes relate
(in language-free ways) back to the processes which perform meaning analyses of sentences in a

language.

1.6 SPECIFIC GOALS

The use of language presupposes that both speaker and comprehender have access to
roughly the same storehouse of knowledge. There must be some common frame of reference.
Because of this, no language utterance is ever any more than a very lean allusion to the very
rich situation it describes. My specific goal has been to identify how a person who hears a lean
utterance expands it in his mind into the rich underlying circumstances surrounding it, and then
how he discovers how aspects in this expanded situation relate to aspects of other expanded
situations. To discover these interrelationships between the situation described by one utterance
and the situation described by another utterance will serve as my general definition of

comprehension.

The specific goal is to identify classes of conceptual inferences which contribute to this
automatic expansion. Sub-goals are to define memory structures which are the medium for these
expansions, and to determine how information gets into these structures so that expansion can
occur. Also, | want to examine how memory structures knit together when regions of one larger

pattern abut with those of another.

To do these things, the memory will be making guesses about things of which it isn’t certain,
modeling other people’s knowledge, making predictions about people’s motivations and possible
future actions, guessing how long certain situations in the world last, imagining what must have
been true for someone to pefform an action he is said to have performed, making guesses about
missing information, inferring what caused what and why, predicting who is being talked about if

it could be more than one person, and so on.



in addition to conceptual inferences and their control structure in the program, problems of

reference, and an important reference-inference relaxation cycle will be identified and solved.

16.1 THEMES

The following unordered list of themes is presented here as a montage of what is to come.

it is intended only to communicate the general flavor of the research by keywords.

Inference molecules and spontaneous expansion in inference space
The inference evaluator, confirmation, contradiction, and structure merging

Knowledge propagation inferences, motivational inferences, action
prediction inferences

Occurrence sets, conceptual bonds, reasons and of fspring
Implicit concept and token activation, word sense promotions
The Conceptual Dependency representation formalism

Internalization, identification and extraction of subpropositions for
inference

Causative and resultative inferences, and causal chain expansion
Descriptive sets and identification of referents

Enablement inferences, function inferences, intervention inferences and
enablement prediction inferences

Time atoms, fuzzy durations, state duration inferences, and time
maintenance

Assumptions about normality in the world, normality molecules and
normative inferences

Inference multiplexing by theoretical type
Feature inferences, situation inferences, utterance-intention inferences
Reference-inference relaxation processing

Specifier molecules, and the filling-in of missing conceptual information

10



1.7 THE PROGRAM AND SOME ASSUMPTIONS IT MAKES

The program which implements this theory of Conceptual Memory is called MEMORY. It is
written in the programming language MLISP, which was developed by David Smith [$13] at the
Stanford Artificial Intelligence Laboratory for the PDP10 computer. The program occupies
approximately 50,000 36-bit computer words when it is run with its starting data file of world
knowledge (approximately 300 memory structures and 50-60 program modules which contain
specific world knowle'dge in program form). It assumes the existence of two other programs
which émp!ement a theory of conceptual analysis and a theory of conceptual generation. The

three programs, when run together, occupy approximately 90,000 36-bit computer words.

1.7.1 THE CONCEPTUAL ANALYZER, BRIEFLY

The conceptual analyzer (for English) was desighed and is under ;:urrent. development by
Chris Riesbeck [R2]. It relies as much as possible upon meaning. Syntax, where essential, is
incorporated in the same feature [ request control structure as all other information about words
and their meanings. Because of this emphasis on meaning, the input language string need not be

syntactically well-formed; the only requirement is that it be conceptually meaningful.

"Feature [/ request"” means the following: each new word which is encountered in the
analyzer’s left-right scan of the utterance is treated as a unit of meaning which exerts an
influence in two ways. First, it can contribute its conceptual features to a queue. Second, it can
cause requests -- skeleton conceptual graphs which underlie the word -- to be set up. Requests
represent the active, goal-directed processes which attempt to combine the features on the
queue. At any given time, each gnfilled slot in a request constitutes a goal to be satisfied. In this
sense, the analysis can be called top-down. But since the requests are initiated in the first place

by the words of the sentence, the process can also be called bottom-up.

The dictionary entries for word senses which reference simple concepts, like John, cake,
bicycle are simple sets of conceptual features which characterize the concept. For words which
are underlied by entire complex structures (most verbs, for instance), the dictionary entries are
the skeleton conceptual templates which become the requests during the parse. The dictionary

currently consists of 300-400 words, of which perhaps 100 are verbs.

11



In chapter 3, we will see the computer form of a conceptual graph which is the output from

the analyzer, and the input to MEMORY.

17.2 THE CONCEPTUAL GENERATOR, BRIEFLY

The conceptual generator (also for English) was designed and is under current development
by Neil Goldman [G1]. It is logically a two-step process. The first step carries a deep conceptual
graph into a semantic network of English words. The second step carries this nétwork into a
grammatical English string by means of an Augmented Finite State Transition Network approach
described by Simmons [S11]. The program which implements the second step is in fact an

adaptation and extension of Simmon’s program.

In order to construct the net, the generator examines the conceptual graph’s general
structure, and on this basis selects one of 20-30 binary discrimination nets. The conceptual
graph is then filtered through this net, which performs tests, lying in three general categories,
on the graph’s structure and contents. Tests in the first category inquire about the identity and
conceptual features of objects in the graph. Tests in the second category ask whether an entire
substructure could be expressed by some particdlar language construction. The third category
involves general queries to the memory to ascertain time relations, and the existence of
particular contexts which would allow the generator to select more compact or appropriate

words than would be possible outside that context.

At the terminal nodes of the network are lexical verb senses with which are associated case

frameworks. The filtering process therefore serves to select the central verb for the main graph,
and nested subgraphs. A case framework specifies what cases are required for the verb, where
they may be found in the conceptual graph, and what the correspondence between the verb’s
conceptual and syntactic cases is. This correspondence is then used to construct the semantic

net.

173 WHERE THE MEMORY FITS, ALL THINGS CONSIDERED

The following block diagram is intended to help put the memory in perspective, as a

component of a larger picture.

12



A | D
-—— SESSSSEsx> Cm———— ————
LANGUAGE ---» | ANAL MEMORY GEN

—_—— P ====s

I

HIGHER LEVEL GOALS
(MODEL OF CONVERSATION, ETC.)

A -- analyzed conceptual graphs which the analyzer "hears"
B -- answers to analyzer-initiated questions such as:
"Who is this John I'm hearing about likely to be,
and does he have an unusual occupation?”
"Clarify the relationship underlying ‘John’s yard™
"Is there an animate concept which the word ‘dog’ could reference?"
"What is the most likely meaning of “bank’ in the current context?"
C -- memory structures to be expressed in language
D -- answers to generator-initiated questions such as:

"Was time CO082 before time C11787?"
"Could John’s doing X cause Mary harm?",

E -- goal-specific directions and queries to memory such as:
"We might have a guilt pattern emerging;
start emphasizing John Smith’s reasons for acting."
"Could John’s saying X to Bill have hurt Bill® feelings?"
“Believe what John says implicitly."

F -- suggestions and tips about interesting events in the memory such as:

-

--- LANGUAGE

-—-

"What Bill just said to Mary probably hurt her feelings. Want to intervene?"
“John has done several things which might indicate he no longer loves Rita.

Call up a special program to analyze further."
"Bill might be getting ready to go to the store.
Want to ask him to get anything?"
ve inferred that Mary wants the chair moved; want to respond?”

10’9

Figure I-1. The inevitable block diagram.

L
e

The nature of the inforhatioh thicﬁ__fléw;c; over pathé E and F is t“nérely conjecture.
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Furthermore, as chapters 5 and 6 will illustrate, there is anything but a well-defined boundary

between the memory and “higher level” and goal-oriented processes, such as dialog and

| bargaining models, or the model which might drive an information-seeking robot. The existence
of the "higher-level-goal” box in Fig. 1-1 serves only to emphasize that the processing 1 will
propose is not all-emcompassing, and that any specific application of my theory must be driven

by a set of goals which function "on top of" (or, more precisely, “within") the memory.

We will be exploring the "lower-upper class” of cognition.

1.7.4 OVERVIEW OF THE PROGRAM'S OPERATION

To give you a large-scale idea of things, | will describe here the overall behavior of the

program as it runs in response to one utterance.

The language anaiyzer (Riesbeck [R2]) is requested by MEMORY to "listen" for an utterance
(it does not have to be either complete or syntactically correct) to be typed at its keyboard. An

example of an utterance is:

(MARY KISSED JOHN BECAUSE HE HIT BILL)

When an utterance is sensed, it is analyzed by the conceptual analyzer into a conceptual

graph which is the meaning representation for that utterance (don’t analyze it yet, just enjoy):

o
JOHN <===> PROPEL «--- X?
/ \ 1
lD --= BILL
T le-- JOHN

<EE§EEEEEEE§§EEE§EEEEEEEEEEEEEE

MARY <===> D0
/ \

val al
X? <ms=> PHYSCONT e---- BILL L;\PS <zz==> PHYSCONT (—Z--—— JOHN

L part
MARY
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During and after the construction of the meaning graph, all references in the graph to
objects and concepts in the world are established as best as possible by the memory. This
process will, for instance, replace the symbol "JOHN" with a pointer to an entity in the memory
which represents some particular John, about whom much may be known. Also, as this
referencing occurs, the graph is dissected into its components and these components are linked
in to the memory’s network of other knowledge. Interesting facets of the graph are identified,
and become the starting points for expanding (by making conceptual inferences) the situation to

which the utterance alludes.

Next, MEMORY assumes that the thought was communicated for a reason, and that it conveys
interesting information which it does not directly contain, and which depends on the context in

which the utterance has occurred. It begins generating conceptual inferences as a routine

response in order to see how the information conveyed by the utterance relates to other
knowledge in its memory. This is spontaneous -- a reaction to each new input, rather than upon

external demand; in a sense, then, the memory generates its own goals.

As each new inference is generated, an evaluation function is applied to it. The evaluator
attempts to relate the new inference to existing knowledge in the hope of discovering interesting
relations with other information structures in the memory. One important resuit of this is the
merging of two structures into one, thereby establishing a new pathway between previously

unrelated information.

After interesting interactions of the new conceptual inferences from each utterance have
been discovered, the memory makeé.numerous responses. This theory doés not extend into the
domain of deciding what is appropriate to say. MEMORY therefore proposes everything of
interest which results from the utterance, forming a list of conceptual graphs to be expressed by

the conceptual generator.

The generator (Goldman [G1]) is capable of transforming a meaning graph into natural
language utterances in some target language. In this process, MEMORY ‘is consulted often to
determine if suitable conceptual information exists to allow the use of a particular word of the
language to express some part of the meaning graph, and to assist the generator in constructing

the appropriate tense framework from conceptual time structures in the memory.
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The memory is therefore not yet a conversationalist: what you get by running the program
is a rambling, stream-of-consciousness monologue. The analyzer and generator with which it

works both are designed for English.

175 COMPUTATIONAL ISSUES

The current program simulates several dozen rather involved processes. When it is turned
loose in full gear, it requires annoying amounts of computer time (5 minutes is typical) for
respoﬁses to each utterance. This is partly because of blatant programming inefficiencies; but it
is mostly because of the theory. Thus, the memory has rarely been run in "all-at-once" mode,
Instead, features can be turned on and off for purposes of demonstrating their effectiveness, and
how they interrelate. | am convinced that all processes are consistent, cooperative, and
coordinatable, even though the all-at-once mode more often than not blows up because of one or
more program bugs! To find one can take the better part of a day, and | have not recently had

the luxury of such quantities of time.

These things neither disappoint nor discourage me. If they disappoint you, consider what we

are trying to model: a highly parallel associative network of billions of active nodes, where each

node itself might realize a function which would take many seconds to model on today’s

computers!

If we can identify what is useful, and sketch out how to do it, we can then worry about
time, parallelism, and programming oversights. We must pass our theories through finér and finer
sieves. While the boulders still intimidate us, we must preserve our sanity by this attitude long

enough to get to the sand! (Whew!)

1.7.6 EXAMPLES

The following examples are actual computer output, and illustrate th current level of the
program’s ability. By "actual computer output” | mean that the memory can accept and generate
the underlying meaning graphs associated with each example (and others which follow similar
patterns). Since the conceptual analyzer and generator were developed independently, they had

slightly different vocabularies and abilities. In cases where they were not adequate, | have
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doctored the input and output. That is, sometimes | gave the memory a hand-analyzed meaning
graph which would normally be constructed from an English utterance by the analyzer, and
sometimes | either expressed by hand the meaning graphs which were produced by the memory,

or touched up the generator’s output.

Also, as will be seen in chapters 5 and 6, the memory will generally produce many more
responses than would normally be seen externally if a more sophisticated model of conversation
were coordinating things. This abundance of potential responses is a crucial aspect of the
theory, but until there is a model of conversation, it means that | have to select the responses

for illustration manually.

(SIMPLE EXPANSION BY INFERENCE)
INPUT:  John told Mary that Bill wants a book.

RESPONSES: john believes that Bill wants a book.
Mary now knows that Bill wants a book.
Bill wants a book.
Bill wants to come to possess a book.
Bill probably wants to read a book.
Bill might want to know the concepts contained
in the book.
A book about what?
Bill might get himself a book.
John might give Bill a book.
Mary might give Bill a book.
John may want Mary to give Bill a book.
John and Mary may have been together recently.

(DIALOGUE)

INPUT:  John went to the drugstore.

RESPONSE: What did he want to buy?

INPUT: He wants some aspirin.

RESPONSE: Is he sick?

INPUT: No. His wife is sick.

RESPONSE: I thought John was single. Oh, wait a minute.
You must mean John Smith, not John Jones.

(STORY)
INPUT: John hit Mary.
INPUT: Mary’s mother took Mary to the hospital.
INPUT: Mary’s mother called John’s mother.
INPUT: John's mother spanked john.

INPUT:  Why did John’s mother spank John?
RESPONSE: Because she was angry at him.
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She was angry at him because he hit Mary.
INPUT:  Why did Mary go to the hospital?
RESPONSE: ' Because she was hurt.
John hit her.
INPUT:  Why did John hit Mary?
RESPONSE: He was probably mad at her because
she did something to him.
(REFERENCE-INFERENCE INTERACTION)
(a) INPUT: John was mad at Bill.
INPUT:  He kicked him.
INPUT:  Who kicked who?
RESPONSE: John kicked Bill.
(b) INPUT: Andy Rieger is a baby.
INPUT: Andy Jones is an adult.
INPUT:  Andy’s diaper is wet.
INPUT:  Whose diaper is wet?
RESPONSE: Andy Rieger’s diaper is wet.
(FEATURE, NORMATIVE, AND ENABLING INFERENCES)
(a) INPUT: Phighdough barked at a policeman.

INPUT: What is Phighdough?
RESPONSE: Phighdough is probably a dog.

(b) INPUT: Mary was sunbathing yesterday.

INPUT:  Where was Mary yesterday.
RESPONSE: Mary was probably at the beach yesterday.

(¢) INPUT: Isaw John yesterday.
RESPONSE: I thought John was in France.

(CONTRADICTION DETECTION)

INPUT:  John said he killed himself.
RESPONSE: Dead people can’t talk.

(INFERENCE USING NORMALITY INFORMATION)
INPUT: Does Mary own a book?
RESPONSE: Probably, people normally own books.

(CONTEXT EFFECTS ON INTERPRETATION)
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(a) INPUT: Mary was feeling extremely despondant.
INPUT:  John saw she had a knife.
INPUT:  He asked her for the knife.

INPUT:  Why did John want the knife?
RESPONSE: Probably so Mary can’t use it to hurt herself.

(b) INPUT:  John wanted to eat a steak.
INPUT:  john asked Mary for the knife.

INPUT:  Why did John want the knife.
RESPONSE: He probably wants to cut the steak with it.

(¢) INPUT: John was furious at Bill.
INPUT:  John asked Mary for a knife.

INPUT:  Why did john want the knife?
RESPONSE: Perhaps to hurt Bill.

(CAUSAL CHAIN EXPANSION)

INPUT:  Bill took Mary’s book away from her.
INPUT:  Mary kissed John because he hit Bill.

RESPONSE: John hit Bill.

This caused Bill to become hurt.

This caused Mary to be pleased because she felt
a negative emotion toward Bill at the time.

Mary’s pleasure was caused by John’s action.

This caused Mary to feel a positive emotion
toward John.

This caused Mary to kiss John.

1.7.7 ABOUT THE COMPUTER EXAMPLES

| have tried to illustrate by computer example many of the theoretical points The examples
were generated over a period of several months as the program was still developing (as | hope it
will continue to develop). For this reason, you may notice differences in trace format, or in small
details of the processing from example to example. Also, it more often than not happened that, to
illustrate one smaller point, it was necessary to shut off other features of the system which
were not relevant to the demonstration, or to edit their traces out of the example after it had
been generated. This was the only space-wise practical thing to do, but it makes it hard to
absorb the gestalt of the system’s operation. | have made efforts not to isolate any one example

too severely from the rest of the system.
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All examples are unretouched computer trace output, modulo shuffling the output around so
that it would fit readably in the left column of the page. | have tried to indicate by ellipses those
points at which trace output was edited out, but make no claims as to the thoroughness of this

convention. The documentation in the right column was added by hand after the tracing.

1.8 WHAT THIS IS: COMMENTS

Part of the task in synthesizing a theory of cognition and language is to define problems
whose solution will be theoretically meaningful. This is not the case in many other language-
related endeavors. For example, the problem of transforming (parsing) sehtences of a particular
language into some underlying structure is "well-defined" in the sense that at least the general
goal can be concisely described. The inverse process of transforming underlying structures into
acceptable language strings is a similarly well-defined task. Indeed, there are many ill-defined
subgoals in the solution of such problems, and the problems are no less difficult because there is
a general goal. Nevertheless, the goal provides a standard by which the relative success of the
solution can be measured, and it is fairly straightforward to realize failures and deficiencies,

pinpoint their cause, then patch them up or extend the deficient processes,

There is no one identifiable goal for a language-independent model of cognition. What does
it mean "to understand”, and how do we know when we have a program which does it? How do
we know when to be happy and when to be disappointed with our understanding program’s
behavior. What do we do to make it better when we’re disappointed? This thesis is the result of

asking these sorts of questions.

| have come to believe that all research involving language and human memory must of
necessity lie on the "lunatic fringe” of many established disciplines: linguistics, computer science,
cognitive psychology, and philosophy foremost among them. And each issue in a comprehensive
theory of language and intelligence will require justification, or af least reconciliation, with the

existing, generally insightful dogma of each discipline.

if we look far enough back, there seems to be no aspect of fanguage or intelligence which
has not been explored or pondered at some time or another by more capable men than ourselves
-- experts in their fields. But their discoveries and insights are only the pieces of the puzzie

which must be fit together,
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Today’s ideas about language and intelligence must be measured
by how well they re-partition, connect and extend things which
have been known a long time.

And they must do so at a very explicit level so that a computer can learn them.

So in this thesis | have tried to identify and coordinate many ideas about language and
intelligence in a computationally effective way. | do not pretend to be a master of any of the
four areas above; | do claim to be a craftsman with some fresh ideas about what underlies
language, and how to put it into a computer. To cover any one of the issues | have chosen to
address in the thoroughness any particular discipline would demand would subvert my immediate

goals. We can sweep up the shop later. Let’s build something first!

1.9 RELATED WORK

In writing this thesis, my goal was to start out fresh, developing a theory of language
understanding as | saw it, and Conceptual Memory is the result. The research here has by no
means been conducted in a vacuum. One is influenced in many subtle and not so subtle ways by
reading the literature of his field, and this certainly applies to me as much as to anyone. In
particular, | am indebted to the following people: Roger Schank [S4,55), Terry Winograd [W5],
Ross Quillian [Q2], Gordon Bower [B4,A5], John Anderson [A5], Ken Colby [C3], David Rumelhart
[R4), Peter Lindsay [R3], Don Norman [N5,R3], Robert Abelson [Al], Joe Becker [B1], L. A. Zadeh
{Z1], Yorick Wilks [W3], and (to a lesser degree since much of my research occurred concurrently
with his), Eugene Charniak [C1l]. The works of each of these people stand out in my mind as

important influences on my thinking.

However, the issues with which we are all dealing are so broad, and the goals so ill-defined
at this stage, that there is little ground for direct comparison of what | have done with what they
have done. In my view, this thesis represents a new approach to language processing and
understanding. Thus, rather than review individual works, | will assume the reader has a
"cultural™ knowledge of pfevious work in the field of language understanding by computer. Those
completely unfamiliar with the field are directed to the reference list at the end of the thesis. |

believe, however, that most will find the thesis fairly well seif-contained.
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1.10 READING THIS MONSTER

This thesis is longer than | wanted it to be. In many places it is overwritten, and there is for
the most part too much cross-referencing. For these things, | apologize. In retrospect, | suppose
they happened because of my enthusiasm for discovering and demonstrating how one process
interrelated to all the rest. As | discovered something, it tended to become immortalized far too
quickly in writing, and this made for a non-compact expression of the ideas. And perhaps | tried
to poiryt out too many relationships which are either too obvious, or too obscure, to make them
worthwhile. Therefore, as you read things for the first time, you are likely to be better off
simply ignoring all cross-references. If you stick it out, the story unfolds in my conception of a

logical order.

You can read at several levels of generality. If you have a couple of hours and just want to
develop a general feeling for what I'm getting at, look in the table of contents and read those
sections marked with two asterisks. If you want to absorb enough to argue with my ideas, read
everything with one or two asterisks. If you are a masochist, read it all. My advisors and | did,

and it didn’t kil us.

Chap.ters 5 and 6 are important -- they are the heart of the thesis -- but they are long and
tiring to read if you try to take them all at once. My suggestion is to read sections 5.1 - 5.3, look
at the brief description of the classes of conceptual inference given in section 5.3, them jump
right into the one which looks most interesting. Because they were basically written
independently over a period of time (and not in the order presented), they should perhaps be
read with with the same abandonment of organization. Don’t forget to read chapter 8; it ties

many ideas together.

The chapters are broken down as follows:

Chapter 1, Introduction

Chapter 2, Representation: The Approach to Meaning The representation of meaning is
discussed. The chapter is mainly an overview of Schank et al’s theory of Conceptual
Dependency, which is the theoretical formalism which allows us to get at issues of
meaning comprehension.

Chapter 3, Representation: The Conceptual Memory Another level of representation issues
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arises when the relatively passive meaning graphs described in Chapter 2 must
represented in the more active networks.of a.conceptual memory. The data structures
which represent concepts, tokens, actions, states, times, strengths of belief, and so forth
are developed.

Chapter 4, Getting Conceptual Graphs into the Memory: Reference, Word Sense

Promotion, Internalization The processing which transforms the meaning graphs given
the memory by the language analyzer into structures in the memory network is
_described. This includes how tokens of things in the world are identified from their
language references, how the memory might interact with the language analyzer
(affecting how it perceives incoming language), and how memory structures representing
the information in an utterance come into existence. This chapter leads up to the point of
conceptual inference.

Chapters 5, 6: Conceptual Inferencing: A Subconscious Stratum of Cognition These two
chapters present the core of this theory of language comprehension. The notions of
conceptual inferences and a muiti-dimensional inference space are presented. 16 classes
of inference are described. How they fit into the theory and how they have been
implemented in the program are described.

Chapter 7, The Inference Control Structure, The Structure Merger, and Other Aspects of

the Program The program processes which coordinate the functioning of the various
kinds of conceptual inferences are described. How the program relates newly-inferred
information to existing information, and what it does when relations are discovered, are
described.

Chapter 8, Inferences Applied to Reference Establishinent and Time Relations How the
program realizes a very important theoretical interaction between the processes which
identify tokens from language descriptions and the processes which generate new
information from old by conceptual inferences is described. This chapter ties together
many of the ideas of the previous chapters.

Chapter 9, Conclusions, Future Work
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CHAPTER 2
REPRESENTATION: THE APPROACH TO MEANING

This theory of conceptual memory involves information representation issues at four distinct
levels: a theory and formalism for representing the meaning content of a natural language
utterance in context, and a theory and formalism for representing (and processing) information in
a conceptual memory. These four levels are highly interrelated. This chapter and the next

describe and relate them.

2.1 CONCERNING REPRESENTATIONAL FORMALISMS

Many of the ideas of conceptual processing to be presented in chapters 4-8, particularly
those of chapters 5 and 6 concerning inference, can be viewed, at some level of abstraction, as
existing independently from any particular scheme for representing knowledge. That is, much of
this theory of conceptual memory describes and predicts the flow of information -- what needs
to be done, and when -- and the reasons for this flow independently from details of substance
and form of the information itself. Since they could exist independently from an effective
formalism (one for which there is hope of implementation on a computer), we might call these
ideas about memory and reasoning "meta" ideas. They will map out the crucial features of the
theory. However, the realization of those features is left to a particular formalism which
implements the theory, and the interaction between theory and formalism can be crucial: the
formalism can determine the "tone" of the theory and influence its substance by uncovering new
problems as it solves the ones already prescribed by the theory. Casting the ideas of the
theory in an explicit formalism also helps delimit what is and is not possible, and what is and is

not desirable in the theory.

Examples of these platitudes occurred frequently during the evolution of the memory.
Looking back, it is difficult to sort out and reconstruct the subtle interplay between ideas and
implementation. One good example concerns the development of function inferences (section 6.1).
There, we will see a point at which the theory prescribes selecting between two alternate
courses based on a very ephemeral test: "is there some unusual relation between person X and

physical object Y?" Framing this question in the formalism of a particular theory forces us to
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address the question: "what are effective test procedures which will discover such a relation?"
The solution of this problem in the memory formalism pointed out a fairly general, effective
notion of what it means for a relation to be "unusual”, and this augments the theory of
conceptual memory by uncovering a set of more specific and effective tests. These tests, now

part of the theory, have become generalizable to other formalisms.

The moral is that, although a theory and a representational formalism can exist

independently, their relationship can and should be a developmentally symbiotic one.

2.2 CONCEPTUAL DEPENDENCY: AN OVERVIEW

The representational theory and formalism adopted for this theory of conceptual memory is
called Conceptual Dependency. Conceptual Dependency (CD), developed by Roger Schank et al.
[$4,56,57,58,G2], is a theory for representing the underlying meaning of natural language

utterances, and is based upon two general precepts:

1. It is independent from language form; utterances in two languages which
communicate the same thought are represented by the same structure in CD.
Likewise, within a given language, utterances which communicate the same
thought are represented by a unique meaning structure (a graph) in CD,
regardless of differences in their form (what particular words and syntax were
used).

2. It is a reductionist theory. It defines a small set of primitives, which, connected in
various graph configurations by a small set of links, have the potential for
representing any thought a human might have or communicate. The notions of
actions, states and causality constitute the central core of CD’s expressive power.
The primitives and links are intended to bear psychological reality, and the intent
of the theory is to extract the meaning content of utterances in the same ways
and to the same units as we might expect humans do. There are many possibilities
for experimental verification of the individual primitives and links, and of the
theory in general.

The description of CD which follows is a description of that theory as it has been adapted
and extended for the purposes of this thesis. There are no large differences between the goals
and premises of "standard" Conceptual Dependency and those about to be described. Many of
the variances concern small issues and the rest are extensions or elaborations of the basic

theory. [S4,56] give an overview of the "standard" theory.

The description will not cover the processes by which a Iangua’éé is effectively mapped

onto this formalism. There is a computer program which can analyze English sentences at the
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level of complexity of most of the examples | will use. The theory of analysis and a description of

this program can be found in [R2].

Conceptual Dependency consists of six components: a set of action primitives, a set of
primitive states, a number of psychological and physical scales, an open-ended set of primitive
concepts, a set of conceptual links, and a set of rules which specify the well-formedness of
combinations these entities. Rather than state the rules formally, | will instead develop an
intuitive feeling for the well-formedness of combinations of the other five types of objects. A

well-formed combination of these objects is called a conceptual graph.

2.2.1 ACTION PRIMITIVES

The memory uses 11 action primitives (ACTs). What is an action primitive, and where do
they come from? The ACTs arose by collective introspection, with an eye kept to (1) their
psychological reality, (2) their descriptive efficacy in the conceptual domain, and (3) their
viability as the atomic units for effective computer procedures. Never in the development of the
primitives, was one of these three considerations allowed to overshadow the others completely.
In addition, since the goal was to be able to represent a broad spectrum of common daily
discourse -- to talk about people, what they do and talk about daily -- rather than some esoteric
or more technical discipline, the primitive ACTs are actions that people do. In fact, one of the
rules of primitive ACTs is that only humans (or their personification by machines and natural
forces) can serve as actors. Books don’t "fly" across rooms; they are propelled by a person,

machine or natural force.
2.2.1.1 CONCEPTUAL CASES

Each ACT governs a conceptual case framework, which consists of from 2 to 4 nuclear cases
and several incidental cases. A conceptual case may be thought of as a slot, a placeholder, into
which some concept or other conceptual graph fits. All conceptual cases, whether nuclear or
incidental, are obligatory; that is, a conceptual graph involving an ACT is not well-formed iness
the contents of all its slots have been filled as well as possible. This frequently amounts to filling
some cases with "dummies” because, at the time the conceptual graph is constructed, the identity

of a case filler may be unknown and not predictable. Specifying such "missing cases” as best it
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can in the contextual environment in which it occurs is one task of a conceptual memory.
Although | will frequently write conceptual actions without specifying all the cases, this is for

convenience only.

Nuclear and incidental cases are distinguished on the basis of their "intimacy" with the ACT
which governs them. Cases without which the ACT could not exist even as an abstracted or
idealized event in the world are nuclear. For instance, the ACT GRASP simply cannot stand for an
event without its nuclear ACTOR and OBJECT cases. Someone must grasp something. The ACT,
together with its nuclear cases, is in some sense that which is “imagineable in the mind’s eye"
independently from its other features of time, location, instrumentality, and so on, even though
we knhow that for a real action to exist, it must also have these attributes. These attributes which
are nonessential to the "inherent mechanics" of the ACT are the incidental cases. It should be
emphasized that the term "incidental" does not imply that these cases bear only incidental
significance in subsequent analysis by the memory. We will see in fact that the inform.7’ion

communicated by incidental cases is sometimes more significant than the nuclear -.tion itself.

This distinction between nuclear and incidental cases is not made i» 'standard" CD. However
it is quite useful here, since it bears directly on the data structurzs which store actions in the
memory. Fig. 2-1 defines the conceptual cases and indicates their CD graph notation. In the table,
"A" stands for an ACT, "X" indicates where the case filler is attached. Case links are members of

the larger set of dependency links, soon to be described.
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NAME SYMBOL DESCRIPTION

The "main link", denoting the actor-
ACTOR X <===> A relation. The actor .case filler must be
. animate.

o The conceptual object of an action. All
OBJECT A e-—=- X primitive ACTs except MBUILD govern a
conceptual object.

» Rl--» Xt The donor (Xf) and recipient (Xt} of an
RECIPIENT A e—- action involving the abstract transfer
(to-from) e-- Xf of an entity.

Dj--» Xt The beginning (Xf) and end (Xt) points
DIRECTIVE A e-- of an action which changes an entity’s
{to-from) - Xf mental or physical location.

I The action (X) by which another action
INSTRUMENT A e——= X {A) occurs. X further specifies A, and
must always be an action.

X All time aspects (X) are noted above the
TIME <s==> A main actor-action link., Section 2.2.18
describes the various aspects in CD.

The physical location of an action.
LOCATION A e-——— X Any physical object can be a location
in this context.

Figure 2-1. The conceptual cases.

2.2.1.2 SCOPE OF THE ACTION PRIMITIVES

Before describing the ACTs, a short aside is in order. The action primitives about to be
described are not intended to account for all of language. This does not mean that, when
pressed, an expert could not render some approximation to just about anything by using only
these action primitives; judging from experience, he probably could. But that is not the issue.
The real issue concerns not the primitives themselves, but rather what they mean to the system,
how they are combined, and what they predict and explain concerning language processing in

humans. We must again take care to distinguish the specifics of the CD formalism from its theory.
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The choice of particular action primitives and their resulting descriptive potential constitute the
formalism. Their adequacy, saliency, or even correctness is always subject to question; hence,
they are always subject to revision. This is not disturbing, since the real substance of the theory
as an approach to language understanding transcends the particular choices of primitives, and,
although there has certainly been the same kind of developmental relation between the formalism
and theory of CD as between the formalism and theory of memory, the particulars of the

formalism, as with the memory, are malleable.

This is merely a caveat, not anrapology for the specific primitives posited by CD theory. In
fact, after a while, one gains an intuitive feeling of their adequacy, correctness and tremendous
descriptive power in the domain of humans® day to day interactions and discourse. This domain is
small enough to explore in depth and work with; yet it is large enough to be interesting, because
it touches most of the real issues of language. These primitivés constitute a powerful core from

which we might expand.

2.2.2 THE PRIMITIVE ACTS

in this description of the 11 primitive ACTs, the following "typed"” objects will be used:

P a person (something capable of acting, possibly personified)
CON any non-atomic conceptual graph (a complete conceptualization,
as opposed to a simple concept)
X a physical object (a person can be a physical object)
L a location (any person or physical object can be a location)
M a "mental" location (explained later)
B a bodypart

(?) will denote that, although the case is present, its content is unknown; (??) will denote a query.

Each ACT will be defined by (a) describing in English its conceptual meaning, (b) specifying
its "skeleton" conceptual template of nuclear cases, and (c) illustrating a typical usage. Recall that
the incidental cases exist for every ACT; they are simply not shown here. Although the
representation of time will be described later, we will need the symbol for “"past time" in some of

the foliowing examples. This is simply a "p" situated over the actor-action main dependency link.
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ATRANS

0
P <===> AT?ANS X

The "abstract" transfer of possession of an object
from one person to another. This ACT accounts for
verbs of "giving" and "taking", and underlies

all verbs which have as a feature this abstract
notion of chanﬁe of possession, It is important to

lR -——a P note that ATRANS generally leads by inference to
— a chan?e of possession, but this change is not
- P roperly a part of the ACT itself (eg. "John gave
ary a book, but she refused it.")
p o)
EXAMPLE: "John gave Mary a book." JOHN <===> AT?ANS «--- BOOK
' IR --» MARY
T e-- JOHN

PTRANS

]
P <zan> PT?ANS e X

The "physical" transfer of an object from one
location in space to another. PTRANS underlies

verbs of "going" (the object is a person), "handing"
or "moving" (an object), etc. Although PTRANS and
ATRANS are independent, PTRANS is frequerﬁ;‘l\HSthe

D |--- L instrumental ACT for an ATRANS. Notice P
_ governs the directive case, whereas ATRANS governs
—- L the recipient case. Just as with ATRANS, PTRANS
does not guarantee that X ends up at the location
specified in the directive case (eg. "John went to
the store, but he got sidetracked.”). That X ends up
at the location toward which the PTRANS occurred is,
houever, a highly probable inference.
p 0
EXAMPLE: "John went to the store" JOHN <mu=> PT?ANS == JOHN
ID --- STORE

e L(?)
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MTRANS The movement of "mental".objects from one "mental
location" to another. MTRANS under!ies many verbs
of thought (cognitive functions) and communication.

o
P <===> MTRANS «--- CON Examples of verbs whose central idea is MTRANS are:
“tell", "remember", "recall", etc. MTRANS actions
D |--2 M involving more than one person frequently have
— - SPEAK as the instrumental ACT. MTRANS actions which
M involve only mental locations within one individual

have no instrumentalita in Conceptual Dependency.
Although the ACT of MTRANSing does stronglt}; imply
that the mental object starts existing in the mental
location to which the transfer occurs, the ACT

of MTRANSing does not guarantee this in itself
("John told Mary he was going to the store, but she
wasn’t listening.")

EXAMPLE: "John told Pete he went to the store."

o] [}
JOHN <w==> MTRANS ¢--- C

(where C is the graph in the PTRANS example
and CP is a person’s "conscious processor")

MBUILD The synthesis of a new mental object from one or
, more old ones. This ACT underlies many verbs of
thinking, problem-solving, deciding, reasoninﬁ,(etc.

-~ CON The recipient case symbolizes that the new CO the
R topmost one) "receives" its existence from the CONs
P <===> MBUILD «-- represented beneath it. These are the thoughts which
«-- CON played a part in the synthesis, and are frequently
) unsgecified DE language and not surmiseable,
«-- CON Although MBUILD instrumentality is generally

uninteresting in the CO framework, it is always
gither a CONC or some form of MTRANS, usually to P’s
CP (conscious processor).

EXAMPLE: "How did Mary figure out that John went to the store?"

P Rf---> C
MARY <===> MBUILD e--
«-- CON (??)

{(uhere C is the graph in the PTRANS example)
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CONC The "conceptualizing" of -a mental object. CONC
indicates that CON is the focus of the active

o thought process in P, and underlies verbs |ike

P <===> CONC «--- CON "no‘clce"r "he conscious of", "be aware of",
"realize", etc. it is distin?uished theoretical ly
from CON simply having mental location
CP in that it implies the spontaneous existence
of CON in P’s conscious processor, whereas MLOC (CP)
implies that an MTRANS caused CON’s existence in
P's conscious processor (hence that CON did not
arise spontaneousliy).

EXAMPLE: "Bill was aware of John’s going to the store."

p o
BILL <===> CONC &--- C
(where C is the graph in the PTRANS examplie)

ATTEND The "attending" of a person to one of his sense
organs. ATTEND underlies verbs of perceiving,

0 sensing, etc., and normally does not stand alone,

P <===> ATTEND «--- S but rather is the instrumental ACT by which a CONC
occurs. The sense organs are: EYE (look at), EAR
(listen to), NOSE (smell), SKIN (feel), TONGUE
(taste), and are implicitly part of P

EXAMPLE: "John saw Mary giving Biil a coat."
p o
JOHN <===> C%NC e---C
‘I
P o
JOHN <==a=> ATTEND «--- EYE

(uhere C is the ?raph for Mary ATRANSing a
coat from herself to Bill)

32



SPEAK The uttering of sounds. U is the sound string
(word sequence), SPEAK underlies verbs of speaking,
' o saying, conversin%,.gelling, etc., and rarely stands
P <===> SPEAK «--- U alone. Instead, it is normalliy the instrumentai ACT
for an MTRANS between P and another individual.

EXAMPLE: "John verbally informed Bill of his departure."”

] 0
JOHN <===> MTRANS ¢--- C

JOHN <=2=> SPEAK e--- U(?)

(where C_is JOHN's PTRANSing from wherever
he and Bill are to someuhere else, and
where it can be predicted that U is
something like "I am going", or "Bye")

INGEST The act of moving an object, X, into or out of an
internal bodxﬁar‘t. INGEST is distinguished from
o forms of PTRANS because the movement is effected by
P <===> INGEST e--- X natural and internal bodily functions rather than by
A explicit "external" actions in the world. INGEST
D |[--- B underlies a very diverse class of verbs, examples of
_ . which are: "breathe", "eat", "cry", "sweat",
«-- B "swallow", "belch", etc. The directionality of the
ACT determines whether the action is inherently an
"ingest", "expel" or internal movement of an object
or fluid, BodHBarts commonly referenced by INGEéT
are STOMACH, LUNG, MOUTH, NOSE, EYE.

EXAMPLE: "John expectorated on the sidewalk."

o]
JOHN <mne> INGEST «-=- FLUID
D |- StDEuALK
—|ean MOUTH
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PROPEL The application of a mechanical force (in a
certain direction) to an object. This ACT underlies
o verbs of throwing, hitting, gushmg, pulling, etc.
P <===> PROPEL e--- X The instrumental action for OPEL is either another
TD L PROPEL, a MOVE or a GRASP-MOVE-UNGRASP
——

e-- L
EXAMPLE: "John pushed the box into the bathroom."

0
JOHN <epe> PROPEL. «--- BOX

lD --- BATHROOM
- L(?)
MOVE The movement of a bodypart. As with INGEST, this

ACT is distinguished from forms of PTRANS because
o it arises from an internal body capability and
P <===> MOVE e--- B has no causal involvement with the outside world.
0 MOVE is tgptcall found as the instrumental action
D|---L for PTRANS and PROPEL, and is essential to verbs
“such as "hand to", "touch", "kick", "nod", etc.
- L It has no instrumental case for the purposes of CD
analysis.

EXAMPLE: "John punted the footbail."
[a)
JOHN <=pe> PROPEL. «--- FODTBALL

lD -— L (?)
part
- FOOT e-mmue JOHN

o
JOHN <=g=> M%VE «--- FOOT

ID --» FOOTBALL
o L(?)
GRASP The grasping of an object by the hand. GRASP
underlies verbs such as "pick up", "clutch", "grab",

) "let go of", and fre?uentlg appears as an
P <===> GRASP «-—- X instrumental action (in conjunction with MOVE) of
PROPEL. The action of ungrasping is a GRASP which

ceases.

EXAMPLE: "John let go of the apple.”

tf=p s}
JOHN <==x> GRASP «--- APPLE
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2.2.2.1 THE DUMMY DO

In addition to these 11 specific actions, CD utilizes a "dummy" action to stand for some
unknown action, that is, an action which must must exist, but whose exact nature is not explicit.

This place-holder is denoted "DO", and takes only an actor:

EXAMPLE: "John caused Mary to leave the party."

JOHN <=E=> Do
m
p [s]
MARY <=a=> PT?ANS «--~ MARY

‘D - L(?)
~|e-- PARTY

(the triple-barred arrow between the dummy DO and the PTRANS being the CD causal link, to be
explained shortly),

In the memory, actions are stored by structures of the forms

(ACT ACTOR OBJECT)
(ACT ACTOR OBJECT FROM TO)

223 PICTURE PRODUCERS

In this description of the primitive ACTs, | have made implicit use of all sorts of entities in
the world: JOHN, BOOK, STORE, FLUID, etc. These are clearly representatives of an open-ended
set of real world ideas and concepts. Since, when we hear the name of one we are immediately
able to conjure up an "abstract” or "idealized" image, objects in this open-ended set are called
picture producers (PP’s) in CD terminology. PPs bear a close correspondence with dictionary
word senses, in that two vastly different concepts may happen to have the same name in a
fanguage. Where there is ambiguity,'we should technically write PP’s with a subscript to clarify

which "picture" we are trying to elicit by the word.

One other point deserves mention here. For the purposes of CD representation, it is
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adequate and desirable to stop at the "picture” stage. That is, if conceptual representation were
the final goal, it would suffice to represent, say, the concept "John" as the PP "JOHNL" (a male
human whose name is John), witHout knowing which John in the real world is the target of the
reference. However, this determination of real references is a very important task for a
conceptual memory, and can sometimes be crucial to a conceptual analyzer’s ability to construct
the best possible conceptual graph in context. (For example, "John’s pitch was foul" should come
out one way if the analyzer knows the John being referenced is a roofer, whereas a completely
different conceptual graph should resuilt if John is a door-to-door salesman!) This task of

determining the referent of PPs in context is discussed principally in chapters 4 and 8.

2.2.4 MENTAL LOCATIONS

Certain of the primitive ACTs and states make reference to "mental locations™. CD’s
expressive power regarding verbs of thought and communication is couched (together with the
primitive mental ACTs) upon three abstract mental locations in humans: the "conscious processor"
(CP), "immediate memory" (IM), and "long-term memory" (LTM). In addition, any information-
bearing entitity may be personified as a mental location. (This includes books, computers, meters,
etc. Thus, for instance, to read a book, one MTRANSes the information whose mental location is

the book to his CP.)

The notions of CP, IM and LTM drag along with them such an entourage of psychological
overtones that | will not attempt to justify them as psychological realities. In fact, this is not
their purpose in CD; in CD they exist simply as intuitive abstractions which provide expressive
power and latitude when used with the primitive mental actions. The CP is where ideation takes
place-- the focus of thought, the locale of one’s conscious awareness. IM is what "surrounds" the
CP, representing knowledge which has recently been active or which has been associatively
"drawn in to peripheral consciousness” by the activity in the CP. (Section 4.3 will suggest how an
effective definition of this idea can be framed.) The LTM is the inactive storehouse of knowledge
which may be drawn into the CP or IM. By convention, existence of a conceptualization in LTM
means that that conceptualization is believed; existence in the CP implies that the

conceptualization is being "thought about".

The following two examples suggest the potential expressiveness of these mental

abstractions:
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"John can’t remember." -C 0
' JOHN <===> MTRANS e--- C(?}

{John is unable to transfer 4 part
somethir\g C, from his LTM ID -—5 CP e~——-- JOHN
to his C 5 ___ part

e LTM e-mm—- JOHN

"John believes that Bill has a ball," BAkL
val part
<zgsz> MLOC e---- LTM e-emem JOHN

1
\/
POSS
¢
val
BILL

(where the two-headed, three-barred arrow is the attributive link, about to be described).

225 STATES AND ATTRIBUTION

in opening, | mentioned that the three notions most fundamental to the Conceptual
Dependency theory are actioﬁs, states and causality. The primitive ACTs have been discussed,
and the CD notion of causality will be examined shortly. We are interested here in the notions of

states, statechanges and statechange scales.

A state (sometimes called an attribution or conceptual feature, depending on what is being
focused upon) is represented in CD by the attributive link, <===>, The interpretation of X <z==>
Y is that "X has the property, or is in the state of Y". Since states frequently are relations

involving' at least two PPs, the conceptual value link,

val
X <e=z2> P exee- Y

frequently occurs to denote the "value" of X along the "dimension" P -- X’s value with respect to

relation P. For instance, to represent "John has a red book" (or "A red book is possessed by

John"), we write
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val
BEOK <zss> P0SS ¢---- JOHN
val
BOOK <===> COLOR e---- RED

that is, "a book (such that the book has color, and that color is red) is possessed by someone,
and that someone is John". (The two-headed, single-barred arrow is the "REL" link, defined in

section 2.2.7.1.) To say that John is at the store, we write
val
JOHN <=z=> LOC «---- STORE

and to say that John is depressed, we write

val
JOHN <s=e> JOY e-=-- -N

which is "John is at some negative value on his JOY scale". To say that John is angry at Mary,

guilty with respect to Bill, we write

val al
JOHN <=zz=> NF%EL «---- ANGER JOHN <===> NF%EL ez——— GUILT
IR --> MARY IR --» BILL
|-~ JOHN " |e-- JOHN

respectively. That is, "John is feeling an emotion, this emotion is (anger/guilt), and it is directed
toward (Mary/Bill)." The recipient link is the same one used as a case for ATRANS, but here it is
not properly called a case. The last two examples relate to emotional scales which will be

described shortly,

These few examples characterize the notions of states and attributions in CD. Although the
number of states required to describe the world is quite large, the following handful of state
predicates listed below (in their memory format) are, empirically, the workhorses of CD. This list

does not include scale-related states, since these are discussed in the next section.
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X) some state, statechange or action, X, is desired by P
(POSS X P) an object, X, is in the possession of person P
(LOC X L) an object, X, has some physical location, L

{MLOC X L) a conceptualization, X, has some mental location, L
{(MFEEL P1 E P2) Pl feels emotion, E, toward P2

(BE X) an object exists in the world

(INVOLV X Y) concept X is involved in some way in conceptualization Y

It should be pointed out that the use of the state predicate WANT represents a deviation
from “standard" CD theory. In CD, "P wants X" is represented by a structure of the form "P
believes that X’s occurrence or existence would cause P to increase in joy." Since, as we will
see, the notion of WANT is so fundamental to conceptual memory processes, this state has been
made primitive. For communication with the language analyzer and generator (which use the
strict CD pattern), the memory intercepts and re-synthesizes this WANT pattern at the interfaces

with these programs.

Time and duration are obligatorily associated with all states, although these associations are
not called cases, since this term refers to actions. Locations are never associated directly with
states; in order to express a thought such as "John was sick in Peoria", we write the state of
being sick with starting and ending times t1 and t2, such that the interval t1-t2 overlaps with the
interval during which John was located in Peoria. That is, what this really means is "John was
sick while he was in Peoria"; one state (sickness) existed during the time of another state’s
(location) existence. Although it is possible to represent the location of actions in the same way,
it is more convenient to use the notion of a location case for actions. (Since actions can usually

be viewed as instantaneous, there are no ambiguous overlappings of intervals.)

226 STATE SCALES AND STATECHANGES

Some actions in the world cause new, discrete states to come into existence; an example of
this is the new location achieved by an object which has been PTRANSed away from its former
location, These are the states | have just discussed. However, there are many other states which
are in some sense continuous. Two examples of reference to continuous states are seen in the

sentences:

1. Bob heated the stick by putting it into the fire.
2. Mary cheered John up,
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(1) involves the notion of statechange along the temperature continuum, or scale, (2) along a
psychological continuum, the "joy" scale. In CD, such a change along a continuous state scale is
denoted by the statechange link, which relates a PP, X, to values on the scale, S:

A

X <==x| S (STATECHANGE X S Vf Vt)
- Vf

In the memory this construction is represented by the STATECHANGE predicate illustrated to the
right. By use of this conceptual link, and the notion of state scales, the two sentences above can

be represented, respectively, by the graphs:

[s]
BOB <=E=> PTRANS «--- STICK MARY <=E=> Do

/ \ + ‘ / \

ID --» FIRE

T le-= L(?) and

p |- > X+9
p e -+ X+d JOHN <==z==| JOY
STICK <=ss====| TEMP m———
rm—————

respectively. (Again, the single-headed, triple-barred link denotes the CD causal relation --

section 2.2.8).

The interrelationship between points on psychological and physical scales and statechanges
along those scales should be clear: to say that John is happy is to predicate that John lies at
some positive point on the JOY scale; to say that John became happy is to say that he underwent
a statechange to some positive value on the JOY scale. Points along psychological scales, and
other scales for which there is no obvious metric {(absolute temperature, for example, has an
obvious metric) are defined as integers lying between -10 and 10. Roughly speaking, negative
values are "undesirable”, positive ones "desirable"; positive changes are good, negative ones bad.
Thus, some scales have a negative orientation: to become more angry is to undergo a negative
change on the ANGER scale. Some of the more common CD scales (shown with their orientations)

are:
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Joy positive

ANGER negative
FEAR negative
GUILT negative
PSTATE positive
HEALTH positive
AWARE positive
BENEFIT positive
RELSIZE positive

Much research concerning the exact interdependencies among scales, remains to be done,
particularly for the psychological ones. Clearly, they are not independent, but the nature of their

interdependence remains to be made explicit.

In order to relate conceptualvstate scales to language, the conceptual analyzer has
“standard" mappings from words and constructions in the onto points along the scales. For
instance, "John is happy" becomes "John is at point +2 on the JOY scale”; "John infuriated Pete"
involves "Pete changed state to -4 on the ANGER scale”, and so on. This kind of
oversimplification makes possible the efficient and effective analysis into, and generation out of
CD, and it is adequate for these purposes. However, the assignment of a specific point on a scale
to some language construction is more often than not ludicrous, and somewhat arbitrary for
capturing the real meaning of an utterance in context. To évoid these problems, the memory
acknowledges scales’ inherent fuzziness by transforming statechanges into one of four
"statechange" predicates: POSCHANGE, NEGCHANGE, BIGPOSCHANGE, BIGNEGCHANGE, based on
the absolute numbers predicted by the analyzer. As with WANT, these forms are transformed at

the interfaces with the analyzer and generator to make the memory compatible with these

processess. Occasionally, fuzziness is not an issue, as in

John was euphoric, ---»  (JOY JOHN +18)
Pete died. ---»  (STATECHANGE PETE HEALTH X? -18)

so that absolute points are sometimes useful.

in summary, the statechange- and scale-related notions to which the memory is sensitive

(expressed in memory notation) are:
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(STATECHANGE PP SCALE Y-FROM Y-TO)
(POSCHANGE PP SCALE)

{NEGCHANGE PP SCALE)

(BIGPOSCHANGE PP SCALE)

{BIGNEGCHANGE PP SCALE)

(<scale> PP VALUE) (a point on a scale)

227 ADJECTIVES AND RELATIVE CLAUSES

The underlying conceptual representations for "true adjectives” and most relative clauses in
surface language are the same: both make use of the CD REL link («--), which denofes
additional conceptual attribution: conceptual features which are peripheraily communicated about
objects in an utterance. By "true adjective” | mean that the adjective really predicates a
conceptual feature about the object, rather than simply having adjectival form in the sentence.
Often, sentential adjectives have no relation with conceptual adjectives, as in the sentence "Mary
gave John a bad beating." Here, although "bad" is sententially an adjective modifying "beating", it
coﬁceptually predicates the intensity of a hitting action, and hence is conceptuaily adverbial

rather than adjectival.
2.2.7.1 THE REL LINK

The REL link associates a PP with a complete conceptualization in which that PP occurs.
The interpretation of this association is that the PP has the additional conceptual feature denoted

by the conceptualization. Thus, to represent "John ate a yellow apple.”, we write

APPLE
/ \
p o]
JOHN <===> IN%EST e--— APPLE e-==--
ID --- STOMACH \/
__ COLOR
«-~- MOUTH )
val
YELLOW

And to represent a relative clause attribution such as "l took the book from the man who was at

the store.", we write
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p o
[ <===> AT?ANS «--- BOOK

IR i—--» 1 / \
T e=— ONE em=me- - b
0 l
\/
L.OC
ONE <===a> SEX 4
k) val

val
l STORE
MALE

Notice that, in general, more than one additional attribute can be associated with a PP.

2.2.8 CAUSALITY

Causality is a deep and many-faceted notion. This section will simply describe the types of
causality used in CD, and show how they are used to achieve broad expressibility, without

arguing for their correctness or adequacy.

In representing causality as it is used in language, we are not concerned with "correctness”.
That is, causality, as a language user employs it, is not necessarily the "real” causality in the
world. For instance, we may assert that two physical events are causally related, even though,
. within a particular model of the world, there may by no explicable causal relation between them.
Hence, language assertions of causality can exist independently from their reality within a world
model. This difference defines one interesting task for a memory: one subprocess of

understanding is to reconcile causal relations communicated by language with causal relations in

the memory’s world model. This issue is addressed in section 5.5.

There is, in addition, the deeper issue of whether or not the notion of causality expressed
in language should be represented in the same way as the notion of causality which explains
cause and effect relations in the world model which deals with language. Hopefully, from the
standpoint of a Iangdage—understanding program, these two uses of causality can be thought of
as referencing the same underlying notion: what may be "real world" causality in one person’s
model may either be reduceable to smaller units, or inexplicable in another’s. That is, if we view

the causality expressed in language as directly reflecting some alien model of the world, then we
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can view language causality and model causality as one and the same. Still, some record of what
is internal to the mode! and what enters via language must be kept, for the memory must be

capable of distinguishing what it holds to be true from what it has perceived via language.
2.2.8.1 THE CONCEPTUAL CAUSAL LINK
Causality in CD is denoted by the causal link, <zz=. To assert that "X caused Y", we write
X
I
Y
the interpretation being: X and Y both occurred, and Y occurred because X occurred. Thus, to

represent "Mary made John happy by giving him a present."; and "Bill’s drinking angered Jill", we

write, respectively:

o) o)

MARY <7?—-<> AT?ANS «--— PRESENT BILL <7E-—\-> IN%EST «--- LI1QUCR
lR --> JOHN ID --» STOMACH
|-~ MARY T |e-- MOUTH

p o |--=--- > X+d b |eem———- > X-d

JOHN <====| JOY X JILL <====| ANGER

m———— e —————

In addition to serving in this explicit capacity, the causal relation is frequently implicit in the
underlying CD representation of individual words. Examples of this are with the verb "buy”, as in
“Bill bought a car from John", and “dislike", as in "Mary disliked the candy", which are

represented, respectively, as:
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: o o
BILL <7=<2===> ATRANS «--- MONEY MARY <7g§> INGEST «--- CANDY

H HI TR --+ JOHN TD --> STOMACH -
T |e-~ BILL T |e-- MOUTH
p o p|--==-- X-3
JOHN <=======> AT?ANS «--- CAR MARY <==s== d[}r“_
|R --» BILL
" fe—- JOHN

(doublé, or mutual, causality underlies many two-party verbs like "buy"” and "sell").
2.2.8.2 CONDITIONAL CAUSALITY

The simple causal link expresses the causal relation between events which actually
occurred. But language makes frequent use of probable or conditional causality for expressing

the potential for causal relationship between two events. In CD, conditional causality is denoted

by a causal link with a "c" beside it. Thus, to represent "Mary likes to read newspapers", and

"John could please Mary by killing the snail.", we write

—%8 Y (?)
© e} lPSTATE
MARY <===> MTRANS «--- CONCEPTS JOHN
/ \ + part /\
|D -=3 (P e--me- MARY f|| <===s=s=s
c — \/ / \
«-- NEWSPAPER Do \ /
SNAIL
------ -+ X+d
MARY <==s=s| JOY
mm———— f o |--=---- + X+3
MARY <====| JOY
o

(the "infinity" mark over the MTRANS main link denotes timelessness, "f" marks future time.)

Simple and conditional causality form the central core of CD’s ability to represent causality.
However, there are many potential combinations of these two forms with negation and capability
markers on the events they relate, and on the causal links themselves. Although it is possible to
enumerate all such forms, many issues concerning their exact meanings and effective mapping

procedures from language onto them remain to be researched.
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The notions of simple and conditional causality are represented in the memory by the

structures:

(CAUSE X Y)
(CANCAUSE X Y}

meaning "X causes Y" and "X could cause Y", respectively. Much more will be said about the uses
to which these predicates are put in chapters 5 and 6. Much of the memory’s knowledge of
causality in the world is stored in the form of programs rather than in passive structures which
make explicit use of these predicates. The relationship between these predicates and the

programs which implicitly store causal knowledge will become clearer in subsequent chapters.

2.2.9 INSTRUMENTALITY

The conceptual instrumentality of an action is the specific means by which the action
occurs. Although it is difficult to define and often hard to distinguish from causality, conceptual
instrumentality is nevertheless quite different from the more common notion of linguistic
instrumentality. Whereas linguistic instrumentals are syntax forms, frequently signalled by "by",
and usually associated with some surface verb, conceptual instrumentality can be communicated
in countless ways, and always serves to further the description of an underlying action, X, by
making explicit (via another action, Y} the means by which X occurred. In a sense, then, the
instrumental ACT, Y, makes the main ACT, X, more specific, even though there is no intrinsic

heirarchy of specificity among the primitive ACTs.

At a very abstract level, one could argue that conceptual instrumentality is only a fiction.
Indeed, if a representation were "utterly primitive", that is, it described fhe world solely in terms
of the "real" physical primitives of atomic particles and their laws of causality, perhaps there
would be no need for instrumentality. Everything would be described "as it was", and this
description would be devoid of any bias or interpretation. However, the moment we impose an
interpretation on some combination or sequence of these utterly primitive events, such as "that
sequence of sound-production was an act of communication” (MTRANS), we abstract the situation
out of the domain of utter primitives to a higher-level interpretation of what happened. It is

higher-level because it then characterizes a very complex event by an "off-the-shelf" higher-
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o
JOHN <=E=> HgRAI’%lS e---H

level pattern, and tantamount to this pattern classification is the loss of information. There must
therefore be some means in this higher-level system for selectively adding back some of the

information that was lost in the process of interpreting. This is the job of an instrumental.

This information loss occurs in the CD representation, since its "primitives" are actually very
high-level abstractions. The instrumental case allows us to replace lost information in the
abstracted interpretation by saying, for example, "that was an MTRANS action, and furthermore,
it occurred by acoustic means, namely, a SPEAK", Here, the SPEAK puts back infbormation which

was lost in the process of classifying the action as an MTRANS.

Conceptual instrumentality is L;isually distinguishable from causality on the basis of
“microtimes”. An instrumental action is always contemporaneous with its main action, whereas
two actions which are causally-related usually occur sequentially.. This is not a universal truth,
but rather a rule of thumb. If the actions occur at the same time, and one further describes the
other, there is probably an instrumental relationship. Otherwise, the relation is probably causal in

nature.

To illustrate, contrast "John communicated his hunger to Bill by eating a lizard" with "John
drove Bill away by eating a lizard". The first is underlied by a true instrumental relation,

whereas the second illustrates a causal relation:

JOHN <=me> INGEST e-o- L1ZARD
TN R

part .
I ,D ==+ CP e----- BILL ID -~-> STOMACH
ar
" |e-- CP eE-——— JOHN 7 |e== MOUTH
¢] 0 p o
JOHN <===> IN%EST «--- LIZARD BILL <===> PTI;{ANS «--- BILL
|D --» STOMACH D J--» L(?)
" |e=-- MOUTH T |e-- JOHN

(where H stands for the graph "John is hungry")

Also, within any framework of specific actions and states, there is another obvious rule for
distinguishing causality from instrumentality. For verbs whichtare underlied in the theory by a

state or statechange (rather than an actibn), actions which might appear to carry instrumental
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modification are in reality carrying causal information about the underlying staté: states and
statechanges simply have no instrumentality! They occur by causality. For example, "John
pleased Mary by singing" relates “sing” with "please" causally, because conceptually, “to please
someone” is not an action at all, but rather is underlied by a "do-cause-statechange” on a
psychological scale. éince “to please” is not underlied by a primitive action, it cannot have

instrumental specification.

In CD, the link

———

is used to denote that X occurs by instrumentality Y. In the memory, this is stored as (INST X Y).
instrumental actions, viewed as information-bearing subpropositions, constitute an important
source of information from which to generate inferences. Also, by predicting (filling in)
unspecified instrumentality, important lines of inferencing can result which would not otherwise

occur from an input.

2.2.10 TIME

The time aspects of a conceptualization are noted above its "main link". Although, strictly
speaking, only actions and states can have time aspects, the time of an entire causal structure is
commonly associated with the causal relation itself, rather than the events it relates. The
interpretation of this notation is that the causing action occurred at the specified time, and the

caused conceptualization occurred immediately thereafter.

It is possible to represent the following time aspects in CD: ("NOW" refers to the time of

utterance, CON refers to the conceptualization to which the time modifications are attached)

NULL (no time marking) CON is occurring NOW

p CON occurred or was in progress at some (indeterminate) time before NOW

£ CON will occur or be in progress at some (indeterminate) time after NOW

t=x CON occurred or was in progress at time x

ts=x CON started at time x

tf=x CON finished at time x

o (timeless) CON is a time-independent statement of fact
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Explicit relations among the times in a graph are noted separately from the graph. Notice
that durations are specifiable by their endpoints, which can be represented by TS and TF. Thus,
for example, to represent "X occurred while Y*, we assign X a time, t, such that t is greater than

Y’s starting time and less than Y’s ending time.

Neither CD nor the memory deal with more complicated time considerations such as
frequency; this and otﬁer more complex time aspects require more research. However, the time
aspects listed above seem (empirically) to account for a fairly large portion of t-ime predications
in ordinary language, and permit us to do interesting things. Furthermore, the feeling is that
there is a very small number of these higher level time relations like frequency, pseudo-
continuous states (ie. where a state is continuous, except for several "discontinuities"), and so on.
If this is the case, the main burden is not on the representation, but rather lies in what an

intelligent program does with that representation.

Section 3.6 describes how time information is stored in memory, pursuing some of the
details of how time concepts are created and stored, and how deictic time references like

"yesterday" and "last year" are handled.

2.2.11 INTERROGATIVES

Interrogatives are denoted by a question mark (a) associated with some conceptual link, or
(b) in the place where a PP would normally occur. The first form denotes a yes-no question
about the validity of the conceptual link, whereas the second form denotes a request for some
unknown information. Thus, to represent "Does John love Mary?" and "Who does.John love?", we

write, respectively,

? val val
JOHN <za=> MF%EL «-—-- LOVE * JOHN <z==> MF%EL «--- LOVE
IR --- MARY R |~-> ?
T |e== JOHN T |e-= JOHN
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2.2.12 CAPABILITY AND NEGATION |

w_n

The ability of an actor to perform an action is denoted in CD by a “c" situated over the main
actor-action link of a conceptualization. The lack of ability is denoted by a "-~c" symbol. In the
memory, these modifications assume the role of "main conceptualization" by the forms (CAN X)
and (CANNOT X), X being some action. The respective interpretations are that the actor does or
does not have the ability to perform the action, X. The reasons for his ability or inability are

represented as the causes of the CAN or CANNOT prop0sitio.n.

I

P <===> A

S

that is, state S enables actor P to perform action A,

Negation is denoted in CD by a "slash" through a state, action or causal link. The
interpretation of a negated causal is that two events occurred, but they bore no causal relation
to each other. A negated conditional causal indicates that one event is incapable of directly

causing another event.

It should again be pointed out that the CD coverage of capability and negation, taken in
various combinations with causation, is in need of considerable elaboration. However, what there

is of these notions enables us to get on with some interesting issues of language:

CAPABILITY PRIMITI
CAUSAL PRIMITIVES  <===> BE
NEGATION PRIMITIVES /N

! ---» CONCLUSION(?)
c,ts
WE <===> MBUILD e--

P

oo (the problems of }anguage)

-——
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2.3 CONCLUSION

Conceptual Dependency is a modest but solid foundaﬁ'qn upon which to develop a
comprehensive, language-free theory of language. It allows us to represent the underlying
meaning of utterances in a way which is independent from the form of the language string which
communicates those utterances. This has a very appealing practical value because it allows
cognition to be framed in a theory which is independent from any particular language: the
memory will function equally well in Chinese and Swahili, assuming suitable conceptual analyzers

and generators exist.

But more important, by employing a conceptually primitive meaning representation, we
remove one very tenacious level of complexity from each utterance before the memory begins its
analyses. This leaves the theory and program of conceptual memory free to get more directly to

the deeper issues of cognition.
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CHAPTER 3
REPRESENTATION: THE CONCEPTUAL MEMORY

The storage in a memory of conceptual graphs and the objects they reference introduces
theoretical dimensions of representation which are not addressed by CD theory. Most of the new
issues concern effective organization, referenceability, the ability to distinguish tokens of
concepts, and inferenceability -- in short, all those things which integrate the "passive”
conceptual graphs into a more “dynamic" format. These considerations constitute part of the
interface between language and memory, and comprise a separate theory of their own. This
chapter addresses issues of representation which arise at and beyond this language-memory
juncture, and the next chapter describes the interface more from the standpoint of how the

information is processed.

3.1 WHAT NEEDS REPRESENTING IN MEMORY

in order to discover how to represent world knowledge in a conceptual memory, we first
ask what needs to be represented. There is a clear need for being able to represent conceptual

dependency graphs in conceptual memory. But there are other many other requirements which

are logical extensions from CD into the domain of memory. The principal ones are the following:

1. concepts and tokens of concepts, like "John", "John’s hat", "love", “the man who was here

yesterday", "person”

2. events (actions and states), like "John gave Mary a book" and "Bill is depressed”

3. features of concepts and. tokens, like "John is a person”, "the hat is red" and "the car is owned

by Mary", "a butcher is a person who cuts meat for a living"

4. features (conceptual modg‘iers) of actions and states, like "John saw Mary AT THE BEACH" and
"John was here YESTERDAY AT 5PM"

5. conceptual patterns, like "books are normally used for reading” and "John is generally at work
on Tuesday morning” and "Mary likes red books". These comprise a knowledge of what is
normal in the world.

6. time information, like "John was at the store for three hours", "Bill washed the car while Mary
mowed the lawn", "before John came .. "
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7. dynamic processes, for example inferences such as "if a person hits another, then he was
probably mad at him" and "“if a person wants an object, he is likely to go somewhere to
acquire that object”

The first six categories are represented by "passive" data structures and will be discussed
in this chapter. The last category represents an extremely large and important class of data
structures which can be executed as LISP programs. These constitute the main core of the theory

of information processing within the memory, and are the subjects of chapters 5, 6, and 7.

3.2 DESIGN CRITERIA

The first six categories suggest the need for two distinct types of entities to represent
"passive” (non-procedural) knowledge of the world: (1) objects, and (2) relations among objects.
Before we try to define data structures for these entities, it will be useful to put into focus some
desirable attributes of any memory. There are six important principles to which we would like
the conceptual memory to conform:
referenceability It should be possible to distinguish abstract concepts from instances of those
concepts, and it should be possible to accomodate arbitrarily many instances of any
concept, Every concept and instance of a concept which could conceivably be referenced
from language (either by name, or by a description of its conceptual features) should be
directly referenceable in the memory. Identical objects and notions in the world should be
represented by the same entity in the memory.

flexibility It should be possible to store arbitrarily many conceptual features of an entity.
There should be as few structural constraints as possible, and the conceptual features
themselves should be separable, discrete and individually referenceable. It should be
possible to store features of relations as well as features of simple objects. The
introduction or learning of new features should be easy and should not upset the existiﬁg
feature structure of an entity. It should be simple to create and link new entities into the
memor);, and to merge two entities together when the need arises.

homogeneity There should be as few "local" structural anomalies in the data structures as
possible. Everything should in theory be representable within the same paradigm, even if

some things are, in practice, stored in other ways for computational efficiency on a
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computer. It should be easy to add to entities new fields, tags, ete. which would extend or
improve the control structure of the memory as the theory evolves.

retrievability The memory should be a connected and fully inverted structure. We must first
learn how to retrieve and manipulate information to which there is perfect access before
attempting to model a less perfect memory. The memory should accomodate associative
searches through propositional information, as well as associative retrieval of that
information. It should be possibie and convenie'nt to locate an entity from a description of
its conceptual features, and, conversely, to locate the entire feature set of an entity from
the entity itself. All associations (links) should be referenceable and accessible entities
which can eventually accomodate "degrading” functions associated with imperfect retrieval
and forgetting. Information should not be "distributed", but rather centralized around the
entities it describes.

independence from language There should be no reliance upon the words of any particular
language. The names (if any) of an object should simply be conceptual features.

psychological validity The memory should conform to at least introspectively available evidence .
about how people seem to store and use information as it relates to language. There
should be no strict requirement at first that the memory be an accurate analytical model of

experimental psychological data, however.

The memory | will describe fulfills all these criteria for the most part. How it meets the last
four criteria will become evident. However, the notion of referenceability is one of considerable

theoretical importance, and deserves elaboration.

3.2.1 REPRESENTING KNOWLEDGE: PROBLEMS OF TOTAL REFERENCEABILITY

In devising data structures for storing conceptualizations in memory, one criterion seems to
be far more significant than others. This one concerns referenceability: that every component
detail of information associated with each conceptualization should be identifiable and
referenceable as a discrete unit. That is, if people can talk about some part or aspect of a
conceptualization, then that part must in some sense be separable from the conceptualization.
What this seems to indicate is that all information must be reduced to very basic units, which can

then be stored discretely and interrelated to form the larger thoughts. A very useful test for
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discovering what is psychologically a basic unit of information is what | will call the "fact that"

test.

Consider the sentence "Yesterday, Farmer John surrepticiously gave Mary a turkey for tax
writeoff purposes." Among others, it is certainly possible to reference all the following

information units within this conceptualization:

The fact that it was JOHN who %ave Mary the turkey ...
The fact that it was a TURKEY that John gave Mary ...

The fact that John gave the turkey SURREPTICIOUSCY ...

The fact that it was MARY to whom John gave the turkey. ..

The fact that it was YESTERDAY that John gave Marg the turkey...
The fact that it was TAX CONSIDERATIONS which CAUSED John

* o % o o

g WN—

Each restatement causes an important shift in emphasis which we should be able to capture. If
we were to store the larger composite information units (actions and states) in some large, rigid

vector notation such as

(<action> <actor> <object> <time> <location> <cause> <manner> <instrument> ... )

many of these smaller units would not be referenceable independently from the rest in the same
way the entire vector is externally referenceable as a unit. They would be "buried"; their
relation to the composite information-bearer would be implicit in their position in the vector,
rather than explicit. Aside from the undesirable local anomaly in representation which would be
required to reference “the fact that X is in position Y of vector 2", to store relations in long,
comprehensive positional Qectors presupposes we have decided upon all the slots. How could
we ever be certain that, say, 27 slots could account for every aspect of any conceivable event,

relative to varying contexts!

in addition, we will see in the next chapters how all the various aspects of a conceptually
complex sentence must be able to stand alone in order to contribute independently to the
processes of inferencing. For example, in suitable contexts, the fact that it was yesterday that
farmer John gave Mary the turkey could overshadow all the other information conveyed by that

sentence.

I conclude that a fixed vector representation lacks generality and is undesirable: (1) it is
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unrealistic to believe that any one fixed vector notation would be flexible enough to account for
all possible conceptual forms, (2) that information in the vector becomes isolated and not directly

accessible for references.

It should be clear that using even "typed" associative links around a central event or state
node as in Fig. 3-1 does not fully solve the problem of independent referenceability, although it
exhibits the desirable looseness and flexibility of attaching features and aspects to an entity in

the memory.

(tax writeoff)

MARY cause
recm TURKEY

0 jBCt
tlme
FARMER JOHN
- manner YESTERDAY
SURREPTICIOUSLY
Figure 3-1.

The problem with referenceability still exists here because the links themselves aré not
referenceable as objects in the system: they serve in a higher capacity as relations. That is, a
link is both an association and an implicit information-bearing relation: it predicates not only the
existence of a relationship between two entities, it also specifies the substance of that
relationship. It would be better to separate the notion of a link as a simple, untyped association
(which is truly unreferenceable) from the notion of a link as an information-bearing relation
(which can be referenced). This distinction is shown in Fig. 3-2 (the more desirable scheme is
shown to the right). Although this distinction may seem quite esoteric, and have the appearance

of splitting hairs, it is in fact a very important distinction.

56



John’s book John's book
BOOK BOOK
dual-purpose S Y S s typeless link
(typeless and '
substantive) poss (PSS % %) — - —-substantive link
"=~ typeless link
JOHN JOHN up

Figure 3-2. Separating typeless links from substantive links.

Thus, rather than represent all actions by some closed vector notation such as or even in
some more general link scheme in which links serve the double purpose of denoting both an
untyped association and an implicit relationship, | have tended to store all referenceable relations
as separate units which are then associated with the units they relate, and with the larger
information unit of which they are a part, by typeless associative links. Fig. 3-3 illustrates this
technique for the Farmer John example. In the diagram, pound signs stand for referenceable units

in the memory.
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"Farmer John surrepticiously gave Mary
a turkey yesterday for tax writeoff purposes."”

[l
{the turkey)

|7] (OBJECT x x)

_ , (the structure representing Farmer
I_| (ISA x EVENT) Farmer John’s desire that
others not know of this event)

_ /’\’ v |7 (RFROM X JOHN)
{=] (ACTOR % JOHN) 17| \

|Z| (RTO % MARY)

|_| (ACTION % ATRANS)
|_l (TIME % C1)

|| (CAUSE x x)

[

~ {the structure representing Farmer John’s
lack of desire to ATRANS money to IRS)

Figure 3-3.

In Fig. 3-3, Cl is some time token representing a point during "yesterday", RTO and RFROM

representing the donor and recipient cases for ATRANS, respectively.

This results in a system which contains two basic types of'objects: concept objects (this
includes events and states), and information-bearing objects (those objects which relate concept
objects and other information-bearing objects). That the informatioh-bearing objects in the
diagram are in fact "psychologically primitive” (in the sense we desire) can be verified by trying

to apply the "the fact that" test to a few them.

While this characterizes the general philosophy for storing conceptual links in referenceable
ways, as might be expected, reducing everything to this level is both cumbersome and inefficient
in the realities of today’s programming techniques. Furthermore, such "purity" is not necessary

for the solution of many interesting problems of conceptual processing. As | describe the data
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structures, deviations from the prescriptions of this section in the implemented program will be

evident. Section 3.4.4 will summarize them.

3.3 CONCEPTS AND TOKENS

The smallest units in a conceptual memory are CONCEPTS and
TOKENS. What are these notions, how should they be represented,
and how should they be organized?

“Simple" objects were discussed as components of the Conceptual Dependency system of
representation. There, the simple objects are "picture-producers” (PPs). A PP like "John" can
produce a mental picture of a person named John, a PP "book" can cause the hearer to imagine a
bound pile of paper which bears information, and so on. Récall, however, that there is no simple

one-one correspondence between the words of a language and the PP’s the language is capable

of referencing.

In the memory, simple objects are concepts and tokens. These entities symbolically represent
real objects and ideas in the world. What is their relation to PP’s? Just as there is a lack of one-
one correspondence between words and PPs, there is in general no one-one correspondence
between PP’s and objects in conceptual memory. A PP is an abstraction which stands for an
entity with a certain set of features. But a potentially infinite number of real objects in the world

can be categorized as instances of each PP.

For instance, the PP "JOHN" stands for any entity, X, which satisfies the abstract conceptual

topology:

X is a person
X's name is "John"
X is of sex type male

However, there are many entities in the world which satisfy this topology: John Smith (the guy
who lives down the road), John Smith (the butcher across town), John ("Ding Dong") Jones, the
guy who ran for mayor last year, and so on. There must therefore be the potential for
representing all these different Johns in the memory. There, any X which stands for the person

John Smith in the real world is an example of a token of the class concept, "person”. | will often

refer to class concepts as simply concepts.
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What should the X which represents, say John Smith, the guy who lives down the road, look
like in the memory? Since it stands for a single entity about which many unique facts may be
known, and which is unique itself, we want a unique entity in the memory to represent it. | have
called the LISP construction which embodies this entity a superatom. A superatom is a discrete
object to which we may point when referencing the entity for which it stands. But, in the
absence of any defining conceptual information, a superatom is no more than a place-holder. That
is, a superatom to which no information is attached is simply "something” if we must reference it
by language. In the program, superatoms are just LISP atoms which arise via the LISP sequential
symbol generator. Because of this, a superatom will often appear externally in the examples as

something like "C3749".

All conceptual information about an entity is associated with that entity’s superatom in the
memory. This association is via the property called the occurrence set ("ASET" for historical
reasons) of the entity. The occurrence set is a set of pointers to all conceptual information in the
memory in which the superatom is involved. (The form of conceptual information in the memory is
the topic of the next section. Suffice it to say here that every piece of information in the
memory is also identifiable by a unique superatom.) This entity /occurrence set association can be
viewed from two perspectives: it can be thought of either as the defining set of features for the
entity ("feature” here meaning any conceptual information known about the entity), or as ai set of
pointers to all other points in the memory where the entity occurs. There is of course no
material difference between these characterizations.

The occurrence set for a concept is therefore a catalog of
everything known about that concept; it is a bundle of conceptual

features. The superatom IS the concept, but the occurrence set
defines its essence.
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(ATRANS % % % x)

(COLOR % %)

12
(LOC x =)

1]
(ISA % %)

’ET

EEEEEESIER X

(POSS % %)

Figure 3-4. The relationship of a superatom, SA, to its occurrence
set, OS, and to its conceptual features.

Fig. 3-4 schematically illustrates this data structure for simple objects in the memory.

Stored in this kind of structure, our friend John Smith, the butcher who lives down the street,

and who, among other things, possesses a car, loves Mary Jones, and was at the grocery at 5pm

yesterday, is represented by the superatom, say CO431, and occurrence set illustrated in Fig. 3-

5. The specific superatoms there were of course arbitrarily chosen for the purposes of

illustration.

Ce431

ASET: C3726 C3726: (ISA CB431 #PERSON)
€213 CB213: (NAME CB431 JOHN)
C3771 C9771: (SEX CB431 #MALE)
C7823 C7823: (SURNAME C@431 SMITH)
C3254 £3254: (RESIDENCE Cg431 C5613) (C5613 is where he |ives)
£208a3 Ceea3: (POSS C@823 Cr43l) (CB823 is a car)
C6541 Ce541: (MFEEL CRB431 H#LOVE CB817) (C0817 is Mary)
C2188 C2188: (LOC C@431 C1792) (C1792 is the grocery)
C7437 C7437: (PROFESSION CB431 HBUTCHER)

“ e

Figure 3-5. Part of the occurrence set for some john Smith
the memory might know.
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Not shown in Fig. 3-5, the time of C2188 was furthermore 5pm yesterday:

(TIME C2188 C3214)

where C3214 is a time token representing this time. Also, C5613 is at a location which is "down

the street™

(LOC C5613 C2819)

where C2819 is whatever this location actually happens to be. ("Down the street" is not a
conceptual relation, but rather is simply one way of expressing John’s location relative to our

own.)

it should be clear that this superatom-occurrence set structure is fully-inverted. That is, it
is possible both to locate an entity from any conceptual information which involves that entity,
and to retrieve all conceptual information about an entity starting from the entity itself.
Furthermore, all "links" are (a) untyped and (b) explicit. They are untyped because links merely
serve to tie together an entity with its defining conceptual information. The substance of that
information does not exist in the link, but in the conceptual information it points to. Links are

explicit because each link is an identifiable object in an occurrence set.

33.1 COMMENTS ON NOTATION
| have been using, and will make further use of the notation:

# <letter>+ <digit>x

that is, a "pound sign", followed by a word, possibly followed by some digits. (#JOHNS, #LOVE,
#PERSON). This notation stands for a superatom in MEMORY, and is no different from superatoms
looking like "C1373". As we have seen, a superatom does nothing more than give us a way to
point at collection of conceptual features. This notation just allows us to identify some concept
or token when we need to talk about it without enumerating its feature set every time. Thus, the
form of the symbol #JOHN1 is not a concern of any memory process, and might just as well be
stored and accessed in the memory as, say, C4893, a concept among whose features might be
found:
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(NAME C4833 "JOHN")
(SURNAME C4833 "SMITH")
(1SA C48393 #PERSON)
(POSS C3825 C4893)

LAY

(where C3825 is, say, a token of a car). Often, when illustrating memory structures graphically, |
will write a pound sign to stand for some superatom, then enumerate a set of features which
describes it. But bear in mind that, although | am listing the defining conceptual.information
explicitly, all that is stored with the concept in memory is a set of pointers to other superatoms

at which such information about the entity is stored.

33.2 THE LOGICAL ORGANIZATION: TWO IMPORTANT RELATIONS

The previous chapter characterized the nature of useful predicates in the conceptual
domain. However, two relations are more important than most because they bear directly (a) on
the logical organization of the memory, and (b) on a significant aspect of the memory-language
interface. These are NAME and ISA, which relate an entity to language, and to the rest of the

memory’s internal taxonomy of concepts, respectively.

3.3.2.1 "NAME"

Any concept or token can have a NAME feature. NAME is the principal means of interface
between internal concepts and tokens and the words of one (or more) language, and a concept
or token need not have any NAME, or it may have one, or many. Conversely, objects in the
memory which are NAMEs of concepts and tokens may serve to name more than one concept or

token (senses of a word, instances of class concepts).

in a "pure" system, names would be #WORD concepts whose conceptual values are the
strings of letters (or more correctly, morphemes) which comprise the word. We have no use for
this level of detail of information, so the structure has been "cauterized" at'a slightly higher
fevel: the second argument of the NAME predicate simply points to én "ordinary" atom, which is
like a superatom except that its LISP print name is sighificant, Had names been specified "to the

edge of the model", the type of construction shown in Fig. 3-6 would have arisen.
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(NAME % %)

# .
— (VALUE #

(ISA # x
#JOHN
(the token representing
a person named John) #
’,f' (NAME  # %)

rd
I

ld
{the concept of a word)

) J_O0_H_N)

#
(ISA  # %)
(VALUE # WO R.D)

Figure 3-6.

To illustrate how a word concept in the memory relates to its senses (concepts) and,
further, to tokens of concepts, consider the NAME structures which might surround the atom

"BILL". Fig. 3-7 depicts how word concept "BILL™s occurrence set might look in memory.

#UBILY
(NAME % #) #
(ISA # HPERSON)
(NAME % #) (SURNAME # JONES)
S——

(NAME #) — g
(ISA # HPERSON)
(NAME % #) (SURNAME  #  "SMITH")

. 4
. (ISA # HBODYPART)
) (PART # HBIRD)
(ISA # HMONEYCONCEPT)
Figure 3-7.

A very fundamental reliance on some sort of recency criterion (as well as the processes of
inference), is required to keep track of the most likely senses of words at any given time. [R2]’

discusses the notion of word sense promotion in considerably more detail.
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3.3.2.2 "ISA”

The conceptual predicate ISA relates tokens to the abstract concepts (which are in turn just
superatoms with bundles of conceptual features) of which they are instances, and also relates
abstract concepts (like "person”, "guilt") heirarchically. A concept or token can have no more
than one ISA feéture. The interpretation of (ISA X Y) is that, in addition to all the features on X’s

“occurrence set (besides the ISA relation), X also has ail the features of on Y’s occurrence set. in
Fig. 3~5 for instance, this means that CO431 has, in addition to those features explicitly on its
occurrénce set (C3726 ..), the multitude of implicit conceptual features associated with the
superatom #PERSON, since C0431 is an instance of a person. Likewise, #PERSON has in addition
to its occurrence set all features of #ANIMAL, which is its superset, and so on. (A common, but
tairly trivial example of this concerns NAMEs of tokens. More often than not, there will be no
NAME associated with a token: its NAME is normally stored as a feature of the idealized concept
of which it is an instance. Hence, in order to express a given token in language, the memory must
frequently ascend one or more levels until a name is found. Then it must locate some distinctive
features of the token to distinguish it from other tokens of the same concept. It can then use
those features, expressed by relative clauses and adjectives in the sentential expression. An
example would be: "the red ball which John had ..".} In general, all processes in the memory

which ask "does X have conceptual feature Y?" must be prepared to ascend X’s ISA set sequence

in search for feature Y.

When X is "almost a Y", except for feature Z ("an ostrich is a a bird, except that it can’t
ﬂy"), we write (ISA X Y) and (.LACKS X 7), Z being a pointer to the conceptual feature of Y which
is not a feature of X. Thus, the "total feature set" for an entity, X, consists of everything on X’s
occurrence set, everything on Y’s occurrence set, where (ISA X Y), and so on, except for those

features for which a LACKS relation exists.

| should say more about intent of the ISA relation in this theory. We want to take special
care not to "overspecify" one concept by heirarchically (ISA) associating it with too-specific
another concept. The ISA relation should be reserved for associations between a token and its
"least biased" classification. For instance, to characterize John, the butcher, by (ISA #JOHN
#BUTCHER) would be an overspecification, since it places a special focus, or interpretation, on

John which is not of general utility or interest. Rather, John always ISA #PERSON, and if he
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happens to cut meat for a living, we should write something like (PROFESSION #JOHN X), where
the X points to the bundle of features which define the essence of a butcher. The point is, John’s
profession is only a very small characterization of a man who might also happen to be a father, a
good golfer, a rabid political right-winger, and so on. To characterize him as any one of these is
to introduce a bias which could make it hard to interpret him differently in different

circumstances.

Also, classifications which overspecify tend to oversimplify. That is, we call John a rabid
right—Winger because of the things he does and says; but we might also call our friend Bill a
right-winger, even though he does and says completely different things from John. To say that
(ISA #JOHN #RIGHT-WINGER) and (ISA #BILL #RIGHT-WINGER) is to predicate that they both have
the features of this abstract class. Yet there may be have nothing at all in common in the details
of what they do. On the other hand, they are both #PERSONs whose individual actions and beliefs
can be contrasted on a one-one basis. Although the same label might evolve for both in our
model, they are still complex people who can be interpreted quite differently outside the political

domain.

333 STRUCTURAL PROPERTIES OF CONCEPTS AND TOKENS

It would seem that there are certain aspects of concepts, tokens and information-bearing
units in a human language user’s memory over which he has no direct control. These are things

which are more closely related to the mechanisms of the brain than to the data the brain stores.

By attaching to a superatom other properties besides its occurrence set, it is possible to
associate aribitrarily much information (of other types than conceptual) with each entity in the
memory. Although the occurrence set defines all of an entity’s conceptual features in the
memory, other properties are useful for associating certain other information with superatoms

for other memory functions "above" the conceptual data structures.

The "recency of activation” of an entity (reference to it, either by language directly or by
some internal thought process) is an example of a property which would seem to be more
related to a mechanism than to the substance of the entity itself. It would seem proper to view
aspects such as this as part of the brain’s "wetware": they are part of its unconscious control

structure rather than part of the information this structure stores and operates upon.
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Of course, no one yet knows exactly what the processes of the control structure are, much
less which of them can be though of as involving "tags" on entities in memory. Nevertheless, use
has been found for three structural properties which are related to language understanding:

1. RECENCY

2. TOUCHED
3. SEARCHTAG

These are stored as LISP properties of superatoms.

RECENCY keeps a record of the time each concept or token was last legitimately accessed
by the reference mechanism. "Legitimate" means that an explicit decision was made that the
concept or token was the referent of some language construction ("John Smith", "the dog with
three legs", "love", "the second time we were in the meadow", etc.), rather than simply "passing
over" the entity while searching for another one. By use of this tag, many potential problems of
ambiguous reference can be avoided or solved. As we will see, the reference mechanism prefers
the most recently accessed candidate for a reference in cases where there is a significant
difference in recencies among the candidates, or where inference fails to solve the problem.

RECENCY plays the same role for references to events ("the time we were in King City").

TOUCHED is also a recency tag, but records the time an object was last "touched" or drawn
into, the processing by internal processes (inferencing), as opposed to having been referenced
directly from language. We will see later how implicit references of this sort can be vital to

understanding. As that section will illustrate, the set of objects in MEMORY with recent RECENCY

and TOUCHED tags captures the Conceptual Dependency notion of immediate memorsy.

SEARCHTAG is of less theoretical utility than the other two tags. It simply provides a
foothold for associative searches through MEMORY.

3.3.3.1 TWO STRUCTURAL PROPERTIES RELATED TO THE CONCEPTUAL ANALYZER AND GENERATOR

Two additional properties, XFORM and CASES, are associated with concepts which are
conceptual predicates (for example, ATRANS, MFEEL, POSCHANGE, ISA, NAME) in memory.

For a predicate concept, P, XFORM stores the Conceptual Dependency structural template

which will express (in CD, not language!) memory structures which use P. This is purely a
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transformation of form; it is the beginning of the memory-generator interface which allows any
information-bearing structure in the memory to be assembled into a Conceptual Dependency

graph for expression in language. Several examples of the XFORM property are shown in Fig. 3-

8.

*ATRANSx* ((ACTOR X1 <=> (%ATRANSx)} OBJECT X2 FROM X3 TO X4))

ISA ((ACTOR X1 <=> (xCLASSx VAL X2})})

CAUSE ‘ {(CON X1 <= X2})

BIGPOSCHANGE { (ACTOR X1 <m>F X2 <=>T X2) INC (4))

WANT = EXPRESS_WANT
((CON_((CON _X2_<=C ((ACTOR X1 <=>F (%JOYx) <=>T (xJOYx) }
INC (2) TIME (T1))))
<=> (xMLOCx VAL (xLTMx PART X1 REF (xTHEx)))))

*HEAL THx ((ACTOR X1 <=> (xHEALTHx VAL X2)))

Figure 3-8. XFORM templates.

in the templates of Fig. 3-8, Xi is interpreted as argument i in the memory bond notation, =
indicates that a special function is to be applied to the template after it has been instantiated to
perform special details of the transformation which are not conveniently notated in the passive
template. (In the WANT template, for instance, this amounts to correct location of the tirﬁes which

are internal to the template.)

CASES stores a similar, structural transformation template at the analyzer-memory interface,
and is a property only of primiticve ACTs. For ACT A, CASES stores the list of the nuclear
conceptual cases for A, in the order in which they appear in memory bonds. For example, the
ATRANS CASES property is (ACTOR OBJECT FROM T0), and the CASES property for GRASP is
(ACTOR OBJECT). Section 4.5 describes how this information is used by the process which

converts analyzed conceptual graphs into internal memory structures.
3.3.3.2 THREE OTHER INFERENCE-RELATED PROPERTIES OF CONCEPTUAL PREDICATES

There has been no discussion yet of the inference mechanism and other active processes in
the memory. However, it should be noted here that the organization of inferences hinges about

conceptual predicates, and this involves the potential association of three LISP program modules
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with each conceptual predicate. These associations occur via three structural properties of
predicates’ superatoms: "IPROG" for inference molecules, "SPROG" for specifier molecules, and

"NPROG" for normality molecules. These will be defined later.

3.4 STORING CONCEPTUAL INFORMATION

How should conceptual propositions be storeﬂ"and organized? How
should they interface with concepts and tokens?

The story is, of course, not yet complete: | have yet to describe how relations among
objects (conceptual information) are stored. Not much more than the structure for concepts and
toke‘ns is required, for we can view a unit of conceptual information as an object in the system in
much the same way as we view a concept or token. That is, any information (a feature, action,
state, etc.) can itself have an arbitrary number of conceptual "features™ time aspects, who knows
" about it, what caused it, what it caused, what its location was and so forth. Viewing units of
information as objects is convenient also from the standpoint of language, since all but the
simplest utter#nces involve nested conceptualizations: one or more "sub"-conceptualizations can
be referenced by the main one. From this standpoint, a feature of each sub-conceptualization is

that it occurred in the context of the main conceptualizatidn.

The main difference between information-bearing objects and simple objects concerning
storage requirements is the obvious one: in addition to serving as a place-holder, with which
arbitrarily many conceptual features can be associated via its occurrence set, an information-

bearing entity must carry some intrinsic information,

34.1 BONDS

Conceptualizations are therefore stored as superatoms, replete with occurrence set and the
RECENCY, TOUCHED and SEARCHTAG properties described for concepts and tokens. Their
information content, a bond, is associated with their superatom under the LISP property

"BONDVALUE",

Bonds are positional lists which relate other conceptualizations, concepts and tokens. The

first member of a bond list is always the conceptual predicate (action, state, causal, etc.).

s
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Predicates are simply concepts which bear special meaning to the processes which operate on
them, and are stored just as any other concept. In the current implementation their occurrence
set typically consists of just an ISA relation such as (ISA *MTRANS* #ACTIONPRED). Bonds which
represent actions consist of the nuclear cases of the action, always in the order ACTOR, OBJECT,
| FROM, TO. State and causal relations are stored in the obvious ways as illustrated throughout the

previous chapter.

As an illustration of bonds, consider the utterance "John believes that Bill sold his car". The
left of .Fig. 3-9 shows the internal memory structure which would result from this utterance, the
right illustrates the structure graphically. Time aspects have been omitted, and the superatom

_ numbers were of course chosen arbitrarily.

C3764 (MLOC * *) v
BONDVALUE: (MLOC C3765 Ce818) H#
ASET: null (ISA # HLTM)
(PART # x)

3765 (DUALCAUSE % x)
BONDVALUE: (DUALCAUSE C3766 C3767) #
ASET: (C3764) X (ISA_# HPERSON)
(NAME # JOHN)
3766 (ATRANS % % % %)
BONDVALUE: (ATRANS C8821 C7641 C8@21 C8827) Q_,,Szl_::::::§;ATRANS X K K %)
“xd /

ASET: (C3765) # :
{ISA # HCAR)

(POSS # V

A # HPERSON)

C3767
BONDVALUE: (ATRANS C8827 C5321 Ceez7 Ceezl) S
AME # BILL)

ASET: ({(C3765)

#
(1
(N

Figure 3-9.

In Fig. 3-9, C0021 is the token which represents the LTM (long-term memory) of the John
who believes this, C0021 is Bill, C0027 is the (unspecified) person to whom Bill sold his.car,
C7641 is the car and C5321 is the money which was exchanged for it.

Information-bearing superatoms (those which store bonds) also have the structural
properties RECENCY, TOUCHED and SEARCHTAG. But in addition to these, they require some
additional structural properties. For instance, does the memory believe C3765 in Fig. 3-9? This

leads us to two notions about bonds which do not exist for concepts and tokens.
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34.2 STRUCTURAL INFORMATION ASSOCIATED WITH BONDS: CONTEXTUAL TRUTH

What information the memory is capable of representing and what it actually believes at any
given time are quite different issues. There must an effective and efficient means of
distinguishing them. Otherwise, for example, we could tell it that John believes Bill sold his car,
then a§k it whether- Bill sold his car and receive an unmitigated affirmative response, even
though the car may not in fact have been sold. (Of course, the memory could depide to believe
this also, as well it might, but this is not the issue here.) Even more absurdly, we could teli it
“John couldn’t go home", then ask it whether John went home. Finding the structure (PTRANS
JOHN JOHN L HOME), a simple-mindedvmemory would blithely reply "Yeé", doing so simply because
it had not paid atténtion to the surrounding structure, in this case, (CANNOT (PTRANS ..))!

"Surrounding structure” here means the conceptualization’s occurrence set.

The problem, then, is keeping a record (or at least being able to reconstruct one} of what
the memory holds to be true. It would clearly be possible for the memory, by applying special
heuristics to enough surrounding structure, to decide of a unit, X, whether or not X is held to be
true. For instance, even though it is possible to find a (PFTRANS JOHN JOHN L HOME) bond, if it
occurs in some mitigating environment such as (CANNOT (PTRANS ..)) then it is certainly not to
be believed, except in that environment. This is an obvious, but important observation, and | will
call it the principle of contextual truth. This principle says that the information in the bond of an

information-bearing superatom cannot be assumed to bear truth of its own. Rather, is true only

in the context of its entire occurrence set. Furthermore, there exist effective procedures which

can decide whether an information unit is believed on the basis of its occurrence set.

In practice, to have to make such decisions too frequently would be timewise-unwieldy. One
of the lowest level functions of the memory is to locate units of information which are true in the
memory’s model. There would be no time for higher level functions if, each time MEMORY located
information, it had to decide again whether or not it was believed. More important, this would
seem to be totally counterintuitive to the way people seem to store information. Some level of
automatic assessment of the believability of each new information unit as it is‘ stored would seem
to be the rule rather than the exception in human language users. Even information whose truth
has not yet been decided is at least "tagged" as such. (There is one important exception to this,

and it concerns time. In particular, the temporal truth of an uncompleted state or protracted
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action is subject to reevaluation each time its truth is important to an inference or other process.
This is necessary since many states come to an end after "fuzzy", but predictable, periods of

time, and is discussed in section 6.8 as a form of inference.)
3.4.2.1 THE PROPERTIES "TRUTH" AND "STRENGTH"

To give this principle of contextual truth some tangible and efficient realization in MEMORY,
two additional properties are associated with each superatom which stores a bond: TRUTH and
STRENGTH. The former stores the value TRUE or FALSE and indicates whether the bond (in the
context of its occurrence set) bears any truth in the model, or whether it is simply a non-truth-
bearing part of a larger structure. At any time then, only those bonds bearing a TRUTH=TRUE
constitute what the memory itself believes (to some degree or another). As we will see, one
byproduct of inferencing is to change TRUTH and STRENGTH'markers, so that, if John says he
believes something and the memory’s characterization of John is that he is trustworthy and not
given to hallucinations, the memory can start believing John’s belief too simply by tagging it as

true.

STRENGTH indicates the approximate degree to which a bond which is believed; hence,
TRUTH and STRENGTH are not independent. The strength is a real number in the interval O to 1.
By convention, a strength of X below 0.5 means that there is reason to believe that X is possible,
but not likely. (For some predicates, this can often be interpreted to mean that X’s negation is
believed to be likely.) Inference molecules propagate strengths from antecedants to the inference
they generate by individual heuristics within each inference in the molecule. In the current

model, the propagation occurs by simple multiplicative factors.

The whole notion of strength is a fuzzy one: the numbers themselves mean very little.
Instead, their significance manifests itself in the effects the numbers have on the inference
process: as long as their effects are appropriate, the numbers themselves are inconsequential.
This is a point where representation and the process which operates on it are truly inseparable.
The two conceptualizations, C1 and C2, below illustrate this quite poignantly: even though Cl and
'C2 below may both have the same low strength of 0.10, the interpretation of the strength
relative to the substance of each conceptualization makes one quite significant, the other much

less so:
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Cl: Mary's hushand is cheating on her.

C2: John wants to buy the car.

Although its likelihood is the same as C2’s, in Cl, even the suspicion of such dastardly behaviour
is quite significant. C2 has much less flare: it’s just not very likely that John wants to buy the

car, and that’s that.

It should be reiterated here thét, beyond this convention of low strengths, problems of

negation have not been explored in any depth in the memory.

343 PRESERVING CONNECTIVITY IN INFERENCE SPACE: "REASONS"™ AND "OFFSPRING"

People not only can solve problems, they are aware of, and can describe Aow they solve
them. A restatement of this phenomenon is to say that a person is (subconsciously) capable of
preserving information about why he believes each piece of information in his memory. By doing
this, everthing has an explicit internal justification: an implicit dependence relation with the
antecedants from which it arose. This information can be used not only to answer questions like
"What makes you believe that?", but it also provides a means of predicting and propagating the
effects of altering the truth or strength of some information in the memory: if information X
played a part in generating Y, and X’s credibility falls under serious doubt, then so might ¥’s. In
addition, in sections 5.6 and 6.6, it will be shown how REASONS and OFFSPRING are essential to

at least two very vital classes of conceptual inference.

In the memory this means that, in addition to conceptual connectivity among information
through bonds and occurrence sets, some sort of connectivity in inference space is essential.
That is, whenever X is inferred from Y1,.,Yn, we should make this dependence explicit. To
implement this, two other structural properties are associated with every information-bearing

superatom in MEMORY: "REASON"s and "OFFSPRING".

These two properties are inverses of each another. The REASONS property for information-
bearing superatom, X, is a list of other information-bearing superatoms in the memory which
some inference molecule used in order to generate X, its inference. A null reason list for X
means simply that X is believed: there are no reascns for the belief. In a more formal system, we

might call this an axiom,
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The property OFFSPRING for X is a list of other information-bearing superatoms in memory
whose existence in some way relies on X. It is in a sense the inverse of REASONs. While every
bond with TRUTH=TRUE must, by convention, have a REASONs list, the OFFSPRING property is of

course not a requirement.

Inference molecules, which are the fairly complex LISP programs which make inferences, are
responsible for supplying a REASONS list to the inference monitor along with each inference as it

is generated. The following scenerios illustrate typical usages of the REASON list:

John has just asked Bill for the New York Times on the table. MEMORY infers that it is
likely that John wants to read it. This inference is generated, and the reason list
consists of the following three units of information: (1) the NY Times is a hewspaper,
(2) a newspaper is printed material, and (3) the normal function of printed material is
that it be read. Section 6.1 illustrates a similar example and includes a computer

example

Mary hated John. Bill hit John. The memory infers that it could be likely at that point
that Mary feels a liking for Bill. This inference is generated, and its reasons are (1)
Mary feels a negative emotion toward John, (2} John suffered a negative change, (3) it

was by Bill’s action that John’s negative change occurred.

3.4.3.1 REASONS AND OFFSPRING VS. CONCEPTUAL CAUSALITY

REASONS and OFFSPRING should not be confused with the CAUSE relation. The CAUSE
relation is part of the data which the memory stores, has access to, manipulates, and uses to
generate inferences. A CAUSE relation is stored in a bond, and hence can have REASONs and
OFFSPRING. Section 5.5 discusses how and why causal relations are maintained by CAUSE bonds
in bond-occurrence set framework., REASONS and OFFSPRING relate to the supervisory

functioning of the memory.

3.44 DEVIATIONS FROM THE "PURE" REPRESENTATION

It should be clear that the theory of representation as proposed in section 3.2 has served
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as the guiding doctrine, if not dogma, of the implemented program. That is, with only a few
exceptions (motivated by the pragmatics of implementing a large system), every information-
bearer which is potentially referenceable from language is indeed referenceable as a discrete

object in the memory. The noteworthy exceptions are threefold, and we have seen two of them:

First, conceptualizations are stored in the form of positional lists which only implicitly
specify the case relation of the concepts to the action or state predicate. Hence, it is not
possible to reference information units like "the fact that X is the actor of actio‘n Y" or "the fact
that X is the recipient in action Y". This type of unreferenceability is, however, restricted to a
very small, well-defined, domain: namely the nuclear case relations for actions and the "nuclear"

arguments of states relations.

Second, there are certain counts, tags and relationships maintained for conceptualizations
which are unreferenceable as units in the system. The rationale for such a auxiliary constructs
should be clear, Although these features could be framed in the main data structure, it is more

intuitively correct to keep them separate.

The third main exception will become evident when we discuss the nature of inference,
specifier, and normality molecules and atoms in chapters 5-7 (these store the active inference
processes in memory): while these objects are discrete entities, referenceable as entire units,
their internal components (their conceptual contents) are not individually referenceable. Section

7.3.4 discusses this problem and a potential solution to it.

Each of these exceptions could have a direct representation in a "pure” system in which we
had the quury.of unlimited amounts of storage. The fact is, the amount of space consumed to
make these units of information referenceable is simply n;)t justifiable in terms of the number of
new capabilities they enable. Although certain basic processing assumptions have been based on

these "impure" forms, their conversion to operate on pure forms is easily imagineable.
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3.5 SUMMARY OF MEMORY DATA STRUCTURES

We are now in a position to formulate concise structural definitions for the memory

structures | have been describing.

DEF: A "concept”, C, is a LISP atom which has the property ASET (occurrence set) and
which does not have the property BONDVALUE. A "token" is a concept, X, such

that there is no relation (ISA Y X) in the memory.

The value associated with the property ASET of C is a list of superatoms which store bonds

{Bl,...,P8n} such that C occurs in i, i=1,.,n, and only in those bonds in the memory.

DEF: An information bearing unit, U, is a LISP atom which has the properties ASET and
BONDVALUE.

The ASET is the same as for concepts. The value associated with the property BONDVALUE of U
is a list of atoms (other concepts and bonds) of the form (P X1 X2 ... Xn), where P is some
predicate and X1, ...,Xn are its conceptual arguments (huclear cases for primitive action

predicates).

In addition, information-bearing superatoms in the memory have the following auxiliary
properties: RECENCY, TOUCHED, SEARCHTAG, TRUTH, STRENGTH, REASONS and OFFSPRING.
Concept and token superatoms have only the first three. Also, each concept which is a
conceptual predicate in the memory has five additional properties: CASES (ACTs only) which
specifies the case mapping from graph slots internal bond positions XFORM which is a template
specifying the Conceptual Dependency structure which will express in CD format any memory
structure which involves that predicate, and IPROG, SPROG, NPROG, which store inference—relatéd

LISP program modules associated with that conceptual predicate.

3.6 REPRESENTING AND STORING TIME

How should time information be represented in conceptual
memory? What time entities and relations are needed?

There are three general approaches to the problem of how to represent and manipulate

76



time in a model: (1) ignore it, (2) make it an implicit part of the control structure (say, by
partitioning memory on the basis of time, or by carrying along "states of the world"), or (3) make
time an explicit aspect of all data, representing it in the same general structures as everything

else. | have chosen the third approach because it appears to be potentially the most general.

Any model whose main goal is to cope with natural language and what that language
communicates must be prepared to deal in considerable detail with time. This includes keeping
track of times of events and states, maintéining relationships between the timeé of events and
states, and supplying proof procedures to interrelate the various time predicates of the model,
and sensitizing to time aspects all conceptual inferences for which time is a critical dimension.
Furthermore, it is an important realization that much of what we would term our "knowledge of
normality in the world" bears heavily on the maintenance of time relations in the system. We will
later see a type of conceptual inference which is wholly concerned with the maintenance of time
relations in the memory. It is the purpose of tAis section to describe the philosophy of the
memory’s sensitivity to time from the standpoint of repregentation. This involves describing what

time predicates and relations there are, and how they are used in the model.

While the memory is not strictly an analytical psychological model, | have emphasized that a
reflection of psychological intuition in the model is highly desirable. For some limited tasks, it
might be adequate to maintain a "state of the‘world" type data base where every unit of
information in the memory, and only those units, is viewed as true at the present time. But this is
simply not the total picture of the way people (successfully) deal with time. The major
inadequacy in a model which handles time this way is fhat once information about the modeled
world becomes false or is superceded by a newer piece of information, the old information is
forever lost. In a model for which there is a well-defined task to be accomplished, and this task is
sensitive only to the current state of the world (say, a factual question-answering system, or a
model of traffic flow) this approach works nicely. The problem of understanding the conceptual
content of natural language utterances is not such a simple domain. There must be ways to
distinguish past, present and future not only because they are commonly refelected in language,
but because most inferences are sensitive, in varying degrees, to time. Also, when the memory
needs to communicate with the outside world via the conceptual generator, it must be able to
express detailed tense information. This information must somehow be deriveable from time

structures in the memory.
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At the other end of the spectrum from “state of the world" models is the approach whose
.tenet is the following: remember everything. That is, propositions should not be thrown away
simply because they become out of date or irrelevant. This is not to say that a real (human)
memory does, or should remember everything. There are important psychological, and above all
practical, arguments against such a claim. However, the criteria for removing a proposition from
memory are quite a bit more complex than simple truth or falsity at a given time of the wori¢. -
is not my intent to discuss in any depth tbe problem of forgetting. Becker [B1] has some

interesting ideas on this subject.

I have taken this alternative approach by having the model remember everything. A
forgetting function is viewed simply as an addition to the system at a higher level. To claim that
the lack of forgetting or retrieval-degrading functions has any bearing on the algorithms which
maintain time is ludicrous: there must still be processes which are capable of working on

whatever information is available: in particular, perfect information.

36.1 TIME TOKENS AND RELATIONS: THE REQUIREMENTS

So much for the philosophy; What do we need to do the job? There must clearly be time

tokens and time relations. A time token represents eithef a point on the model’s absolute time
scale, or a duration on this scale. (In the current model, this scale is the number of milliseconds
the LISP core image has run. It would more appropriately be the number of seconds since some
starting date.) A time point is simply a token, X, whose occurrence set contains an (ISA X #TIME),
and probably some other time relations which | will describe. A time duration is a concept, X,
whose occurrence set contains an (ISA X #DURATION) and a specification of its length, N, in scale

units: (TVAL X N).

To illustrate what kinds of time relations the memory must record, let’s examine an

extremely simple story. Consider the following two-liner:

John had a book.
He gave the book to Ellen,

Assume the time of utterance of the first line is #NOW, that is, the present. For the purposes of
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illustration, | will use #NOW as though it were a point in time -- a time token. In reality, each time
the conceptual analyzer completes a conceptual graph and sends it to MEMORY, a special function
is evaluated which creates a new time token with which it then associates the current numerical
value of the model’s clock. For LISP reasons, this number is stored as a structural feature of the
token under the property TVAL instead of simply adding another conceptual property (VALUE X
<number>) to the time token, X’s, occurrence set. By creating a time token which uniquely
identifies the time of utterance, all other time references in the utterance have a concrete and

uhique pivot.

In this story, the first sentence predicates that it was true at some point in the past of
#NOW that John possessed a book. The conceptual graph MEMORY receives from the analyzer
has the form shown in Fig. 3-10.

{(ACTOR (BOOK) <=> (POSS) VAL (JOHN)) TIME (TIMB1))

TIMBB: NOW
TIMB1: (BEFORE TIM@® NIL)

Figure 3-10. " John had a book."

The memory will create a POSS bond to stand for the state, a token to represent the point
in time at which the state is being predicated to be true, then will add all known relations about
this time point to its token’s occurrence set. In this case, the only known relation is that it was
before another time token -- the one created to represent #NOW, the time of utterance. Since
time is a conceptual requirement for any event or state which occurs in the world, by .
convention, any proposition in MEMORY stored with no time predications is a timeless statement

-- a belief about the world which is invariant with time.

The internal structure which results from the analyzed descriptive form is depicted in Fig.

3-11.
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(POSS x %)

#
(TIME % x) \‘L/? (1SA # HPERSON)
, (NAME # JOHN)
# (ISA # HBOOK)
(ISA # #TIHE)
(BEFORE #

#
L’/’ (1SA # HTIME)

(TVAL # N)

1]

N is the numerical "now" on MEMORY’s internal time scale.

Figure 3-11. "John had a book", internally.

The second line of the story is analyzed into the following descriptive unit:

( Fé J }iﬂ;l% <=> (ATRANS) OBJECT (BOOK REF (THE)) FROM (JOHN) TO (ELLEN))

ACTOR_(JO
IME (TIMB
1100:
Me

¢
1
[ NOW

IM@l: (BEFORE TIM@@ NIL)

T
T

Assume the references to the correct book and John are found, and that this information
has been processed into internal form in the same way the first line was. Also assume that,
among others, three inferences subsequently made are (1) that John in fact had the book at the
time he gave it, (2) that after he gave it, he no longer had it, but rather (3) Mary started having
it. These three new facts (the second sentence, and two inferences which arise from it) augment

the existing structure as shown in Fig. 3-12. Notice that the information communicated by the

first sentence remains.
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36.4 TIME EXAMPLE

The following example wiil serve to tie together these simple ideas about time: "Ethel had a
knife for several hours yesterday before she gave it to John." This sentence results in the
structure shown in Fig. 3-13. Again, only enough occurrence set to distinguish each token is

shown there.

/_\__/ #
(

(TS % %) ISA # ATIME)

: /"\& (BEFORE #_x #ORDERHOURS)
{(TF % %) Y * H)

(1SA # H#TIME) ‘/—'/

(BEFORE # x) )%’
(

!

POSS * x)

3t

# (ISA # HTINME)
(ISA # HPERSON) (TYAL # N)

(NAME # HETHEL)

#
(ISA # HKNIFE)
(TIME % %)

(ATRANS X * % x)

#
(ISA # HPERSON)
{NAME # JOHN)

M, N are the absolute times delimiting yesterday, a duration.

Figure 3-13.

3.7 COMMENTS ABOUT THE MEMORY

It is probably accurate to say that this memory is a paltry fraction of what will ultimately be
required comprehend and use language. And, although it satisfies the six criteria laid out in
section 3.2, these criteria are merely the ones which seem important today, relative to specific
tasks of understanding language, especially with regard to conceptual inference. | have had to
ignore many important issues, and to idealize and simplify many others just to get started. But
the memory structures | have defined appear to be simple enough to accomodate most any
future extensions: some sort of homogeneity indeed has been achieved. All that would seem to

be required for new information forms are the conventions for their storage.
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For instance, there are well-defined places to store structural information and "real”
information. If, as an example, the notion of negation is found to be more fundamental than most
notions, it can be elevated to. the structural level, where its presence can exert more direct
influence on the memory’s control structure. If direct word-word or concept-concept free-
associations (as contrasted with only associations through conceptual information) are found to
be vital to understanding (as undoubtedly they will), there are obvious ways of implementing
them in the memory. If "reasoning by analogy™ is to be pursued, there are also some obvious

ways to approach it in a graph memory such as this.

It has not been a primary objective of this research to implement efficient associative
retrieval algorithms. Rather, the emphasis has been more on issues of logical organization and
flow of information in response to language. All these lofty goals are assumed to be underlied
by efficient retrieval algorithms. Of course, the problem has not been ignored completely, since
the program does function (if somewhat inefficiently), and the data structures described were
designed with timewise-efficient associative retrieval in mind (at the expense of storage
requirements). Furthermore, some retrieval functions are discussed as part of the theory.
Section 4.3 discusses some uses of associative searches through conceptual information, and

chapter 7 covers a few more points about retrieval.

37.1 PARTITIONING THE MEMORY

It should be made clear that | have chosen not to partition the memory artificially into
functionally separate units (say, CP, IM, LTM). Again, | am not primarily concerned with modeling
the hardware of the brain, but rather its topology from the standpoint of the logical flow of
information within it. This is not to say that to discover the physical flow as well would not be
interesting and useful. But to do so would, for instance, draw us into issues of what enters and
leaves CP, why and when. Answers to questions of this type would certainly augment the theory
nicely, and would give insights about how to limit searches. But much can be done without
partitions, and as we will see in the next chapter, RECENCY and TOUCHED provide a rudimentary

form of logical partitioning.
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3.8 HOW IT ALL HANGS TOGETHER:
AN EXAMPLE OF AN INTERNALIZED CONCEPTUALIZATION

| will conclude this chapter with an example of an utterance which is relatively complex with
respect to this theory. | will show (1) how CD represents it, (2) what the resulting memory
structure will lock like (in schematic graph form), (3) what the LISP representation of the CD
graph which MEMORY. receives from a conceptual analyzer looks like, and (4) the final memory

structure in a "virgin" memory.

The example is:

Mary didn‘t give Bill the red book which Pete had given her
because Bill had aggravated her by choking her friend John."

The conceptual dependency graph which represents this utterance is shown in Fig. 3-14.
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Figure 3-14.

(The REL link in Fig. 3-14 specifing that John and Mary are friends is in fact repeated at
each occurrence of "JOHN" in the graph. However, the analyzer creates just one object for this
John who is Mary’s friend, then uses pointers to this object in the LISP version so that anywhere
the PP "JOHN" appears above, it is in fact just a pointer to this one object. Similar remarks apply
to all PPs which occur at more than one point in the graph: PPs which have the same name in

this graph are guaranteed to have EQ LISP pointers in the computer analysis.)

This analyzed meaning graph will ultimately map onto the memory structure whose pictorial
graph representation is shown below. In general, only small porticns of each token’s occurrence

set are evident in the graph.
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/’//—’————‘-\~\"(CANNDT %)

(TIME  * E) & ((ISA Cl #AIR)
2
(ISA C2 HTIME) (INGEST x % % *)
(BEFORE C2 C8) C3
(ISA C3 #INSIDE)
(CAUSE *x %) (PART C3 %)
C4
(GRASP % x) (1SA_C4 #NOSE)
(PART C4 %)
(TIME % %) o
{CAUSE x x) (ISA_C5_HNECK)
’ cé (PART C5 x)

(1SA C7_#PERSON)
(NAME C7 "JOHN")
(FRIEND C7 x)

ISA C6 #TIME)
’//,,—-\\\\\\* BEFORE C6 C2)
(TIME % x)
é///// NEGCHANGE x  #ANGER)
8

C
(1SA C8 H#TIME)

Cs
(ISA C9 HPERSON)
(BEFORE C8 C11)

(NAME CS "BILL")

Cle
(CAUSE % x) (ISA C18 #PERSON}
(NAME C18 "MARY")
/"_’ (NOT %)
(TIME x %) &

(ATRANS x % % x)

11&~ ‘
(ISA Cl1 #TIME)
(BEFORE C11 #NOW)

Ci2
(TIME % %) (ISA C12 #B00K)
‘/ (COLOR C12 #RED)
Ci3 :

{ATRANS x Cl12 x x)
(ISA C13 #TIME)
(BEFORE C13 CB)

C

Cl
{1 1
(NAME C

le‘ #PERSON)

SA
ME Cl4 “PETE")

Here, the BEFORE time relations have been specified by atom names rather than pointers

simply because connecting them would render the illustration illegible. Recall that each

proposition as well as each concept is stored as a superatom and, as such, can be referenced by

arbitrarily many other propositions. Also recall that all links are two-way: they have been
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MARY O
WHICH
BILL H
MARYS

LLEGEND

CON
ACTOR
<=>
OBJECT
PART
VAL

<=>

drawn one-way for clarity in the graph. it is important to remember also that the #<NAME>
entities in the graph are also pointers to other concepts which are no more than sets of
conceptual features. The names used merely serve to identify those sets for the sake of

illustration.

How this graph is internalized, and how all the information it contains is extracted are the
essence of the next chapter. The following is the actual computer structure in which this example

results.

ﬁ?@[ﬂﬁa‘@@@m‘ﬁ[ﬂ‘ﬁﬂ@m CENPOVER CRONPLE

The following sequence shows the LISP form of the meaning graph which the memory
receives from a conceptual analyzer. Section 5.5 describes the syntax conventions for
representing CD graphs in LISP S-expressions. This particular input to MEMORY is a retouched

and augmented output of Riesbeck’s conceptual analyzer.

IDNT GIVE BILL THE RED BOOK This is the input sentence as the conceptual
PETE HAD GIVEN MARY BECAUSE analyzer receives it., Below is the conceptual
AD AGGRAVATED MARY BY CHOKING analysis which the analyzer sends MEMORY.
FRIEND JOHN
OF ROLES
takes an entire conceptualization
the actor of an action
the ACT of the conceptualization
the conceptual object
a modifier asserting a part-of relationship
the value of some concept with respect to the predicate which VAL modifies
the attributive relation, taking as rolefiller some relation
the causal relationship. Causal forms are represented as (CON X <= Y).
the REL dependency, used to specify concepts further (takes a complete CON)
the nature of the determiner used with a concept
the directive or recipient "to" case for certain actions
the directive or recipient from case for certain actions
a modifier for complete conceptualizations
a modifier for complete conceptualizations takinﬁ as rollfiller a list of
modes. Examples of modes are %CANNOTx, *NEC*, *CANx,
the incremental amount by which a statechange occurred.
the conjnction of two complete conceptualizations
ON
(CON
((ACTOR (BILL)
<=>
(xGRASPx%)
OBJECT
(NECK PART
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{JORN

T(ACTOR (JOHN)
<=E>
(FRIEND VAL (MARY))1))))
TIME
(TIM@1))
TTACTOR (UOHN o ((ACTOR (JOHN) <=> (FRIEND VAL (MARY)))))
<=2
(*INGEST*)
0BJEC
(*AIR* REF (xAx))
"ROSE PART
(JOHN o

((ACTOR (JOHN)
<E>
10 (FRIEND VAL (MARY))))))
{*INSIDEx ?ART
]
((ACTOR (JOHN)
<>
(FRIEND VAL (MARY)1)1)))
TIME
(TIMB2)
MODE
{ (xCANNOTx)) 1))
?= CTOR (MARY) <s>F (*ANGERx) <=>T {(%ANGERx))
Mo3)

1))

m

(A
TIM
(1]
INC
(-2

~
~0)
—~ll =~ )

OR (MARY) <=>F (xANGER%) <=>T (*ANGERx))

—~A

ACTOR (MARY)
<=>
(*ATRANS*)

(BDD
((ACTUR (BODK REF (xTHEx))

(COLOR VAL (RED))))
T{(ACTOR (PETE)

<=>
(XATRANSX)
OBJECT
(BOOK REF (xTHEx))
FROM
(PETE)
T0
(MARY})
TIME
(TIMB5)))
FROM
{MARY)

T0
{BILL}) 89



TIME
(TIMB4)

MODE
((xNEG%)1)})))

TIMBB: ((VAL T-8))

TIMBl: ((BEFORE TIM@2 X))
TIMB2: ((BEFORE TIM@3 X))
TIMB3: ((BEFORE TIMB4 X})
TIMB4: ((BEFORE TIMOB X))
TIMBS: ((BEFORE TIMB1 X))

Having received this as input, MEMORY integrates it into its data structures. Below is an
intermediate structure which has undergone some transformations of form and which contains
references to real world tokens in MEMORY.

{ (ANDX
( (CAUSE
((CAUSE ((xGRASPx (#BILL1) (CBBG4))
{TIME _ (CBBY7)))
{ (CANNOT ({xINGESTx (CB@21) (CeBl6) (C8B18) (Cev21))
(TIME (CB2B8)))))))
( (NEGCHANGE (#MARY1) (H#ANGERY)
(TIME (CeBB3}))))
( (CAUSE ((NEGCHANGE (#MARY1) (#ANGER))
(TIME (CB883)) )
{(NOT ((xATRANSx (#MARY1) (CP@26) (#MARY1) (#BILL1))
(TIME _ (Cgele))))hnh)

MEMORY then completes the “"internalization” of this input structure by creating bonds and
superatoms to represent its various components. At the end of this internalization, the structure
is represented by superatom C0044. We ask MEMORY to dump itself at this point.

Cov4s CoB44 i the superatom under which the
entire input structure has been stored.
Having internalized the input, we now
request MEMORY to dump its contents.
The input was received with MEMORY in a
“virgin" state, so only this structure
is present in MEMORY (along, of course,
Wwith the approximately 200 virgin structures.
——————————————————————————————————— Co8Bl is the concept which represents
C88o1l: NIL the Berson named "John" in the input.
MEMORY was purposefully initialized with
ASET: two people named John to force the creation
Coe33: (xINGESTx # CBBle CBB18 C882l) of this new token. Chapter 8 describes how
Cgr23: (PART CB@21 #) : MEMORY will return to this token after
C8828: (PART CBR18 #) inferencing in an attempt to decide which
Coeg6: (PART CBBB4 #) of the tuwo candidate "John" concepts C8881
CoB803: (FRIEND # #MARYL) references.
CoB82: (NAME # JOHN)
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RECENCY: 83966
——————————————————————————————————— Co002 is the information that the name of

CeoB2: (NAME C@B81 JOHN) Coodl is "John",

——————————————————————————————————— CoOB3 is the information that CBBBL is a

C9p83: (FRIEND Cg0@1 #MARY1) friend of Mary, MEMORY was initialized to

: know of only one Mary, Pete and Bill to

demonstrate how unambuguous references are
processed.

——————————————————————————————————— CPBB4 is COBB1’'s (John's) neck which Bill

Cegvs: NIL ’ grasped.

ASET:

Cen31l: (xGRASPx #BILL1 #)
CPed6: (PART # Coegl)
Ceogs: (ISA # HNECK)

RECENCY: 8316

——————————————————————————————————— CeoeS is the information that CBOBS is a
CPges: (ISA CBBB4 HNECK) neck.

——————————————————————————————————— CO08E is the information that C88BE is a
Coo06: (PART C@024 Co081) part of C0981.

___________________________________ Cegs7 is the time at wh:ch action C8B31
C8ep7: NIL occurred. C@831 is Bill’s grasping of -John's
eT nec?h N?tuce th?t its relative pogééégn

. on e time scale is recorded in and
Ce8e32: (TIME CBB31 #) Coo15.

CBe25: (BEFORE CBB24 #)

CB@15: (BEFORE # CB0B8)
RECENCY: 83933

——————————————————————————————————— Coee8 is the time of John's :nab||;tg to
CeeBs: NIL ingest aur, Ces33.

ASET:
Cep34: (TIME CR@33 #)
CBo15: (BEFORE (@887 #)
Cogl4: (BEFORE # CB003)
RECENCY: 8383

---------------- e m e m s Coees is the t|me of Mary’s b
Ceess: NIL at Bill, C@@37 y's becoming angry

ASET:
Cene38: (TIME CRB37 #)
Covl14: (BEFORE C2088 #)
Cog13: (BEFORE # C0010)
RECENCY: 91186

___________________________________ CPBlY8 is the time at which Mar
Cop1g: NIL the book to Bill did not ocm:urL'J i glvnng
non-event is structure CB849.

ASET:
Cer4l: (TIME COQ4E #)
Coe13: (BEFORE C8g83 #)
Cep12: (BEFORE # C@@ll)
RECENCY: 39183

---------------------------------- 08811 is the time of utterance of the input
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Cegll: NIL
ASET:
CBplZ:
RECENCY:

(BEFORE C28108 H)
7366, TVAL: 6833

C9912: (BEFORE C@glg CoBll)

Ce813: (BEFORE C8@29 C2818)

ASET:
CoB833: (xINGESTx C0081 # C8818 CBB2l)
CoB17: (ISA # #AIR)

RECENCY: 8366

CBB817: (ISA CeBl6 #AIR)

INGESTx C8e8l Cgels # Coo2l)
ART # Cp08l)
gA # HNOSE)

Cev19: (ISA CBB18 #NOSE)

CeB28: (PART C@@l8 Coedl)

Cge2l: NIL

SET:
£8833:
Cee23: (PART #

C8@22: (ISA # H#INSIDE)
RECENCY: 8983

(*INGESTEBCBGGI Ceple Coels #)

Cgv22: (ISA CBB21 WINSIDE)

C8e23: (PART Ceg21 C@eel)
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structure. Notice that the system clock has

been recorded as its TYAL.

Cogl2, CeBl3, COBl4 and CBBLS are the
relational
times alluded to by this input.

CeR16 is the air which John could not

ingest. It makes sense to create this

non-entity: MEMORY might encounter an

input like "John couldn’t breathe, but
the air was poisonous anyway,'

CBB1l7 is the information that CBO16 is
token of some air.

CoBl8 is CBBYL’s nose.

CBB1Y is the information that CBB18 is
a nose.

CBB28 is the information that CBBl8 is
part of C8BB1 (John).

Co821 is CABAL’s insides.

CBB22 is the information that CBB21 is
an "inside".

C8B23 is the information that CBB21 is

Bart of C2281 (John).

|nformat|on among the various

a



C8B24: NIL

SET:
Cpv29: (TIME CB@28 #)
C8825: (BEFORE # CB907)
RECENCY: 8288

C@e25: (BEFORE CB924 Ceea7)

Cov26: NIL

ET:
CoB4B: (xATRANSx #MARYL # #MARY1
#BILLYL)

CQe30: (COLOR # #RED)
Co828: (xATRANSx #PETEl # HPETEL
#MARY1)

Cpe27: (ISA # #BOOK)
RECENCY: 8183

Ce827: (1SA C8826 #BOOK)

CoB28: (xATRANSx #PETE1 C0026 HPETEL
_ #MARY1)

ASET:
C8829: (TIME # C8824)

Cp929: (TIME CB@828 C8824)

Cog38: (COLCR CBR26 H#RED)

C8031: (xGRASPx #BILL1 C8804)

ASET:
Cee36:

CAUSE # C2@3%)
Cep32: (71

ME # CB887)

-~

C8832: (TIME C0831 CoBY7)

C9833: (xINGESTx C2@gl Cogle Coels
Cee21)

ASET:
Ce835:
CoB34: (
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CO024 is the time at which Pete gave the
book to Mary.

CPB25 is the information that the time

of Pete’s giving Mary the book was before
Co8B7, the time of Bill’s grasping John’s
neck.

CBY26 is the red book which Pete gave to
Marg, and which Mary did not give to Bill.
(Ce048 is modified by a NOT).

CBB27 is the information that CBB26 is a
token of a book.,

C028 is Pete's giving of the book to Mary
at time CBOB24.

Co029 is the information that Pete’s giving
the book to Mary occurred at time CB8824.

CBS30 is the information that the book is
red.

Cee3l is Bill's ?rasping of John's neck (in
the choke action}). Notice that it caused
Ce835, John’s inability to ingest air.

CO032 is the information that Bill's
grasping action occurred at time C0887.

CB233 is the ingesting action which John
(CPBP1) was unable to perform at time CBB888.
Notice its CANNOT modification, CB8835.

88034 is the information that the time



CBB34: (TIME CBB33 Ceres)

CoB35: (CANNOT C@e33)

SET:
Co836: (CAUSE CBeB31 #)

CBB36: (CAUSE Ceo31 Ce83s5)

ASET:
C8833: (CAUSE # Cer37)

Ce237: (NEGCHANGE #MARY1 #ANGER)

SET:
C8043: (CAUSE # CBB42)
C88339: (CAUSE CBB36 #)
Coe38: (TIME # CBBRI)

CPB38: (TIME CBE37 CBLE3)

C8B339: (CAUSE (8836 Ce837)

SET:
CoB44: (ANDX # C0843)

Cev4l: (TIME CoR48 CB818)

CoB42: (NOT CB0408)

ASET:
CPB43: (CAUSE CBB37 #)

Cog43: (CAUSE CB837 CB142)

ASET:
CB8B44: (ANDX CB833 #)

CoB44: (ANDX CRB33 CBB43)

#BILL1: NIL

of John’s inability to ingest air was C8888.

8835 is the information that John's
ingesting action was unable to occur,
Notice that it was caused by C8831, Bill’'s
grasping action.

£oB36 is the information that Bill's grasping
caused John’s inability to ingest air.
Notice that C8B36 in turn caused C@B37,
Mary’s incipient anger (aggravation).

CBa37 is Mary’s increase in anger which
was caused by CB836, and which in turn
cauied CBB42, Mary’s not giving Bill the
book.

CPB38 is the information that Mary’s
increase in anger occurred at time C0B83.

C8a33 is the information that Mary’s
increase in anger was caused by Biil’
choking of John.

S

CBB4B is the giving of the book to Bill
which Mary didn’t perform at time CB018.

CoB4l is the infomation that the time of
Mary’'s unuillingness to give Bill the book
was CPB18,

CBB42 is the information that Mary’s giving
action did not occur.

CB843 is the information that Mary’s anger
caused he not to give Bill the book.

C8B44 is the information that two events
occurred. COB44 constitutes the complete
input structure.

Finally, we have a look at Mary, Bill and
Béte as they exist after this input. Innnn



SET:
CB%40: (xATRANSx #MARY1 CQ826
#MARY1 #)

Ce031: (xGRASPx # C08084)

18088: (1SA # HPERSON)

10087: (NAME # BILL)
RECENCY: 9183

#MARY1: NIL

ASET:
Co048: (xATRANSx # CBBZS # #BILL1)

C8837: (NEGCHANGE # #ANGE
CB028: (xATRANSx HPETEL CBGZG
#PETEL #)
Cepe3: (FRIEND CBBBl #)
100804: (1SA # HPERSON)
18083: (NAME # MARY)
RECENCY: 3183

#PETEL: NIL

SET:
C8028: (xATRANSx # CBB26 # AMARY1)
18202: (1SA # HPERSON)
18281: (NAME # PETE)

RECENCY: 6833

structures are in genera! those which uwere
present in the virgin system.
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CHAPTER 4

GETTING CONCEPTUAL GRAPHS INTO THE MEMORY:
REFERENCE, WORD SENSE PROMOTIONS, INTERNALIZATION

In the last chapter, | discussed the main issues of representation for a conceptual memory.
We turn now to more process-oriented issues: how does the meaning graph become a memory
structure, and what effects does this have on the memory. There is again a multitude of issues
here, and | have addressed those which seem to be most typical of the kinds of processing at
this language-memory interface. The general issue is how the analyzed conceptual graph is
transformed into internal memory structures. Within this main topic, we will cover the following

five areas:

1. the identification of concepts and tokens from sets of conceptual features

2. the creation of temporary tokens for those tokens and concepts which cannot be
identified

3. the activation of concepts and tokens, and the memory’s interaction with the
conceptual analyzer in this regard

4. the creation of bonds to store all the sub-conceptualizations contained in the
conceptual graph. This includes the mapping of time references and deictic time
concepts onto concrete time tokens,

5. the extraction of subpropositions from the graph to form the initial set of structures
from which conceptual inferencing will begin

4.1 REFERENCING CONCEPTS AND TOKENS FROM LANGUAGE:
DESCRIPTIVE SETS

The words which appear in an utterance are gone by the time the
memory begins processing. All that remains is conceptual
information. What does the conceptual information which
identifies a concept or token look like?

Since most of the original words of an utterance are gone from the conceptual graph which
is the product of the conceptual analyzer, it is a meaningful question to ask what becomes of the
words, and how the memory uses what it gets to identify or create concepts and their tokens

before other other processing begins. This section describes this interface.
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For words in the sentence which might reference concepts or their tokens, the analyzer’s
job is first to choose the correct lexical sense of the word, or make a best guess based on its
conceptual context. This identifies a conceptual PP ("picture producer"). This mapping of a word
onto a PP (sense choice) makes available all conceptual knowledge about that PP. For example,
when the word "John" is mapped onto the PP which is a male human with name "John", the

conceptual features:

(ISA # HPERSON)
(SEX # HMALE)
(NAME # JOHN)

stored with this PP become available. The "poundsign” is used to denote the object being

described. These conceptual features become the kernel of the language-referenced concept’s

descriptive set.

A descriptive set is an unordered list of conceptual features which
describe some concept or token (or perhaps many concepts or
tokens).

Any other conceptual information about this object the analyzer can glean from the
sentence augments this kernel. Such information typically comes from sentential adjectives and

relative clauses which correspond to individual pieces of conceptual information.

For the PP, "the big red dog who ate the bird", the descriptive set shown in Fig. 4-1 would
arise. Note there that | have written some internal memory concepts (#DOG for instance). The
process of reference identification is recursive, so that they too have previously been
referenced by other descriptive sets. Had these been shown in Fig. 4-1, #DOG, for instance,

would be replaced by the descriptive set { (ISA # #ANIMAL) (NAME # DOG) }.
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Xs { (ISA X #DOG)
(COLOR_X #RED)
(RELSIZE X HLARGE)
( Y: (INGEST X

{ (ISA # #BIRD) (REF # xTHEx) }
{ (ISA # #10UTH) }
{ (ISA # HSTOMACH) 3}
(TIME Y { (ISA # HTIME) (BEFORE # #NOW) 1 )

)
{REF X xTHEx)

Figure 4-1. Descriptive set for "The big red dog who ate the bird".

Notice in Fig. 4-1 that the fourth member of X’s descriptive set (the INGEST feature) has a
time modification. In general, any descriptive set element can have its own additional modification.
This is the general form of a descriptive set member; the first members (ISA, COLOR, RELSIZE) are
simple cases (they have no nested modifiers). Since, empirically, language rarely ventures beyond
these two levels of nesting in this respect, the program is equipped to deal with only this

secondary level of modification.

Fig. 4-2 shows the general form of a descriptive set which can be processed by the

memory.
{ ( <feature> <modifier> ... <modifier> )
{ <feature> <modi}ier> oo <modifier> )
Figure 4-2. Syntax of a descriptive set.
4.1.1 MULTIPLE OCCURRENCES OF A CONCEPT IN A GRAPH

The conceptual analyzer guarantees that, for two PPs or conceptualizations which (based on
the analyzer’s linguistic knowledge) reference the same real world concept or event, not only
will their descriptive sets be identical, but they will be LISP "EQ" in the graph. That is, all

occurrences of them in the graph will point to the same physical descriptive set. Thus, in the
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conceptualization "John gave Bili the apple” (Fig. 4-3, left), although "John" occurs in the
conceptual graph twice, in reality, each occurrence is a pointer which references the same
descriptive set (Fig. 4-3, right). This equality is also preserved for entire subconceptualizations

which reference the same state or action.

{the apple’s
descriptive set)

o o
JOHN <=2=> AT?ANS «--- APPLE ‘ * <=E=> ATR?NS m——— X
: ID -- BILL , ID -—> % 7 {(the descriptive
. —_ v — set for Billi)
«-- JOHN e %

{(ISA # #PERSON)}
{NAME # #JOHN) }

Figure 4-3. "EQ" LISP pointers to identical references within a graph.

During the internalization process, the memory maintains a list, IREFLIST, of pointers to all
descriptive sets and subconceptualizations which have been processed (identified with internal
memory units) up to that point in the internalization process. Before each new descriptive set or
subconceptualization is processed, its membership on IREFLIST is first checked, and if it is found,
the associated memory structure which resulted from previous references to it is used with no

further processing.

4.1.2 WHEN REFERENT IDENTIFICATION IS PERFORMED

The descriptive set is the unit which memory receives from the analyzer for each concept
and token referenced in an utterance. In theory, the memory may be called either during or
after the conceptual analysis to attempt an identification of the token or concept referenced by
some descriptive set. The former case typically will occur when the analyzer can predict that it
would be useful to the analysis to have more specific knowledge abouf the concept. If the
referent can be identified at that time, its entire occurrence set (everything known about it) will
become available to the analyzer, and this newly accessible knowledge can subsequently
influence the interpretation of the utterance or of future utterances. "John’s pitch was foul" is

such an example. In this utterance knowing more about John could solve the ambiguity of "pitch".
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Although this form of analyzer-memory interaction remains to be exploited in the current
implementation, the nature of the interaction is straightforward: the analyzer passes the memory
a reference request in the form of a descriptive set (all the features collected about an entity so
far), and the memory returns with one most likely referent, or a list of candidates f more than
one referent is likely. Normally, because of the RECENCY heuristic | will describe, there will be
only one. Notice that this is one place at which the solution of anaphoric references logically fits

in the processing sequence, although much research remains to be done in this area.

In the case where the analyzer can get along with only PP’s, rather than fully-identified
memory concepts and tokens which have actually been identified, referents are not identified
during the analysis. Rather, the entire graph is constructed, then passed along to the memory.

This is the nature of the current analyzer-memory interface.

The process of reference establishment therefore occurs as part of the larger task of
getting the analyzed graph -- which consists of descriptive sets connected by conceptual links --
into memory structures suitable for conceptual inferencing. | have called this process
integration. In the next section, we will cover the first two tasks of the five listed at the

beginning of the chapter.

4.2 THE REFERENCE MECHANISM:
SEARCHING FOR REFERENTS OF DESCRIPTIVE SETS

How are concepts and tokens actually identified from a descriptive
set? What happens when a descriptive set identifies more than one
concept or token?

The process which identifies memory concepts and tokens from descriptive sets is called
the reference mechanism, or just the "referencer”. For descriptive set, D, its task is to discover to
which of the memory’s large number of concepts (and still larger number of tokens) D refers, so
that occurrences of the descriptive set in the conceptual structure can be replaced by internal
memory pointers to its referent. To do this is to gain access to occurrence set of some internal
token or concept (all its conceptual features), and this access is crucial to the process of

inferencing which we are leading up to.
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421 ORDERING THE DESCRIPTIVE SET

The first step for the referencer is to reorder D, using a very simple "reference
significance" heuristic. Before describing»it, let’s see why the ordering of the set has any
significance in the first place. Consider the reference "Henry Kissinger, who is in Peking, ...".
Suppose the descriptive set is given to the referencer with the order shown in Fig. 4-4, and
suppose- the memory knows Dr. Kissinger (has a token for him), but didn’t happen to know he is
in Peking. If the memory were first to search'for an X, such that X is in Peking, Kissinger would
not be in the set thus located. Yet it is patentiy obvious 1o a human language user that this new
information is indeed new, and that the name of X alone serves as a positive identification. In
other words, new information has been communicated via a descriptive set, and we don’t want
this in general to disrupt the identification of an otherwise obvious reference. Computers are

dumb, so we have to help out; this is the goal of this reordering.

{ (LOC X #PEKING)
(1SA_# HPERSON) reference attempt "SORRY, 1 DON’T KNOW ANYONE
(NAME # #HENRY) ==z==z==s=s=z=ss====> IN PEKING BY THIS NAME!"
(SURNAME # KISSINGER)
(ISA # HMALE)

Figure 4-4. A dumb reference mechanismn.

The ordering is simply a heuristic measure upon which all system predicates are rated
according to their nominal usefulness to reference establishment. For example, NAME, SURNAME,
SEX, and ISA all have very high values because they are very powerful and concise units of
information from which to identify referents, while ACT and STATE predicates (such as the LOC
n this example) have lesser values. This ordering will force the search to look first at those

conceptual features which are usually very critical to the correct identification of a referent.

it should be clear that this ordering is not necessarily from most-specific to least-specific.
Rather, it is designed to increase the odds that the intersection search which we will describe
shortly will not fail simply because the descriptive set contains some obscure or new feature
which would eliminate the correct referent, C, from the search because that relatively

insignificant feature was not previously known about C.

Hence, for the decriptive set above, we would like the reordering shown in Fig. 4-5.
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{ (SURNAME # KISSINGER)

(NAME # HENRY reference attempt "AH YES, MY GOOD FRIEND
(SEX # #MALE) ==z====s=zzzsosssea> HENRY. DIDN'T KNDN HE WAS
(ISA # PERSON) IN PEKING, THOUGH. '

} (LOC # #PEKING)

Figure 4-5. The same dumb referencer, working with a reordered descriptive set.

Thus, if the memory hadn’t previously known that Kissinger was in Peking, the LOC element

of the descriptive set would not interfere in the identification of Kissinger.

Also, it should be pointed out that this reordering does not buy any theoretical power. it is
merely a guess about what is likely to be the optimal order in which to perform the intersection
search which locates referents. it also aids in deciding when a descriptive set describes some
token or concept "closely enough"' to match, and when to augment the matched entity’s
occurrence set with those descriptive features of lesser importance whlch were not successfully
used in the identification. As we will see, when the intersection search can unambiguously locate
a referent from this reordered descriptive set before the set is exhausted, descriptive features in
the remainder of the set stand a chance of conveying new information about the identified
referent. As such they should be checked, and if they are new, they can provide one source from

which to generate conceptual inferences.

422 THE INTERSECTION SEARCH

The intersection search is straightforward, and occurs as follows. Starting with the first
feature in the reordered descriptive set, D’, the memory locates all entities in the memory which
satisfy this feature. These entities are placed on a list as the remaining candidates. Each
candidate is then tested for the second feature in the descriptive set, and those which survive

become the remaining candidates. This process continues until one of the following occurs:

1. D’ has been exhausted
2. exactly one candidate remains

3. the next feature in D’ would cause the candidate set to become null
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in a large, informationjrich memory, such as that of a language user, at least one object will be

found on most occasions,

in the memory, if exactly one is found, it is assumed to be the referent. It augments !REFLIST
and will replace occurrences of the descriptive set in the graph. When more than one object is
found in the intersection, each one is examined for RECENCY, which stores the value of the
system clock at the time a successful reference to that object was last established. If this
information breaks the tie, the most recent object is selected. Otherwise, each candid~le’s
TOUCH‘ED property is examined. Recall that TOUCHED is like recency, except that it records
implicit references to a concept or token which have been drawn out by other memory
processes rather than by language directly. If one of the candidates has a more recent TOUCHED
value than the rest, it is selected. We will see later how TOUCHED can be of extreme significance

to this process.

If the intersection search begins to locate a candidate set, but some feature on the
descriptive set would cause the next intersection to rule out all candidates, the search is
suspended. The remaining features which have not yet played a part are then scanned, keeping a
tally of how many are satisfied by each candidate. If one candidate satisfies more features than
the other candidates, it is chosen, and the features it did not sati.sfy are assumed to be new. For
a candidate, C, to "satisfy" a feature simply means that C possesses that feature exactly.

However, | would eventually like to make this notion of "satisfy" looser.

If no one candidate can be selected over the others, no decision is made at that time. More

will be said about this later.

423 ADDITIONAL HEURISTICS =- AND PROBLEMS

it might be pointed out that, in addition to information explicitly contained in the descriptive
set, there are other heuristics which the memory could use in selecting a referent. Among them
is the hearer’s modeling of the speaker. For instance, if John refers to Bill while speaking to Sue,
Sue (and the memory, should it aiso hear John) may usefully assume that this Bill lies in the
intersection of Sue’s and John’s acquaintences. That is, the descriptive set can be augmented by

this modeling information:
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H: { (NAME # BILL)
(ISA # HPERSON)
(ACQUAINTED # #SUE)
(ACQUAINTED # #JOHN)

However, this .type of modeling is not presently performed,

Besides this absence of modeling, there are many other subtle problems with this process
of intersection searches for referents. The basic one is deciding which features of the
descriptive set to ignore (selectively) in case the intersection of all of them turns out to be nuli.
The problem is: which combination of features is likely to be useful when all features together
yield a null intersection? To make this process more intelligent than it currently is, some fairly
subtle heuristics will be needed to avoid the combinatorics of features taken N at a time. This is
one point at which more theory remains to be developed for descriptive sets and the

identification process.

However, in practice, the algorithm | have described will be successful enough of tHe time
so that this is not a major issue in the total picture of the memory. We might conjecture that the
reason for this is that speakers tend to include in descriptive sets exactly what they feel is most
important to the hearer’s correct and expedient identification of the entities being referenced (in
the context in which they are referenced). This is an important facet of how the speaker models
the Aearer. How he chooses to identify X when speaking to Pl can be envtirely different from how
he chooses to identify X when speaking to P2, and these choices are based on his models of
what he believes P1 and P2 know about X. As we will see in the following chapters, some types
of conceptual inference rely on a rather crude ability to model other people’s knowledge, but

none of these involve quite so subtle 3 problem as this.

424 HANDLING UNIDENTIFIED REFERENCES
When the reference search algorithm

(a) fails to locate any candidates for the referent of a descriptive set, D, or

(b) locates several candidates, but none can be selected over the rest,

the referencer creates a new token, T, to represent this unidentified referent of D. In case (a), D
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becomes T’s starting occurrence set. That is, the memory doesn’t yet know what it has, but it is

willing to go along with it at this point. In addition T is recorded on the list IREFNOTFOUND to

note this reference failure.

Quite often, conceptual inferences will arise which will contribute new features to T’s
occurrence set, and these new features will be of use in determining the referent after the
inference mechanism has finished. In other cases, the referent simply will never be determined: a
new concept or token has in fact been introduced, or an existing one has been referenced in
such an obscure way that the reference is impossible to establish. These cases (members of

IREFNOTFOUND) provide one source from which the memory can generate questions at a later

time.
An example of case (a) above (no candidates can be located) is:
John ate a green frob
where the memory would be incapable of locating something whose NAME is “frob", the concept
of which this green object is a token. It would therefore create a new concept as shown in Fig.

4-6. Having done so, it could then create a token of this new concept which is green and which

John ate.

(INGEST #JOHN x % X)

#
\\‘\' / (NAME # FROB)
y

(1SA # x)
{COLOR # #GREEN)
Figure 4-6.

4.2.4.1 WHEN SEVERAL CANDIDATES ARE LOCATED

In case (b) above -- when several candidates for the referent are located -- a temporary

token, T, is also created. It is then associated with its candidate set:

( <new token> <candidate> <candidate> ... <candidate> )
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and this association is added to a special list, IREFDECISION, which will be used later after
inferencing.

In other words, the choice of referent is deferred for the time
being.

The hope is that, by generating new information about T during the process of inferencing,
new features of T will be turned up which can either narrow the candidate set or choose one
candidate unambiguously. Since chapter 8 is devoted to this reference-inference interaction, |

wiil not go into it here.

This new T which stands for one of the candidates receives as its beginning occurrence set
all those conceptual features which lie in the intersection of the features of all its candidates.
This will be at Ieaét the descriptive set, D, from which the candidates were determined in the
first place, but it may also include other features which are common to all the candidates. By
locating these common features and associating them with the temporary token, T, the chances
for making important inferences involving T increases, since many inferences will be dependent

upon T’s partial conceptual features.

Fig. 4-7 illustrates this ability to defer reference decisions until inferences have had a
chance to contribute new information. The example shows a simple case involving two candidates

for some person named "John".
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DESCRIPTIVE SET:
MEMORY CANDIDATES:

#
{1SA_# HPERSON) {15
(NAME # JOHN) (AG
(ACQUAINTED # #BILL23) (ME
(SURNAME _# SMITH) (SE

(AGE # 25)
(PROFESSION # #PLUMBER)
{(POSS # C1283)

(SEX

THE TEMPORARY TOKEN:
(1SA

{NAME # JOHN)

(SEX

{ (NAME # #JOHN)

(1SA # PERSON)

# HMALE)

(SEX # MALE) 1}

#PERSON)

5)
HPOSEMOTION #MARYL7)
#MALE)

(NAME # JOHN)
(ACQUAINTED # #BILL23)
(SURNAME # JONES)

O

the temporary token’s

# HPERSON)
# HMALE)

(AGE # 25)
(ACQUAINTED # #BILL23)

starting occurrence set
consists of all features
shared by the candidates

Figure 4-7. Deferring reference decisions.

425

How are references to tokens of a conce
references to the concept itself?
information from the analyzer si
how does the memory use this in

concepts or their

That is,

tokens?

REFERENCE SIGNALS AND THE SPECIAL PREDICATE "REF"”

pt distinguished from
what conceptual

nals these different cases, and
ormation to locate or create

The descriptive set of a concept or token which is gathered from an utterance by the

conceptual analyzer typically consists of a (NAME X Y) feature, perhaps a (REF X Z), and usually

two or three other conceptual features of X which were either explicitly found in the utterance

or inferred by the analyzer, using language-specific knowledge,

case restrictions,

knowledge about conceptual

and so forth. 1t is the reference-finder’s task, given this set of propositions, (a)

to arrive at the best possible identification of the concept at that point, (b) to note whether ahy

decision was made in doing so,

consequently had

or (c) to note that the concept was not identified and

to be created from the conceptual propositions

the effects of the predicate REF on this process.

given. This section describes

REF is a special kind of conceptual predicate: the information it conveys about a concept is
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in the form of a signal, which indicates the kind of processing the reference-finder should
perform in order to locate the object described by the descriptive set. In the current program,
there are three forms of this REFerence signal: *Ax, xTHEx, and null (REF is absent). The effects
of these three reference signals are of considerable significance to the manner in which the
referencer treats the rest of the descriptive set in which the REF occurs. We will consider each

of these three sigﬁals individually,

4.25.1 REF %A%
' sample: John gave Mary a book about whales.

sample: Bill bought some spoiled milk.

Consider the analyzed graph component which references "a book about whales" in the first
sample. This will have the form shown in Fig. 4-8, namely, "a book in which are located concepts
which involve the concept whale". This form directs the memory to create a token of the concept
which is identifiable by the feature (NAME # BOOK), together with other conceptual features of
this PP, BOOK, which are stored on its property list, and which distinguish it from the PP’s to
which other senses of the word "book" refer. For the PP BOOK, suppose this feature set consists

of just one other feature: (ISA # #PRINTEDMATTER).

(BOOK REF (xAx)
o ((CON (xCONCEPTSx REF (xAx)
e ((ACTOR (WHALE) <=> (INVOLY VAL (xCONCEPTSx%)))))
<=> (MLOC VAL (BOOK))

Figure 4-8. A REF xA+x signaled descriptive set.

The memory must therefore first identify the referent of this concept, C, from the

descriptive set:
{ (NAME # BOOK) (ISA # HPRINTEDMATTER) }
before it can be concerned with the particular token of this concept which is being referenced.

As we have seen, C will either be uniquely located, or a temporary concept will be created to

-represent it. In this example, #BOOK will be located.
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Having identified C as #BOOK, the memory must then create a new token, T, of this concept.
Since an indeterminate reference is nominally a signal that a new token is about to be
introduced, no intersection search to locate an existing token should be performed. Rather the
token should simply be created and accepted as new. The T thus created will serve as the

referent and will (correctly) never wind up on the list IREFNOTFOUND.

in this example, the descriptive set which defines T(C) will be the remainder of the original
descriptive set, plus an (ISA # C) to indicate the concept of which this token is an instance. Since

C will be #BOOK, the token’s defining descriptive set will be

{ (ISA # #BOOK) (MLOC X #) }

where X stands for the token which represents these concepts about whales. This token will
have been recursively created by the same mechanism described here. T will soon thereafter
receive the additional occurrence set member (ATRANS #JOHN T #JOHN #MARY) during the
internalizing process described in section 4.5. After the complete reference and internalization

process, the resulting memory structure for this reference will be that shown in Fig. 4-9.

#
(1SA # HPRINTEDMATTER)

the result of the (NAME # BOOK)
inefinite REF xAx vee

# #

(ISA # %) (ISA # HCONCEPTS)

(INVOLY x #)
(MLOC x #) "
(ATRANS % # % %) (ISA # HANIMAL)

(NAME # WHALE)

(1SA_# HPERSON) 1SA # HPERSON)
(NAME # JOHN) NAME # MARY}

00 [

——Tt

Figure 4-9. The book about whales which John gave Mary.
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4.2.5.2 REF *THE%

sample: Mary has the book about whales.

sample: The nurses were nice.

The reference signal *THE* conveys much the same information as xAx. That is, a token of a
concept is the object of the reference. However, instead of creating this token, the memory is
signaled to locate it: the definite reference in general presupposes the hearer to be able to
identify some existing token with a recent RECENCY or TOUCHED tag. REF *Ax on the other hand
signals the introduction of what the speaker believes to be a new token to the hearer. This may
not always turn out to be the case, and, although memory’s response to REF *Ax* is always to
create a new token, this token may later be identified with some existing token by the inference

evaluation function described in section 7.5.

In case the reference mechanism cannot find the specific token referenced by this
determinate descriptive set, a new token is created, and added to the special list, 'REFNOTFOUND,
to record that the referencer is concerned about its failure. Its presence on this list can later

serve to frame a question of the form "What X"

4.2.5.3 NULL REF
sample: Books have pages.

sample: Mary likes milk.

Null reference is signaled by the absence of a REF predicate, Null reference indicates that
the concept itself described by the descriptive set is to be the referent. Creation of new
concepts which are unrecognized and decisions when the referent is ambiguous are performed
as with REF *As and *THEx. The identification of people by. their names falls into this category:
Bill refers to some concept which ISA #PERSON, and whose NAME is BILL, not to a token of
something which ISA #PERSON and whose NAME is BILL.

4.2.5.4 A SUMMARY OF REFERENCE SIGNALS

These three forms of reference signal cover most forms of declarative or imperative
utterances. However, for references within interrogative utterances, the REF signal xAx% requires

a different interpretation. In this case, the concept to which it refers is assumed to be implicitly
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existentially quantified. For instance, “Does Mary have @ book?" means "Is there an X in Mary’s
possession such that (ISA X #BOOK). In this context, no token should be created. Rather the
descriptive set should serve as a template to a pattern-matcher or proof procedure. This is not
true‘for #THE* occurring in an interrogative form ("Does Mary have the book?"), since it still
implied that some book exists, and that the hearer is supposed to know which it is. Hence,

answering a question about it requires that it first be located by the referencer.

The memory’s responses to these reference signals are still quite primitive. There are many
counterexamples which form smaller theoretical classes of reference signals, and they are often

quite interesting. Examples are:

A clock is a time-keeping instrument.
T he sky is blue.
| play the piano.

But to process REF information in all its various subtle forms has not been a goal here. | want
only enough capability at this time to permit the memory to get on with the other issues of
reference and inferencing. However, a little more can be said concerning when the memory
should be satisfied that it has enough information to “teel comfortable" that some newly-

introduced token has been characterized enough.

426 A SPECIAL ?EFERENCE HEURISTIC INVOLVING REF *THE* SIGNALS

Under what circumstances does a human language user ask for more information about new
tokens (of old concepts) which have been intr;oduced to him via language, and, in particular,
tokens which are introduced by the definite reference signal, *THE+? That is, even though the
conventional way to introduce a new token is via a REF *Ax signal, new tokens are frequently
introduced by a definite reference. How is the memory to recognize when it "understands" the
new reference, even though it has never heard it before? The answer to this question is very
relevant to the processing involved in reference establishment in the memory, because without
some heuristics, the memory would always be preoccupied with building up its store of
knowledge about new tokens. What is the criterion by which a language user decides whether or

not the new reference has been sufficiently described?

To illustrate this problem, consider the following two examples:
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la. Mary wants the ciock.

2a. The man told me the way home.

Having heard either of these two utterances (in no particular contexts), a human fanguage user

could reasonably be expected to ask "What clock?", or "What man?" However, hearing either:

lb. Mary wants the clock which John gave Fred.

2b. The man I met in the candy store told me the way home.

the same language user would most likely not ask for more information about the clock, or the

man. Why do (1b) and (2b) satisfy him, while (1a) and (2a) do not?

The heuristic which allows a language user to "be happy with what he’s given" seems to be
a very general one, independent of the particular feature topology of specific tokens. For if we
examine enough cases where an additional attribution seems to satisfy the curiosity of the
hearer, we must come to a very general conclusion: apparently, almost any additional attribution

about a definitely referenced token will appease a language user’s curiosity about its identity!

However, there seems to be one important proviso: the attribution must be onhe which could
legitimately have been used alone to introduce the concept via a REF %A% signal. In these
examples, the tokens "man" and "clock" are implicitly being introduced by the additional
attribution. To illustrate attributions which do not satisfy this constraint, cohsider the references

to a clock and a man in the utterances:

lc. Mary wants the electric clock, =---+ A clock is electric, (What clock??)
2c. The man with a mustache showed me the way home. -=---

A man has a mustache. (What man??)

Even with these additional attributions, our language user will still probably want to know more
about the clock and the man because neither of these would satisfy this proviso: it is simply not
possible to introduce either the man by saying "a man has a mustache", or the clock by "a ciock
is electric”. On the other hand, it is quite possible to introduce these tokens by the phrases "|

met a man", or "John gave Fred a clock",
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(Of course, if the clock is 2 member of a known set of clocks, and it is the only electric one
in the set, the problem of judging when the token is adequately specified is non-existent. In that
case, the referent could be found unambiguously, and the questions we are posing here would

have ho meaning, since no new token is actually being introduced.)

The criterion by which the memory can judge whether or not any given attribution would
adequately introduce a new token is thus the issue, and this criterion appears to be quite
uhinvolved. | will state it as the principle which solves this problem in the memory:

Any additional attribution which establishes any kind of
connection with another existing concept or token in the memory

will generally be sufficient identification of a new token which
has been introduced by a REF «THEx signal.

This answer turns out to be extremely simple. But this is precisely the type of problem

which must first be solved before worrying about larger issues.

4.3 MODELING IMMEDIATE MEMORY:
IMPLICIT WORD AND CONCEPT ACTIVATION

What does it mean to say that word X means Y "in the current context". That is, what is an
effective definition of context as it relates to the choices made by the conceptual analyzer
concerning the underlying meanings of words. More generally, how can the memory model the
notion of an immediate memory which lies on the periphery of conscious thought, and how does
this notion of immediate memory relate to "context" in the language sense. The answers to these
questions will relate both to the analyzer’s ability to choose the correct senses of words while
analyzing, and to the memory’s ability to establish references from descriptive sets. | have some

tentative issues and solutions, and some ideas about others, and will present them in this section.

43.1 ACTIVATING IMPLICITLY-REFERENCED CONCEPTS

sample: John was run over by a truck.
When he woke up the nurses were nice.

sample: It’s nice not to have to put the cats out tonight.
Do they know where it is?
Yes. (explained below!)

it is very common for speakers of natural language to leave much up to the (predictable)
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imagination of the hearer. Realization of this is a recurring theme in this thesis, since much of the
processing the memory engages in is designed to make explicit what is implicit (missing)
conceptual information, and to elaborate upon what is already explicit. As | will try to show in
this section, the ability to do this is often closely related to the process of establishing

references.

Variations on the first sample above illustrates the idea of an implicitly referenced concept
(or token). If a human language user hears "The nurses were nice” in the absence of any
particular context, he is likely to ask "What nurses? That is, a REF *THE* signal has given him
concern that he is not able to identify this referent which the speaker believes he should. On
the other hand, if he hears the sequence "John went to the hospital. The nurses were nice."; he
will probably not ask this question, ezen though there is still no explicit reference to nurses. it
can be argued that this mechanism is not difficult to explain, and | will tentatively agree with this
by attempting to explain it. Yet, as the two samples above show, implicit references can be
established by far more involved processes than even this hints at. There seems to be an
extremely powerful reference-inference interaction which underlies this kind of ability in a
human language user. What kind of mechanism can account for this phenomenon? Whatever it is, |

want the memory to do it too! | will call it implicit concept activation.

4.3.1.1 FREE ASSOCIATION AMONG WORDS

Our first conjecture might be that a system of free association between words of the
language underlies this ability. By this explanation, hearing the word "hospital" activates the
word concept HOSPITAL, and this activation automatically spreads a “charge” to its logical
neighbors in this free association network, "setting" them for potential future reference. There is
much compelling evidence that this is a real mechanism, But is it adequate for this relatively high-
level language mechanism which seems to underlie our ability to cope with reference tasks as

complicated as the two samples above?

I'will argue that it is not, and for the following reason: although it is undeniably a real
mechanism of human memory, simple free association among words is too unrestricted a
phenomenon to explain most references of at the level of these two sentences. A human

language user’s brain simply does not resound with all the thousands of potential free
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associations from HOSPITAL each time he hears the word. In the first sample, the mechanism is
quite a bit more dependent upon the meaning content of the rest of the utterance in which
"hospital" occurs. Contrast the first sample above with the following utterance:

In the dark of the night, John had wa!lowed through the
mud to the north wall of the abandoned animal hospital.

If the memory were to hear next: "The nurses were nice", and fail to ask "What nurses?”,
something would indeed be strange! This sentence simply does not establish a context in which

we might expect to hear about nurses, even though it obviously contains the word "hospitai”.
43.1.2 ASSOCIATION AMONG CONCEPTS THROUGH CONCEPTUAL STRUCTURES

A second conjecture which takes this failure into account goes as follows. There is still a
type of free-association, except that, rather than spreading through word associations, it spreads
through conceptual features of the internal concepts which the words reference (occurrence set
members). In this scheme, the set of features of the particular hospitai which has been
referenced are assumed to have some sort of ordering from "most salient" to “least salient". Each
time this particular hospital is referenced, the N most salient features would automatically be
activated, and they in turn would activate other concepts they involved conceptually. This

activation would proceed several levels away from the original concept.

This is a very attractive mechanism for the memory. It could be the basis of an effective
definition of context (and perhaps even for such exotic phenomena as "iconic memory"). It would
seem to have great potential for helping the conceptual analyzer choose senses of words in a
contextually sensitive way. | will try to focus this issue a little more in the next section, but make

no pretenses about having a solution or theory yet.

But for the process of reference, even this type of associative activation through
conceptual structures seems to be too broad a process. In particular, what the "most salient"
features are is in fact quite often governed by the meaning of the utterance in which the
reference to "hospital” occurs, and to the surrounding context in general, in the same way
relevant word associations are governed by meaning. For example, if we are talking about the

construction of a new hospital building, we are not at all baffled by the reference "T ke

116



cornerstone was cracked", whereas in this context, "the nurses" is actually quite distant. On the
other hand, if we are talking about John’s surgery, a reference to the hospital building’s

cornerstone would be equally obscure.
4.3.1.3 ASSOCIATION AMONG CONCEPTS THROUGH INFERENCE STRUCTURES

Because of this recurring failure to be sensitive to the surrounding meaning, | will make a
third and final conjecture:
The activation which implicitly tags other concepts as having
potential relevance to the "current context" spreads via the agent of
conceptual inference. That is, implicit references are those
concepts and tokens which are "touched" by meaning graphs which

arise as conceptual inferences from the utterance in a particular
situation.

Until we explore the various types of conceptual inferences, this conjecture may seem
vague. But it indeed gives the appearance of providing just the kind of restraining influence we
need on this associative mechanism, The number of implicitly activated concepts and tokens will
still in general be quite large, but they will have been filtered through a process which is
inherently sensitive to the subtleties of the meaning content of each utterance in a particular

situation.

And, as we will see, the implementation of this idea comes essentially free of cost, since the
generation of conceptual inferences is a reflex response in the memory, and has many other
goals besides this one. Although the memory is not yet large enough to gain a good insight into
the ramifications of this approach, it appears to represent just the right tradeoff between too

little and too much associative spreading of implicit references.
We can summarize this mechanism as a three step process:

1. Each new input triggers a relatively large number of spontaneoos conceptual
inferences

2. This new set of inferences "touches" new concepts which are.conceptually part of
the larger situation to which the utterance refers. This causes these concepts to
be specially marked as having an implicit recency. | have called this implicit
recency TOUCHED, and the marker is the value of the system clock at the time the
conceptual inference which caused the concept to be touched was generated.
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3. The reference mechanism recognizes these specially marked concepts as having
been drawn out as part of some situation, and prefers them over other unmarked
ones. Also, definite references to a concept which has been touched become
understandable, because they then have points of contact with existing memory

concepts.

4.3.1.4 EXAMPLES

in the first sample above ("John was run over by a truck. When he woke up the nurses
were nice."), the explanation of this mechanism goes as follows: having heard that John
underwent a serious negative change in PSTATE, the inference arises that he may have been
taken to a hospital, for the purposes of undergoing a positive change in PSTATE. Part of the
algorithm by which this occurs is to be puf in bed, and worked on by doctors and nurses. Notice
that this is already quite a bit removed from the hospital’s masonry cornerstone on the north
corner of the building. Via these kinds of inferences, an implicit reference to some nurses (the
ones which might be working on John because he might be hurt and in a hospital) has been

made.

in this example, it may sound as though we have been forced into tracing through a quite
tenuous line of inferences to arrive at this activation. This is perhaps partly the case. But some
fairly strong arguments will be presented to support the claim that human language users
perform a very large amount of often "tedious" processing from many different facets of the
meaning content of each natural language utterance they hear. And although | am perhaps
proposing that the memory has to go "too far" in a forward, predictive, direction in this example,
it nevertheless seems to be that much of a language user’s reasoning indeed "works forward"

into hypotheses about surrounding situations, or what might happen next.

This idea requires much more research, and perhaps we must make the reference
mechanism a little smarter to "meet this implicit activation mechanism half way". But the
problems seem only to concern the quantity (depth) of inference, not the quality of this
inference activation mechanism. In this example, the crucial step was made by an inference which
drew the concept #HOSPITAL into the situation in a contextually meaningful way, namely, that it

is where John went because he was hurt.
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The process described there also relates to one important form of interaction between the
conceptual analyzer and the memory as it concerns the context sensitive construction of an
underlying meaning graph of an utterance. | will conclude this'section with the promised
explanation of the second sample at the beginning of this section:

[t's nice not to have to put the cats out tonight.

Do they know where it is?
Yes,

Linda said the first line of the sample to Chuck one evening: she was communicating to him
that she believed (a) that the cats didn’t have to be put out, and (b) that it was nice that this
was the case. The reason for (b) was obvious to Chuck. However, in order to understand {a), he
had to ask himself "why is this the case? To answer this was to answer the question "why do
we put the cats out at night?” The answer was that if we didnt, it would lead to an undesired
gift on the living room rug the next morning. Therefore, since it was no longer necessary to put
them out, Chuck concluded that Linda had done something that would allow them to remain inside
without messing things up. This reminded him that Linda had said she was planning to buy a litter
box that morning. The inference was made that she in fact had, and that it was now in the
house. Chuck was then able to ask what would have been a most obscure question without this
ability of both participants to draw out implied references. They both knew immediately that the
referent of "it" was the new litter box, and Linda was able to answer the question. It is hard to
envision how we could account for something like this without some very powerful inference-

reference interaction through "touched" concepts in the memory.

43.2 TWO MEMORY TASKS RELATED TO IMPLICIT CONCEPT ACTIVATION AND THE ANALYZER

At this point, | will describe two other processes which are‘i"ivogicaHy part of the analyzer-
memory interface, but which are ancillary to the main concerns of. the memory. Neither has been
implemented in any generality yet, but both relate to this idea of impIICIt concept activation |
have been discussing. | want merely to point them out as useful and realistic memory tasks
which are attendant problems of both conceptual analysis by the analyzer and reference

establishment by the memory.

118



There should of course be numerous points of interaction between the analyzer and
memory, perhaps even to the point where they blend into one process. The two | have chosen
to discuss here are felt to be "typical" of the kinds of things which should eventually break this
traditional analyzer-memory barrier. The first concerns the memory’s role in helping the
analyzer to select senses of words in a way which is sensitive to the context in which those
words are used. No such interaction has actually been implemented in the current program,
although the memory | am proposing offers a natural domain in which it could occur, and for this
reason, | want to mention it. | have no general solution yet, and you are referred to [R2] for

more ideas related to this subject.

The second interaction concerns the kind of processing which discovers the underlying
relation between two concepts which have been associated with each other sententially.
Although the interaction of this process with the analyzer has not been implemented this is an

actual capability of the memory as it exists now.
4.3.2.1 IMPLICIT CONCEPT ACTIVATION AND WORD SENSE PROMOTION
Consider the following four examples:

{1a) John asked Mary which piece of fruit she wanted.
Mary picked the apple.

(1) Mary climbed the apple tree.
Mary picked the apple.

(2a) John was in a meadou.
The grass smelled good.

(26} John was looking forward to getting high.
The grass smelled good.

Notice that the conceptual forms underlying "pick" are totally different in (1a) and (1b). Likewise,
the PPs to which "grass" refers are also quite different in (2a) and (2b). Yet when a human
language user hears any of these four sequences, he is usually capable of what appears to be an
instantaneous choice of the correct sense of "pick" in the first example or "grass" in the second.

How is this possible? The mechanism which underlies this ability is often called word.sense

promotion.

119



One of the tenets of a conceptual analyzer is that the analysis it performs be sensitive at
all points to as much "context" as possible. The hope is that by doing this, most backtracking
(undoing of wrong decisions) can be avoided, and what backtracking does occur will occur only
because there is a genuine conceptual ambiguity. This appears to be the way people successfully
analyze natural language. To understand how a human fanguage user avoids backup is to gain a
very important insight into the interaction of language and memory. In the above samples,
avoidance of backup is synonymous with this automatic selection of the correct sense of "pick"
and "grass" at the time of analysis. One would hope that the conceptual analyzer could exhibit a
similar lack of confusion. We want here to examine two ways the memory could interact with the

analyzer’s choice of word senses.

There seem to be two related versions of this process of word sense promotion: one which
relies chiefly upon implicit concept activation by inference, and another which seems to require
an additional pattern-matching ability. Examples {2a) and (2b) appear to be explainable in terms
of implicit concept activation: in (2b), the inference immediately arises that John WANTs to get
high, and there is a class of conceptual inference specifically designed to predict a person’s
future actions on the basis of his current wants. In this case, that he may plan to ingest some
sort of psychoactive drug is a very strong prediction. By generating these inferences, the
concept "psychoactive drug” is implicitly touched by the inference process, and this activation
can explain how the correct sense of "grass" could be chosen by a conceptual analyzer which is
sensitive to the TOUCHED and RECENCY properties of memory concepts. Section 6.5 describes
another type of conceptual inference which would draw out the desired concept for "grass" in

(2a).

Notice though that, regardiess of which sense of "grass" is intended, it will nevertheless be
a simple PP -- all senses of "grass" are underlied by simple concepts, rather than complex
conceptual structures. This is not the case in examples (1a) and (1b): both senses of the verb
"pick" reference relatively complex underlying conceptual structures. Because of this, even
though it might be quite possible to predict conceptually what Mary is likely to do next after the
first utterance of (1a), or why she is climbing the apple tree in (1b), it is not clear how these
inferred structures should exert an effect through this rather simple mechanism of implicit

concept activation. That is, because "pick" is represented by a structural pattern of conceptual
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information rather than by a simple concept, there must be some way of recognizing this pattern
at some point as a prediction of what words might be anticipated next. This requirement sounds
very much like the process of generation from conceptual structures back onto the words of a
janguage. ([G1] gives a comprehensive account of the problem of generating language utterances

from conceptual structures.)

| will describe two alternative approaches to this problem of choosing one word sense over
another on the basis of inferred information patterns in the memory. The first stems directly
from tHis observation of similarity between the process of word sense promotion and generation

of language from conceptual structures.

THE PROTO-SENTENCE APPROACH

Suppose we had a very fast and independent computer which ran concurrently with other
memory processes. Its sole job would be the following: each time the memory generated a new
conceptual inference, this program would generate from it an entity which was almost an
expression of it in the language. It would not go aﬂ the way back to language, but instead would
stop short, at the poiht just before lexical realizates for concepts in the conceptual structure
were chosen. We might call this a "oroto-sentence”, because all that would be missing would be
the particular choices of words which would express the language-expressible concepts which this
partial génerator has assembled into a proto-sentence of the language. For example, any of the
words "pick", "decide", "choose”, "select", could be realizates of the under|ying conceptual ACT in

the second sentence of example (1a) above.

By this conjecture, the explanation for our ability to expect the sense of “pick" as the one
involving a reaching and grasping action goes as follows. The analyzer analyzes the first
utterance "Mary climbed the apple tree”. It passes the analyzed graph to the memory, where
conceptual inferences arise from it. Among these are predictions about why Mary wants to be up
in the tree. related inference classes). One prediction which arises is that she might desire to
have an apple, and that she might be expected to perform this reaching-grasping (MOVE-GRASP)
action because this could result in her having the apple. Along with all the other conceptual
inferences the memory might generate from this utterance, this predictive inference (section 6.5),

would be seen by the partial generator, which would map it into a a proto-sentence of language-
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expressible concepts each of which could be expressible by a number of actual words. When in

fact some word is subsequently perceived which could have expressed one of the concepts in this

proto-sentence, it is preferred by the analyzer over others. Fig. 4-10 illustrates this analyzer-

memory-generator tripartite interaction.
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Figure 4-10. Mapping inferences back into proto-sentences, activating many word senses.

This approach is aestheﬁcaHy very attractive, because it knits together completely the

operations of the conceptual analyzer, memory and generator in a pleasing way. Of course, it

would require a tremendous amount of computation. On the other hand, it is conceivable that

such an interaction actually occurs in human language users: we frequently find ourselves

"subvocalizing” in language that which we are thinking about conceptually. Quite often in fact, we



even catch ourselves "thinking" in well-formed language strings! It is not at all unreasonable to
hypothesize that, hearing "Mary climbed the apple tree", we not only infer conceptually what she
is up to, but that we also subconsciously put this inference (and others) back into proto-
sentences which are strings of concepts, each of which could be expressed by a small set of
words. As | have shown, this could be a powerful explanation of our ability instantaneously to

understand word senses in subsequent utterances.

THE CONTEXT-TESTING APPROACH

The second method by which the analyzer could be made sensitive to context in its choice
of word senses is a more passive "on-demand-only" approach. In this approach, each sense of
each word would have associated with it a package of memory-query tests. As each word whose
lexical sense cannot be chosen on the basis of linguistic cues and expectancies is scanned, each
test package associated with each sense would be executed. Each test would be a question
asking whether certain conceptual patterns exist at that time in the memory. The conceptual
patterns are precisely those memory structures which have been perceived before that time, and
those which have arisen from them as conceptual inferences. Rather than a constant "sub-
vocalization” of memory patterns as they arise, this approach would be more goal-directed
. because each sense of each word in the analyzer’s vocabulary has specific tests which tell wbhen
that word sense, viewed as a unit of meaning, might be relevant. Since these tests inquire about
the meaning environment in which each word occurs, by performing enough of them, it would
seem possible to make the analyzer very wise indeed about choosing the correct sense of each

word at each point in the analysis.

In our example, the tests associated with the two senses of "pick", PICK1 (to select, decide,
choose) and PICK2 (to reach, grasp and pull, to pluck), might go as follows. (I am assuming that
the analyzer has at least been able to decide that the "pick" is underlied conceptually by an
action.) PICK1’s tests look for a pattern of the form "has the actor, P, been requested to
communicate to another person which of several aﬂternative future states of the world would
cause him the most pleasure?" If so, choose PICK1 as the probable sense. Otherwise, "does P
desire a physical object which is currently attached to some larger object?" If so, then PICK2 is a
likely candidate for the meaning of pick. In reality, a good analyzer would have to ask many

more questions than these. But the idea of a "sense test package” should be clear.
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This approach perhaps seems easier to implement, and far more frugal with the precious
computation time of today’s computers. It is a realistic approach, particularly since our conceptual
formalism allows the prescribed test packages to be very concise. This approach, however, lacks
the elegance of the first one which knits together the operations of the analyzer, memory and

generator in a mechanically independent, yet logically very dependent way.

| simply do not know enough yet to decide between these two approaches. As with most
other issues in natural language, the answer will probably not be of the all-or-none variety.
Instead, it will probably prove useful, and be psychologically accurate, to employ both in some
harmonious combination. Regardless of how word senses are ultimately made sensitive to

context, | have a fairly specific and workable definition of context, and will conclude by

summarizing it:

In the memory "“context” is the set of all conceptual structures
which have either been perceived directly, or have been generated
through inference processes. This includes all concepts and tokens
involved in (TOUCHED by) these structures.

4.3.2.2 RELATION PATHFINDING: ANOTHER SOURCE OF IMPLICIT CONCEPT ACTIVATION

sample: Mary’s car is broken.
The car which Mary owns...

sample: The duck’s bili is orange.
The bill which is a bodypart of the duck...

sample: John’s grass needs mowing.
The grass which is part of the yard
on which the house which John is renting is located...
sample: John was dressed as a lion for the masquerade party.
He wagged his tail on the way out the door.
The tail which is part of the costume which John
is wearing...
sample: John and Mary were painting John’s chairs.
Mary’s chair was red, John’s green.
The chair which Mary was painting...

We have been exploring the processes by which analyzed graphs and their components
become structures in the memory. Another process which most language users take for granted
when comprehending language is the process which infers the underlying conceptual relation
between two concepts or tokens when some type of unspecified association between them is

predicated sententially. Strictly speaking, the prediction the memory makes about the nature of
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such relations is a form of conceptual inference which overlaps both the linguistic and conceptual
domains. However, since it is more properly a subtask of constructing the original meaning graph
for an utterance, rather than of comprehending an already-constructed meaning gréph, | have
chosen to discuss it here rather than in chapters 5 and 6: one of the main contributions of this

process to comprehension is the implicit concept activation which arises from it. | have called this

task relation pathfinding.

The task of relation pathfinding is the following: given two concepts or tokens which have
been predicated by an utterance to bear some relationship to one another, discover the

underlying conceptual relationship. Examples of this task are shown in Fig. 4-11.

John's hand -~--- » the hand which is PART of John’s body
glass factory ----- » ~ a factory uwhose normal FUNCTION is to

DO CAUSE glass exist
Andy’s diaper  ----- »  the diaper which is LOCated on Andy’'s body
Bill’s car  =~=-- + the car which is OWNed by Bill
Mary’s laun  —----- » the laun which is PART of the property

BBNuhich is LOCated the house which Mary

S . .

Figure 4-11. Underlying conceptual relations referenced by concept pairs in language.

This problem of determining the relation between two concepts has been dealt with in
considerable detail by Sylvia Weber Russell [RB]. She has described effective procedures which
attempt to combine semantic features of two nouns in permissible ways. To do this, she makes

use of an abstract semantic feature system.

The memory accomplishes this same task by locating possible paths between the two
concepts through conceptual information, both specific and in the form of simple patterns, rather
than by a scheme of abstracted features. Much of this simple pattern knowledge is organized as
the "normal function” of objects. For instance, the relationship between "glass" and "factory" in
"glass factory" is ascertained by using an associative lookup to discover that the normal function
of a factory is to produce a physical object. Since glass is a manufactured physical object, oﬁe
possible relationship is "a factory which produces glass". Since a factory is also a physical
location (a building), it might be that the composition of that building is being predicated by the

noun pair, In this example, no path is found, since factories {in the memory’s model) are not
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constructed of glass. Concrete would, however, possibly result in an ambiguity. Resolution of
this ambiguity is usually possible but invoives language-specific information ("what is normally

meant when ‘factory’ is modified by a manufactured product?").

Ail the samples above involve similar path-finding searches through conceptual propositions
for their solution: a "hand" is found to co-occur with "person” in the conceptual proposition
(PART #HAND #PERSON) and hence is interpreted as "a hand which is part of John". "Dress” is
found to be an article of clothing (normally associated with a female), so "Mary’s dress" receives
the intérpretation “the dress which Mary wears". "Bill’s car" is similarly solved by discovering

(NORMAL (OWN #CAR #PERSON)).

The path-finding technique which searches for a shortest-path connection between two
concepts through conceptual structures in memory is a simple "expanding sphere" approach, in
which the search expands simultaneously from the two points in the memory between which a
path is desired. The search begins at each concept to be related, as shown in Fig. 4-12. It
expands outward through the concept’s occurrence sets, tagging structures (using the property
SEARCHTAG) through which it passes until it encounters a tagged structure on a path from the
other concept or token. The search ‘is initiated from both concepts simultaneously for reasons of
efficiency: if each sphere is thought of as a volume in a multidimensional conceptual association
space, then, because volume is proportional to the cube of the radius, two smaller spheres which
meet in the middle will generally occupy far less volume than one larger one whose radius must
traverse the full concept-concept distance. Less volume means that fewer unfruitful concepts and

tokens are touched, making the search more efficient.

If a path can be found, the set of propositions lying along this concept-to-concept path
constitutes a possible relationship. For most problems of the nature described here, the path will

normally be only a few structures long.
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BILL'S LAWN ===> THE GRASS ON THE LAND WHICH BILL KEEPS UP FOR JOHN SMITH

- = -

# -

(ISA # HMONEY) 4’

-—— - e \ (ISA # HLANDAREA)
'(DUALCAUSE X *» (OHN # %)

/! (ATRANS X % X *)

/ \
\
‘c AUSE X ) (
l, '
\(DU *) H (LOC % %) '
- (PDSCHANGE x HPSTATE) | (ISA # HPERSON)

b (NAME # JOHN) I

' (SURNAME # SMITH) /

\\ o /

\ /

1SA # H#PERSON)
NAME # BILL)

“ s

H H
E (1SA # HGRASS)

Figure 4-12. Relation pathfinding by expanding spheres through conceptual information.

Notice that, at the time path-finding takes place, for a pair such as "John’s hand", neither
the conceptual referent of "John" nor even the sense of the word "hand" may be known (the
analyzer simply may not have collected enough descriptive or conceptual restrictions at that
point). For this case, the path-finding algorithm must be slightly more generalized: it must keep
track of N paths from possible senses of the first concept and M paths from the those of the
other. In this way, solution of relations can also help the analyzer in its choice of word senses
and referents. For example, for the pair "duck’s bill", the pathfinder discovers a very short path
through the conceptual proposition (PART #BIRD #BILLL), #BILL1 being the bvill which is part of
birds as opposed to a person, a unit of money, etc. However, by scanning through conceptual
structures in an ever-changing memory, this co‘uld be overridden in the context established by
the sentence "John’s five dollar bill biew out of his hand in the park. A duck picked it up. The
duck’s bill ..." To override, the pathfinder would simply prefer structures with recent RECENCY
and TOUCHED flags over other others along the path. The fourth and fifth samples above

illustrate other such examples.

The intersection search is not a novel technique (see [Q2] for instance). What is distinctive
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about the technique is the nature of the data structures through which the search occurs: in the
conceptual memory, concepts never point directly at other concepts, but are always related to

one ancther through conceptual information. The major advantage of this approach is that

Determining the relationship between two concepts by associative
(pathfinding) searches through constantly changing conceptual
structures permits this process to be fully context sensitive.

By tracing out a path between the two concepts, other structures and concepts aiong the
way will be TOUCHED, and can be implicitly activated. The third sample above illustrates this
idea: suppose we hear "John’s yard needed mowing. The house was in bad shape too." The
average language user would rarely ask "What house?" in this situation. However, in the absence
of the statement about the yard, he might well be expected to ask about the house. We again ask
why this is, and seem to have a ready answer: the process of determining the relation between
John and a yard has played a role in implicitly activating the concept for house. | cannot propose
that it is solely responsible for this type of activation. There are undoubtedly other, more _
“iconic” associative mechanisms at work in the background which generate an image of a yard,
house, bushes, sprinklers, and so forth. However, relation pathfinding seems to be one important

source of implicit concept activation.

Let us now turn to another issue of the general process of internalization of new memory

graphs.

4.4 SUBPROPOSITIONS

The average utterance is rich with inforination. That is, much
more than the main thought is communicated. What are the
sources in the meaning graph of this wealth of information? Why
is it useful to extract? How is it used, once it is extracted?

it is to the memory’s advantage to recognize and extract all the sources of information
within each graph in the hope that each bit will in some way contribute to the understanding of
the entire conceptualization when conceptual inferences are later generated from it. This section
will describe the notion of a conceptual information source by identifying three main sources

within analyzed conceptual graphs. | will call any unit of information which can be extracted from
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a conceptual graph a conceptual subproposition. The set of all subpropositions extracted from
each conceptual graph will form the starting inference queue (a LISP list of memory structures,

ISUBPROPS) from which conceptual inferences will be generated.

A conceptual subproposition is any unit of information which is conveyed directly by a
conceptualization. The average utterance contains many conceptual subpropositions which a
human language user makes unconscious but heavy reliance upon. For descriptive purposes, we
can classify subpropositions into three categories: '

1. explicit-focused,

2. explicit-peripheral
3. implicit

As we will see, both forms of explicit subpropositions are always complete conceptualizations,

whereas implicit subpropositions correspond to single, isolated dependencies within the graph.

441 ILLUSTRATIONS
To illustrate these categories, consider the sentence:

The engine of Mary's new car broke down while
she was driving on the freeway late last night.

The explicit-focused proposition is: "a car engine broke down”. This is the "main reason" for the
conceptualization’s existence, the major relation being communicated by the utterance. It will not

necessarily always be the most interesting or impoftant subproposition, however.
4.4.1.1 EXPLICIT-PERIPHERAL INFORMATION
In this utterance, some of the explicit-peripheral propositions are:

the car is neu

the car is owned by Narg

the time of the incident was late last night
the location of the incident was on the freeuway
. Mary was driving a car

. o

arunN-—

These are additional facts the speaker thought essential to the hearer’s understanding of the
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conceptualization. They are "peripheral” (dependent in the conceptual dependency sense), and
for the purposes of the conceptual analyzer. However, they frequently convey the most

interesting information in the conceptualization.
4.4.1.2 IMPLICIT INFORMATION
Some of the implicit propositions are:

the engine is part of the car

a car is ouned

Mary is an actor (she performed an action)

the car was PTRANSed (i.e. it is moveable)

the car, engine and Mary were

on the freeway (i.e. the actors and objects involved
in an event have the event’s location)

IS WNI-

Briefly, these are very low-level propositions which conform to conceptual case restrictions, and
which must strictly adhere to both the analyzer’s and memory’s knowledge of what is normal in
the world. These typically lie on the borderline between what was said and what the hearer
nearly always infers from what he heard. Although these very low-level units of information are
generally uninteresting relations between objects viewed as PP’s, they can be very interesting
when viewed as specific relations among specific tokens and concepts in the world. For instance,
although it is a fairly dull statement that a car has an engine as a part, to say that Mary’s car
has an engine is quite a different thing, because we may have thought her car was resting,
engineless, on concrete blocks in her back yard. To ignore this low level source of information
might be to miss this apparent contradiction. Chapters 5 and 6 will give examples of how even

this low level information can lead to very important discoveries.

442 SOURCES

At what point in the processing, and from what points in a conceptualization are these three

classes of subpropositions extracted? We will now look at each of them.
4.4.2.1 EXPLICIT FOCUSED SUBPROPOSITIONS

In the sentence "Andy told Linda that Chuck went to McLean.", there are two explicit

focused subpropositions:
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(a) Chuck went to Mclean
(b) Andy told Linda (3a)

The eventual degree of strength to which the memory will believe these units of information is
not a criterion for their being explicit focused subpropositions, although the memory is certainly
interested in determining truth or faisity during inferencing. Conceptualization (b), being the main
proposition of the thought, will automatically be examined, because it begins the inferencing for
the entire graph. And, because it is nested in this top-level structure, conceptualization (a) will
also be examined during inferencing. It’s truth will always be dependent on its nesting in the
main structure. Since the topmost structure will always be recognized as an explicit-focused
information source, all other nested explicit-focused propositions will always be examined by the
inferencer during the naturél course of generating inferences from the larger structure in which
they occur. Therefore, only the topmost explicit-focused structure is collected on !SUBPROPS,

which forms the starting inference queue.

4.4.2.2 IMPLICIT SUBPROPOSITIONS

in the sentence "John ate the hotdog" there are the four implicit subpropositions shown in
Fig. 4-13. Each of these comes about because of a single dependency in the graph, and each is
potentially the beginning of an interesting line of inference. However, subpropositions at this
very low level are not actually extracted and placed on the starting inference queue. Rather,
they are implicitly recognized by the inference process (molecule) which will generate inferences

from the conceptualization in which they are contained.

In this example, conceptual inferences will arise that this #JOHN is an animal capable of
INGESTing in the current context (for instance, he is aIi.ve and conscious at the time), that the
object he ingested is INGESTable, and so forth. Typically, these inferences may have littie effect
on the understanding of the utterance. But they must nevertheless be made, because they are
part of the rather complex event to which this simple utterance refers. By making them, the
memory will stand a heightened chance of enrichening the relations among the information which
the utterance conveys. For example, they may uncover unusual situations, help the reference
mechanism clear up references, ér generate more features of a newly-perceived concept or

token. Furthermore, any contradictory information generated by conceptual inferences from
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implicit subpropositions is potentially "serious", because it indicates that something unusual or

incorrect has been perceived or inferred.

P o
JOHN <===> INGEST e--- HOTDOG 1. John performed an ingest action.
) 2. A hotdog was ingested.
ID ~-- STOMACH s====> 3. It was from a mouth that a hotdog
_ was ingested.
«-- MOUTH 4. 1t was to a stomach that a hotdog

: uwas ingested.

Figure 4-13. Implicit subpropositions.

These low level inferences are also of extreme importance in cases where a new concept
has been introduced. By recognizing these implicit information sources, and by generating
inferences from thefn, features of new concepts can be predicted. For instance, if the utterance
is something like "John ate a delicious green frobifer”, the memory can infer many important
features of a frobifer which are not explicit in the utterance. While section 6.9.1 describes a
class of inference (called feature inferences) devoted to this type of task, this is a pervasive

task of all types of conceptual inferences.
4.4.2.3 EXPLICIT PERIPHERAL SUBPROPOSITIONS

There are two sources of this subproposition type: REL-iink-conveyed information, and

main-link-modifer~-conveyed information. Among the latter are TIME, LOCATION and INSTRUMENT.

As we saw, during reference establishment, memory concepts and their tokens are identified
from analyzer-accumulated descriptive sets which are lists of conceptual features the analyzer
extracts and predicts (using linguistic knowledge) from utterances. Within any particular
descriptive set, there is likely to be one or more conceptualizations communicated via the REL
link. Information communicated by this form provides candidates for explicit peripheral

subpropositions.

Consider the sentence “John’s car is red." which has the conceptual analysis shown in Fig.
4-14. The lower structure there is an example of a decsriptive set member which has been
communicated via the REL link. It will be used as a descriptive set element during reference

establishment to identify this particutar #CAR which is being referenced.
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val
C%R <zez> COLOR e---- RED

val
CAR <z=s=> POSS e---~ JOHN
Figure 4-14.

At that time, one of three things can happen:

1. some token of a #CAR is unambiguously located

2. several #CAR tokens can be located from the descriptive set, in which case a new
(possibly temporary) #CAR token is created

3. no concept satisfies this descriptive set (a new, possibly temporary token is also
created).
For each REL-conveyed feature in the descriptive set, that feature either will or will not have
played a role in the referent identification process. If it did play a role, then it must not be new
information. Otherwise, it is likely to be a new feature from which potentially important
conceptual inferences can arise. In this case, the feature, an explicit-peripheral subproposition,

should be extracted for inference.

Therefore, we should recognize the following principle:

When some subproposition has been successfully used by the
reference mechanism toward the identification of some unique
concept or token, or toward some candidate set, that conceptual
information (and presumably its inferences) must already be
known. It should therefore not be extracted for inferencing.

Specifically, the hope is that new information may arise which can serve to identify some
existing concept uniquely as the referent of the descriptive set in case the identification failed

before inferencing.

REL-communicated features constitute the first source of explicit peripheral
subpropositions. Modifiers of the main conceptualization, such as TIME, TS, TF, LOC and INST,
constitute the second source. For ACTs, these correspond to the incidental conceptual cases.
These are collected on !SUBPROPS during the conversion process from analyzed graph to
internal form (which is the topic of the next section).

133



Examples of where analysis of subpropositions arising from this source lead to interesting

lines of inference are:

1. John went to work at 3AM. (the TIME aspect makes this potentially
more interesting than it might otherwise be)

2. John woke up at 4PM. (TS, TF make this similarly of more potential
interest than it might otherwise be)

3. John died on the moon. (the LOCation here is quite significant)

4, John let Mary know by ta?ﬁing her on the shoulder.
{here, ST will lead to potentially important
inferences about John and Mary’s spatial proximity)

443 CONCEPTUAL ADVERBS

Ancther example of how it can be important to begin lines of inference from many different
starting points in each graph concerns "adverbial” modification of actions. For example, large
number of inferences might be found to be applicable to an utterance such as "John walked
down the corridor”. But a new, additional level of inferences can also be applicable if instead we
hear "John tiptoed down the corridor”, where it is communicated not only that John performed
(the same) underlying PTRANS action, he performed it in a certain manner. This additional
information can be a most important independent information source within the graph. By
organizing inferences, which cope with this additional information, around the conceptual
predicate of the adverbialvmodifier, say QUIETLY, as in (QUIETLY ACTOR ACTION), then the
additional inferences can arise from this structure independently from the central core of
inferences about ordinary PTRANSing actions. This makes for a cleaner logical organization of the
conceptual inference network, but it demands that seemingly innocuous information sources such
as adverbial modification be recognized as independent information sources from which special

lines of inference can arise.
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45 STORING THE NEW CONCEPTUAL GRAPHS
IN MEMORY STRUCTURES

How is the conceptual graph which is the product of the analyzer
physically integrated into the memory.?

| have so far described (a) the reference mechanism which locates and creates concepts and
tokens which are the targets of descriptive sets collected from utterances, (b) the processes of
implicit concept activation, and (c) the potential information sources within each conceptua
graph. These are three important components of the larger task of transforming a conceptual
graph into an internal memory structure. Let us now have a look at the general flow of

processing which coordinates this transformation.

The memory receives a meaning graph from the conceptual analyzer in a LISP S-expression
whose form obeys the rough BNF description shown in Fig. 4-15, and Fig. 4-16 illustrates an

example whose internalization we will follow.

<MAINGRAPH> —-- <GRAF’H> <TIMERELS>

<GRAPH> -=>  { <MAIN> ) | ( <MAIN> <MLIST> )

<MAIN> -->  { <MLIST> ) | <ATOM>

<MLIST> -~> <ROLE> <GRAPH> | <ROLE> <GRAPH> <MLIST>

<ROLE> —— ACTIR | UBJECT MOBJECT A <=> | <=> | ...
<ATOM> -=>  JOHN BALL é MBL | ATRANS | NLDC : LTM

<TIMERELS> ~-o <ATDM> : LIST> ) + <ATOM> ALIST> ) <TINERELS>
<RLIST> --» <TREL> <TREL> <RLIS ]

<TREL> --» ( VAL <ATOM> ) | ( BEFORE <ATUM> <ATOM> )

Figure 4-15. The LISP form in which the memory receives conceptual graphs. -

MARY KNEW THAT JOHN’S FRIEND PETE HAD GIVEN JOHN A CAR.

((CON ((ACTOR (PETE  ((ACTOR (PETE) <=> (FRIEND VAL (JOHN)))))
<=> (ATRANS) OBJECT (CAR REF (xAx)}) FROM (PETE . )} TO (JOHN))

TIME (TIMB )
<=> (MLOC VAL (LTM PART (MARY) REF (xTHEx))) TIME (TIM@2))

+ ((VAL T7-8)) (T-B is "now") the ellipsis stands for a repetition

TIMgR
TIMBl: ((BEFORE TIMB2 X)) of the o |link in the first
TIM@2: ((BEFORE TIM@8 X)) occurrence of PETE in the graph

Figure 4-16. An analyzed graph example.
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The internalization is performed by a procedure called CONVERT. Basically CONVERT .is

responsible for four things:

1. transforming the conceptual input syntactically from the form shown in Fig. 4-16 to
the internal memory form. This includes a few instances of limited pattern
matching to change the conceptual contents into more convenient memory forms.

2. creating new memory structures to store the new conceptualizations

3. calling the reference mechanism to establish references in the course of (2)

4. collecting all subpropositions on the list !SUBPROPS for subsequent inferencing

45.1 CONCERNING THE REFERENTIAL IDENTITY OF ACTIONS AND STATES

Before beginning the description of how the graph of Fig. 4-16 is internalized, it should be
pointed out that the process of internalization makes no attempts to ascertain referents of

actions and states. That is, if it internalizes "Pete gave John a car", it always creates a new

structure to represent this action, even though the memory might in fact already know this from
previous experience. In general, determining references to existing actions and states at this

stage would be guite involved. Unlike references to concepts and tokens which must be
established before inferencing can be of much use, unidentified references to past actions and
states will generally (at worst) only duplicate knowledge the memory already has, and this

duplication will be quickly detected by the inference evaluation procedure.

Thus, the task of recognizing the referential identity of incoming action and state structures
is not handled at CONVERT time: each conceptualization is stored under a new memory node
which may later on be detected as the same as some existing structure, and subsequently

merged into it. The merge process which can do this is described in section 7.6.

45.2 THE EXAMPLE

The internalization procedure, CONVERT, goes about its task recursively. In the example of
Fig. 4-16, CONVERT first locates the main link of the topmost conceptualization. Finding <=> (an
attribution), it then knows what other roles to expect to find in the conceptualization: namely the
thing whose attribute is being given (ACTOR if it is a simple entity, CON otherwise), and a value,

which is the rolefiller the role VAL which is nested within the <=> rolefiller. It then extracts the
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MLOC (main predicaté) from the <=> rolefiller position because, by convention, this is where the
predicate is situated for all <=> forms (POSS, LOC, etc.) Next, it retrieves the two expected
rolefillers, in this case ((ACTOR (PETE) ...) TIME (TIMO1)) and (LTM PART (MARY)), and calls
CONVERT on each, The results which are returned (pointers to memory structures) are then
plugged into the template (MLOC X Y). A new superatom is generated, and this MLOC structure

becomes its BONDVALUE. This topmost structure will have no beginning occurrence set.

Having created a new structure, S, which stores this bond, CONVERT next examines the
conceptual modifiers of the (X <=> (MLOC VAL (Y))) main structure which has just been
converted. In this case, it finds a TIME modification (the time at which MARY knew this), creates a
new token (say C2316) to represent this time, TIMO2, then associates C2316 with TIMO2 and
records this association on the list ITIMELIST. This association will be of use when the time
relations in Fig. 4-16 are processed (to be described shortly). In addition, all modifiers of
conceptualizations are placed on the starting inference list, !SUBPROPS. In this case, just this

TIME structure is added.

After the modifier list has been fully processed, CONVERT finally gives this top-level MLOC
structure REASONS = TRUE, TRUTH = TRUE (it believes everything it hears), and RECENCY = the
value of the system clock which was recorded at the time the graph’s internalization was
undertaken. Notice that since the memory is not currently designed to know (or care) who the
speaker is, this MLOC structure is the topmost structure of the conceptualization, and it is true
simply because "that’s the way it is" (REASONS = TRUE). This of course ignores many important
issues which | am not addressing here. But to record who said it is simply to embed it within one

higher level structure of the form (MTRANS speaker X CP(speaker) CP(self)).

As CONVERT exits at each level after having successfully converted some part of the input
graph, it associates a pointer to the memory structure which was created with a pointer to the
component of the graph which gave rise to that structure. It places this association on the list
IREFLIST. Each time CONVERT is entered, before it begins processing it first checks to determine
whether the subcomponent it is being called upon to process already exists on IREFLIST. If it is,
this means that the analyzer had constructed EQ pointers and that the graph component is
referrentially the same as the one already on IREFLIST. In this case, CONVERT does no further

work, but simply returns the pointer to the associated memory structure created previously.
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Having done all these things for this topmost MLOC structure, the task will be complete. But
i must explain what happens during the two recursive calls CONVERT has made on itself to

convert the CON and VAL rolefillers.

Consider the simpler of the two first: the mental location of the MLOC structure, (LTM PART
(MARY)). CONVERT senses that this is a simple PP. It assumes that LTM is the NAME of some
memory concept, and creates a simple descriptive set {(NAME # LTM)}. It then examines the
property list of "LTM", which is the PP used by the conceptual analyzer, to locate any other
conceptual features associated with this PP. In this case no other will be found. However, for a
PP such as "JOHN", the additional conceptual features (ISA # #PERSON) and (SEX # #MALE) would
be found. These features of the PP augment the descriptive set from which the concept is to be
focated. In this example, CONVERT then calls the reference-finding process, REFERENT, which in

this case returns a pointer to the concept #LTM.

CONVERT next goes about collecting the modification of this PP, In this case, it finds only
PART (MARY) and REF (£THEx). These teil the referencer that the concept #LTM is not the object
of the reference, but rather that some foken of an #LTM is. It therefore constructs a descriptive
set which will identify the particular token. In this case, the set will consist of an (ISA  #LTM)
relation and a (PART # X) relation. To determine what X is, CONVERT is again called, this time
pointing to the structure (MARY). Again CONVERT senses a PP, creates a descriptive set

{ (NAME # MARY) (SEX # HFEMALE) (ISA # #PERSON) }

then calls REFERENT to locate this concept. The pointer returned becomes the X in the PART
relation and at that point, the following descriptive set exists for this token of an LTM which is

being referenced:

(a pointer to the Mary which
has just been located)

{{ISA # HLTM) (PART # x)}

Having constructed this, CONVERT again calls REFERENT to locate the token for this Mary’s
LTM. The pointer thus returned is returned by CONVERT, and becomes the last slot in the
topmost MLOC bond.
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Recall that REFERENT will record on 'REFNOTFOUND all references for which no candidates
can be found. Since this would be undesirable for-things like LTMs, bodyparts, or other low-level
things like this to wind up on this list, there is a small number of heuristics in REFERENT to
prevent this. Among them is: "when something which ISA bodypart, and which has a PART
modification, cannot be found, just create it without noting it on IREFNOTFOUND."

The second slot in this top MLOC structure which CONVERT recursively calls upon itself to

convert is:

{(ACTOR (PETE o ((ACTOR (PETE) <=> (FRIEND VAL (JOHN}))))
T?EE E%'lfﬁélil?; OBJECT (CAR REF (xAx)) FROM (PETE ... ) TO (JOHN))

Notice that this structure is itself an entire conceptualization, complete with TIME. The conversion
process will hence be the same one which converted the MLOC structure. The first step is to
determine the structural type of the conceptualization. In this case, an action is detected by the
presence of the <=> main link. CONVERT thus knows to retrieve the <=> rolefiller, ATRANS, which

is to become the predicate of the internal bond CONVERT is beginning to construct.
CONVERT next retrieves ATRANS’s CASE property, which happens to be:

(ACTOR OBJECT TO FROM)

For each element of this CASE list, CONVERT seeks a matching role in the conceptual graph.
There is no assumption of ordering. As each is located, its rolefiller will be isolated, CONVERTed,
and collected on the ATRANS bond under construction. In case a required case cannot be located
for some reason or another, CONVERT creates a new token to stand for the missing case, and
marks it as being unspecified by placing the structure (UNSPECIFIED #) on its occurrence set.
More will be said later about what will happen to this sort of structure during the inference

process which occurs after internalization.

In this example, CONVERT will be called upon successively to convert the following graph

components of the ATRANS action.

. (PETE & ((ACTOR (PETE) <=> (FRIEND YAL (JOHN)))))
(CAR REF (xAx))
Eﬁ%ﬂﬁ)" ((ACTOR (PETE) <=> (FRIEND VAL {(JOHN)))))

SN
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2 and 4 will result in pointers to a token of a car, and to this person named John, respectively. 1
and 3 are in fact pointers to the same physical LISP structure, one of which will be converted
trivially by finding it on !REFLIST. | will describe how this (PETE « (...)) component is converted

the first time it is encountered.

CONVERT again senses that a PP is being converted and begins constructing a descriptive
set which will identify this Pete. On PETE’s modifier list it detects a REL (o) modifier. Since REL
takes an entire conceptualization involving the concept it modifies, CONVERT again calls itself to
process this conceptualization. It then substitutes "#" (symbolically -- there is no memory pointer

yet) for occurrences of "PETE" in the converted result:

(FRIENDS PETE #JOHN)} --- (FRIENDS # #JOHN)

and adds this REL-communicated feature of Pete to the descriptive set. The final descriptive

winds up as the following:

{ (ISA # HPERSON) (NAME # PETE) (SEX # #MALE) (FRIENDS # #JOHN) }

CONVERT then calls REFERENT to locate this entity. If the identification successfully locates
a candidate set for this descriptive set, then all these features must-have been used in the
identification, and hence, already known about the candidates. However, if no candidate could be
located, this REL-communicated information is added to the list ISUBPROPS, and will thus become
one of the starting structures for inferencing. The hope is that this might lead to inferences

which would help establish the referent later.

CONVERT will then return a pointer to the entity for "Pete" thus located, and the ATRANS
bond will be complete. Again, its modifications will be processed and will augment its superatom’s

occurrence set. Finally a pointer to this ATRANS structure will be returned to the MLOC level.

Subconceptualizations, such as the ATRANS structure in this example, are not assigned any
TRUTH or REASONS, nor are they placed on the starting inference queue. This is because they
will be examined anyway in the course of examining the top-level structure, and since their truth
depends upon the higher structure in which they occur, no assumptions can be made at this point

in the processing.
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453 LINKING IN THE TIME RELATIONS

As each new TIME, TS or TF modifier is encountered as part of each subconceptualization’s

modifier list, a new memory token is created to represent this time, and the time token which

appears in the graph (eg. things like TIMBB) is associated with this new memory time token. This

association is then recorded on the list ITIMELIST. For the TIME associated with the MLOC in this

example, this association would look like (TIMB2 . C3781) if the newly-created memory time token

were C3781. As each new time is encountered in the graph, its existence on this list is first

checked, and if it is found, the associated time token is used in the creation of the TIME, TS or TF

structure which modifies the action or state structure. This is to insure time cross-references

within the graph are preserved by this mapping onto memory tokens.

Although the syntax of analyzed conceptual graphs (Fig. 4-15) represents the time relation

information as simply appended to the end of the graph, in fact, these relations are stored on the

LISP property lists of the time atoms (like TIMB8) in the graph. As each TIMnn atom is

encountered for the first time, these relations are retrieved from its property list, and converted

to memory structures themselves. These then become the occurrence set of TIMnn’s associated

memory token. Fig. 4-17 illustrates the time relationships in this graph as they will exist in the

memory after internalization.

this is TIMBG

\sd \ \’ #
# (
(ISA # HTIME) (

\

TIMBG: ((VAL T-8))
TIMBl: ((BEFORE TIM@Z X))
TIM@2: ((BEFORE TIM@B X))

(BEFORE x x)
. (BEFORE % x)

)
==

# HTIME)
E x #)

—f—

(TVAL # 23789964) A#H #TIME)
E x #)

(the ATRANS struct
{the MLOC structure) structure)

Figure 4-17. The time tokens and their relations for the graph of Fig. 4-16.

All deictic time references are denoted by VAL, as in

TIM@BB: ((VAL T-8))
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Hence, as each VAL is sensed, a special procedure, associated under the property EVALTIME on
the property list of the deictic time concept, is called to convert the reference to an actual point
on MEMORY’s internal time scale. In this example, T-8 is the only deictic time reference, and it
represents the time of utterance. The actual numeric value thus obtained is associated with the

memory time token via property TVAL.

4.6 A SUMMARY AND A PREVIEW

At this point, the internalized form is represented by a pointer to a single memory
structure, and there exists a list, ISUBPROPS, of starting inference structures. In this example,
these are the main MLOC structure, its TIME modification, and the REL information reiating Pete
and John if this was not used in identifying Pete. All TIME references have been converted into
internal time tokens, and the memc;ry is ready at this point to begin conceptual inferencing,
which is the purpose of it all. Fig. 4-18 summarizes this processing which occurs between the
time a graph is received from the analyzer and the time inferencing begins. Fig. 4-18 also
includes a sketch of the flow through the inference and rereferencing processes as a preview of
what the next chapters will be covering. At this point, it might be informative to reexamine the

computer representation example which appeared at the end of the previous chapter.
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CHAPTER 5

CONCEPTUAL INFERENCING:
A SUBCONSCIOUS STRATUM OF COGNITION

In this chapter and the next, | will propose a partial theory of higher-level cognition which
some might view as fairly radical in two respects. First, it prescribes quantities and qualities of
computation which are not attainable (all at once, in reasonable amounts of time) on today’s
serial computers. This is a refreshing thought. It would be deeply disappointing if something so
complex as a human language user could be modeled by a PDP10 computer! The second respect
is that it may be counter-intuitive at first glance. The purpose of this and the following chapters

is to convince you that your intuition is fooling you.

I will propose that this theory is a beginning step toward understanding one of the least-
well understood aspects of human intelligence as it concerns natural language comprehension.
This aspect is the seeming ability of a language user/comprehender to pursue only the most
relevant paths of reasoning -- to "home in" on the important aspects of what language conveys
in particular contexts -- while "excluding” other paths which are less relevant because of
context. There are two main alternative schools of thought concerning this and related problems
(in the context of language understanding), and | will briefly describe them and contrast them

with this theory.

5.1 THE SPONTANEOUS SUBSTRATUM

The proposed theory is this: that, in order to use and understand language, the brain of a
human language user does a tremendous amount (by today’s standards of machine computation)
of "hidden" computation in what | will term inference space. Furthermore, it does this in reaction
to every (language) stimulus to which it is attending and which conveys any interpretable meaning

content.
This reactive computation has several characteristics:

1. It is spontaneous and automatic.

2. It is subconscious for the most part. it is not normally subject to direct introspection
or conscious control.

3. It is thought of as being performed by parallel, associative "firmware" in the brain.
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4. It has little goal direction until certain criteria are met. Instead, its only "goal" is to
increase the richness of interconnecting relations among information which has
been communicated by language.

We can view natural languge utterances to which the memory is attending as giving rise to
points in this inference space. Just as buckshot peppers a country stopsign, the subpropositions
extracted from an utterance for inferencing pepper this inference space. Were these points
merely to "lie where they fell", we wouid have no more than a passive data receptacle: the
points would remain discrete, separate and unconnected from the rest of the inference space.
But there are many other points in the space which exist from previous experience, and these
are highly interconnected. To “"understand” is to establish relations between the new and the
old. Giving a system motivation to understand corresponds in this scheme to building in some
sort of mechanism for spontaneously seeking out interesting relationships -- interesting points of

contact in the inference space.

We may conceptualize this mechanism as one of "expanding spheres" in inference space.
That is, rather than try to establish specific relations from the new buckshot points to previously
existing points in the space, | am more interested in allowing the new points to blossom out in all
directions in hopes of establishing many points of contact with other previously existing points
in the space, which are simply information-bearing structures in the conceptual memory. Thus,
the spheres expand simultaneously about the new points communicated by an utterance, and
their horizons eventually contact horizons of other new points (the internal relationships of the
utterance are being pieced together), and old points in the space (information in the utterance is
making contact with existing knowledge). These points of contact constitute one source of

“interesting events" in inference space, and | will have much more to say about them.

What is the interpretation of an expanding sphere in the inference space? The process is
simply the automatic reaction to a new unit of information: "where does this fit in with what |
already know; what interesting points of contact does it make with other information?" It is a

reconstitution and elaboration of the content-rich situation alluded to by content-lean utterances.
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5.1.1 CONCEPTUAL INFERENCE: THE EXPANSION FORCE

The force behind this expansion -- that process by which a sphere expands -- is conceptual

inference. Since this expansion occurs at a very low level -- without conscious control -- there is
no tangible goal-direction until an interesting point of contact is reached. But at that point, more
conscious, goal-directed, computation can begin. The "dimensionality" of the inference space is
finite, and we may think of each dimension as corresponding to a particular type, or class, of
conceptual inference. The expanding spheres represent spontaneous exploratory inferences in

every dimension of the space.

This spontaneous mechanism is not a complete theory of language-related cognition; | am by
no means proposing this as the only mechanism of understanding. Rather, the conjecture is that it
constitutes a necessary and low-level stratum in the cognitive process, and it is this stratum
which feeds other more goal-directed strata with potentially interesting tasks in particular

contextual environments,

As we will see, the theory entails an apparent degree of "wastefulness” at this level of
cognition, since it is basically a "bottom-up" exploratory process which homes in on interesting

events, setting up more "top-down" processes when such events occur.

This theory addresses what can be called the "lower-upper level” of
cognition: it is the low level underpinning of our ability to "think"
via language.

5.1.2 A BRIEF ILLUSTRATION

To illustrate in a more concrete way what | want to be able to do in the conceptual memory,
| will give a sketch of the kinds of spontaneous reasoning which, | propose, occurs in reaction to

a simple utterance:

John McCarthy went to Boston.

We would want the memory’s stream of consciousness analysis of this utterance would go
something like this: "He went to Boston, eh? That means he was in Boston, and he probably

wanted to be there. Why would he want to be there? Probably to do something which requires
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his personal presence, like talking to some other high-up. Oh yes, he probably went to talk to
someone like Minsky at MIT... about grant money or new research proposals, or something like
that. That’s understandable. Of course, it could just be a vacation. How did he go? Probably by
flying. That’s ok, he has the means, and there’s no air strike on. Wait a minute. | thought he was
giving a talk here tomorrow. Either he’ll be back then, or it’s been called off, or something.

Better find out...."

This is the sort of reasoning we ultimately want a fully attentive conceptuél memory to be
able to perform. Notice how many assumptions were made about what is normal and how, by
making them, much other information was drawn into the analysis. All this information is the
sphere in inference space which develops about the original utterance. Even though some of the
assumptions made may have been incorrect, the sphere at least forms a framework within which

many other valuable discoveries can be made.

This theory is not concerned with pinning down one explanation, or with pursuing just one
line of reasoning. Instead, the idea is to elaborate each utterance in as many directions as
possible with the hope that some of the elaborated information fits together with, or contradicts
other elaborations made previously. For instance, because we predicted his trip was by air, we
implicitly predicted also that a significant amount of money was involved. This provided no
conflict with our knowledge of McCarthy. However, the utterance may have sounded peculiar
about our utterly broke friend Bill who lives in the hills. "How did he get that kind of money?",
"Why did he want to be in Boston.", etc. | hope to demonstrate that these points of contact with
other knowledge are possible only when this kind of spontaneous expansion by conceptual

inference occurs.

5.1.3 ABOUT THE PSYCHOLOGY OF IT ALL

Our task is to apply this notion of spontaneous expansion in inference space to the problem
of understanding the meanings of language utterances in particular situations, or contexts. To an
extent, then, we are modeling a human language user, or, more succinctly, a person! To
understand how a person might use and understand language, we must ask questions about how
he understands the world about him in general, what motivates him to act, what he knows, and so
forth. This need to model people is realized in fairly overt ways by some of the types of
conceptual inferences | will propose as primary dimensions of the inference space.
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Some of the central classes of conceptual inference in the current theory implement a
"naive psychology". That is, they are based upon-a "layman’s" view of cauée, effect, motivation
and intentionality. Although such a basis is defensable on purely philosophical grounds, | am not
modeling the "deep psychology” of a person, and hence have no quarrel with those who would
criticize certain of the conceptual inferences on this basis. Instead, | am interested in the efficacy
with which a certain class of conceptual inference can account for a human language user’s
ability to understand utterance X in situation Y. By asking enough questions about enough X’s
and Y’s, | have arrived at a fairly compact set of conceptual inferences which seem to lie at the
center of much language understanding. That they form a "naive psychology" is only of incidental

significance to the theory, whose main goal is to explain language comprehension.

We must first be able to account for the simpler activities of language understanding before
we tackle those which require a deeper analysis. We must first develop an understanding of how
to deal with the "rule” before we can approach "the exception". That is, there must first be
some critical mass of knowledge about simple cases before we can expect to grasp the subtler
issues of language comprehension. The hope is that the critical mass established by this
embryonic theory can eventually be embedded within a larger, more comprehensive one without
massive dismemberment. That is, although a naive psychology may indeed be ultimately

inadequate, the hope is that it can be extended rather than discarded as new issues arise.

5.1.4 THE FLYWHEEL EFFECT

One very natural éppxlication of a the‘ory of concéb&ua! mémory of the sort | am proposing is
to the comprehension of simple stories. We may view a story as a sequence of utterances
(sentences) such that each utterance bears at least one relation to some other utterance of the
story. Usually, the connections between any one utterance and others in the story are quite
rich. Normally, the entire reason for the existence of a line in a well-written story is that it
relates to, and explains, other ideas in the story. Each line serves to enrich the connectivity of

the information content of the story.

Because it is the purpose of a story to create and preserve this richness of connectivity
among its constituent information, we might view it as possessing a certain momentum at each

point. That is, each thought in it tends both to explain some things, to raise questions about
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others. There is a logical continuity, which the author helps the reader to focus upon by what he

chooses to include and how he includes it, and this is an assumption the reader makes befa:-

trying to comprehend a story. | will call this logical continuity and momentum the flywheel effect.

The essence of story comprehension rests upon the reader’s ability to stay in
synchronization with this effect. This involves such things as understanding actors’ motivations,
recognizing cause/effect interrelationships, forming many "mini-hypotheses” (quite often only
subconsciously) about what might happen next in a particular situation, then verifying them as
the story unfolds. In other words, the comprehender expects every idea to fit in, and the implied

task of fitting everything together is a universal goal of story comprehension.
My conjecture is:

The fundamentals of understanding a story are rooted in the
spontaneous expansion in a "multi-dimensional” inference space of
each new thought as it arrives.

| pose this thought here simply to provide a similar, but more application-oriented,
perspective on the nature of this phenomenon of spontaneous inferencing being proposed. How
we can get a computer program to be able to stay in synch with this logical flywheel, will evolve

as the various kinds of conceptual inference are presented.

5.15 TWO OTHER APPROACHES TO UNDERSTANDING, BRIEFLY

| have mentioned the existence of two significantly different approaches to understanding.
These are the “inference-on-demand" approach and the "demon" approach, both of which
acknowledge the importance of some sort of inference capability. The crucial differences concern

when and for what purposes inferences should be made.

The main precept of the inference-on-demand approach is that inferences are very costly,
and should be made to satisfy only the very specific, intermediate goals of larger, goal-directed
processes which know what is interesting to do in all sorts of contexts. That is, an inference is
not something which arises spontaneously as a person comprehends an utterance, but rather is
something to be called upon to answer a specific question for which the answer is not
immediately attainable from the "data base". This is charactefistic of a question-answerer, or
theorem-prover, or "planner” (in the MICROPLANNER sense [S14]).
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The main inadequacy of this approach in so ill-defined a task as "understanding" is that
there can in general be no de facto higher level goals until it has been discovered what comprise
the potentially interesting aspects of a particular situation. That is, at this low level of higher
cognition, there is no real source of demand for inference. Hence, although "inference on demand"
systems are quite relevant to tasks such as sentence analysis and generation -- and to very
speéific aspects of understanding in a conceptual memory, once interesting tasks are uncovered
-- they are not sufficient for the main purposes of a conceptual memory: to enrich all sorts of

interconnections among information,

Charniak’s "demen” approach [C1] is another distinct theory of language comprehension, and
it lies slightly closer to the one | am proposing than a pure inference on demand scheme.
Basically, a demon is a process which can be activated by certain combinations of situations in
the séme sense that a conceptual inference is triggered by combinations of conceptual
information. The idea is to spawn demons at each point in, say, a story. The demons will "lie in
wait" until they detect that they are applicable to some later event or situation, at which time
they become active, releasing their potential to influence the interpretation of the pattern which
has activated them. In this way, a continuity is maintained between information which spawns
demons and information whose interpretation is later affected by previously spawned demons.
The demons come out of suspended animation when patterns with which they are equipped to

deal are detected.

The notion of a demon is a good one, and is probably necessary to good understanding
systems. But demons are often guilty of "playing their cards too close to their faces." That is,
since a demon’s potency is stored only as a potential for influencing the later interpretations of
conceptual information, the information it bears is not readily available to other language-related
processes which could make their own idiosyncratic use of it to discover relations which were
not the originai intent of the demon, but which nevertheless depend in important ways upon the

information it contains.

Herein lies the fundamental difference between a demon and a conceptual inference. A
demon contains only a potential for exerting an influence. Because of this, it is not of much use
in drawing out -- in making explicit -- the implicit surrounding context of an utterance. From the

standpoint of the conceptual analyzer alone, this is a very important function of a memory.
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Rather than mask all this implicit information in the form of demons which mete out their services
when they become "applicable”, | have taken the approach that it is useful to draw it out as much
probablistic information as possible at each point -- to lay all the cards on the table for
everyone who might be able to use them to see. This makes all the more likely the discovery of

interesting underlying relationships (which could not have been anticipated beforehand).

There is another more pragmatic argument in favor of drawing things out explicitly, as
opposed to bottling them up as potentials in the form of demons. It is this: the process of
spawning a demon is essentially the same as generating a conceptual inference: in general, the
same quantities of testing will be required to decide when a certain demon may be applicable --
when it might be relevant to spawn. As long as the applicability tests are essentially the same,
why not go ahead with the probabilistic inference at that point, thereby making explicit its
potential effects (interactions) with subsequent inputs? Aside from the obviously rapid
consumption of computer storage space, this requires negligible additional effort. Doing this has
the same desirable net result as a demon-based scheme, and has the potential for making far

richer connections among the information which is processed this way.

5.2 WHAT IS A CONCEPTUAL INFERENCE?

The heart of computer understanding of language is the expansion
of conceptual structures in inference space, by the mechanism of
conceptual inferences. What is a conceptual inference?

When a language user hears

Mary kissed John in front of Sue.
and concludes: Sue became extremely jealous.

John sold his car.
and responds: | didn’t know John owned a car.

Bill took an aspirin.

and asks: What’s wrong with him?
or Mary wants a book.
and asks: A book about what?
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what has gone on inside his head? Why should hearing one thing elicit a response about

something else. What mechanisms are responsible for this?

As | have proposed, this process is underlied by an inference reflex which spontaneously
accesses beliefs and knowledge about the world in reaction to each unit of information in each

conceptual input attended to. It is the purpose of this section to define this notion conceptual

inference and show how conceptual inferences organized in a conceptual inference network can
behave in this manner. To begin, it will be useful to contrast the notion of a conceptual inference
with more traditional notions of inference and logical deduction, with an emphasis on their quite

different roles.

521 "CONCEPTUAL INFERENCES" VS. "LOGICAL DEDUCTIONS"

In its broadest sense, a conceptual inference is simply a new piece of information which is
generated from other pieces of information, which may or may not prove to be true in the world
which it models, and which is "believed” by the inferencer, not in a black and white sense, but
rather to a "fuzzy" degree (say, a real number between 0 and 1, rather than TRUE-FALSE).

Since the intent of inference-making is to "fill out" a situation which is alluded to by an utterance
{or story line) in hopes of filling in missing information and tying pieces of information together
to determine such things as feasibility, causality, and intentions of actors at that point, many of
the conceptual inferences may turn out to be useless. That is, the process of generating
conceptual inferences is inherently a computationally wasteful process, because its intent is te

discover what is interesting in a particutar context.

A conceptual inference can be distinguished from the traditional notion of a logical

deduction in a formal system in the following respects:

(1) Inferences are a "reflex response" in a conceptual memory. That is, the main definition

of " processing conceptual input" is the generation of conceptual inferences from it.
This means that there is always a deep-rooted motivation to generate new information
from old. In a more formal theorem-prover or question-answerer, deductions are
performed only upon demand from some external process. Someone (something) else

has already decided what is and what is not interesting or useful to do. Normally, the

152



uses to which formal deductions are put are highly directed in the sense that a well-
defined goal exists, and a path from some starting conditions (axioms) via
transformations (theorems) orlm these conditio;\s to this goal is desired. In this
application extreme care must be taken not to "wander off" this path too far. For this
reason, a recurring issue in formal deductive systems concerns the problems of search
space restricting heuristics. Conceptual inferences on the other hand have very little
direction. They are generally made "to see what they can see". The "goal" of
inferencing is rather amorphous: make an inference, then test to see whether it looks
similar to, is identical to, or contradicts some other piece of information in the system.
When one of these situations occurs, the memory can take specival' action in the form of
discontinuing a line of inferencing, asking a question, revising old information, creating
new causal relationships, or perhaps invoking some sort of higher level, goal-directed
belief pattern which will begin imposing a special interpretation upon what it
subsequently perceives. The problems of severely narrowing the search space iﬁ
hopes of establishing a path to a goal exist, but are not nearly so acute as in a goal-
directed theorem prover: there is neither a "path" or a "goal" until one of the

situations described occurs.

{2) An inference is not necessarily a logically valid deduction, and will quite often lead to
apparent contradictions. This is in fact one facet of what it means to discover what is
interesting about a particular utterance in a particular situation, But this means that
the new information represented by the inference might not bear any formal logical
relationship to those pieces of information from which it is generated. In order to
understand language, we must model that horrendously illogical cognitive entity, the
human language user -- both the processes he uses, and the substance of what those

processes yield.

(3) It makes little sense to talk about believing an inference in an all or none sense. Rather,
we must talk about the degree to which a conceptually inferred information (or any
information, for that matter) is likely to be true -- a measure of how strongly the
inferring mechanism beleves it. It is imperative that the memory retain and propagate

measures of the degree to which a piece of information is likely to be true. The
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memory in which conceptual inferences occur must be designed with the idea that no
information it contains is inviolably true, but rather that "everything is just a guess,

and some guesses turn out to be better than others".

5.2.2 THE CONCEPTUAL INFERENCE EVALUATION PROCESS: A PREVIEW

Chapter 7 is devoted to the details of how the program generates and evaluates inferences,
and how, mechanially, they link together to form new connections in inference space. However,
as we cover the various classes of conceptual inference, it will be useful to have a vague notion

of what happens to each inference after it arises.
When a new inference is generated, one of three conditions can apply:

(1) the new inference can match something else in MEMORY. When this happens, the new
information is said to confirm the old. This is one of the most fundamental events in the
understanding of more than one utterance (ie. a story), or in the understanding of
refationships within one complex utterance. It gives rise to a merge event, which is one form

of contact point in inference space.

(2) the new inference contradicts (is incompatible with some old information. This means either
that something is conceptually peculiar about the utterance or that the memory has made an
incorrect decision about some referent or has generated a probabilistic inference which
turns out to be unlikely. The ability to detect contradictions is another important aspect of

understanding, and contradictions are another form of point contact in inference space.

(3) the new inference can neither be determined to contradict nor confirm old knowledge. In this
case, the new information is simply remembered, and is said to augment existing knowledge.
However, this new information can have profound effects on other aspects of understanding

{(in particular, the identification of referents, and the determination of time relationships).
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5.3 THE MAINSTREAM CONCEPTUAL INFERENCES

What are the main dimensions of inference space. In other words,
what general classes of inference are there, based on their utility to
language comprehension? How does each contribute to
understanding language utterances?

Although all inferences have many characteristics in common, their utility in the flow of
procesrsing which expands structures in inference space is generally quite distinctive. Because of
this, it is helpful both theoretically and programmatically to distinguish inferences by type. This
classification can help clarify the usefulness of a particular inference and how each might be said

to contribute to the overall goal of understanding.

The main framework of the theory consists of the following 16 classes of conceptual
inferences:
1. specification inferences: what are the missing conceptual components in an
incomplete graph likely to be? »
2. causative inferences: what were the likely causes of an action or state?

3. resultative inferences: what are the likely results (effects on the world) of an
action or state?

4. motivational inferences: why did (or would) an actor want to perform an action?
What were his intentions?

5. enablement inferences: what states of the world must be (must have been) true in
order for some action to occur?

6. function inferences: why do people desire to possess objects?

7. enablement-prediction inferences: if a person wants a particular state of the
world to exist, is it because of some predictable action that state would enable?

8. missing enablement inferences: if a person cannot perform some action he
desires, can it be explained by some missing prerequsite state of the world?

9. intervention inferences: if an action in the world is causing (or will cause)
undesired results, what might an actor do to prevent or curtail the action?

10. action-prediction inferences: knowing a person’s needs and desires, what actions
is he likely perform to attain those desires?

11. knowledge-propagation inferences: knowing that a person knows certain things,
what other things can he also be predicted to know?

12. normative inferences: relative to a knowledge of what is normal in the world,
determine how strongly a piece of information should be believed in the
absence of specific knowledge.

13. state-duration inferences: approximately how long can some state or protracted
action be predicted to last? .

185



14. feature inferences: knowing some features of an entity, and the situations in which
that entity occurs, what additional things can be predicted about that entity?

15. situation inferences: what other information surrounding some familiar situation
can be imagined (inferred)?

16. utterance-inteint inferences: what can be inferred from the way in which
something was said? Why did the speaker say it?

I have based most of the discussions of these various inference classes, and of the
processes which implement them in the computer program, on very simple examples. The reasons
for thi§ are twofold: (1) it helps to abstract and isolate certain processes which might otherwise
be obscured in more complex examples, and (2) the examples will, for the most part, be easily
representable in the representational formalism and memory structures which have been
described, and hence will illustrate the modest -- but actual-- capabilities of the computer
program. However, having read about each inference class in the context of the simple examples,
the reader is urged to attempt to apply that class to instances of "real world" language about
him in order to develop a feeling for the potential powers and/or weaknesses of each type, and
the processing which implements it. A bit more will be said about the relative scope of these

inference classes at the end of chapter 6.

53.1 AN IMPORTANT CAVEAT

The computer program which implements most aspects of this theory exists and runs.
However, from the discussions of the kinds of things it does, one should not be misled into
believing that a truly vast system yet exists. Where some issue is discussed as though the
implemented memory can currently handle thousands of cases, more often than not, it will in fact
only cope with a handful of examples. But | am confident that this is a failure of data, not of
process. As time passes, and the theory evolves, so will the data. It is too early at this point td
spend too much time encoding tomes of specific knowledge about the real world. We are still

fumbling with the more basic processes of language understanding.

One final comment: | reemphasize that | will be discussing classes of inference: (1) how they
are useful for understanding, (2) when they are applicable, (3) how they are achieved in the

computer formalism and program. In a sense, then, rather than talk about specific inferences, |

will be examining the when, where, and why of doing things certain ways. By doing this, cubby-
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holes of processing will be established to which | can point and say "Yes, you’re right, this
particular case hasn’t been discussed, but here is where it fits in the formalism and processing
sequence." The rule of the game, therefore, is not to say "You can’t do that", because what |
describe can be and hAas been done, to varying degrees of success. Rather, you may say "That
isn’t quite right", or "You've oversimplified a very deep philosophical problem”, or "This won’t
account for X", or, "Yes that’s nice, but you’ll never get it all to run at once on a PDP10
computer in reasonable times". If you play the game this way, you’ll quite often be correct, and

we can all laugh together!

Let’s now look at the inference classes.

4 SPECIFICATION INFERENCES:
PREDICTING AND FILLING IN MISSING CONCEPTUAL INFORMATION

sample: John picked up a rock.
He hit Bill.

sample: Bill was driving home from work.
He hit John.

sample: John and Bill were alone on a desert island.
Bill was tapped on the shoulder.
it was probably John who tapped him.
sample: John bought a cake mix.
It was likely a grocer with whom John traded
money for the cake mix.

sample: Where was John Tuesday evening?
| don’t know for sure. Probably at home.

sample: Mary accidentally dropped a sledgehammer on Bill’s toe.
She apologized.

Language tends to be as economical a means of communication as possible. And it is so
deeply ensconsed in people’s knowledge of what is normal in the world that it rarely is used to
communicate the obvious. Instead, it serves to relate new combinations of information to others
who have notbdirectly experienced them. One consequence of this phenomenon is that the
conceptual structures of utterances are quite often incomplete. That is, where the underlying
conceptual representation of an utterance would predict the existence of an ACT case or state
argument, there was no actual reference to such information in the utterance. The speaker of an
utterance simply assumes that the hearer is capable of "filling in the details" as part of his

comprehension.
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As we saw in chapter 2, there is a well defined set of conceptual cases for primitive
actions, and equally well defined arguments for state relations. Furthermore, all action cases and
state arguments are conceptually obligatory. Unlike syntactic cases, whose presence or absence
is often optional and of little consequence, a conceptualization is simply incomplete without them.
Without all the conceptual slots filled, the hearer of an utterance simply cannot fully imagine the
entire situation to which the utterance alludes. This is intrinsic to the notion of "conceptual case™.
This section will demonstrate the importance of giving the memory this capability to make good
contextual guesses about missing and unspecified information, and will describe how this

capability has been implemented.

541 WHY DO IT?

We might well ask "If the hearer is capable of filling in the details in the first place, why
should he bother to do it?" That is, what good comes from completing a meaning graph with
“internally-generated” information which the hearer supplies himself? Can it possibly lead
anywhere? The answer is an emphatic "Yes", for two reasons. First, how is the hearer to know
whether or not he can in fact complete the meaning graph without trying! In cases where he
cannot, a human language user frequently asks a question of the speaker. The commonness of
question-asking based on missing information is testimonial that this process is a vital part of

understanding.

The second reason is less superficial: by applying his knowledge of normality to the task of
filling in missing information, the hearer generates specific instances of that normative
knowledge. These specifics can then interact with other knowledge in entirely different ways
from instance to instance: the prediction of missing information can be the beginning of important
lines of inf‘erence. Let us call the process which attempts to specify missing or incomplete

information in a meaning graph specification inference.

5.4.2 DETECTION AND MARKING IN THE CONCEPTUAL ANALYZER

To illustrate this process of specification consider the utterance "John hit Bill." In particular,
imagine how the analyzer deals with it: John is recognized as the actor of a hitting action in

which Bill is some sort of effected entity, possibly the conceptual object of the hitting action.
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But the action of hitting is not conceptually primitive. Rather it consists of a PROPELling of an
object, X, toward some goal, resulting in the physical contact of X and the goal. The conceptual
template in the analyzer’s dictionary which defines "hit" therefore predicts that the sentential
object, "Bill", is not really a conceptual object, but rather that he is the affected entity (the
directional goal) of the propelling action in the hit template. The left graph in Fig. 5-1 depicts

the state of the analysis after the analyzer has located and partially filled in this "hit" template.

Y
| I
o 0
JOHN <===> PROPEL e--- X JOHN <=====> PROPEL «--- X
/ \ 0 / Y
|D --» BILL : lD --» BILL
p T |e-- JOHN ~ fe-- JOHN
val val
X <=z==s=> PHYSCONT e---- BILL X <zs=z==> PHYSCONT e---- BILL

Figure 5-1. Missing information in the utterance "John hit Bill".

The underlying ACT is PROPEL, which requires, as dec all the primitive ACTs, certain
conceptual cases obligatorily, and only those. For PROPEL, those cases are ACTOR, OBJECT,
DIRECTIVE (TO and FROM) in addition to the ubiquitous TIME, LOCATION, and INSTRUMENT cases,
which are requirements'of all acts. But notice that the analyzer, by using its linguistic ability,
hés been able to supply only the ACTOR, D-TO, D-FROM and TIME (and this, only partiaily
specified as some point before "now"). The three remaining cases, OBJECT, INST and LOCATION
remain unspecified. In the terminology of the analyzer, this means that the requests which arose
during the analysis to locate and attach these missing cases to the meaning graph are still

pending at the end of the analysis (see [R2]).

The analyzer therefore detects these and creates "dummy" cases and case fillers, and marks
these missing entities by placing an (UNSPECIFIED _) in their descriptive sets. These

UNSPECIFIED markers will thus become part of the occurrence set of each unspecified entity.

In general, the descriptive set will consist of more than the UNSPECIFIED marker, since the
analyzer is usually able to glean at least a few conceptual features about the unspecified entity
(for instance, the sex of a person from linguistic pronominal clues, and so forth.)
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543 THE SPECIFICATION PROCESS

The meaning graph which the memory receives for "John hit Bill" is shown in the right of
Fig. 5-1. During its processing in inference space, we want the memory to detect the X,Y and Z in
Fig. 5-1 as unspecified, then consult its language-free world knowledge to make a "best gﬁess"

at these cases in whatever the current context of this utterance happens to be.

The meaning graph is first internalized in the memory’s data structures, and part of this
internalization consists of isolating all the subpropositions which have been communicated by the
utterance. For this graph, the subpropositions are those shown in Fig. 5-2. In Fig. 5-2 | have
broken with the standard "pound-sign” notation for internal tokens and concepts in order to

make things more readable.

P1: (PROPEL JOHN X JOHN BILL)
P2: (LOC_P1 V)

P3: (INST P1 Z7)

P4: (CAUSE Pl PS)

PS: (PHYSCONT X BILL)

Pe: (TIME P4 T)

T represents a time atom for which the relation (BEFORE T Tnow) exists,
Thow being the time atom which represents the moment of utterance.

Figure 5-2. Subpropositions in "John hit Bill".

5.4.3.1 DETECTING MISSING INFORMATION IN THE INFERENCE MONITOR

Having been isolated, the memory structures P1-P6 will form the starting inference queue:
the buckshot points in inference space. This means that each of P1-P6é will eventually come-
under the scrutiny of the inference monitor which will apply suitable inference molecules to
them. This is the process by which inferences are generated to expand the points in the space
into spheres: each structure in the starting inference queue will give rise to numerous
inferences. These are appended to the end of the queue for later expansion, and will, in turn,

give rise to other structures, and so on.

As the inference monitor picks up the next structure, S, from this ever-expanding inference
queue for inferencing, the monitor first scans the S’s bond, looking for entities in it which are

marked as UNSPECIFIED. That is, just before applying an inference molecule to S, the monitor
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checks for any unspecified information in S. Since unspecified information has been tagged by

the analyzer as UNSPECIFIED, this scan consists of searching for an (UNSPECIFIED Xi) on the

occurrence set of each Xi in the bond, including the conceptual predicate which may itself be

unspecified (a dummy DO). If no entity in the bond is found to be unspecified, the monitor

proceeds to locate and apply the appropriate inference molecule to the structure. However, if

one or more unspecified entities are found in the structure’s bond, the inference monitor
p

interrupts and

applies a specifier molecule to S.

In our hitting example, this type of interruption will occur for the structures representing

P2, P3 and whichever of (Pl P5) is examined and successfully specified first by the inference

monitor. This detection process is schematically illustrated in Fig. 5-3.

STRUCTURE
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INFERENCE
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CONTAIN YES
ANY UN-
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APPLY
SPECIFIER
MOLECULE

T0 S

—

~

APPLY
INFERENCE
MOLECULE
70 S

THE INFERENCE MONITOR EXPANDS EACH
STRUCTURE ON THE INFERENCE QUEUE IN TURN

{k % % % % % % % X % % % % % % % ...) <€ INFERENCE QUEUE

JJJ)

currently —————

up for inference P N(PROPEL % % % %)

\,

# (ISA # HPERSON)
(ISA # HPERSON) (NAME # BILL)
(NAME # JOHN) : oo

L=~ (UNSPECIFIED #)

Ve
’
/

this entity is detected
as unspecified, so before
applying the PROPEL inference
molecule to the PROPEL structure,
the monitor first applies the
PROPEL specifier molecule to it

Figure 5-3. The process of detecting missing information.
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5.4.4 SPECIFIER MOLECULES

Specifier molecules are executable LISP program modules which are organized by
conceptual predicates. When applied to a structure, S, whose predicate is P, the P specifier
molecule is capable of predicting the most likely candidate (that is, supply a pointer to some
other existing structure in the memory) for a missing unit of information, in S, or, more modestly,
at least helping toward this goal by predicting more conceptual features of the missing entity.
The fidelity with which a specifier molecule does this task in a context-sensitive manne% is simply
a function of how sensitive it is to the dimensions which could affect its prediction. That is, the
kinds of testing specifier molecules do in the process of specification must in general be very
specific, relying on the whatever "local" heuristics are effective at accomplishing thé
specification, paying attention to its context. To illustrate just how local the heuristics must be

from molecule to molecule, consider the following specification tasks:

. John drooled as he viewed the banana. FILL IN THE BANANA AS THE CONCEPTUAL
He ate. OBJECT OF EATING
. Pete and Bill were alone on a desert FILL IN PETE AS THE CONCEPTUAL ACTOR
istand. Someone tapped Bill on the OF "MOVE" WHICH UNDERLIES “TAP"
shoulder.
. Mary picked up the rock. She hit PREDICT THAT IT WAS THE ROCK WHICH
John. WAS THE OBJECT OF MARY'S PROPELLING ACT
John uas driving his car. He hit PREDICT THE CAR AS THE OBJECT OF THE
Mary. PROPEL
. John bought a hammer, "BUY" IS UNDERLIED BY A DUAL ATRANS ACT.
WHO IS THE OTHER ACTOR?
. John uas asleep. WHAT IS THE LOCATION OF THIS COMMON
STATE LIKELY TO BE IN THE ABSENCE OF
OTHER EXPLICIT INFORMATION? .
. Mary uent to work. WHAT 15 _THE TIME OF THIS COMMON ACTION
LIKELY TO BE?
. John went to Paris. PREDICT THE LIKELY INSTRUMENTALITY "FLY"

The heuristics for these are all slightly different and peculiar to the individual situations.
This is not to suggest that there are not common heuristics which are shared by many specifier
molecules. Indeed, there are probably many such heuristics which remain to be discovered by
examining enough specific cases. One case in point is the following heuristic whose general utility

has become apparent:
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Find an entity, X, which satisfies conceptual features {Y1,..,Yn},
and which has a recent RECENCY or TOUCHED tag.

For instance, In the example "He ate" the INGEST specifier molecule will try to locate something

which is INGESTable (which ISA #FOOD), and which has recently been referenced explicitly or

implicitly.

Since the specifier molecules are programs, they can easily reference such common
heuristics via function calls to the processes which implement the common heuristics. But the
knowledge required to perform any particular specification task is, more often than not, quite
peculiar both to the conceptual predicate and to the features of the entities it relates. Thus,
rather than discussing instances of specification inferences, | am more concerned with where
they fit in the overall information flow within the memory, what they do, how they do it, and

what they are good for.
5.4.4.1 APPLYING SPECIFIER MOLECULES TO MEMORY STRUCTURES

The mechanism by which the inference monitor locates and applies a specifier molecule is
uncomplicated. Having detected as UNSPECIFIED some entity in the bond of the structure to which
an inference molecule is about to be applied, the monitor interrupts. It retrieves the bond and
creates a parallel vector, V, whose contents denote which elements of the bond are unspecified:
a NIL is placed in positions of V w\ﬁose counterpart entity in the bond is unspecified, and entities
which are not unspecified represent themselves in V. Fig. 5-4 illustrates the V which is created

for our hitting example.

BOND: (PROPEL #JOHN1 C8137 #JOHN1 #BILL1)

{ A
Vi (PROPEL #JOHNL NIL #JOHNL #BILL1) ..

where CB137 is the entity which has been detected as unspecifiéd.

Figure 5-4. The specification request vector.

The monitor then locates the PROPEL specifier molecule attached as the property SPROG of
PROPEL’s property list. This property stores a LISP PROGram whose calling arguments are the

following:
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UN a list containing (1) the superatom, S, which represents the structure which
contains one or more UNSPECIFIED entities in its bond, and (2) time information:
the TIME, TS and TF of the structure if they exist, and the rough time frame these
(PAST, PRESENT, FUTURE) these time aspects represent:

UN: (S TIME TS TF FRAME )

V the paraliel vector with NiLs indicating which entities of the bond require
specification

AC OB DF DT the actual entities in the bond, bound individually as ACtor, OBject,

DFrom and DTe. Which, and how many, of these there are of course are specific
to the particular conceptual predicate.

The monitor sets up these arguments, then applies the molecule to them. Since the molecule
has complete information (it has access to the structure’s surrounding environment and
approximate time via UN, and the structure’s bond is conveniently accessible through AC, OB, DT

1

DF), it can apply arbitrarily detailed heuristics to the specification task.
5.4.4.2 INSIDE THE SPECIFIER MOLECULE

Within the molecule are specifier atoms. Each atom is prepared to specify one unspecified
entity in the bond, in a context-sensitive way. Each atom tests a particular "slot" in V for NIL to
determine whether the siot it is prepared to specify requires specification. If its slot is not NIL,
the atom does nothing. Otherwise, the atom applies its heuristics in an attempt to specify its slot.
These heuristics will typically be sensitive to the structure’s surrounding context, to the nature
of the other entities in the bond and to partial features already known about the unspecified
entity (for example, it is already known that CO137 in Fig. 5-4 must be a physical object). | will
describe the heuristics used to specify the three missing cases in this PROPEL example shortly.

Fig. 5-7 shows a very small specifier molecule used by the program.
A specifier atom which is successful does two things:

L. it creates or locates the concept which specifies the unspecified entity

2. it replaces the NIL in V with a LISP dotted-pair which consists of (a) a pointer to this
specifying entity, (b) and a list of REASONS which indicates why this entity was
chosen.

The finished product of the specifier molecule is a new version of V, hopefully with fewer NiLs.
This V is returned to the monitor, which rescans it to detect any dotted pairs representing

successful specifications. Fig. 5-5 shows what this V looks like when some specification atom has

been successful.
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reasons for
specifying this

V: (PROPEL % NIL % %) -=---eee- -» V: (PROPEL % (% % %) * x)

# H €
{1SA # HPERSON) (ISA # HPERSON)
(NAME # JOHN) (NAME # #BILL)
) # :ﬁ : ‘ .
(uhatever was specified)
Figure 5-5.
5.4.5 MERGING THE NEW AND OLD ENTITIES

For each unspecified entity which was successfully specified, there will exist two objects in
memory representing the same thing (the old, unspecified one and the new, specified one). These
two entities must be merged into one. To accomplish this, the monitor calls the merge process,
IDENTIFY_MERGE, which is described in sections 7.6 and 8.1.2. The important resuits of this
merge are (a) that all references to the previously unspecified object are replaced by
references to the result of the merge process, and (b) that any information collected about the
unspecified entity up to that point will be preserved and attached as features of the newly-
specified entity. To illustrate by a very simple example why this kind of conservation of existing
features is important, consider the following sequence: "John picked up Pete’s putfy. He handed
the warm round red mass to Mary." Under most circumstances, we would want these two entities
which have been referenced by different descriptive sets to be identified as one and the same
by the PTRANS specifier molecule. To identify is to merge the two tokens together, and do so
with no loss of information. We would want the result of the IDENTIFY_MERGE process to have
all the features of the two previously discrete tokens: that the entity (1) is a lump of putty, (2)
is warm, (3) red, and (4) round, (5) is owned by Pete, and (6) was handed to Mary by John. The

merge process is capable of doing this.
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Notice that since all references to the old (unspecified) entity are replaced by references
to the new one, in our hit example where the unspecified object appears in both P1 and P5 of
Fig. 5-2, the successful specification of whichever of (P1 P5) is examined by the inference
monitor first will obviate the need to perform specification on the other. That is, it will simply not

be seen by fhe inference monitor again as an unspecified entity.
5.4.5.1 THE PREDICATE "IDENTIFIES"

One by-product of IDENTIFY_MERGE is the creation of a memory structure (IDENTIFIES X Y),
where X is the specifying object, Y is the previously-unspecified object. The REASONS returned
by the specifier atom which specified Y as X constitute the REASONS list for this IDENTIFIES
structure. Thus for instance, if we were to inguire of the memory "Why do you think the object .
John used to hit Bill was a rock?", it could respond "Because John was holding a rock at the

time." This IDENTIFIES association and the attachment of REASONS to it are illustrated in Fig. 5-6.

ﬁr(JOHN)
(PROPEL % % % x) ' #
(1SA_# HHAND)
# (BILL) (PART # x)
# (the old, #
unspecified (1SA # HROCK)
entity) (LOC # %)

REASONS

(TIME % %)

# (the time at which
the identification
was made)

Figure 5-6. The IDENTIFIES structure which stores
the REASONS for the identification.

After the merge, the monitor performs a small bookkeeping chore. The memory maintains a
list, IMISSINGINFO, of entities which have been detected as unspecified and whose specification is

pending. MISSINGINFO is one source of things to react to after the inference processes cease: it
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can be used to generate prompting questions about missing or incompletely specified entities
which have been collected during the inferencing. To maintain this list, at each specification
attempt, the inference monitor detects (during the scan of the specification vector, V, returned
from the specifier molecule) which entities were successfully specified. Those which were are
removed from MISSINGINFO if they were on it, and those which the specifier molecule failed to

specify are added to it if not already fhere.

After the merge, the specification process is complete. Hopefully, more feafures of the
missing entities are now known. However, failures to specify will not preclude the application of
an inference molecule to the structure; the inference will simply proceed, making the best use of
whatever partial features are available. As a matter of fact, there is a potentiaily very important
inference-specification interaction. The process of inferencing has the potential for uncovering
new information about the unspecified entities, even based on only partial features of the
objects. Because of this, the results of inferencing from structure S could be of use to the
specifier molecule on a second-pass. That is, even though the specification failed on the first
attempt, the process of inferencing may turn up new information which would allow the
specification to succeed on a second or subsequent attempt. Since there are other reasons for
subjecting all structures on the inference queue to more than one pass through the inference

monitor, section 7.2 is devoted to a description of how this occurs in the program.

5.4.6 SPECIFIER MOLECULE EXAMPLE

We can now trace through this sequence as it specifies the missing object of the underlying
PROPEL in the hit example. Fig. B-7 shows a very simple specifier molecule with just the atom for
specifying the object slot of PROPELs. There, X1, X2, X3 are temporary local variables, SP is a
simple service function which replaces a NIL by the specified result, C is a low-level retrieval
function which locates a concept or token from a descriptive set (or creates one if none can be

found), and F1 is another retrieval function which locates a unit of information.

The specifier atom shown in Fig. 5-7 is, of course, not an ultimately realistic one since it is
not sensitive to a realistic quantity of contextual information. However, for the sake of
illustration, | have made it sensitive to one important dimension: if the actor of the PROPEL has

something in his hand at the time of the propeliing, it is reasonable to infer that this was the
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object he propelled. Otherwise, the atom will infer that it was simply the actor’s hand which he

propelled, since this is the "default" object for a person’s PROPELling.

(SPROG *PROPELx (UN V AC 0B DF DT) (X1 X2 X3) ( This is a simplified specifier
{COND ( (NULL (CADR V)) molecule containing just an object
(COND ( {(AND (SETQ X1 (C (elSA e_ e#HAND) specifier atom. (NULL (CADR V))J is

(@PART e_ AC))) | test for lack of object specificati

(SETQ X2 (F1 (exlOCx e_ X1})) [f unspecified, the atom [ocates
(SETQ X3 !GLOBALFIND)) the hand of the actor, assigning
(SP V 2 X2 (LIST X3)) it to X1. It then checks to
) see if anything is located in Xl1.
T [f something is found, it is bound
{(SP vV 2 X1 NIL} to X2, and the LOC structure which
: expresses this information is
) bound to X3. If nothing is located
)] in the actor’s hand, his hand
. itself (X1) is inferred. The
. (other specifier atoms go here) (LIST X3} in the first SP call
. is the list of REASONS (just one
) here) justifying the specification
(RETURN V) of the object the actor was holding
)) as the object of the PROPEL.

Figure 5-7. A very simple specifier molecule.

547 SPECIFICATION~-REFERENCE INTERACTION

In its most general form, the specification of an entity can involve the full powers of the

reference-finding mechanism. For instance, consider the following dialog excerpt:

Bill: John bought some milk a few minutes ago.

Pete: That’s funny, | was at the grocery a few minutes
ago and I didn’t see him,

Here, "bought” is underlied by a dual ATRANS (exchange of money for goods) in which one of the
parties is unspecified. Pete, the hearer, is able to make the predictive specification that it was "a
grocery store”, using the knowledge that the object of one of the ATRANS’s was a food.
However, he clearly went on to determine which grocery store John probably went to; that is, he
tentatively determined the referent of the specifying entity, not just its class concept,
#GROCERYSTORE. This also occurred in our PROPEL example, but it occurred implicitly there,

since there is little referential ambiguity in locating the token which is someone’s hand.
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In general, then, the specification process must not only make explicit the concept ihvolved
(grocery store, hand, etc.), it must also predict whick token of the concept is likely to be the one
involved. | have included a computer example at the end of this section which illustrates the
beginnings of this capability: there, an ATRANS atom will predict that a grocery store is involved
as the unspecified entity, X, in a dual ATRANS action. However, which grocery store will not be
ascertainable. The specifier atom therefore furthers the specification of X in the structure by
specifying X as some grocery, Y: (ISA Y #GROCERYSTORE); but the specifier atom leaves Y marked

as unspecified when it fails to determine which grocery store.

It should be clear that the process of specification is not an all-or-none endeavor. For
instance, although the exact referent implied by a missing case may not be inferrable in the
current context, it may nevertheless be possible to infer enough features of it to allow full
comprehension of the utterance. The problem of knowing when enough features about a new
token have been collected to call it "specified” can be an elusive one, and is of course ultimately
dependent upon what needs to be known about the entity for some particular purpose. | have
taken the shortcut approach in implementing the memory that information which requires
specification should remain unspecified until the specification process results in the identification

of an existing token or concept in the memory.

5.4.8 OTHER EXAMPLES: TYPICAL SOURCES OF MISSING SPECIFICATION

To simplify the discussion, | have ignored the two other missing entities in the example
utterance "John hit Bill": its INSTrumentality and its LOCation. Of course, these subpropositions
(P2 and P3 in Fig. B-2) aiso will come up for inference, be detected to contain unspecified
entities, and similarly undergo specification by the INST and LOC specifier molecules,
respectively. The heuristics used in the LOC molecule are things like: "The location of an action
can be determined from the locations of the objects involved in the action", or "Some specific
actions and states have véry specfic normal locations." An example of the former is "John was
watching the elephants.”, where, knowing at least that John was in the Bay Area, we might infer
that this action occurred at whatever the location of Ba)'i Area elephants happens to be, very
likely the San Francisco Zoo. Examples of the latter are: "Mary played tennis.”, where the

location of the actions of tennis playing is nominally a tennis court, and "Bill was asleep.", where
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the normal location of such a state is at home in bed. Clearly, heuristics of the latter sort should
be applied only after the more specific tests of the former sort fail, since, for example, we might
just have been told that Bill was on the subway. The "default" specification of missing
information, therefore, must rely heavily upon assumptions about what is normal in the world,

and in the memory | have chosen to embody these assumptions in specifier molecules.

We will see in section 6.8 how the process of specification relates to a very important class

of inference concerned with the maintenance of time relations.

549 A SUMMARY OF SPECIFICATION INFERENCES' UTILITY AND OPERATION

The importance of filling in missing and unspecified information as one goal of understanding
utterances should be evident. We can summarize the potential contributions of a specification
inference to the process of understanding an utterance by these five points:

L. Tt can touch (draw out) implicitly referenced concepts and tokens

and these can clarify future references which might otherwise be ambiguous, or
unsolvable

(a) John picked up the apple and the knife. He ate. /t tasted terrible.

(b) Bill wanted to buy a catcher’s mit.
T he store was closed.

2. It can generate questions for more information

(a) John bought a new hat,
Which store did he go to?

(b) Bill was reading a book.
What was the book about?

3. It can begin new and important lines of conceptual inference

(a) John and Pete were alone on a desert island.
John said that if anyone ever dropped a coconut on his head, he’d kill him.
Next day, someone dropped a coconut on John’s head.

(b) John was reading the inscription on the Lunar plaque left by Apollo 11.
(Instrumentality is specified as ATTEND through EYE. This leads to '
the inference that John is near what he is reading, namely that he is’
on the moon!)

4. It can lead to the discovery of apparent contradictions
(a) John was bound and gagged.
He hit Mary. (Here, the instrumentality supplied as John’s MOVEing
his hand, and this will lead to an apparent contradiction
with the conceptual content of the first line)

5. It implements one aspect of the flywheel effect,
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the logical momentum

through which the information communicated by several utterances can be knit
together. That is, each specification inference potentially leads to new points
of contact in inference space.

(a) John picked up a rock.
He hit the door.

(b) Mary was standing on the corner.
Pete came over to say hi. (that is, he said hi to Mary)

(¢) Mary dropped the sledgehammer on Rita’s foot.
She apologized.

SCEEICIEEVIEN INFCRENEE CENPOVER CEXGENPLE L

In this example, we will see how the context in which a specification inference occurs can
affect the substance of the specification. Normally, the Aand of the actor is supplied as the
missing object case in the conceptual template which underlies "hit". However, when the hitter
has some other object in his hand just before the time of hitting, the PROPEL specifier molecule
predicts that that object is more likely than his hand. At the end, the results of the
IDENTIFY_MERGE process are shown.

JOHN PICKED UP A ROCK To illustrate how context can affect the
inferring of unspecified or missing
{ (xGRASPx_(#JOHN1) (CB817)) information, we use the following example:
(TIME _ (CB819))) "John picked up a rock. He hit Mary."
Here, MEMORY will infer that it was the
Cee22 rock, rather than just John’s fist, which
_ came into contact with Mary. In the
STARTING INFERENCE QUEUE: ahsence of the first line of this example,
((X 1.8 CoB22)) MEMORY infers that John simply used his
hand., The second example will be an example

where default world knowledge is used to
specify missing information. In this example
all other subpropositions have been suppressed.

e MEMORY spontaneously generates inferences.

ABOUT TO APPLY eGRASP1 TO C8822 One inference from the first line is that
CPB22: (xGRASPx #JOHN1 CBB17) a rock begins being in John's hand.
INFERRING: (%L.OCx CB@17 C8024)
ALSO GENERATING: (TIME CB@27 C2819)

JOHN HIT MARY Now MEMORY encounters the second thought.

( (CAUSE ( (xPROPELx (#JOHN1) (CBB35) That is, John propelled some physical object
(#JOHN1) (#MARY1)) (TIME _ (CB@38))) (CBB35) from himself to Mary, and this

{ (xPHYSCONTx (CBB835) (#MARY1)) caused COB35 to be in physical contact with
(TIME _ (CB038))))) Mary,
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€843

{xBREAK* . HELLO)

CBe35: NIL

ET:
AS CoB41: (xPHYSCONTx # #MARY1)
CB239: (*PRDPELXRgf?HNl # #JOHN1

#M
Ce837: (UNSPECIFIED #)
CoB36: (ISA # CRB833)
RECENCY: 8783

STARTING INFERENCE QUEUE:
((X 1.8 Cor43))

------

UNSPECIFIED OBJECT(S) DETECTED
IN COB33: (xPROPELx #JOHN1 CB@35

#JOHNL #MARY1)
SPECIFVYING...

PURGING: (UNSPECIFIED CR935)
PURGING: (1SA Cg835 Cge33)
MERGING:

Ce8l7: Ceel7

Coe35: Cre35

(«BREAKx . HELLO)
ceeiz: NIL
ASET:

£0027: (xLOCx # C8824)

C0022: (¥GRASPx #JOHNL #)

Ceg18: (ISA # HROCK)

RECENCY: 6383
Cee3s: NIL

ASET:
COB41: (xPHYSCONTx # AMARY1)
Cou39: (PROPELx #IOANL 4 #J0HNI

RECENCY: 9658

*PROCEED
SPECIFIED RESULT:
(xPROPELx #JOHN1 C8817 H#JOHN1
#MARY1)
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CBR43 is the structure representing this
second input.

MEMORY is about to begin inferencing.

We interrupt the program briefly to
examine the token uhich represents the
(unspecified) object which John propel led
toward Mary. The lack of specification
was denoted bg the analyzer by the
modification SPEC (xUx).

CBB33 is the abstract concept for a
physical object, This is the only feature
the analyzer could infer about CBB35 using
its limited linguistic knowledge of "hit".

Control is given back to the program.
Inferences are begun for this input.

Eventually, a proposition containing this
unspecified object becomes the focus of

the inferencer. At that 'point, the unspecified
of specification is detected by the inference
monitor. It calls the %PROPEL% specifier
molecule, indicating that CB835 is to be
specified if possible. The specifier molecule
infers that the object was probably CP817,

the rock, because it was in John's hand

at the time. Having specified CBB35, MEMORY
merges COB35 into COBL7 (the rock), thus

coa escina all knowledge about the object

into CBGL7.

We again interrupt MEMORY to examine the
CeBl7 and CRB3S just before the merge.

CBBl7 is the rock which John was holding.
CB824 is John’s hand. CBB27 was an inference
which arose from the first line.

CeB35 is the unspecified object John

brought into physical contact with Mary.
Notice that the (UNSPECIFIED #) has been
removed before merging. Notice also that
CO835°s ISA relation with #PHYSOBJ has been
purged, since CBBl7 is already known to be
a rock, which ISA HPHYSOBJ.

Control is returned to the program. The

specified object now appears in all structures

which referenced its unspecified token, since

the merge process replaces internal pointers.
ing been specified, this proposition



ve et

Cevl7: NIL
ASET:
CB048: (xFORCECONTx # HMARY1)
C8847: (IDENTIFIES # C8@35)
CBB33: (xPROPELx #JOHN1 # #JOHN1
#MARY1)
CoB41: (xPHYSCONTx # #MARY1)
C8027: (xLOCx # CBB824)
CBB22: (xGRASPx H#JIOHN1 #)
a1 {ISA # #ROCK)

Cro18:
RECENCY: 39659

CoB35: NIL

ASET:
CBB47: (IDENTIFIES CBR17 #)
SAVEDASET:

{(xPHYSCONTx # HMARY1)

(xPROPELx #JOHN1 # #JOHN1 #MARY1)
RECENCY: NIL

Cev47: (IDENTIFIES C@®817 C8235)

RECENCY: 3658
;EH;B&ST' STRENGTH: 8.95
C8833: (xPROPEL# #JOHN1 C8B17 #JOHNI
#MARY1)

CB027: (xLOCx CBB17 CB824)
ISEEN: NIL '

will lead to other inferences via the normal
inference molecule for *PROPELx.

At the end of inferencing, we reexamine
CeBl7, the rock. Notice that the merger

has left a record of MEMORY's decision to
specify the unspecified physobj as this rock.
This information is preserved in C8847 which
records this "identity relation" between
C8817 and (9935,

This is COB35 after the merge. Notice its
only occurrence set (ASET) member is this
identity relation with CBB17. All other
members of its ASET were de-activated
(unlinked from the rest of MEMORY), and
saved under the property SAVEDASET.

This is the identity relation which the
specification process created. Notice the
preservation of MEMORY’s reasoning: C8@393

and C8B27. In English: "The object COB35 must
be the rock C8817 because John propelled

it, and he was holding CB817 at the time."
They are not visable, but there are of course
time predications on both C8827 and CB883S.
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EFELICIES HELECOLE COMPUVER CYENPLE 2

In this example, the missing second actor in the sentence "John bought some milk" is

specified, using default knowledge in this case, as a grocery store {personified). Notice how the

IDENTIFY_MERGE changes all references to the newly specified entity, and how "Milk is a food" is

supplied as a reason for deciding upon "grocery store.”

JOHN BOUGHT SOME MILK
( (DUALCAUSE ( (*ATRANS* (#JOHN1)

(C8B28) (#JOHN1) (CeB838)) (TIME
(CBB33))) ((xATRANSx (C8839)

CoB36) (COB38) (HJOHNL))

(TIME _ (CBB33))1)))

Cov42

STARTING INFERENCE QUEUE:
((X 1.8 CeB42))

UNSPECIFIED OBJECT(S) DETECTED IN
CoB48: (xATRANSx ngg?)CBBBB Coe38

SPECIFYING.,.
PURGING: (UNSPECIFIED C8838)
PURGING: (ISA CB@36 HPERSON)
MERGING:

CBe54: COBS4

Cge3e: Coe38

(xBREAKx . HELLO)

CeB38: NIL

ASET:
CoB48: (xATRANSx # (0036 # #JOHN1)
CoB38: (xATRANSx #JOHN1 CB828
HJOHN1 #)

RECENCY: 7216

CBB54: NIL

ASET:
C8056: (UNSPECIFIED #)
CBBSS5: (ISA # HGROCERYSTORE)
RECENCY: NIL

*PROCEED

(*BREAKx . HELLO)
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This example demonstrates how MEMORY’s
default knowledge of normality is used
to specify missing information. Here,
John’s buying milk is represented as

a double causal: John gives someone some
money and that person In turn gives John
some miik, MEMORY's job is to predict
Who the missing person is.

Again, other subpropositions have been
suppressed for this example.

Inferences are generated. Eventually, that
someone (CBB38) ATRANSed John some milk
becomes the focus of the inferencer. At

that point, (B@38's lack of specificity is
detected, and the %ATRANSx specifier molecule
is called to fill in the actor (and donor)

in CB048. The specifier molecule sees that
the object off the ATRANS is some food, so,
in the absence of context, predicts that
Co938 is some grocery store. MEMORY is quite
content to personify such things as stores,
although this is admittedly sloppy. CBB54

is the (newly-created) token representing
the grocery store. It is about to be

merged with CBA38.

We interrupt MEMORY to see C8B838 and COBS4
just before the merge.

Notice that, even though MEMORY has speci fied
Co830 as some grocery store, WHICH grocery
store it is is still unknown.

MEMORY proceeds with the merge. We again
interrupt it to see the merged result, CQ854.

Betre is the merge result.



CeB54: NIL

ASET:
Cep57: (IDENTIFIES # C0838)
C8838: (*ATRA§36H6JOHN1 Ceo28

1 4)
CRB40: (xATRANSx # CBB36 # H#JOHN1)
CBBS6: (UNSPECIFIED #)
CPP55: (ISA # WGROCERYSTORE)
RECENCY: 7216

Coe38: NIL

ASET: :
C80857: (IDENTIFIES CBOS4 #)
SAVEDASET:
(x*ATRANSx # CBB36 # #JOHN1)
{xATRANSx #JOHN1 CBO28 #JOHN1 #)
RECENCY: NIL

Coe57: (IDENTIFIES C@054 CBO39)

RECENCY: 25658
TRUTH: T, STRENGTH: 1.8
REASONS: <
CRB48: (xATRANSx CBO54 CBB36 CBB54
#JOHNL)

CBB37: (ISA CRB36 #MILK)
19183: (ISA #MILK #FOOD)
ISEEN: NIL

*PROCEED

SPECIFIED RESULT:
(xATRANSx CBR54 C8B36 CBBS4 HJOHNL)

v o0 e

UNSPECIFIED OBJECT (S} DETECTED IN
Cov38: (*ATRANS*nggﬁyl CoB28 #JOHN1

SPECIFYING...
NO RESULTS

APPLYING INF MOLECULE xATRANSx TO
CBo38: (*ATRANS*Cgégzwl C08828 H#JOHN1

s o000

Here is the previously unspecified ATRANSer
of milk to John, It has been unlinked from

the rest of MEMORY, identified, and had its
occurrence set saved.

Here is the identitg relation betueen the
grocery store, CBBS54, and CBO38. Notice

the reasons MEMORY has recorded to justify
this identity: that the ATRANS event occurred,
228 that its object was #MILK, which is

MEMORY proceeds with inferencing, using
this newly-specified object.

Somewhat later, the o*.er ATRANS action

reaches the inferer.e monitor. This time
it is detected *nat WHICH grocery store

it was is sti.! unknown. However, since

there is no :ew information, no further

specification results.

Inferencing proceeds
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5.5 CAUSALITY

Causality is perhaps the single most important notion to a conceptual memory, because it
not only pervades language, but it is one very clear domain in which it is necessary to apply a
detailed mode! of the world in order to comprehend. In chapter 2, we saw how causality and
conditional causality are represented in the Conceptual Dependency framework. But, as we will
see, there are many central tasks in the memory which are based upon conceptual causals, and.
these tasks are not immediately apparent from the issues of representing causality. Rather, they

have to do with explaining causal relationships in terms of other world knowledge.

Before describing the two inference classes most closely related to the notions of causality
and conditional causality, it will be useful to examine the possible kinds of information that can

be related in a meaningful way by the causal relations

Two descriptive schemes are relevant to this purpose:

g

/ N\ /
I' and ’

1. a "syntax" of structurally allowable causal forms at the level of conceptual
representation of an utterance, and

2. a "syntax" of what can meaningfully be connected by causal relations, relative to a
model of causality in the world

The set defined by (2) will be a subset of that defined by (1).

Why bother with the form of causals at all? The answer is an important ohe, because it
concerns a crucial task of conceptual processing: the filling-in of an implied sequence of causal
relationships where only one has been stated. Human language users do this when decoding the
meaning of each utterance they perceive. Likewise, from the standpoint of generating language,
people rarely make explicit the blow-by-blow details of the causality aspects of what they
communicate, since they can safely assume the hearer will be able to fill in the missing pieces.
When he cannot justify the communicated causal in terms of smaller cause-effect units in his
model, the hearer stops and asks "how is that?" On the other hand, when he can explain the
intervening causal steps, making them explicit will draw out and touch many other unaer|ying
cbncepts.
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It is important to explain language causality in terms of model
causality. To do this, it iss necessary to distinguish between
causality as people use it in language, and causality which actually
occurs in the world.

5.5.1 CAUSALITY COMMUNICATED BY LANGUAGE AND CAUSAL ©AAIN EXPANSION

The memory receives a wide variety of causal relatior.nips from the analyzer which the
analyzer detects explicitly or infers from the conceriual content of linguistic structures in
sentences it hears. However, the analyzer is hearing people’s versions of causality, and is thus
compelled to produce a conceptual analysis using these versions. Unfortunately, the only
guarantee on these causal relationships is that they ob'bey the syntactic relationships permissible
for causals in the representational formalism. That is these permissible forms occur conceptualily
in what people say, and thus must be analyzed by the conceptual analyzer. These are

enumerated, with examples of each, in Fig. 5-8.

(a)
(d)
{g)

STATE <= STATE {b) STATE <= ACTION  (c) STATE <= CAUSAL
ACTION <= ACTION (e) ACTION <= STATE () ACTION <= CAUSAL
CAUSAL <= CAUSAL (h) CAUSAL <= STATE (i) CAUSAL <= ACTION

a) “"John wants to yo because he is depressed."

"John went because he was happy."

"John kicked Bill because he was mad."

"Mary cried because Bill ate the cookie."

"Mary was hurt because John hit her,"

"John threw the hall because Bill told him to."

"Mary kissed John because he hit Bill."

"John was aggravated because Bill and Mary swapped toys."
"Mary cried because John killed the plant."

b
c
d
e
f
g
h
i

Figure 5-8. Representable causal forms.

There is no guarantee, however, that the conceptual information conveyed by the stated
causal makes any immediate sense, relative to the model’s ability to explain causality in the world
which it models. To emphasize the potential disparity between what can easily be represented by
the conceptual analyzer, and what can easily be explained in terms of smaller cause-effect units

in the model, consider the sentence

John killed Mary by giving Bill a banana.
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which is analyzed as follows:

0

JOHN <===> ATRANS «--- BANANA
/\ *

lR ---> BILL

T {e=== JOHN

Outside of very peculiar contexts, a human language user would certainly be hard-pressed
to make sense of this. Although the conceptualization is syntactically correct according to the
representational formalism, it makes no direct sense because the causal relation is being used to-
stand for an entire sequence of unstated causal relations. To fill in this sequence of missing
causals using world causality knowledge is a very important aspect of understanding. | will call it

causal chain expansion.

A less nonsensical example of causal chain expansion is illustrated by the utterance "Mary’s
tears flowed because she knew her lover John had drunk some poison", whose underlying

meaning is represented by the graph shown in Fig. 5-9.

al
MARY <E$E> NF%EL bz--— LOVE
l 'R --- JOHN
JOHN " |e-- MARY
/\
val part
b <5555575§55555> MLOC e--=-~ LTM e=vme= MARY
MOUTH ---|D \/
--= INGEST
STOMACH e-~ )
oo |||
POISON

o
MARY <===> ING%ST e--- FLUID
lD -— L(?}
T |e-- EYE

Figure 5-9.
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The goal is to ingrain in the memory (a) the awareness to recognize that every causal must
be reconciled with the memory’s knowledge of causality, and (b) the ability to explain each
causal, and recognize when it has and has not been explained. In this example, we would like an
expansion similar to that shown in Fig. 5-10 to be achieved. In the banana examb!e, we would like

the memory to respond "How did that happen?"

0
JOHN <7=<> INGEST «--~- POISON

ID --= STOMACH
(1 p —
«-- MOUTH
val part
POISON <7Ef> LOC e---- STOMACH e==--- JOHN
2) p
———————— » X-d val part
JOHN <======| HEALTH <555575§555> MLOC e--=- LTM e-mme= MARY
@) |Hp
————— > Y-d
MARY <s=====| JOY
/' \ emmmee
(4) ll p

o
MARY <===> ING%ST «--- FLUID
ID --- L
" |e-- EYE

Figure 5-10.

5.5.1.1 "SHOULD", "OUGHT TO", ETC. AND CAUSAL CHAIN EXPANSION

One very common language source of underlying causality which requires expansion into
underlying causal chains involves the notions "should", "ought to", "better", "have to", and related
concepts. One of two conceptual forms nearly always underlies these notions, and the central link

in both is a causal. Consider the sentence "l think | should give Bill the bike" (Fig. 5-11).
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Figure 5-11.

The central issue of understanding these forms is to fill in one of the two paths which
explains (a) why an action can lead to someone’s benefit, or (b) why an inaction can lead to
someone’s detriment. Notice that a successful expansion of the causal involved in one of these
two underlying meanings of "should" can help select which underlying meaning is most
appropriate, based on a knowledge of causality in the world. It can also provide information
which will allow a specifier molecule to fill in the missing recipient of the benefit, P (or the P who

averts some sort of loss).
These observations about causal chain expansion lead to the principle:

Every incoming causal must be suspected of conveying an entlre
unstated causal chain.

Section 5.5.4 describes how causal chain expansion occurs in the program. | will conclude
this section with a "causal transition diagram" outlining the memory’s "naive psychology"” of cause
and effect explanations in the world. Fig. 5-12 shows the types of causal transitions | would like

the memory to adhere {0 in expanding causal chains relative to its model of the world.
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EXAMPLES:

ISTI
R ittt M-STATECHANGE | -------
)
(3) ] (4)
l ACTION | e (6)
———————— (5) I
4 (7)
‘(8) gANT
e + PwSTATECHANGE
WANT ittt e +
STATE
M-STATECHANGE | e-mmmmmmmm e
e +

(1) "The sunshine melted the ice.
(2) "Mary is sad because John is dead.
(3) "John’s hitting Mary hurt her.
{(4) "Pete knows John is here because Bill told him so.
{(5) "John hit Bill because he wanted him to be hurt."
(6) "Mary wanted Bill to die because she was angry at him.
(7) "Knowing that Bill hit John angered Mar
(8} "Mary went to the party because she was depressed "

Figure 5-12. Causality in the memory.

55.2

RESULTATIVE AND CAUSATIVE INFERENCES

sample: John hit Mary with a rock.
Mary was hurt.
John was probably mad at Mary.
Mary may have become mad at John.

sample: Mary gave John a car.
Mary doesn’t have the car anymore.
John has the car.

sample: John told Mary he saw Bill yesterday.
Mary knows that John saw Bill yesterday.

sample: Mary was supposed to help John Tuesday
She didn’t do it.
She felt guilty.

If it can be said of any one class of conceptual inference, the workhorses of understanding
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by inferencing are those inferences which predict and explain cause and effect relations (a)
within a single utterance and (b) among many utterances, or sentences in a story. Let us call
those which predict the cause of some structure'in the memory causative inferences, those which
predict the effects (results) of some memory structure, resultative inferences. Since they are,

roughly speaking, “inverses" of each other, they will be described together in this section.

The conclusion of the previous section is that people spend a major portion of "thought
time" trying to explain, justify or predict the causes and effects of everything they perceive,
from bbth linguistic and sensory stimuli. Watching the magician, we become quite disturbed when
we cannot explain cause and effect. To know what causes states of the world to come about,
what causes people to act, and what influence specific actions exert on the world lies at the
heart of our ability to comprehend and use language. Because of this, resultative and causative

inferences constitute two very strong "dimensions” in the spontaneous inference space.
5.5.2.1 RESULTATIVE INFERENCES

The problem of explaining cause and effect is the following: given a state or action which
has occurred in the world, what CAUSEd it, and what did it in turn CAUSE in the particular
context in which it existed or occurred? in general, there will be many factors which, considered
together, explain the cause of something, or predict the effects it will have. Some cause-effect
relations are quite simple, involving only one factor, whereas others are quite complex and
involve large numbers of factors. For example, an extremely simple resultative inference which
invariably arises with very high likelihood from a TRANS action is that the TRANSed entity begins
existing at the location to which the TRANS occurred. Thus, if Mary gives Bill the book, Bill
begins having the book and Mary ceases having the book. These two resultative inferences rely

on just one antecedant: the book was ATRANSed (Fig. 5-13).

t=x 0
MARY <===> ATRQNS «--- BOOK
lD --- JOHN
~le-- MARY
tf=x val ts=x . val '
BOOK <====> P0SS «---- MARY BOOK <====> P0SS «--—- JOHN

Figure 5-13. Two very simple resultative inferences.
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However, to illustrate a more complex resultative inference, consider the reaction to "Baby
Billy threw his tap at the cat" in the context of Baby Billy’s mother having seen him do it, and
having previously told him not to do it. Among other simpler ones (the cat gets hurt, for
example), we would like the memory to recognize the likelihood of Billy’s mother becoming angry

because of his action, and hence becoming angry at him.
5.5.2.2 CAUSATIVE/RESULTATIVE INFERENCES, "CAUSE" AND "REASONS"

This example typifies most complex resultative infel;ences: although the inference is
triggered by just one other unit of information (Billy’s kicking), the triggering at that point is
only possible because all the other requisite conditions for the resultative inference already
existed at the time the triggering information was perceived. These more complex resultative
inference are frequently called "belief patterns”. The relation between the triggering information

and the other contributing factors is shown in Fig. 5-14.

By convention, when a resuttativ.e inference for a complex pattern such as this is triggered
(detected and generated by an inference molecule), the information structure which triggered it‘
is said to have CAUSEd the structure which is the product of the resultative inference. In the
example above, this means that Billy’s mother’s anger was directly CAUSEd by his kicking. But in
addition, to preserve the surrounding circumstances (antecedants) whose existence permitted the
triggering, those circumstances are recorded as the REASONS for R’s existence. Thus, if we ask
the memory "What is likely to have happened?", it has enough information to make the response:
"Bifly’s mother probably became angry at Billy because he kicked the cat, she knew he did it, and
she had told him not to do it."
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Figure 5-14. The relations among causative/resultative
inferences, REASONS and CAUSE.

The resultative inference class is very broad, very useful, and vital to other kinds of
conceptual inferences. Since we will see many examples of resultative inferences throughout

other sections, | will not undertake more examples here.
5.5.2.3 CAUSATIVE INFERENCES

Causative inferences are in general less easy to predict than resultative inferences. This is
in part because language tends to emphasize how the world moves forward, and this is the
domain of resultative inferences. It is also partly because many actions and states in the world
are caused by people, and discovering their intentions is not always easy. Because of this,
section 5.6 which deals with motivation and intentionality will account for a large class of

causative inferences.

However, there are many causative inferences which can be made rather easily, and which
can contribute to understanding in important ways. To make them is to draw out new information
and touch new concepts; hence they should be spontaneously generated in as much proliferation

as is possible.

Consider the examples:
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1. Mary has the diamond ring.

2. The plastic doll melted rapidiy.
3. John uent to the store.

4, HMary was mad at John.

These are cases where it is possible and quite useful to make causative inferences. From (1) it
highly likely that the cause of Mary’s having the ring is that someone ATRANSed it to her. If the
memory makes this inference, it will draw into the picture the question of who ATRANSed it to
her; to discover this might be important to the larger understanding of this uttefance, and it
would be missed entirely if the causative ATRANS inference is not made. Similarly for (2): what is
likely to be causing the doll to melt? One likely explanation is that it is near something very hot.
But this possibly means that someone PTRANSed it there (another causative inference). To draw
all this probabilistic information out increases the chances of relating (2} to other information,
say in a story. And if it does not, this is an important cue that to understand (2) might require
some special processing by some higher level heuristics. That is, it can help to discover what

might be a potentially interesting task to which to devote some goal- directed processing.

(3) above is an example of causality which can be explained in terms of an actor’s probable
intentions. In (4) a very likely and useful causative inference is that John did something which
caused some sort of NEGCHANGE (directly or indirectly) to Mary. To infer this as a causative
inference is to draw out this fact in which an UNSPECIFIED action is predicted to have occurred.
This will eventually be detected by the DO specifier molecule which will attempt to specify this

missing action. If, for example, utterance (4) occurs in the environment

John had painted the kitchen cabinets black.
Mary was mad at him,

the specifier molecule could tentatively infer that it was this action which had angered Mary. On
the other hand, if the specification is not possible by the heuristics in the DO inference molecule,
the memory at least has the basis at that point for asking the question "What did he do?".

Without the causative inference, this would not be drawn out.
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5.5.2.4 MAKE THEM ALL!

In general, it will be possible to make more than one causative and more than one
resultative inference from a structure. When this is the case, they all should be made. Recall that
it is the goal of inferencing to establish as many points of contact in inference space as possible.
To do this, there must be considerable breadth. Otherwise, things which are seemingly
unimportant in most contexts might be squelched in some contexts in which they were of
extreme importance. Since it is the goal of conceptual inferencing to make these discoveries, the

memory cannot safely suppress things at this low cognitive level.

553 LANGUAGE-COMMUNICATED CANCAUSE RELATIONS

There is always at best only a fine distinction between what is process and what is data. In
the memory, | have chosen to encode as much inferential knowledge about the world as possible
in the form of executable LISP procedures which | have called inference molecules. These
processes which generate inferences can be made arbitrarily sensitive to context simply by
having them perform enough tests for the presence or absense of other information in the

memory which could affect the nature of the inferences they generate.

But how is the memory to encode highly specific patterns of inference which come and go
with the passage of time? Specifically, how can very specific, often transitory, CANCAUSE
information which has been communicated by language exert an influence on the generally
program-based control structure | am proposing? For instance, if Mary tells John that to possess
a catcher’s mitt would make her happy (Fig. 5-15), how can this knowledge augment the less
transitory inferences the memory can already make about acts of POSSessing in general (that is,
those which are already encoded as process in inference molecules)? Clearly, if there existed
effective algorithms for mapping data patterns into programs which could test for those patterns,
we could manifest the entire inference capabilty of the memory in inference molecules. New
(language-communicated) inferences could be mapped from their data form into chunks of code in
the appropriate inference molecules (POSS, POSCHANGE in this example). There, they would exert

their influence in the same way as all other "original" inferences.
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CATCHER’S <=
MITT /

MARY <==z====

Figure 5-15. Having a catcher’s mitt would make Mary happy.

But there are two problems with this. First, we don’t yet know enough about procedures
which transform descriptions of processes (a fairly simple inference in this case) into procedures
which implement those processes (an inference atom in this case). Second, many of the specific
inference patterns communicated by language are extremely fleeting, and it is not clear that they
should be framed in the same relatively static procedural knowledge of the world as more
universally applicable inferences. The example of Fig. 5-15 is a case in point: as soon as Mary
gets a catcher’s mitt, this inference is no longer of much utility, and even if she doesn’t get one,
the validity of the pattern may fade rapidly with time. For fhese reasons, it is desirable that the
memory have the ability to use data-based CANCAUSE patterns to augment the basic inference

capability in causative and resultative inference molecules.

In order to make the process of generating a causative or resultative inference sensitive to
CANCAUSE data patterns, the inference monitor must, in addition to applying the appropriate

inference molecule to each structure S from which it is to generate inferences, also perform a

search for information of the forms

(CANCAUSE S X) (to discover resultative inferences)
(CANCAUSE Y S) (to discover causative inferences)

If the first form can be found, then the resultative inference, X, can be generated; if the second
form can be found, the causative inference, Y, can be generated. Of course, there may be several

applicable CANCAUSE structures; if so all should be applied.

There are currently no heuristics for selectively “deactivating” a language-communicated
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CANCAUSE structure after having used it one or more times. That is, if Mary does receive a
catcher’s mitt, are we justified in tagging the CANCAUSE structure of Fig. 5-15 as "USED", noting
that it probably won’t be useful again? Indeed, having used a CANCAUSE structure such as this
once, it is perhaps more to the point to deactivate it and generate another CANCAUSE structure
which would indicate that, should Mary receive another mitt, she will probably say "Thénks, but |
already have one."” There are many problems with knowing what to do with this kind of

CANCAUSE information after it has been used one or several times. | have not pursued them.

5.5.4 IMPLEMENTING CAUSAL CHAIN EXPANSION

We have enough now to describe the process of causal chain expansion. Language-
communicated causals, (CAUSE C1 C2) or (CANCAUSE C1 C2), are detected in the input during
inferencing by the CAUSE inference molecule. For real-world events (ie. there is some concrete
time aspect associated with the causal relation itself, or, equivalently, with C1 and C2), the
CAUSE inference molecule places C1 and C2 on the inference queue, then calls the service

function RECORD_CAUSAL, which places the pair (C1.C2) on a global list, ICAUSALS.

Conceptual causal configurations of the form

(that is, something causing a causal, a causal causing something, or a causal causing another
causal) are detected by RECORD_CAUSAL as special cases. This is a heuristic which is made
necessary by the language use of causals, as cases ¢,f,g,h,i of Fig. 5-8 illustrated. Conceptual
forms like this will arise for which the expanded causal explanation might have the respective

forms:

X <ezz .., <sz= Y <sz= ..., <zg8 2

for the first two forms, and

X <=

m
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for the third form. That is, in addition to the existence of a path from Y-Z in the first form, X-Y in
the second, and X-Y and Z-W in the third, there might aiso exist longer paths from X-Z in the
first and second forms, and from X-W in the third form. Hence, to understand these three forms,

these longer paths must also be explained.

Having recorded these language-communicated causais and placed Cl and C2 on the
inference queue, inference spheres will begin to expand around C1 and C2 (in parallel, and along
with many other structures on the inference queue). And in particular, this expénsion will include
causative and resultative inferences from Cl and C2. If an explicable causal path exists between
language-communicated causals, then some causative inference path on C2’s sphere will

eventually intersect with some resultative inference path on Cl's sphere.

Recall that as each new inference (of any theoretical type) is generated it is evaluated for
confirmation, contradiction or augmentation. At some point some inference lying on a resultative
chain from C1 will confirm (match) some inference lying on a causative chain from C2. Since this
intersection is detected by the inference evaluator, which is part of the inference monitor, this
function must always be aware of pending "causals” on ICAUSALS. This means that for each
confirmation which arises as the result of a causative or resultative inference, causal chains in
both directions away from this confirmation point must be scanned in order to detect whether
one in the causative direction matches some left member on ICAUSALS and one in the resultative

direction matches the corresponding right member.

When this occurs, the structures which, when matched, established the point of contact
between C1’ resultative line and C2’s causative line are merged into one structure, S, thus
completing a causal chain between Cl and C2. In addition, (C1.C2) is removed from !CAUSALS, |

the association:

{S C1 C2)

is placed on another list, lEEXPANDED_CAUSALS, which simply maintains a record of successful
causal chain expansions. At the end of all inferencing, the list ICAUSALS provides an important

source of MEMORY-generated questions for those causal chains which could not be explained.

it should be clear that there is little goal direction to this process. Since the theory | am
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proposing predicts that a human language user automatically performs these Iarge expansions in

inference space, the process of causal expansion is scarcely more than an important byproduct

of the expansion. But is a very important one, and failures to explain causals at this

"subconscious” level provide motivation to higher level processes which might attempt special

heuristic analysis to explain ¢ausal chains.

555

ANOTHER TASK RELATED TO LANGUAGE USE OF CAUSALITY

There is another aspect of the language use of conceptual causals which has not been

addressed in the current implementation of the theory, but which deserves mention. It is this:

conceptual causals are frequently used not to convey causality between the two events they

appear to relate, but rather to convey the cause of the speaker’s belief that an event occurred.

For example, "John must have come because his car is here" will be analyzed conceptually as

shown in the left of Fig. 5-16. However, one potential meaning, which we would like the memory

to be able to discover, is shown in the right of Fig. 5-16: "The reason the speaker believes John

came is because John’s car is here."
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Figure 5-16.
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55.6 PRESERVING CAUSAL CONNECTIVITY

sample: John kicked the dog.
The dog bit John.

sample: John’s hitting Mary pleased Bill.
sample: John rubbed Mary’s sore back.
She kissed him.

The memory must do more than simply generate resultative and
causative inferences. It must also make explicit the underlying
causal relations themselves.

There are many inferences which are triggered by some state of the world, but which
require in addition to the existence of the state, information about what caused that state to
exist. There are other inferences which rely on explicit information about what caused what in
order to predict actors’ intentions. These are two of several reasons why the memory needs to

preserve causality relations as explicit structures.

Consider the second sample sentence above: "John’s hitting Mary pleased Bill.", whose
underlying conceptual representation is shown in Fig. 5-17. Among other things, we would like
one of the memory’s potential responses in suitable contexts: to be "Why doésn’f Bill like Mary?",
That is, it will be insightful to discover how we can get from the original utterance to this
question, regardiess of whether such a response is actually ever generated. | will show here the

processing which underlies a response of this sort.
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Figure 5-17.
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in this utterance we must ask the question "Why was Bill pleased?” The chances are that it
was neither John’s act of PROPELling nor the PHYSCONT, nor even the entire causal relationship
(the fact that his propelling caused a physical contact). Rather, what actually caused Bill’s
pleasure was likely to have been some other inferred result of this conceptualization, namely

that Mary became hurt:

(NEGCHANGE #MARY #PSTATE)

That is, although the NEGCHANGE is only an inferred result of this utterance, it’s importance to

explaining Bill’s pleasure is foremost.

The memory must therefore realize that, when an event is stated to have caused a
statechange of some person on some scale, it is quite possible that not the event itself, but
rather some other inferrable result of the event was in reality the cause of the statechange. In
order to do this, the memory must keep track of possible causals of this nature: it would not be
acceptable to forget that (NEGCHANGE #MARY #PSTATE) (having arisen from the input) might in

fact be the cause of Bill’s pleasure. Were this to happen, the belief pattern (causative inference):
X undergo<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>