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ABSTRACT: An expenimental interactive system, CGPILOT, 1s used as the conciete id
vehicle for testing and describing methods for adding multiple processing facihities to arn i
mnteractive language enviror.ment.
COPILOT allows the user to create, modify, investigate, and control programs written 1
an Algnl-like language, augmented for multiple processing.  Although COPILOT < .
compiler-based, many of our solutions could also be applied to an mterpretive system.
Central to the design 1s the use of CRT displays to present progranis, program data, anl {
system status. T his continnous display of information in context allows the user to retain
comprehension of complex program environments, and to indicate the environments to .
affected by his commands. i
1
COPILOT uses the muluple processing facihtues ta ats advantage to achieve a "ne.- i
| preemptive” kind of mteractive control. The nser's terminal is continuously available tor !
1 tomnands of any kind: program editmg, varnible anquny, progiam contiol, o, ;
nelependent of the execution state of the processes he s controlling. No jrrocess .y b4

nilarerally gam posiessan of the user's mpne, the user retans control at all times.

The emphasis thronghout 15 on improving the characteristics of the interface between the
user and the system.
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ABSTRACT

The addition of multiple processing facilities to a language used in an interactive computing
environment requires new techniques. This dissertation presents one approach, emphasizing

the characteristics of the interface betwse~, the user and the system.

We have designed an experimental interactive programming system, COPILOT, as the
concrete vehicle for testing and describing our methods. COPILOT allows the user to create,
modify, investigate, and control programs written in an Algol-like language, which has beei.
augmented with facilities for multiple processing. Although COPILOT is compiler-based,

many of our solutions could also be applied to an interpretive system.

Central to the design is the use of CRT displays to present programs, program data, and
system status. This continuous display of information in context allows the user to retain
comprehension of complex program environments, and to indicate the environments to be

affected by his commands.

COPILOT uses the multiple processing facilities to its advantage to achieve a kind of
interactive control which we have termed "non-preémptive”. The user’s terminal is
continuously available for commands of any kind: program editing, variable inquiry,
program control, etc, independent of the execution state of the processes he is controlling.
No process may unilaterally gain possession of the user’s input; the user retains control at all

times.

Commands in COPILOT are expressed as statements in the programming language. This
single language policy adds consistency to the system, and permits the user to construct
procedures for the execution of repetitive or complex command sequences. An abbreviation

facility is provided for the most common terminal operations, for convenience and speed.

We have attempted in this thesis to extend the facilities of interactive programming systems
in response to developments in language design and information display technology. The
resultant system provides an interface which, we think, is better matched to the interactive

needs of its user than are its predecessors.
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CHAPTER |
INTRODUCTION

Interactive, or conversational, computing owes its existence to the development of
multiprogramming, or multiple processing, facilities. The scaicity and expense of
computing equipment prevented direct, convenient user interaction with the programs he
wrote until a way was found for several people io share the resources of a computer system

simultaneously.

A process, as we will use it, is "an activity comprised of a time-ordered sequence of actions”
[56). The behavior of a process does not deperd on the activity of other processes— except,
perhaps, for the time and other resources it requires to execute— unless such interaction is
intended. We may therciore treat a process as if it had sole use of its own processor
(computer or other active agent). Processes may communicate with each other, through

messages or shared data, or they may operate independently.

This multiple process activity can be simulated by a single processor, under control of the
appropriate operating system. In such a multiprogramming system, use of the processor
(and other resources) is allocated among the competing processes, providing for each a virtual
processor somewhat slower than the real one. A time sharing system is a multiprogramming
system to which terminal devices (eg, teletypes or display terminals) have been connected,

allowing users to communicate directly with active processes within the system.

Joss [7), Basic [29), LCC [45), APL [26), and BBN-Lisp (53] are examples of
language systems which are designed to operate in a time shaied environment: they are all
Interactive Programming Systems (IPSs). (x) They all allow a user to create a program "on
line", to execute it, examine its state, and modify its definition (to "debug” it); and to supply it
with requested data. In the current versions of these systems, the system algorithms and data,

along with those created by the user, form a single process within the operating system.

......................................

(%) We will examine these and other notable Interactive Programming Systems in Chapter 3.
1
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ILA. THE PROBLEM

A tme sharing system can use process structures to provide a totally independent operating
environment for each of its users. However, when processes are allowed to communicate and
to codperate with each other, they can become a useful facility for the performance of a
single project. The Simula 67 document [14] contains several simple examples of
covperating processes. More recently, other operating systems and language systems have

begun providing their users direct access to multiple processing facilities.

Inherent in an Interactive Programming Systen, design 1s a specification of the role the user
plays in its operation: the appearance of the interiuce between the user and the system. The
more sophisticated =7 the IPSs mentioned above (those which impiement the more powerful
and complex langua _es) define a user role which cannot easily be extended to handle the
multple simultaneous control and data environments of a language system which supports

multiple processes. We will present arguments to support this contention.

In this dissertation we will address the problem of building Interactive Programming Systems
which can contend with multiple procesting environments. Instead of treating this endeavor
as a burden, we will look for ways to use these facilities to improve the performance of the

system, and of the user.

1.B. COPILOT

The bulk of this thesis 1s a description of an experimental IPS, COPILOT, which we have

designed as theXoncrete vehicle for testing and describing our methods. COPILOT allows

the user to create dnodify, investigate, and control programs written in an Algol-like language,

which has been augment.d with facilities for muluple processing. Although COPILOT s

compiler-based, many of our solutions could also be applied to an interpretive system.

Central to the design is the use of CRT displays to present programs, program data, and
system status. T his continuous display of information with some associated context helps the
user to retain comprehension of complex program environments, and to indicate the

environments to be affected by his commands.
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COPILOT uses the multiple processing facilities to its advantage, to achieve a kind of
irteractive control which we call "non-preémptive”. The user’s terminal Is continuously
available for cormmands of any kind: program editing, variable inquiry, program control, etc.,
independent of the execution state of the processes he is controlling. No process may

unilaterally gain possession of the user's input; the user retains control at all times.

Commands in COPILOT are expressed as MISLE language statements. This single
language policy adds consistency to the system, and permits the user to construct procedures
for the execution of repetitive o1 complex commard sequences. A top-leve. abbreviation

facility is provided for the most common terminal operations.

The role of the COPILOT user is that of a global observer and controller, with equal access
to all his program and data environments, sub ject only to protection restrictions imposed by
the operating system. We will demonstrate that this view is substantially different from the

more local focus provided by the typicai single process IPS.

1.C. A BRIEF OUTLINE

The early chapters of this dissertation establiz’ a basis for the study, defining our goals
based on observed needs. A survey of existing IPSs follows, provided as a basis for
comparison, and to indicate the debt we owe to our predecessors.

Chapter 4 is an overview of the COPILO™ design. After describing the basic facilities of
the system, emphasizing the achievement ci the stated goals, we present a detailed example of
system operation. The reader interested in system design may choose to read this chapter

first; the references to earlier chapters should not interfere with this procedure.

Subsequent chapters provide detailed user-level descriptions of COPILOT, giving special
attention to the facilities for multiple processing, and to our reliance on the use of display

devices to enhance these facilities.

We have limited implementation considerations to a brief chapter which concentrates on the
structures we have created for representing programs at different levels, or “Tiers", and the

means for maintaining the necessary relationships betweea Tiers.
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CHAPTER 2
HUMAN INTERACTIVE CHARACTERISTICS

2.A. THE BEHAVIOR MATCH

An Interactive computer System (IS) is the hardware and software which allows composition,
testing, debugging, and operation of computer programs, enhancing the “ability of the user to

initiate, interrupt, and generally interject himself into the control of the system” [44). Ir

practice, an 1S consists of a user con:ole (keyboard and printer), and the set of program and
interactive features which are available to it, operating on a ciigital computer, which is
usually time-shared. An Interactive Programming System (IPS) is an IS incorporating a

single programming language for all programming and prograra control.

Most recent emphases in IPS design (t) have been on improved laaguage design, improved
debugging facilities, and on the development of “single language” systems, which extend the
programming language to include the interactive facilities. Mitchell's thesis [44), itself a
significant contribution to Interactive Programming Systems, contains as well a good survey
of the leading examples of cuirent systems. His emphasis is is on language design and on
implementation considerations (flexibility, efficiency, and portability).

The emphasis of this disseitation 1s on the user-system interface. It is our desire to provide a
convenient, pleasant, intuitive interface between the user and the IPS. We intend to do this
by providing a system whose behavior matches as closely as possible the relevant
characteristics of the people who use it. Our thesis is that such a system can measurably

increase user performance.

There is an intriguing, if not terribly accurate, metaphor to be found in electronic lore: the
"impedance match”. For maximum efficiency (minimum wasted energy), the impedance of an
output from one device must ciosely match the input impedance of any device to which it is
connected. If the impedance mismatch is too great, the connection will fajl to perform
successfully at all. We will call our IPS analogue a "Behavior Match" — a term which we

shall attempt to justify.

(1) Examples are ECL, LCC, and BBN Lisp, all of which we will discuss in the survey of Chapter
3.
5




To emphasize our conviction of the importance of this Behavior Match concept, and the

necessity for some terminology to express it, we offer these informal definitions and terms:

The Behavior of an entity is that set of processes which determine the manner in which

information can be presented to it, and 1s presented by it.

A Behavior Match has been achieved when the "behavior” of a system complements the

behavior of its user, optimizing his performance.

These definitions are clearly sub jective, containing as well enough undefined terms and vague

he e b e

semantics to preclude their use for any measurement purposes. Although we hope to clarify
these definitions somewhat in the sequel, their major purpose is to provide an intuitive basis

for discussion.

S

The Behavior Match diverges from the impedance match example in that user and system

behavior neec not be identical, or even similar; they need only be “complementary.” However,

we shall show that the similarity 1s stronger than one might expect.

At the risk of overloading the "impedance match’ analogy, let us point out one additional
similarity: the impedance match between communicating devices need only exist at the
interface between them. It is possible to design circuits which isoiate the main body of a
device from its interface, allowing it to employ impedances (and other related characteristics)
which are internally convenient. Similarly, many of the internal details of an efficient,
powerful IPS must be hidden from the user, since their functions (eg. compilation, data
conversion) are not involved in the problem-solving efforts of the user, nor are their results

(binary machine instructions, etc.) likely to be meaning{ul to him.

2.B. SCOPE OF APPLICATION

The bulk of this dissertation is dedicated to the design of system interface characteristics
which will improve the interactive behavior match between system and user. Just as the
interface characteristics one chooses for an electronic device place certain constraints on the
internal device design, our IPS interface decisions will have an effect on all aspects of system

design and implementation. However, we should not let our human engineering decisions

P NN g o v e S Of
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unduly reduce our range of options in such fundamental areas as: the selection of a
programming language; the choice of cxecution methods (compiled or interpreted), whether
the system is intended for the creation of large, "production” programs, or for smaller,
"Instructional” ones, or whether it is intended chiefly for novice or expert users. We hope to
show that the approaches to IPS design which we advocate apply to systems which vary

widely i1n these parameters.

We will present in the course of the dissertation an IPS, COPILOT, as a concrete vehicle for
discussing methods for attaining 1 good Behavior Match. Because it 15 a concrete system,
COPILOT exhibits certain choices from the above parameter spectra. Indeed, we think we
have made the more difficult, perhaps less inherently flexible choice in nearly every case.
This is true in part because of the particular needs of the environment for which we have
designed the system, in part because of a desire to demonstrate the versatihty limits of our
methods. Nevertheless, particularly in these initial chapters, we will attempt to indicate those

areas where choices can be made, and those which are heavily constrained by our solutions.

2.C. ¢tPECIFIC ATTRIBUTES

We have chosen for study a set of human interactive attributes which, we believe, an IPS
should accommodate in order to achie /e a behavior match. This set of characteristics, which
follows, was derived in two ways: some are characteristics which we have observed, and
which influenced our design — a priori observations. The rest are, admittedly, a posteriori
observations, attributes we have noticed which are fortunate in light of what our methods

provide. This fact should not affect their validity.

We do not claim to have isolated all relevant interactive attributes. We have concentrated on
these behavioral aspects which relate to “process” and "information transfer”. Additionally,
these con jectures will have to stand as the opinions of the author— based on his observations
of the way he and others use interactive computer systems— used to justify and guide the
design of the COPILOT system’s behavior.

2.Cl Multiple Activities

The activity of someone engaged in the solution of an intellectual problem can be model'ed




as a single processor executing a set of cotrdinated sequential processes (coroutines), in che

sense that:

1) He is likely to shift his attention rapidly between different “processes.” His reason for
doing this may be generated internally (eg. boredom, inspiration) or externally (the
phone rings; or perhaps the part hasn't come In yet).

2) He may retain encugh “state” informatton about an abandoned process to return to it
again in time, or he may abandon it entirely.

3) If the alternauve 1s excessive unproductive waiting, he will often turn his attention to
some unrelated sub ject (the processes need not all codperate), returning to the task at
hand when 1t 1s again possible.

4) He can carry some state information concerning a previous actuivity in.> the next, often
correlating the two 1n order to understand complex relations. After all, he is presumably
pursuing some overall goal.

5)  Although we have not modelled his internal behavior as true parallel processes (we give
him credit for single-mindedness), he can make use of several concurrent external
operations (stove burners, machines, computer programs, or whatever), as long as they
do not all require constant monitoring.

6) He seldom operates very recursively, or even properly nests operations— the above
coroutine-like model ts a more accurate one than a simpler recursive model.

2.C2 Single Language

Symbolic communications between people (and between a person and his later self, for that
matter) are primarily conducted by means of natural language. The same language base is
used for all areas of endeavor, although specialized lexicons (seldom specialized grammars)
form dialects for specific topics. All necessary symbolic activities are possible in a natural

language.

For efficiency and brevity, people have added to their communication abilities in two ma jor

ways:

1) through formal languages (eg. mathematics) which, though not contained in the base
language, nonetheless have a (usually cumbersome) mapping into it.
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2) through acronyms, abbreviations, and possibly non-grammatical colloguialisms, often
understood by only a small segment of thie population (“far out!”). These artifacts clearly
m2p (though not always precisely) into grammatical forms in the base language.

Providing good symbolic communication between the user and his system wii. be a major
goal of tlus work. We believe that an iPS with a single input language, encompassing all
system commands, can enhance this communicaiion. We share an emphasis on the

importance of the single language idea with most IPS designers.

2.C3 Non-Preémption

A request for one's services is not always granted instantly. In fact, it is sometimes not
granted at all. At any rate, having noticed such a request, one may respond to it
immediately, queue it temporarily until some other task is complete, or ignore it entirely. He
is not automatically preémpted by a "service request”, he can continue what he is doing, or

go on to something else entirely, nor must he take care of things in a fixed order.

This non-preémptive pattern is often thwarted at the user terminal connected to a modern

IPS. Much of our attention will be devoted to correcting the situation.

2.C4 Response Time

In contrast, when one reques's a service, he would liie it to be handled at once. We would
like to distinguish between the time required to complete a request, which we call completion
time, and a potentially different interval, which we call response time: the time delay, after
submission one request, ural that request 1s acknowledged, and another may be submitted.
If there 1s but one agent for execution of requests, these two quantities will probably be the
same. However, in an environment which supports multiple activities, successive requests
may call for the initiation of concurrent activities, or they may terminate previous ones. If
such a<tivities are possible, then, in order to make maximum use of the concurrent facilities,
the response time should be short, independent of the completion time. (In our experience,
this time should be short compared to the time required to make the request, and should
seldom exceed one or two seconds) Miller {41} has studied computer system response,
determining empirically, for a variety of situations, what kinds of delays people will tolerate.

These times range from a second or two, in highly interactive situations, to fifteen seconds or




more for complex requests. Miller's report does not make our distinction between completion
time and response time. However, in most of the situations he cites in which people will

tolerate only short delays, it is rapid response which they seem to be seeking.

Simon, in [51), studied a related time interval, which he called the "minimum human
response time”. This is the smallest “time shce” which one can efficiently use to work on a
task, particularly in .i.e context of waiting for some possibly unrelated activity to complete.
In Simon's experience, this time is approximately ten minutes. We do not dispute it, kuat we
do believe that the "minimum human response time" could be reduced, if it were easizr to
establish the context necessary to switch to a new task. In a computing environment, this

requires a system which 1s both non-preémptive and responsive.

To summarize, people want to schedule requests for their services (output), but to obtain
rapid aitenticn to their own requests (input). This double standard is not always possible in

dealings with other people, but we can try to optimize it in an IPS.

2.C5 Minimal (output) Modes

This topic introduces another input/output double standard. People are capable of
understanding stimuli which are context-sensitive: whose meaning depends on the
environment, or context, in which they are presented. English itself is internally context-
sensitive, although normally only in a quite localized fashion- paragraphs can generally

stand alone.

In general, we think it is desirable to reduce the context-sensitivity of what one must say
(output) by reducing the number of "states”, or “modes’, which impose different
interpretations on his communications. The single-language criterion also aids us here: a
sentence, especially one intended to convey information unambiguously, should always "mean”
the same thing. This cannot be true if disjoint (or even worse, partially disjoint) languages
are provided for different purposes, since in the latter case a "mode” must be established to

determine which language to look for.

We do not mean to imply that the same results will obtain, no matter what the situation (or
state), when a given utterance is uttered, or when a given command is typed. There are

environmental conditions which influence the interpretation of communications. This context

1s usually implicit, however, and need not be included in the message.
10




We do not even intend that every statement be meaningful in every instance. Clearly, there
are sentences in nearly any language which are senseless, impossible, or merely silly under
some conditions. However, normally one can at least understand such a sentence, to the
extent that he can respond that it is senseless, silly, or impossible— and why. We would like

to preserve this behavior

We will, therefore, require of our non-preémptive. single language IPS, that it must allow a
user to express anything in that language, at any time— even if it is meaningless in context—

a system without excessive "modes”.

2.C6 Maximum (input) Context

While one prefers to supply as little explicit contextual information as possible when
conveying information (output), one absorbs information (input) most readily when the
environment in which it i1s presented is as completely described as possible. The more one
knows about a situation, the more capable he is of handling his part in it Our goal should
be to provide as rich a context as possible, without including irrelevant information which
could obscure understanding. Further, it 15 best if this information is continually present,

continually up to date.

When 1t is possible, we think that contextual information is best presented visually. This

sort of presentation can be made to satisfy the "continuously accurate” requirement, without
fliooding our sensory channeis— particularly because visual input also satisfies our non-
preémptive requirement— one need not look at everything all the ume, and in fact can select

what to look at, and when to look at it.

2.C7 Access to Information

This topic 15 closely related 1o the previous one, which requires that the available
information be presented as complotely and coherently as postible. Now we wish o require,
in addition, that as much information as possible be available (accessible). One is clearly
more able to deal with a situation or ¢bject when all its components are accessible (to see and,

hopefully, to change} than when he :nust treat it as a "black box" (or perhaps "gray box").




2.C8 Non-symbolic operations

Most of the topics we have discussed have dealt with symbolic terms: with language, its uses
and effects. But a remarkable number of things people do are not (at least at the conscious
"interface”) expressed symbolically at all; they are instead "manipulative” activities. We affect

things directly by moving them; we sense them directly by touch, sight or smell.

As an example, after one has become experienced at driving a car, he is seldom aware of
turning the wheel or manipulating pedals; instead, he turns the car, speeds up, or slows
down- another example of levels of internal mapping which involve intermediartes at other
than conscious levels. Perhaps a better example is the playing of a musical instrument: one
does not (except when learning something difficult) think in terms of plucking strings,
pushing keys, or blowing air. He thinks in terms of producing notes, or even melodic

phrases, of the desired pitches, amplitudes, durations, and tonal quality.

Exaniples of these operations for a computer terminal might be functions performed by a
single keystroke, perhaps qualified with “control key" modification, or by hght pens. function
kevboards, etc. The conscious mind 1s aware only of their effect. This feeling applies
especially to those operations which have an immediate and visible effect— for instance, the

movement of cursors or the deletion or movement of text on a display screen.

What we are advocating here is that the way in which such repetitive operations have to be
performed be made simple enough thit one thinks of them {(while doing them) only in terms
of their effect. In this way they tend to lose any symbolic meaning and to become practically

bodily extensions.

Having made the distinction betwzen symbolic and "manipulative” operations, we would like
to soften it somewhat. Although we do not normally do it, we can describe nearly any action
in words: there is a way to map a given action into an “equivalent” symbolic form. We will

find this duality very useful in the sequel.

12
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9D. THE BEHAVIOR MATCH REVISITED

’«Wave attempted in the preceding section to indicate some characteristics of the IPS user
*_which the TPS must "complement” to achieve an acceptable "Behavior Match". Before we
proceed to an analysis of the success of previous systems in this regard, we should attempt to

clarify what we mean by "complementary” behavior (recall the definition of Behavior Match

in Section 2.A).

Whatever the means of communization, the user does not really "do” any of the things he
requests: the computer does them, under the control of the interface routines of the IPS.
Thus before he can communicate a message to his system, he must translate that (hought,
using his own internal model of this interface. into the series of symbols which will

accomplish the transmission.

This internal model must adequately represent the real thing, given the low tolerance of most

language systems for syntactic errors (}). In this sense the Behavior of model and system
must be quite similar; i.e., their Behavior must match precisely. What we wish to achieve, in

these terms, is a system which allows natural, intuitive, and convenient translation from the

original thought to the model.

P Gd B B i o

(1) Teitelman's DWIM system for BBN LISP [53] (see Section 3.F) is intended to reduce the
necessity for such precision by detecting and correcting simple errors (mismatches). We have
not treated error detection, correction, or minimization in this treatise, although in Section
9.C5 we have attempted to indicate how our non-preémptive methods can be used to soften
the effect of errors.

13
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CHAPTER 3
A SURVEY OF REPRESENTATIVE INTERACTIVE PROGRAMMING SYSTEMS

To the extent that designers of computer systems have considered behavior match issues, we
believe that the designs refiect the designers’ views of adequate user models: that the user
could think quite naturally in the terms necessary for modelling the system’s behavior. Just
as we have suggested above, for example, that a person “is" a pseudo-parallel processor, the
designer of one of the early systems described below might have said that a person “is" a
finite-state automaton. We see a remarkable progression in complexity from early systems to
today's IPS systems, reflecting perhaps an increased respect for the complexity of human
processes. (%) In the discussion that follows, we present several different 1S designs, each
based on a different interface behavior model. Following the description of each model is a

list of real systems which approximately fit into the category defined by the model.

3A. BATCH COMPUTING SYSTEMS

We mention these systems only for completeness. The meager control languages provided for
these systems are adequate to define the environment and resources necessary for a run, and

to specify the order of application of programs in a multi-step job To be sure, systems

exhibiting evidence of human engineering are welcome to batch users. In fact, we could profit
by applying some of the lessons learned from IPS design to the batch regime. However, there
is not much to be learned about the problem at hand from analysis of batch systems.

We include in this category systems which use terminals for so-called remote job entry (R JE),

since they are not truly interactive systems.

(x) The structure of this section is largely the resull of a conversation with J. Mitchell.
16
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3.B. EARLY INTERACTIVE SYSTEMS (FSA/IPS)

The terminal interface of some early time-shared computer systems (examples of which thrive
today) provide an excellent example of what we call the FSA/IS model. Here the system is
portrayed as a sort of Finite State Automaton (FSA), which enters a multitude of states, based
on current input and previous states. These states typically fall into a much smaller set of

classes (modes), as we shall explain.

(Based on the arguments 1n the introduction to this chapter, the implication of the FSA
design is that the user, also, is fundamentally content cast in the role of a very clever FSA.
He must maintain in his head a model of the current state, along with the meaning and
legality of the commands he might issue while in each state. Given this buman model, the
FSA/IS system provides an excellent behavior match. The same sort of argument can be

made for all of the systems which follow.)

This terminal interface model, though failing many of our behavior match requirements, has

performed admirably, especially in light of the accompanying software systems (compilers,
loaders, and the like), which are typically batch-oriented, and not suited for modification to
highly interactive situations. Elements of this design exist in nearly every subsequent

interactive system, though some of the shortcomings have been overcome.

The diagram of Figure 3-1 is a simplified state transition graph for the Digital Equipment
Corp. TOPS-10 time-sharing system, written for the DecSystem-10 computer, a system we
consider typical of the FSA/IS discipline.
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To the reader already familiar with this common- organization, the interpretation of this
diagram should be particularly straightforward. The user agproaches the terminal in Free
mode (both system and user, according to our assumptions!) He (and the system) enters the

basic System mode using a restricted, and unique, Login language inierchange, then proceeds

to work.

While in System, or Monitor mode, the user communicates with the system using a verb-
argument syntax (eg, "RUN X[20,35]" or "COMPILE PTRAN"), which is interpreted
directly by the operating system. If this syntax appears elsewhere in the system (in other

modes), it is due to mimicry, not to any global design. Some of the Monitor mode commands,

rnotably those requesting simple status information ("What time is it?") perform their

functions, then return immediately to Moniwor mode to await additional commands. The
more interesting commands, however, cause other programs to be mapped into main memory
and run, entering one of 1 multitude of so-called User states (in User mode), whose input
grammars depend entirely on the program implementations. From here on, the system makes
I ttle modal distinction. The user can, however, in his programs, define his own substates,

specifying differently at different times what constitutes acceptable communication.

Control passes from User mode back to Monitor mode either by program request (only
indirectly influenced by user input), or by use of the special interrupt character, CALL (or
control-C), whose function is always to stop operation of the User-mode prograrn and to

return to Monitor mode.

This (crucial) CALL feature falls short of providing the non-preémptive environment to
which we subscribe, but its existence leads us to the following interesting observation:
although the user of this system has no direct access to it, at some level of implementation— a
very low one, in this instance— a non-preémptive discipline is in effect. The system responds
in a simtlar way to each character as 1t is typed, echos it on the output device (printer or
Aisplay), analyzes it for special meaning (eg, CALL), then either arranges for the return to
System mode or dispatches the character to the process currently preémpting the terminal.
Thus, though control of it has not been granted directly to the user, the value of a non-

preémptive regime has long been implicitly recognized.

At this level, the non-preémptive discipline reduces simply to an interrupt-driven, multiple
process priority discipline. This example illuminates the intimate connection between non-
preémptive and multiple process organizations.
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In general, no simple way exists in these systems to suspend one action temporarily, in order

to perform some other (perhaps unrelated) action, then to return to the original task; mode

changes are usually destructive in that sense. More generally, little, if any, information about

previous states is retained by these systems — such memory must be provided by the user. 1

3.Bl Attribute Analysis
Let us now analyze systems of this character with respect to our Behavior match attributes.
An attribute is classified as variable if it is typically absent, but could be included in a system

without altering that system's basic category:

ik

1) Multiple activities: nonexistent or cumbersome to use.

L
Gh e i

2) Non-preémption: poor. As we have seen, the entire design embraces the concept of
preémption of the terminal by processes implementing different modes. One must in
every instance type only what is expected at that point, or else a specific (e.g. exit or
substate-entering) or general (e.g. CALL) "escape” character to change modes.

.

3) Response time: poor. The edit/compile/ run/debug cycles typical of these systems are
long and sequential, often requiring manuzl intervention between steps to initiate the
next. No fruitful work can be done during, for example, the compile phase.

4) Mode reduction: antithetical. In such systems there is a mode for every purpose.
5) Single Language: not provided. There is generally a different language for each mode.

6)  Accessibility: variable. In a computer system we desire accessibility to such things as: the
variables of the running environment (the data), the statements or functions of the
language (the program), and, hopefully, the control structures of the system (the
interpreter).

-

The only global program and data variables in the TOPS-10 system are data and
program files on secondary storage. Any other data are defined and controlled by the
programs which run in User mode; the accessibility of these data is thus determined by
these programs, varying with each instance. These operating systems do not limit the
ability of their subsystems to provide good accessibility; most of the systems which we
will discuss were implemented using the facilities of general-purpose FSA/IPS systems.

S

B —
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7)  Context: variable, typically poor. Later we shall assert that a system cannot supply the
continuous context information we advocate without display devices with rapid random-
access capabilities. There is in principle no reason that :ich contextual displays could
not be integrated into any IS. However economic considerations have legislated heavily
against their use. lronically, many batch systems have fairly good context displays for
their operators [25]

8) Non-symbolic features: variable. The manipulative operations we envision could be
provided in any IPS, regardless of category. We know of only scattered instances where
any have been provided.

3.B2 Representative Systems

The command languages of most general purpose time sharing systems fit this category. In
addition to the TOPS-10 system [10] used in this section, they include the pioneering
CTSS system at MIT [9), The Stanford Computation Center time-sharing facility (25],
as well as newer systems like TENEX [5), MULTICS [43) and ITS [17). The latter
three do possess facilities for controlling multiple processes, by explicit assignment of the user
terminal to one process at a time. Nevertheless, for the most part they behave as FSA/IS

systems.

aC. EARLY DEDICATED-LANGUAGE SYSTEMS(FSA/IPS)

This class of programming system was developed for use where the needs of the user
community did not warrant development of a general time-sharing system, or where the need
for simplicity and comprehensive diagnostic infurmation was paramount. Although, unlike
the FSA/IS systems, these qualify as IPSs (using our requirement that an IPS be built around
a single language), these systems are actually more restrictive in many ways.

The terminal state diagram for BASIC [22], which we ccnsider representative of this
system type, appears in Figure 3-2. Operation of the system alternates between the edit
phase, in which programs are created, modified, fetched and stored to secondary storage, and
the execution phase, in which the meaning of user inputs are defined by the user’s program.
The number of mode classes is not really reduced from our TOPS-10 example, but the
number of User mode states is sharply reduced, restricting the user to the single language.

21
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3.CI Attribute Analysis

FSA/IPS systems have about the same degree of success at meeting the behavior match

requirements that FSA/IS systems do. The one possible exception is the single language

criterion. BASIC does not even really qualify as a single language system, though, but is

simply a restricted (or dedicated) language system; there is no intersection between the syntax L

of the program editing commands and that of the statements which are edited.

3.C2 Representative Systems

BASIC and its derivatives are representative of this "compile and go” class.

3.D. REDUCED MODE SYSTEMS (FSA/IPS/RED)

These are the first truly interactive systems we have encountered. in these systems the user
can switch rapidly from program modification to partial program execution to variable value
query. They are also the first really single-language systems we have seen: statements which
implement user algorithms resemble in syntax those for modifying program text and for
controlling (starting, stopping, interrupting) execution of the algorithms. Also, in most cases,
either type of statement is legal whether executed "directly” (typed in at the terminal,
interpreted and obeyed immediately), or "indirectly” (as part of some previously created

program).

Our archetypical system of the FSA/IPS/RED type is JOSS [7). Figure 3-3 is an
approximation to the console state transition diagram for JOSS. Chiefly due to the
implementation of all functions as part of a single language, the segmentation of programs in
that language into parts and subparts (steps) which can be executed separately, and the
implementation of an interpreter for the language which can to perform these functions
incrementally, the designers were able to reduce greatly the number of modes. In JOSS,
there is the one predominant Command mode, the nearly irrelevant Free mode, and the

mode entered to accept input to the user program, on program request.

A system of this sort could presumably support any programming language. However, most
do not feature any but the simplest name scopes (static or dynamic), since the command

routine operates only at the "top level” of the system, requiring suspension of user program
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execution (and perhaps loss of local context) before control returns to it. JOSS, for instance,
has only a single naming level (all variables are global). Others allow simple local
parameters to procedures. In other systens, including some LISPs [49), it is possible to
inhibit loss of local context after an error, or after an otherwise interrupted computation.
Because the nested User structure to be exhibited in the next section does not exist in these
systems, full interactive control is usually not possible in these suspended environments;

typically, only variable query and "backtrace” operations are available.
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3.D1 Attribute Analysis

1) Multiple activities: poor. The single program task may be interruptable, or even
continuable, but only trivial operations may be performed in the interim without
destroying the state of that task. Complete freedom does not necessarily exist to examine
all active data using terminal commands.

2) Non-preémption: not provided.

3) Response Time: fair. Unless the user’s program is running, preventing the system from
listening, commands are obeyed quickly (depending on system load, of course). Gaining
control can sometimes be a destructive process, however.

4) Mode-reduction: good. Unless the terminal has been preémpted for user input, nearly
any statement or command is legal whenever the system is willing to listen.

5)  Single language: good. All but user-defined commands are in the same language.

6)  Accessibility: moderately good. In some systems one can examine the state of any data
item, but only because the complexity of data declaration is sufficiently restricted. In
others, one is denied complete freedom to examine all active data from the terminal.

7) Context. variable. These systems do not present data continuously (do not support
displays), although they could. They therefore fall short of our context goals.

3.D2 Representative Systems

We have placed JOSS (and systems patterned after it: eg., AID [I1]), along with RUSH
(1), PL/ACME [63), QUICKTRAN ([13), and unaugmented (1) versions of some
LISPs (eg., [49)) in this category.

(1) LISP 15 seif-defining, allowing the user to write a command loop which, for the most part,
upgrades the system to the next ecategory.
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3E. NESTED USER SYSTEMS (DPDA/IPS)

The systems we have seen so far have restricted the complexity of the programming
languages they could support. Major attributes of modern programring languages are the
naming and data allocation facilities which allow multiple recursive or parallel instances of
the data environments for procedures, and multiple use of names by scope-qualification.
Most of these facilities have been sacrificed in the IPSs we have described, because otherwise
they could not provide for the user convenient ways to “manipulate and roam around in the
information space which 1s of interest to him when it 1s of interest to him.” (3) In our terms,

they would provide inadequate accessibility.

The systems of the next category extend and modify the role of the user (or his
representative system interface, if you wish), greatly extending his ability to interact with

complex environments.

Our model system this time is LCC [45). In LCC the user is modelled as a recursively-
instantiable procedure “written” in the language supported by the IPS (see Figuie 3-4). The
system interface still interprei: input as program statements, generally executing them
consecutively, in FSA fashion. However, the means for accomplishing this are now more
explicit: an activation record for a PART'0 (or User) procedure exists on the stack, defining
the environment of the user. Each statement submitted from the terminal is treated as if it
were (had always been) the next statement 1n the User procedure. Such a system resembles at
the user interface (or models the user as) a finite state automator: with access to a push-down
stack for data and previcus state information. Such a device is known in automata theory as
a Deterministic Push-Down Automaton, or DPDA; thus our designation of this system type.
LCC is quite representative of the DPDA/IPS.

The differences between DPDA systems and other FSA systems are not striking at the “top
level"— while the keyboard input 1s driving the original outer-level User procedure instance.
However multiple instances of User procedure, at differen’ recursive levels, are permitted.
The running program may instantiate a User procedure cirectly, by a procedure call; or an
instance may be created synchronously (via a preset breakpoint), or asynchronously (eg., an

unexpected procedure call {47])) in response to a user-initiated “attention” signal. In any

......................................

(3) From (44]
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case, only one User procedure may be active— responding to the keyboard— at any instant,
and then only when that User instance is the most recently entered procedure. This

automatically prevents any but the most deeply nested User procedure from being active.

Now it is possible to establish a precise interpretation for the meaning of names typed by the
user: they are interpreted in the environment of the User procedure in control, just as names
are interpreted 1n any other procedure. It is therefore possible to provide accessibility to
variables in any environment, by arranging to instantiate a User procedure which can "see”

that environment.

This arrangement still does not meet all our accessibility requirements. For instance, in any
recursive language, for a given User procedure instance there can be variables hidden from
view (using normal access methods) due to recursive instan.es of the same variable. In Algol-
like languages, the problem is worse: each instance of the User procedure must be considered
to be declared within the procedure from which it is called (or which it interrupts— it
amounts to the same thing) in order to "see” the data for that procedure. Not only is this
difficult to implement, but it also does not provide access to those active data not in the

lexical scope of any User procedure instance.

LCC does not suffer from the latter (Algol-induced) malady, but shares the former with other
systems. It solves them by providing rather clumsy (but complete) means for violating scope
restrictions, through extended names or explicit scope specification, indicating environments
of interest. We feel that some sort of scope-violation mechanism is inevitable for any IPS

which provides both a powerful enough language and an accessible enough system.
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3.E1 Attribute Analysis

)

2)

3)

1)

5)

6)

Multiple activities: fair. These systems, by allowing multiple instances of User procedure
(or a similar construct), gain some of the control powers we advocate, at least allowing
the user to switch his environment of interest without destroying previous information
(losing his place). However the system still has too much of a hand in when and how
this switch is made, which leads us to the following:

Non-Pre#mption: poor. A breakpoint or explicit program call to the USER function
preémpts the terminal for the new instance and context. When the user gains control via
“attention”, he is the instrument of this preémption. This facility lessens the preémptive
behavior, but does not eliminate it.

Response time: moderately good. When a User procedure is active, response is good by
all our measures. During a lengthy operation (e.g., a user’s problem program execution),
a new User instance can be asynchronously instantiated, again providing good response
time, at the expense of having to remember (with some system help) to return control to
lower levels later.

Single Language, Modes: as before, good.
Accessibility: pr: sent, but impaired. In most of these systems, the complexity of the
name and allocation structures has increased slightly beyond the ability of the user

interface to accommodate it.

Context: variable.

3.E2 Representative Systems

LCC [45) and all LISPs, at least with appropriate user-provided functions, perform: as

DPDA systems. BBN Lisp [53] exhibits this organizaion and, as we shall see, surpasses it

in scme important ways. There are also elements of DPDA behavior in Kay's FLEX design

(28], upon which we also intend to elaborate, for it too exhibits major behavior match

improvements over the systems in this category. The current incarnation of the ECL System

(58], under refinement at Harvard, seems to fall into this category. We shall discuss

Mitchell's SLICE system [44] briefly, chiefly because of improvements in technique -and

human engineering attributes which we have not stressed. Other DPDA/IPS systems include
APL [26] and CCs [50] )




g 3F. ADVANCED IPS SYSTEMS

In this section we will consider the salient behavior match features of recent IPS <ys.erns, or

designs, which have provided much of the guidance and inspiration for this work.

3.F1 BBN LISP

This system [53) behaves mostly as a DPDA system, with several distinct modes in its FSA

component; some of the additional modes provide function editing capabilities and special
facilities within breakpoints. Of Particular interest to us are the contributions which

Teitelman has made to BBN LISP. These facilities first appeared in his thesis, {5¢], and L
have since been presented and elaborated in [53], [55).

Teitelman shares with us the desire for a system whose behavior complements the user’s,

ailowing him to work more efficiently and effectively. His chief emphases, however, treat user

attributes which we have not addressed:

1) Errors. People make errors when they speak, write, or type. Simple typographical,
logical or spel<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>