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ABSTRACT: We describe an evolving computer vision system in which the
parameters of the camera are controlled by the computer.
It is distinguished from conventional picture processing

systems by the fact that sensor accommodation is automatic
and treated as an integral part of the recognition process.

A machine, like a person, comes in contact with far more
visual informaticn than it can process. Furthermore, no

physical sensor can simultaneously provide information about
the full range of the environment. Consequently, both man
and machine must accommodate their sensors to emphasize

selected characteristics of the environment.

Accommodation improves the reliability and efficiency of
machine perception by matching the information provided by
the sensor with that required by specific perceptual functions.
The advantages of accommodation are demonstrated in the
context of five key functions in computer vision: acquisition,
contour following, verifying the presence of an expected edge,
range-finding, and color recognition.

We have modeled the interaction of camera parameters with
scene characteristics to determine the composition of an

image. Using a priori knowledge of the environment, the
camera is tuned to satisfy the information requirements of a
particular task.

Task performance depends implicitly on the appropriateness
of available information. If a function fails to perform as
expected, and if this failure is attributable to a specific
image deficiency, then the relevant accommodation parameters
can be refined.

This schema for automating sensor accormodating can be applied
in a variety of perceptual domains.

The research reported here was supported in part by the Advanced Research
Projects Agency of the Office of the Secretary of Defense 'SD 127).

Reproduced in the USA. Available from the Clearinghouse for Federal
Scientific and Technical Information. Sorinefield, Virginia cz151.
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CHAPTER [: INTRODUCTION

This thesis considers the problem of adjusting the

characteristics of a visual Sensor to obtain the most

appropriate image for a specific perceptual task, The goal

is to Improve the reliablifity and (to a feSser extent) the

efficiency of machine perception by matching the information

provided by the sensor “ith that reguirsd by the task, A

specific context for this work was provided by the vision

requlrerents of the hand-eye project at the Stanford

Artificial Intelligence Project,

1.1 THE HAND<EYE PROBLEM

The goal of hand-sye research (Feldman st al (198693)

is to use a computer to coordinate a visual sansor and a

machanical manipulator, We hops to demonstrates

Interesting perceptual= motor behavior in a realistically

compiex environment,

figure 1,1 shows a typical hand-eye problem domain,

An assortment of planar~faced chiidren’s toy blocks of

var lous shapes, S5)1zss, colors, and textures, are scattered

on an arbitrary tabis surface, The lighting and

surroundings are typical of a computer room environment,

The system can presently execute elementary tasks,

for example, "PICK UP THE ARCH AND PLACE IT ON TOP OF THE

1
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cuBe™, A short term goal is to compound thease Simple

actions to realizes behavior on tne order of difficulty

required to move ga stack of Dbiocks: ie. observe |t,

disasserbie I(t; and, then, reassemble it eisewhere on the

tabletop,

 § basic stacking task requires the perceptual

abiilty to locate specified objects (arch, cube,etc.) within

the overall envirgnment and to establish their orientation

so that the hang can manipulate them, |

1.2 THE PROBLEMS OF COMPUTER VISION

1.2.1 A BASIC pERCEpTUAL pROBLEM

The computer views the world through an ordinary

television camera, Filgure 1.2a shows the Image On the

television monitor of tha tables scene deplcted In Figure

1.1. {Ike the human eye, information Is provided to the

computer as an array of [ntensity sampies, representing a

soint by point projective mapping of the environment, Figure

1.20 shows what the computer Sees. {This flgure was

obtained by dumpling the contsnts of the compuier’s memory on

a {ine printer, using over=-printed characters 10 simulate a

grey Scale.) .

A full Image contains 333x258, 4 bit intensity

samp 8s, The computer’s proplem |s to reduce this mass of

3
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\ information to a concise description of the scene, Thls. desciption should Include the location and orientation of

\ ob jects (cube, arch, ste.) required to accomplish a handesye
\ task. |

\ The computer ([nterprets the Sensory data by
\recognizing correspondances between patterns in ine data and
hatterns characteristic of toy blocks. The desired
patterns must ealther be built into the program or somehow
agaulred on previous runs, Unfortunately, the computer Is

seversiy handicapped as a pattern gxtractor. it is forced

oy L1ts jack of parallelism to view the worid, as through a
pinhole, a single intensity sampie at a time, {The reader
can loot a feeling for tne problems ([nvoived by viewing
Figure 1.2b one point at a time through a hole punched in a
sapeh mask.)

To overcome this nandicap, the computer must be very

clever In how it acquires and organizes ths data 1%

cons igers, An Important simplification comes with the

reatizution that the sensory data need Initially supply only

the coarse Information required to locate Interesting (that

igs, noneempty) regions of tha tabletop, Suffliclant

acditional detall can then be extracted In tnis localized

area to describe what is contained,

The level of detail that must be provided by the

receptors is largely a function of now much is already

knowns When the properties of the different blocks are

-



wa | l=knowrs to the program, the sensory dats need only

srovides snoygh dstail to distinguish among the possibile

siternatives, This deta)! presumabdbjy Is substantially

jess than the Information that would bes required to

completely deseribe the object. |

The planagr-faced solids used In hand-sye tasks arse

distinguished primarily on the basis o0f Shape, For suen

objects the intensity edges that are formed at s,rface

poundaries constituts a suitably completes description,

Finer levels of detall, such as texture, will] contribute

I1ttie to the recognition process, uniess, of course, a task

speciflas a particular object by Its texture, {Textures may

also help when the contrast Is too low to find clean

Intersity edges,; When the set of possible objects ls

iimited to a Tew simple geometric forms, a subset of the

sdges of any member (99. tha exterior contour) will

strongly constrain {and often uniqusiy determine) the

identity of that member (Falk [1970]).

1.2,2 A SIMPLE SOLUTION

The perceptual system shown In Figurs 1.3 Is an

elarentary embodiment of these ideas. it ts similiar In

concept to the initial hand-eye vision package assembled by

Wichran [1967], Appiying this system to lhe image In Figure

1.20, the program would begin by sampling the picture In a

.
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coarse raster looking for the boundary of an object (as

indicated oy a discontinuity In intensity), Starting at

the [ower left-hand corner of the Image, the oprogram would

lock tt perhaps 22 points on sach horlzontal {ine until 1t

encountered a dark to 1ight transition, After logulizinmg

the discontinuity between the coarse sampiing points, a

gradlent operator [s used to track the sequence of intensity

trensitions which define the object's contour {ses Flgure

1.4), Finaliy, Strajght |Ines are fit through theses boundary

polrts to obtaln the exterior sdges and yartices (see Flgure

1.5) needed to match the machine’s Internal mode! of a cube,

1.2.3 LIMITATIONS OF SIMPLE SOLUTION

The apparent success of this strict hierarchical

approach to perception required many simplifying assumptions

which often escape the casual observer:

The gystem worked only with homogeneous,

nighly contrasting objects and backgrounds viewed under

strong, uniform 1jlumination,

2. The system knew only about cubes,

3. The system assumed all objects were resting on

a horizontal table surface.

Assumption 1 made [It triyiail to extract refiablie exterjor

8
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contours, Assumption 2 allowed a unjaoue (sic) identification

an ths basis of Just this contour, Assumptions 2 and J

togethe; allowed the Interior sdgey (shown dashed in FPigups

1.6} ang, thus, origntation to be inferred from ths contour,

This 18 very helpful since the Interior edges are usually of

low contrast and consequently mugh narder to sse then the

extsrior boundary,

Nesd|e%8 op Say, this combination of factors wii]

not oftan be found in more Interesting hand-eye tasks, In

this thesls we thus consider cerceptual strategies |
appropriate In thes absence of any or all of ths special

concltions noted above.

{.2,% PRACTICAL DIFFICULTIES

Figure 1.7 shows the computer's view of a more

elaborate handseys work Space. it contains a reslistic

sampling of the difficulties that maks three=dimendional

scare anaiy3ls such a challenge, Consider the (Information

regulred to place the wedges on top of the arch, Once

agains simple {ing drawings of these cbjiectls provide

sufficient detali to determines |ocation and orientation,

Hewev@r, interlor egges will be needed to interpret the

compiex outiine that results from a cluster of objects In

close proximity.

Uniixe the simple world of Figures 1.2b, the wsdge

19
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and arch ars smbedded In a complex background of extraneoys

egxtures and shading gradations, and, most noticeably, Other

ob jects, The overwhelming majority of the detall

contained in Figure 1,7 Is thus elthsr redundant or

frreisvant In the context of this specific task,

Isolating the desired obJects without axhaustively

analyzing the scene [s a formidacle search problem (Recall

the oinhoiely, To make Such a search practical, It Is
essential that the machine’s perceptual system utilize every

avaliable clue as to whsre and what to look for, Color,

vrexture, and depth cues, for example. can augment the

intensity dlscontinuities that sufficed in simpler settings,

stevplbutes [lke color can De particularily heipful in testing

and eliminating unwanted candidates during the acquisition

orocess, thys avoiding costly adge sxtraction,

Search cluss may bs provided explicitly in & task

description, ("PICK UP THE RED WEDGE IN THE LOWER LEFT=HAND

CORNER"), Thay may also be found implicitly in the machine's

interna! world mode (that Is, the attrivute red could be a

glven Intrinsic grpoperty of wedges),

The opresance of irrelevant textures and random

noise, within the objects as “&]1 as the background, can

considerably complicate the adage following process oOncs a

syitable cancidate 1s found. These disturbances ars

ssoecially successful at camouf iaging iOwW contrast edges,

{such as the (li=definsg rear border of the wedge labelisd 4,

12



fron detection by local; gradient typs operators, Larger

operators (Heuckegl! [1969]) that process many intensity

samples sinmultanecus|y can somslimes recover these weak

edges, though at a substantial overhsad in processing time,

The low contrast of this edges is, however, symptomatic of a

more fundamental problem. |

1.2.5 SENSOR LIMITATIONS

The television system, fixe any communications

channel, can transmit a finite quantity of Information about

a scene in the time frames represented by a single image,

The vidicon provides 83890 intensity sampiss every 1/60

second. The capacity of our computer’s nigh speed data

charne) {(ai1so used by the swapping disk) is 24 mliiion

blts/Secong, Thus, wlthout local buffering gach sample can

he encogced as a 4 plt number, ft 1s then possibie to

distinguish just 186 tevels of Intensity between sone

absolute 1imits. In our system these !imits are adjustable,

It is not surprising that when these |Imits are sst

«ide apart, there will be intensity discontinuities which

the avaliable auantization density will fall to resolve,

[t i& not possible to cover the full range of Intensities

fourd In Figure 1,7 . to resolve edge A in a single Image,
In fact, sven the widest quantization window will often fal]

to span the full prightnass range of a Scene,

13



The vertical Interior sdge of the (eft hand cube {(labeleg B)

is absent, Decauss the brightness of the sntire cube was |

compressed Into the jowest digitization isvel,

In any scene encompassing a sufficientiy wide range

of intensities, It Is Inevitable that some detall will be

jost sus to ciipping by the aquantizer, If the

digitigation ranges had besn concentrated at a ower abdoiute

jeve! of (Intensity, Edge 8B would then Ilkeiy bes In

sviasnce., However, other features, such as sdgs A, would be

lost because of clipping at the high end, The limitations

of the sensory channe| necessitate a compromise aijocation

cf the avallabie Intensity resociution,

This trade=off |9 typical of conflicts that exist In

seach dimgnsion of thes camera’s response, There is Always

more visual Information avaiiab|e than can be handied, For

instance, consider the contradictory requirements of spat|al

resciution and flgid of view, The image magnificiation,

” estab! |shed by the focal length of the lens and the object

distances, determines whether the 83,840 intensity sampies

wil] provide coarse coverages of a wide fisid of view of high

resolution In a smaji ares. The combination of spatial

resolution and ?lgid of view available in any image ls

strictly constrained by the number of avaliable rastasr

samp ies,

14



1.3 NEED FOR ACCOMMODATION

The importgnt conclusion to be drawn from theses

exarples Is that np SIT. Image wlil contain adequats

information for every perceptual goal, Taking a clue Prom

nature, the most appropriate way to resoive theses trade-offs

Is to tune the perceptual system, concentrating the

avaliable resolution on that portion of the sensory data

that is currentiy of most |[ntersst. The

effects of this process, which we shall call

"ACCOMMODATION", can be iliustrated by comparing the

Information emphasized In Figures 1.7 and 1.8, In Flgure

{1.8 the intensity quantization range |S Intentionajl,

campressed to enhances the contrast across the boundary

netwaen the wedge and the backaround. Notice the

striking improvement In the aqualily of edge A» produced by

the combination of focal contrast enhancement and

suppression of irrejavant textures, This edge can now bas

extracted by a simple gradient operator with more

reijabliity tham could bes eaxpescted from more costiy

processing appiled to the Inferior raw information in Figure

1.7.

Figupeg 1,7 and 1.8 graphically demOngt ,2¢8® that

what wlll be seen depends strongly on the parameters of the

visual! channel, that [s, how one lcoks, This resull has

obvious Implications for the design of a context-sensitive
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perceptual! system whose objective Is to seek specific

Information, needed to accompiish a task, This thaasls

stucles some of the ways in which sensor accommodation can

contribute to the computer's efficiency and Success In

ssaing what it is looking for.

1.3.1 PURPOSE OF ACCOMMODATION |

The purpose of accommodation Is to obtain from the

sensors ths most appropriate Image for the current

perceptual goal, What |s meant by an appropriate image

depands, of course, on the specific goal. In general, the

image should provide the required information in the

simplest possible form 10 minimize ths required Scene

anaifysls, This rsquirsment usually means that the desired
features ar® present with nigh contrast and, squaijly

| important, that al] unnecessary detail Is suppressed,
Figure 1.7 was Infertor to Flgures 1.8 as a sources of

information about the exterior poundary of thes wedge because |

sf the combination of low contrast and irrelevant textural

noise along edge A. Presumably, the loss of detail in other

sarts of Flgure 1,8, such as the disappearance of edges at

points C and D, [Is of no consequence when interest Is

feeusad on the wedge.
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1.3.2 RATIONALE FOR ACCOMMODATION

Tne low contrast of edge A In Flgure 1.7 is a

conseauence of the fact that Intensity resojution has been

sacrificed to obtain dynamic Tange. One could thus

question the motivation of using accommodation to overcoms

what might be considered as & iimltation of our present

hargwikre, Why not devote the affort to the development of

an irproved camera (and data channeiy with better resolution

over a wide dynamic range? To an3wer this question, we

must clarify the dual role® of accommodation,

one use of accommodation |s to extend and improve

the capabilities of the sensor. For sxampie, an adjustable

iris heips the human eye to make fins intensity

discriminations over an sxtraordinary range of brightness

(spanning ten orders of magn)|tudey. AN accommodating lang

allows the sys to ob3ervs a wide tleid of view or 20

concentrate on fins textural detalii,

Cisariy» a more deve |opad sensor wiil depend {e838 on

accormodation to obtaln this kind of Plexiblitity. (A

sensor with morse Independent intensity sampies over a given

size raster will provide more spatial detail over a given
field of view. Theres |S thus (838 nocessity to uss a

jonger (ens to observe texture: )

However, the human eye |S unique among visual

sensors In its capabliities for maintaininghigh levels of

18



performance ovor an axcesdingly targe range of Scene

characteristics, Man has yet to create & visual sensor

which can duplicate the fiexibility and performance

standards established by natures, Thus, thes nesd to

accormodate artificial sensors {is correspondingly more

acute,

Stiji, the dynamic range required to observe the

constrained hand-eye environment Is not sc great that a

sultably broad sensor could not be designed, A more basic

problem is the Inability of the computer to process the

volures of data siready avaliable, The solution to this

orecicarent Is not to seek more data but rather to be more

seisctive,

The second ratie of accommodation Is then to

concentrates the [imjted sensor capacity on Information that

emphasizes selected visual characteristics. Since the

censors must presumably exclude somes detali, it Is

preferable that the lost detail be irrajevant [In the current

task context, Accommodation thus capitalizes on the |

“i{ixritations”™ of the Sensors In orger to obtain more

appropriate images,

Some evidence of peripheral masking is also found in

humans (Munn [1961]3., The most significant of these receptor

adjustments are readily observables, The direction of the

neag and eyes |s the principal ‘determiner of what will be

seen, The position of the fovea selects a portion of the
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visual Tletid for consideration at nigh ressiytion, The
accommodation of the end affects the detall with which the
contents of this field are sean, as a function of depth,
these sensor adjustments aceount for much of the rolative
clarity with which you perceive this text compared with the
datalils of other cb jects In the room, Behavioral acts such
as bringing the paper close to your eyes (so that it flies
tne flatd of view, or putting It under a Strong | 1ght (to
enhances the contrast) are also helpful,

The [Information theoretic capacity of the human

optic array far extends the observed capabl ity of the human
wraln to process it In real time (Trlesman (1964). Al some
point prior to the {imi ted capacity decision channel, man
must thus select the most significant information about the
snvironrent from that provided DY his sS8n3ors, 8rosdbent
[1958] devised a general "information tiow” model of thls
process (Figure 1,97,

{t Is clearly advantageous to defer seisstion to the

highest level cf processing for whieh adequate channsi
capacity exists, In mans ® substantial number of nerve |
fibers can be traced ali the way from the optic nerve to the
serebrai corto, the role of Mreceptor set” In human
sslesctive attention |s thus jikely to De imi ted,

The processing capacity of the central nd¥rvous

system In [owef animals i3 more modest than In humans, it
is comron for such animals to avold information overioad by

29



LIMITED CAPACITY
DECISION CHANNEL nG

TO | SELECTIVE RESPONSES
INPUT CHANNELS | FILTER

LONG-TERM
| MEMORY STORE

Fig. 1.9 "Filter" and "Information Flow" Model for Selective Attention
{Broadbent, [1958] }.
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ralylng on specliajlzed sensors, permanentiy adapted <¢o

respond to those snvironmental characteristics most crucial

to Its weli=belng,

Lettvin [1959] In his work on the perceptual System

of a frog, succeeded In isolating several neurons capable of

complex, though highly specialized visual discrimination

within the animai’s retina, He found cei|s dedicated to

nlus~gresen discrimingtion aS well as celiS that fired oniy

in the pressncs of small, rapidly moving, convex objects,

How convenient, considering the Importance of grass and

water and Insects to a frog's survival: An important

advantage of utilizing specialized sensors is that the

selecti~n of relevant data [s accomplished at the eariiest

stage of processing wheres becauss of shear volume, ths

potential for data reduction Is greatest.

Information sgiection at the sensor level i9 perhaps

most esssntial for machine perception, The limited

panawidth of ths data channsi provides an [mmediats

constraint which |s- syrmountable, but at excessive cost, |

A mors bpasle factor |s that current oOigltal

computers lack the garaiiel stpucture needed tc extract

visual gestalts directly, All features must be iaborlious|y

asserbied out of Individual Intensity sampies. it an

undesired object |s Included In the mags, the computer wii]

be forced to exert considerable sffort to discriminate it

fror the desired object,

22
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The efficlencies that ars gained by using the

sensors to fiiter out Irreisvance at the jowest level! (data

entry) ares crucial to the successful implementation of

seiective Attention In machines, It is, therefore,

surprising that up until! now, no one but nature herseif has

explicitly Iinciuded provision for goal=directed Sensor

control in the design ph|losophy of a functioning vision

system,

1.3.3 SOME OTHER EXAMPLES OF ACCOMMODATION

Let us examine two additional instances in whieh

accormodgation can be uded to facl|itate basic perceptual

functions, These examples are intended to be introductory In

nature and wii! be reconsidered In greater detal|l in {ater

chapters.

1.3.3,1 ACCOMMODATION FOR SELECTIVE ATTENTION

We have mentioned the use of accommodation for

seiectiva attention, Most hand-eye tasks designate

explicit visus! features (for exampje, "PICK UP ALL RED

CUBES.,™), In the context of this task, only bright red,

hexagona! shaped raglons of the Scens ares of interest,

In a corpliex anvironment [tt would prove excessively costiy

to identify the coior or shape of every coherent region,
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The problem Is thus to |seciats the required set of objescys

from the background anvironment without analyzing sverything

in the sceand,

We have Shown that in any snvironment what iS seen

depends on how ths camera parameters are tuned. 1t 1s
thus appropriate tO ad just these parameters 20 that ths

characteristics of the desired objects ars enhanced at ths

expenses of lrrejevant fsatures. Censider the task of
jocatling the red cube in the specific environment shown |n
Figure 1.10a. Here, the desired sb ject appears againsta
wiack background, in close proximity with two nonersd CUbeS,

(The weak interior edges in this picture are again dus to a
wide quantization Window,

These Known eharacteristics can b® used to set the

iimited range of thay camera to emphasize the red oblect,
Figure 1.10p s8hows how the scene In Flgure 1.18a would
appear to the computer if the Images were obtained through a
rad color tiiter with the digitization rangs set to clip out
helow BYVETRGE intgnsitiss, Th sffect of this accommodation
ts first to enhance the contrast of the red chject with the
nackground relative ts the other colors, The carker
intansitiess are then compressed bY the quantizer, forcing
those portions of the Image containing the undesires objects
inte the same equivalences ciass as the packground,

In Figures 1,180 ths probiem of tocating & red object

nas bean reduced to that of a simple sgparch for the largest

24
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black tog white intensity transition, The ¢golor and shape

of the associated region can then bes tested to confirm that

they fulfilled ths search objectives, Although It cannot

be guaranteed that this region will correspond to the

desired object, the red ?liter has considerably Increased

tha a priori I|ikellhood that this will bes so. This

accormogation reducss the sxpected cost of locating the pad

cube, It sliminates tests that wouid otherwise bs nesded to

reject faise prospects had they been acquired first.

Figures 1.10¢c and 1.10d obtained through green and

hius color filters are respectively the most appropriate

irages in which to ssek green and biue objects, In gensral,

the choice of accommodation for ssisctive attantion despends

on the acquisition requirements and on what 13 aiready Known

about the environment from which these characteristics must

be isolated, Consider, for examples the infiuence of

the pregominant background hue (In this case black) on the

choice of coior filter, If the background had basen white

Instead of biack, a green fl|iter would have been needed to

emphasize the presence of a red object (as a dark region),

The dlgitization range would then be Selected to clip above

average intensities, If the shade of the background had

not yest been getermined, one could not specify a preferable

color fliter., in this case, the most appropriate image

would be Figure 1,18a, because it contains the widest range

of intensities,
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The sejection of Information by an appropriate

saccormodation can provide the princical means of information

reduction In a context~ sensitive scens anaiysis, This

pows? Can be attributed to two factorsi

i. AccOmmOdaton prov des sei|ect;vty at the jeve|

of raw Image data, Here the need |s most critical because

of the volume of potential Information in % scene,

Furtherrore, the most significant efficisnciess can be Sained

by flitering out Irrelevant detalis before any processing Is

actually sxpended,

This selectivity should not be confused with Simple

threshoiding, as might be applied with softwares to

intensities obtained with & wide range sensor, Thers Is no

sasls by which to distinguish intensities corresponding %o

the three colors In the unssisctive Image (Figure 1,10a),

Camery focus Is gnother yseful gocommodgtion for ssisctive

attention, Wigh ag gqulitably narrow depth of field, the

contrast of objects outside of a selected ranges can bo made

so jow that they are affectively out of the Image, This

type of! discrimination cannct be simply Simulated In

software,

2 Accommodation fiiters [in paraiis| over the

sntire imags, Al faatures sharing some common

characteristic simultanequsiy vanish from view, This

feature Is cruclal since the computer Is fundamentally a

serial processor,
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1.3,3,2 ACCOMMODATION FOR SELECTING AN APPROPRIATE LEVEL OF

OETaAlL

In the Introductory sxamplie on the enhancemsnt of

edge contrast, we alluded to the [mportance of eliminating

unnecessary taxtural detall. In the contaxt of eadge

foliowing, texture can be defined as all detall of

sigrificantiy smaller spatial dimensions than the structure

whose poundary we wish to extract. Such textures Is

aspeclally prominent in the situation sketched (n Figure

1.11b, Here, a cube Is sitting on a table covered by a

coorainate grid, (The grid provides a common rsference frame

with which to catiibrate the coordinate systems of the camara

and the arm,y Figure 1.11a shows the data avaliable to the

computer In a full ranges Image of the area In the vicinity

of the top rear corner of the cube. The grid (ines are

arn attractive distraction to a mysple edge follower trying

; to trace the boundary of the cube on the basis of local

aqraclents. |
There |S no clear separation between the cube and

the grid 1ines on the basis of Intensity, Thus, the

unwanted detal! cannot be removed merely Dy clipping it into

the Dackground with an appropriate quantiziation window,

The only basis for gnhancing the contrast betwesn the object

and bpackground, relative to that for tne grid (ines, Is to

: 31
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expialt differencas in spatial frequency content, [It follows

from the definition of textures that the energy torresponding

to the grid lines will be eoncantrated in a higher frequency

Largs than that corresponding to the cube.

It Is walj-known (see Chapter 6} that simple

defocusing Is equivalent to passing an Images through a

spatial! low-pass fiiter, This effect Is Iftustrated In

Figure 1.11c. As a result of siight defocusing, the energy

that had besn concentrated In the weli= defined grid {lines

has heen diffused evenly ovar the background, The

sregominentiy low-frequency snergy concentrated In the cube

nas not basen noticeably affscted, This opsration has

destroyed the distinct structure of the grid I1ines without

significantly affecting the structures of the desired

soundary. Furthermore, the demise of tne grid iines has {eft

a ciear Intensity separation between the cube and the

diffused background. This contrast can now be

enhanced by concentrating the quantization j[eveis On the

range of Intensities found between the cube and the

packground, The combined effect of focus and intensity

sccormodation Is strikingly shown In Figure 1.114d,

1.4 ACCOMMODATION IN & PERCEPTUAL SYSTEM

We have shown Several exampies of how accommodation

can oOvercoms soma practical problems frequently encountared
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in machine pesrception, To fully utilize theses effects,
they must be Integgrated Into a comprehensive strategy for
visual perception,

[.4,1 AN ACCOMMODATIVE VISION SYSTEM

1.4,1.1 GOALg OF 3YgTEM

The uitimaty goal of the hand-eye system Is to

complete a task wlth the minimum effort consistent with high

reltlabliity, To achieve this goal] tne vision systam must

atterd only to thposs parts of 2 Scenes that are relevant to

the current task, It must extract tne minimum level of

detall that provides a sufficient description to complgtsa
the task objectives,

A more modest initial goal Is to obtain a system

that will perform simple tasks, reliably. In a varlety af

envirgnrents, The current vision system adapts its level
of effort to the difflcuity of the snvironment In order to

insure reliable operation.

[.4,1.2 DESIGN PHILOSOPHY |

The vision system Is composed of a flexible and

overlapping varisty of processing options that permit

cost-effective sgiytions to many perceptual probisms. The
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general strategy Is to apply cheap operators over the entire

scene In order to first sxtract the retiabis, sasy-to-see

features, If the scene Is simples, |lke Figure 1.2b, this

coarse Structure will generaiily suggest probadbls matches

linking the objects In the Image with corresponding

prototype models known to the machine. These gues3®s can

ther be verified by using the suspected modals to

hypothesize additional features, whose @resencs can be

specifically sought in the sensory data, {This mode of

Information acquisition |S reminiscent of the parior game,

twanty questions,) If, however, the Scene contains a cluster

of objects or thg Images is troubled by low contrast and

noise, the simpie routines wlll not provide snough

information to obtain definitive matches. In thess tales,

the strategy |S to return to the world for another and

harger |ook,

Fortunately, It will not often De nacessary to

reprocess the entire Image, Typlcaily, thers will be a small

ragion of uncertainty wheres mors detail would be helpful.

Furtmherrore, ths recogniticen program wit! often be abie %o

makes use of its a priori xnowledge and of what has 30 far

heen found, to Suggest a specific feature whose pressnce

Would resgive a particular recognition ambiguity. The
entire perceptual systsm can then ba accommodated to

max!wize the iike|lhood of detecting that feature,
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1.3.1,3 ROLE OF ACCCMMODATION [IN SYSTEM

the roles of sensor accommodation 1s most eas|ly

digcusssd In the context of 8 specific system, Figure 1.12,

a sirplified version of an emerging design, Is provided for

this purpose,

As |r the Initial hand-eys system, recognition Is

nased on the reoresentation of objects in a scene by line

drawings, To acquire an edge, the image |!s agaln scanned for

arn intsnsitly discontinuity, The appropriate accommodation

during this acquisition phals, depends on the task

reguirerents and on what Is alrsady Known about the

environrent, In the absence of a specific search goal (ie. a

task has not yst been posed}, or of detail led knowledge, One

cannot go better than an exhaustive search for all edges,

The best Image for this purpose ls one covering the widest

fleid of view and the «idest range of Intensities, First,

¢+na chances of missing a prominsnt feature because of an

arbitrarily limited sSourcs of Information are minimized,

cecondiy, Strong edges «111 pe emphasized by the [Ow

intensity and spatial resolution in & broad image. Fins

detail (Including weaker ®dges;, whose presence only adds to

the problems of acquisition, wli} not be Seen,

Suppose, on the other nand, that a specific item Is

sought and some knOwiedgs o! the environment IS aiready

avaliable, The machines may then be ables to iimit the Ssarch
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py tuning 1%s ssnsors (as In Flgures 1,10a-d } to snhancs a

prov inent visual characteristic of that [tem Tha

charactsristics that infiusncs accommodation define the

system’s "ATTENTION STATE",

when an Intansity discontinuity |S detected, the

associated region 1s first subjected to a series of

valldating tests (described in Cnapter 5), These tests

qeterming whethgar the rgglon fujrilils gnough of thy critgria
giver In the attantion state to Justify the expense of wsdos

extraction, Currently, color and minimum Size Can b®

checked, Size |s a default raguiremant used to

digeriminagts against dlecontinuities produced by an isoisted

mol Se Dheanomenon,

1f the validation state rejects too many regions for

the samg reason, lhe accommodation can De tightened to

discriminate against that characteristic, On the other

nand; 1¥ no discontinuities ars detected, the accommodation

must bes made [68SS dlacriminating and more sensitive to low

contrast,

After the acaquisition is val ldated, the

accormegative edge follower (Chapter 5) tracks the sdge

atterpting to compiete a closed contour, If the edge Is

iggt In a reglon of weak contrast (sg, shadow}, the Camera

egnn DBO resgpccomodatad to enhance the contrast in areas

directly adsjacent to where the edge was last seen.

Considerably more effort can be applied 10 rgeovering the
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iines that show evidence of giobal structure and throwd away

those whose sxistante cannot be so Justified. This program

can 8180 cai on the VERIFIER to see whether additional data

can be found in the Image to support these inferences: The

complieted (ine drawing Is processed by the COMPLEX 800Y

RECOGNIZER (Falk (19781; This program attempts to segment

the (ines Into isgiagted bodies, Depth [(nformation obtained

from camera focyg (Chapger &) can be heipfyl in ¢hig

operation, The separate bodies are then Ildentifled using

the hypothesizes and verify techniques of SIMPLE,

1,4,1.4 ORGANIZATION OF CONTROL

1.4,1,4,1 CONTROL PHILOSOPHY

The principat control patps of this system can be

ispiated and modeled as In Figure 1,13, The basic contre]

philiosophy carn be described as HItRARCHICAL EVALUATION,

Briefiy, it holds that! |

The performance of lower level programs starting

with those that handle the raw Image data should be

svaluatesd In two ways!

1. by the rpasonabieness of the Immediate results,

as getsrmined by the system's |ow eve! expectations, and

2. by the rasascnableness of the results of all

nighet level programs whoSs performance depends On the
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edye at thess specific points than would ose practical or

desirable to apply to the bulk of the scene,

When the contour has boen ciosed, 1ines are flit to

the adage points, The vertices, defined by the intersection

of these Ilines, are then examinsd by the SIMPLE BODY

RECOGNIZER (Falk [19721), 1t determines whether they could

correspond to an [Solated, recognizZeable body. If s0, the

appropriate object model Is put forth as a tentative

recognition hypothesis, This hypothesis can he verified

py (ooking for the predicled interior wedges, The EDGE |

VERIFIER (Chapter 4 y is ables to overcome the

characteristically ow contrast of these fsatures by

concentrating sensor resolution on the precise path over

which they are expected and then accumulating 9g9iobal

statistical evidence.

[f recognition 18 not possible on the basis of this

srelimirary description, a more complex branch of the Systsm

(not shown) Is activated. The camera Js first sccommodated

for the general congltions in the region enclosed bY the

initial contour, 4 sensitive (focal operator (Heucks|

(19693) |s then appiled over this region to detect all

{ntarior edgs points, This operator is likely to pick yup

pieces of weak edges, as well as isolated patches of

texture. Pre=processing «iil usually oe needed to massage

this data Into smooth ine drawings. The LINE ORAWING

COMPLETER (Grape [1969])) pieces together sagments of sketchy
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{ines trat show evidence of giobal structure and throws Away

those whose sxlistance cannot be so Justified. This program

can 8i%0 call on the VERIFIER to ses wheather additional data

can be found In the image 10 support these inferences: The

completed |lne drawing [8S processsg Dy the COMPLEX BODY

RECOGNIZER (Falk (19781; This program attempts to segment

the |inge Into lsolgted bodies, UeDiIh information obtained

from camera focyg (Chapger 6) can De helpful In ghig

cperation, The separate hodles are then Identified using

the hypotheslze and verify techniques of SIMPLE,

1.4,1,4 ORGANIZATION OF CONTROL

1.4.1,4,1 CONTROL PHILOSOPHY

Tne Dnrincipal control paths of tnis System can be

isolated and modeled as In Figure 1.13, The basic control

phijosophy can be described as HItRARCHICAL EVALUATION,

Briefly, it hoids that!

The performance of lower jeve! programs starting

with those that handle the raw (mage data shouid be

avalusted In Iw0 wiyS:

1. by the rgasonabieness of the Immediate results,

as getermined by ths system's |ow [evel expectations, and

2. by the rsasonabisndsss of tne results of all

nighat evel! programs whoSe performances depends ON the
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Fig. 1.13 Feedback Oriented Vision System
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sariisr results,

If the results at any lsvei ars found untenabie, the

system returns to a previous levei of processing, modifies

parareters and/or oproced’ding sophistication, and again

atterpts to construct a visbie representation cf the visual

worid, The cause Of Taljure wiii oftan suggest specific

ways In which the lower ievel routines can improve thelr

performance,

Hierarchical svajuation Is no longer a novel Ides,

Fisehior [1968] appiied simpis shapes and continuity tests to

thes output of a curve-fitting operation, Anomalies detected

at this ievel prompted modifications In parameters (eg,

sampling interval, intensity threshold, ete,) of the contour

follower which provided the Initial sdge points,

This control was on the jeve| of Loop C in Figure

1.13. In our systgm, It represents fesdback from the |ine

compister to ths sdge follower, Cur present work extends

this idea te Loops A and B, The visual sensor (is, for the

first time, controlled directiy by the requirements of the

system functions that must uss the gata, (Loop A corresSpongs

tc accomodation rgauests by the edge follower and by the

{ine corpleter when it needs more detall. Loop B Is used to

tune the Image for selective acquisition and {ater to heip

the feature verifier vaiidate & recognition decision,)

These pathy aliow accommodation to be an Integral

part of the overaj! perceptual Strategy, eiiminating the
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neec to manyally tune the camera,

{.4,1,4,2 ACCOMMODATION PHILOSOPHY

Accommodation is a spacific appiication of

hierarchical evaluation, The Immediate gomi Is the

success of a particular perceptual function (Figure 1,14},

Lecormogation Is derived from models of the Interaction of

camera parameters with Scene characteristics, These models

in eonjunction with the computer's a priori and acquired

known ledge of the gnvironment predict the composition of an

irage, Accommodation is Initially sgt So that the predicted

irage satisfies the known information requirements of the

function. The appropriateness of the Inltial image will

depend on ths accuracy and detail of the computers

information,

The performance of the function with this

accormodation is evaluated. Accommodation problems are

suscected when the results do not confirm prior

expectations, 5, diagnosis is performed to determine

whether re~accommgodation is | jkaly to reconciie the

gifference, If so, Information galned from the (initial

faliure is used to refine specific accommodations, This

cycle 18 repeated, fteratively Improvirg the accommodation,
untill eltnsr the function succeeds Of the diagnosis routine

ig satisfied that accommodation is not at fault, {in the
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BETIALIZE ACCOMMODATION
FROM A PRIORI INFORMATION

| | PERFORM
PERCEPTUAL |

| FUNCTION |

| EVALUATE FUNCTION
PERFORMANCE SATISFACTORY

| | SATISFACTORY

AC FUNCTION
DIAGNOSIS vey dpi

PROBLEM

| | PROBLEM

| FouND

Fig. 1.14 Performance Feedback Paradigm for Iteratively Optimizing
Accommodation
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latter event, the originajl expectations must be questioned.)

The process of optimizing accommodation by I[teratively

Improving a performance function will be cal ied PERFORMANCE

FEEDBACK,

Performance Tfeadback In the contsxt of the sdge

verifier implies that the camera parameters should be tuned

te enhance local] contrast at the point where the edges Is

axpected, (Contrast Is the images characteristic most

directly relisted to the success of the verifier.) I? the

edge is than detected, the cholce of accommodation is

confirmad, Otherwise, accommodation Is refined.

In the context of a specific perceptual function,

the most appropriate criteria Dy which to evajuate

accormogation is the overall performance of that function,

To smphasize this philosophy of accommodation the

performance (00D c&n be vieawsd from another psrspective. In

Figure 1.15 the optimization of accommodation is shown to be

the principal goal, The verifier can be viewed In the above

exarpi® as an slaborate criterion by which accommodation is

optirized.,

In this capacity, the verifler defines a complex set

of gecislion criteria to which a suitable accommodation must

conform, It is yuysuyally nossibie to Isoiate individual

components of this decision, such as the dssirability of

high contrast, However, It is not feasible to bases a final

geclisior on a singie aspect because of the simultaneous and

47



INITIALIZE ACCOMMODATION

FROM A PRIORI INFORMATION

| PERFORM
| PERCEPTUAL
| FUNCTION

PERFORMANCE FUNCTIONSATISFACTORY

| SATISFACTORY

DIAGNOSIS AaT” TUNCTION FAILS

| } PROBLEM
| rouno

Fig. 1. 15 Inverted Performance Feedback Loop
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often conflicting demands of other factors, such as the need

to rinirize noise,

Performance feedback Is, of course, only ithe most

irmeciate level of hierarchical evaijuation. Continued

success at each subssquent level of processing reinforces

conf ldence In previous results {and in the accommodations

usaeg to obtain those results), For example, successful |ine

flitting confirms ths goodness of the local contrast

accormodations ysed by ths edge follower, (If there are

gaps In the edge, extraction can be repeated at those points

with iocally optimized accommodation,} We have &]3S0 Seen how

the resuits of the validation tast (Figure 1,12) can be ysed

to reflipe the accommodation used for acquisition,

The evaluation hierarchy extends, as far as the

perceptual process is goncerned, to ths level! of a

recognition decision, {The recognition wlii» of course.

itself be Judged by the success of subsequent behavior

sredicated on that declision.y If the final sdge description

fails to correspond with any known object modeir the

verifier can Investigate questionable edges with more

sensitive accommodations. If, on the other hand, the

edges correspond to an object other than the one being

sought for a task, then the accommodation used for initial

acquisition could be refined,
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1.4,2 ADVANTAGES OF aN ACCOMMODATIVE VISION SYSTEM

An effective way to demonstrate the advantages of a

new system {is to contrast (It wlth known |imitations of

previous approaches, The strict, hierarchical structure

of the initial hand-eye vision system (Flgure 1.3) [ike

most eariy attempts at pattern recognition, followed the

general paradigm outlined in Flgyre 1.16. Most of the

smohasls in this early work was placed on the problem: given

a suitable representation of an object; identify that object

tn terms of a set of prototype modes,

1.4,2,1 OPERATIONAL LIMITATIONS

The process cf obtaining that sultable

rapressniation from the raw digitized Image data was

considered to bs a tedious preliminary to ths "interesting"

recognition aspects, Accordingly, the senvironmeni was

purposefully constrained to minimiZe any difficulty. {The |
cubes used In hand=eys Work, for example, were uniformly

white and presented to the camera against a sharply

contrasting black background.)

Lacking accommodation, the experimenter would

manually tuns the system, Ha would adjust the lighting and

camera sensitivity to obtain an (Image on 1lhe totevision ;

monitor that, %o him, best emphasized the object ne wanted
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Fig. 1.16 Hierarchical Pattern Recognition Paradigm
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the machine to recognize,

Recognition Is also the ujitimate criterion used to

evaluate the effectivensss of automatic accommodation, (ne

Is tempted to draw the supsrficial analogy that HIERARCHICAL

EVALUATION Is, In a senses, a hootstrapped simulation of

manus | accommodation, In fact, theres are essentjas|

diffsrences, and these glfferences account for the

superiority of ths automatic method,

L man consciously psrcelves a Scene In (ts totality,

Hig access to scene charactepistics at Isciated [ocal points

ls unavoidably biased by his total Impression, Machine

perception, howavar, dapends on the local intensity

distributions at specific raster points, The

exper Imsnter adglusts ths cameras to achisve a singles Image

that optimizes his glopal Impression, However, this

3lobal optimaiity is necessarily a compromise that

guarantees a non=gptimal Image In particular localized

areas,

1t was soon reallzed that the Image that gave the

nest visual] Impression on a television monitor was not

necessarily the best source of visual information for a

racognition program. Many frustrated workers found that,

despite their best sfforts, there wes oniy one effective way

tg tuna the camera: run their programs and play with the

various sansor parameters until an Image was obtained on

«hich the algorithms would function oroperiy. A slight
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improverent was the use of graphics to display the

computer’s numeric Impression of tne intensities In a

particular region of interest. This eniarged the sScobs of

practical manua i adjustments to Include setting thes

quantization window to smphasize a ssiscted edge,

The osasic problem remained that the computer was

limiteg to the use of a single image, Consequently, the

affectivensss of tng refined manuai technique was iimited to

reiatively simple scenss (such as a white cubs on a black

cioth)y whare!

1. the impo. tant sdges we,e all in the game cont,agt

range,

2. the totai level of detal! contained in an image

sharp srough to sse® ths desired features, would not

overwhelm the processing capacity of the computer.

(MM, Kettly [19078] tried0 yse thls gechniqgue to arrive ag an

appropriate Image In which to recognize facliai{ features of

pecs 19. His conclusion! "too time-consuming and So error

pnrone as to be impracticai™,)

Automatic accommodation, by contrast, makes |[¢

practical to obtain many Images of a single scene. Each

images can be optimized for local data in a particular part

of the scenes, according to criteria that sult a particular

perceptual function,
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With hindsight, the sarily preoccupation on ths

recognition aspects of computer vision refiscted a

«idespresag avoidance of many of the more difficult problems

in waking a maching sew, {n particujar, starting with an

Image which smphas!zes what [3s being Sought, silminates a

substantial amount of irrelevant information. This aspect of

seisctive attention must de automated. before machine

perception can be practical In & resi worjd snvironment,

One of the principal goals of this thesis Is to enable a

machine to obtain Such images by Itself,

The trial and srror technlaues of manual tuning were

crude forms of accommodation, However: the criteria that

wers used to manually evaluate images and the performance of

aigorithms were too |1|-defined to be formaiized for use by

a machine,

1.4,2,2 FUNCTIONAL LIMITATIONS OF A NON=ACCOMMODATING SYSTEM

1, No concept of Attentioni

The nigh level decision process has no control over

the 9SOrSGrs, Thus, the machine cannot exercise any

discrimination over what objects will appear in &an image and

sitiratsly be presented to the recognizer, Seisctive

stterntion can be realiled On such & system only by ciosing

the accommodation loop manually. Tne alternative [3 a

constrained environment that contains only ths objects one
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wants the machine to recognize, Accommodation removes the

need for many of the snvironmental constraints {eg., high

contrast blocks, uniform backgrounds, strong lighting, etc,)

required by esariler systems,

2. Inappropriate (evel of image detaii:

The amount of detall required In a picture depends

sn the current perceptual function (edge following, texture

analysis, color ®tc,), on the (dynamic) state of knowledge,

and on the contents of a particular region of the scene, NO

single image will Sulit every application, ft will aiways

contain T00 MUCH or T00 LITTLE detalii for any particujar

function,

The goal of accommodation IS to obtain the simpjest

picture with sufficient datall. Peoples, on the cther hand,

| are Inclined to manually ad just the camera to obtaln the

sharpest possibie Image, A Sharp picture wilt, of course,

snhance® edge boundaries: mak ing It sasier to trace cubes

against homogensous backgrounds, Hut, Ina Jess contrived

sjtuation, the axtira textural detail! contained In a sharp

pictures may do mors to obscure the desired features than any

help the enhancement may provide. Too much detall is miso

very uneconomical In terms of core storage and Sensory

channs! utliization,

3. ]mappropriate level of effort:
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A hierarchical vision system 3S characterized by a

fixed set of routines, These are appiisd in a fixed

nlerarchical order to transform a raw image into a set of

recognized objects, There is no capability to adapt

the tsvel! of processing to the difficulty of the scene.

Consequently, It Is often necessary to extract superfluous

dgatal!l over most of the Image In order to obtain sufficient

gatgll In the weaker areas, Very sophisticated processing

is, however, too expsnsive to apply over the whole Scenes,

Furthermore, the system would be unable to gope with the

yolure of Information that ‘would be obtained by this
indisclrinate acquisition of fine detail. Thus, there wil

aiways pe occasional regions whars the data extracted by
some Standard ievel of processing Is Insufficient.

By contrast, the feedback organization of our

current system sncourages ths use of cheap operators gver

those parts of a scene that conthin adequate contrast,

Recauss of accommodation. these regions sea iy comprise tna

majority of the scene, Mora sophisticated processing is then

anplied only In the extramely troubleSome areas that resist

tne effects of accommodation, Usualjy, these will be regions

wheres a featurs, expectsd on the basis of a model suggested

by other visible getalis, has not yet Deen seen, In these

circumstances, expansive processing. such as contour

averagirg, can De ta} yored to emphasize what is speclificaily

nelng sought, This Is far more efficient then bulk; high
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power processing, Furthermore, the context, established by

a specific expectation, provides an effective way to

discount the Irreievant detalis and random noise that wii

inevitabiy oe picked up by a sensitive operator,

A rejated advantage is the abijity to efflclientiy

utittize special purposes functions, Properties,

~~ such as color and depth, can be cbtained at seisctesd points

where the usefuinsss of such knowliedos justifies the cost of

obtalning It,

in summary, the flexibility afforded by

accommodation allows sconomical strategies to be formulated,

Thase strategies ytillize the information on hand In ths

context of the current task to ssliect what additions]

information to [ook for. Accommodation heips the computer

to ses that information, Theses advantages ars Incompatible

with the oider hisrarchical system organization shown In

Figure 1,186,

|.5 ORGANIZATION OF THESIS

The remainder of this thesis is organized into ssvan

chapters?

Chapter 2: We ocutiine the current accommodative

capabiiitiss avallaple to our system, Analytic expressions

are osvelopsd that formalize how these parameters influence

tre image characteristics,
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Chapter 3: We utitize the models developed In

Chapter 2 to Investigates how ths accommodations Interact

with thes scene characteristics to determine what will appear

in the image, We Introduce heuristic and anaiytie criteria

of what constitutes an appropriate Image for a task, The

use of accommodation to reconcile the characteristics of ths

sansors and the requirements of a task Is demonstrated by

axarple, |

Chapters 4-7: We discuss © In dotall how

accormocation Improves the performance of the perceplual|

functions that comprises the system shown in Figure 1,12. In

sach chapter we dsscribe the Intended operation of a

particular function and devise a heuristic criterion for

evaluating its performance. As next develop the

theorstical and practical iimitations that affect

performances and rgilapiiity. The characteristics of the

most appropriate Image are defined for each function In

terrs of these [imitations and any reisvant a oriori

information about the scene that may be availiable, Finally,

diagrostic routings are developed that can recognize

sspartures from the desired (Image characteristics and

Initiate the appropriate remedial accommodations. The

diagnostics are applied In a sequence (likely to cause

accormogations to be tried in a cost-effective order.

Thess components are Integrated according 110 the

performance feedback paradigm (Figure 1.147. The resuiting
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systems demonstrate the ablilty of accommodation to improve

the rellabiility and performance In a variety of practical

perceptual functions.

The unifying context of a compiste vision system did

not exist at tha time this work was compistad,

Coneaguently, ths advantages of and the requirements for

Incegrag ing ghege fynctlong into an overall gygtem Were not

considered beyond the conceptual lave! In this introduction,

Chapter 8: We summarize our results and review ths

principal advantages of accommodation, The gensraiizZation

of tnese advantagss to other perceptual systams is

discussed, We close with suggestions for extending ths

current work in the unifying context of a sophisticated

vision systam,
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CHAPTER [1f ANALYTIC MODELS OF ACCOMMODATION

In this thesis we 8&rs concerned with developing

nerceptuail strategies which effectively utilize our system's

accormogative capabliltiey, To approach this problem

formally requires

1. & precise definition of the characteristics that

make an Image appropriate for a specific task and

2. analytic models that predict how the various

accommodative parameters Infiyence these image

characteristics,

In this chapter we «iil model the (nfluence of

focus, |ens=|ength, lans~aperture, dguantizer digitizatjen
—_ vidleon targst voltage, and cojor fiiters on the
composition of an Images. Sobel [1978] studied the effacts of

camera orlentation (pan, tiit) and (ens magnification. His

mode!s are nscessary to shift from coarse coverage of a wide

fisid to high resolution in a fioca] area, depending gypon

task requirements,

11,1 NEED FOR PREDICTIVE MODELS

‘The mccommogative parameters determine whieh aspects

sf the scans the cameras will emphas|ze, Models are nesded

+p guide the ssgarch through the Space defined by these
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sarareters, Without models accommodation can bs eveiuated

gly In terms of the performances of a task, The cost of

tnig criteria and the compiexity of tne space make Biind

optirization unfeasible, Modeiw indicate the most effective

accommecations Tor acquiring specifie information. They

alse wastabjlsh the optimality eof an accommodation for a

particular task,

A second Justification for accommodative modeis ls

the occasional need Tor nbsoluts comparisons of photometric

guantitiss obtained with different accommodations, In

enis situation; 1t [Is NeCeSSary to parametize the relation

petwodn an observed quantity and the values of the

corresponding oroberty In the Scene, sxDregsed on an

absolute Scaije, Sobel! (19723, for instance, used hls

sr lentation mode! to coordinate views of the worid, obtalinsd

at various camera positions with respect to an 2bsgiute

reference frame,

[1,2 DESCRIPTION OF CAMERA (HARDWARE) CAPABILITIES

Our visumi ssnsor (shown In Figure 2.18) Is =

standard vidicon television camera (Cony [19641), The

vides output Is sampled 333 timgs/horizontal scan lines and

auantized Into 16 dliscrete fave |S, The camsra nas Dsen

modi fleg (Figure 2.10} to nrovide computer control of the

functions enumerated In Chart 2,1, The pan=tiit head, lens
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| Accomotacsons |. Accommodation Capabilities
Orientation: 0° < Pan < 360° 45° < Tilt < 0°

Pan-Tiit head ’

Optical: Lens selection: 1", 2", 3", 4"
Lens turret ’ ’ ’

rel 1"-3" lens 1k < f# < 22pis L" lens 2.8 < £# < 22

Color filter located between lens and vidicon

wheel choice of 4 filters: red, green, blue, clear
| (see spectral response curves, Figure 2.17)

Focus | vidicon moved in and out from lens
Electrical:

Sensitivity
(vidicon target | 7% Er < 40 volts
voltage)

Quantizer signal range Bvolt <v < Tvoit )
digitized into 1l€ levels:

Hw =0 & 2 i
Bvolt - 0 1g sg g

| 12 8
Tvolt = g,gseresg

Chart 2.1

Accommodation Capabilities
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turret; ang focus motor drive sre standard manufactyrer

gptions that were aygmentsd with feedback pots and controi

logic to allow automatic servoing. The color wheel allows

rangom access Salection of any of four Piiters In 17% of

sgcond, Thg flitegrs nrg physically placed bgtwgen the lgns

tyrret and the vidigon,

The camsrt's auto-target eclircult was modifled to

aliow computer sefsction of 6&4 discrete target voitages

cetweesn 7 enc 62 vote, This clrouit’'s original functien

wats tO raintain a uniform signaj lesvel, It dig this by

adjusting the target voltage according to the averages [sve]

of lliurination, reaching the vidicon, This voitage iesve! Is

now USed as an ypper |Imit to protect the vidicon In the

avent of program fajiyres, It aiso sSsrves aS a reference by

which to s5S8t ssnsitivity In the absence of any knowisdge

about a scens, From 1/4 to 1/2 second (about 18 tejevis|pn

frares) are required before an Image stabilizes a'fter a

change of target voj|tags,

The quantizer provides a 16 ievel window , from 1/8

to 1 v, wide, over ths 1 v, working range of the video

amp! i1filsr., The bottom of this window can be positioned only

at integral muitiples of 1/8 v, from € to 7/8 v,. The window

can be changed In one mifll=-sscond,

Many of these accessories have been available ever

s|nce the camara was (nterfacsd with the computer,

However, 1ittle smphesis was piaced On utli1zing them under
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srogram control prior to the present work,

11,3 ELEMENTARY THEORY OF CAMERA ERATION

Over the vaars, photo jraphers and television

snglnesrs have developed A pody of theory that Dears; at

igast pariphersl ly; sn this current WOPrK., This theory has

ssjdom besn related to the sroplems of computer vision,

the purposes of this section |S tp provide an integrated

interpretation of those results, used in the

xpplicationssorisnted chaptery that foliow,

11,3.,1 ELECTRICAL CHARACTERISTIC

11,3.,3.,1 vIDICON

the heart of the tesisvision system Is the vidlicon

tube, 1¢ uses ophotooconductivity to convert an optical

image Into an electron fiow, The basic theory of
vidicons 1s weil=known (Fink £19573}. This tube EK

Iinfarous, however, for its none ingar ities and other quirks

«hich are oconstantiy uncovered Im practice, The tube

SppDEATS to exhibit yrnpredictable hysteresis offacts
depending, for Instance, On such obscures factors a® the

spectral composition of recentiy observed images,
The vidicon |s very sensitive for differential type
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intensity comparisons {as ued In edge following) byt

gifficuit to use for obtaining reliable photometric

measurements of absolute Jight Intensity (as resgulired far

coier perception, for sesxamplel. Wa | $4 presently

considering rsquirements for a new camera In fight of thls

. sxperience,

11.3.,1.,13.1 PRINCIPLES OF QPERATION

In this section we will briefiy derive a photometric

transfer function that summarizes the vidicon’s ideal mode

of operation, With refersnge to Figure 2,2a, light Is

fogused through the transparent conducting signal pints at

the front of the tube and {Ss absorbed Sy thes target, The

target Is a thin jayer of photosonductive material, Ths

jocal resistivity of sach siemental area decreases inversely

with the amount of light fiux falling upon I, An

sisctron beam, magnetically def jected and focused, is swept

periodically over the back face of the target, AY sach

golints charge [8 deposited untii the iocal surface has basen

reduced to cathodg potential, This charge Is held between

scans by the capacitive sffect of the signrnai zlate. A shal]

amourt will I(esak off, dus to ths photoconductivity of the

target, On the next escan, the electron beam wil

deposit sufficient gharge to drive the surface back to

cathodes potential, This Sequences causes a displacement
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current to flow through the loat resistor R. Tha

resultant voitags Is capacitively coupled to a iinsar video

amplification chaln,

Figure 2,20 Is an squivalent circuit model of the

vidicon (topler [19643:, Consider the ejemerta! areas F751

represented by Rel, Cail, The ejectron baam charges

Cél through the pgaraliet combingtion of Réel and Rel. Sines

Re <KHél, the capacitor wii] charge to

e.() ~ E. (1 - ¢ VRC, (2i T oi}

(Ea+1 is a constant, nominally In the range from 5 to 47%y.,)

[f the scanning beam moves slowly enough, Cé+1 w {| be fully

charjed, [f 3t Is the time the slectrcn heam is positioned

on dAl, this condition requires that

At = SR, x C 2,2)

when the beam passes on to the next area (eg, the rotary

switch advances), Cil wil] bagin to discharges through Rs

-t/RiC
et) a Ep e (2.3)

Re] is cetermined by Lé¢l, the light Incident upor dAs+i,

R, ~K,L,) ’ (2.4,1 i* 1
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~— PHOTOCONDUCTIVE MATERIAL CATHODE OF

+ -—

op OUTPUT MAGNETIC FIELD FOCUS
1] hs

+

Fig. 2.2a Diagram of Vidicon Camera Tube

SCAN

2 “11% 2°1.% 3IT.%
Fr 7 T+ * T+

& CIRCUIT CLOSED BY SCANNING ELECTRON BEAM

Fig. 2.2b Operation of the Vidicon Camera Tube
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Gamera Is a falriy constant characteristic af the tube

nominally about 2,65, (It is always [ess than 1, 9lince

photoconductivity Is a primary carrier generation processy,

The affective resistance of Rel depends on ths mean

light flux during the time, Tess, between scans, Thus,

the response of the vidicon represents an integration over

Teg, Under the assumption that Tes <£ RiisC, the charge #041

whieh is loet from SA+l between successive scans, [9 given

BY

E.xT
fin j n.oT8mC TT8

aQ,= Cle(0) - e(Tg = CEL{l - } R (2,5)

This charge must be replaced on the next scan, resulting In

a signai current through Rs2 of

E.xT

=o _ T 8 (2.8)
L at R, x at

For (ater reference, we define EsT/Rsy to be the

photocurrent Jlép, excited by the Incident light fiux, From

fquations 2,4 and 2.6, the ideo output current Is thus

proportional to

i, ~K, x En x Lf (2,7)
L ez 7 i '

Ed

This saquation Is an siementary photometric model, It

rejates a iight ievel Lei to a Signal current isl. A linear
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galn function can be applied to this currant to obtain the

voltages that Is digitized for entry Into the computer. This

simpis model unfortunately breaks down because of

secyl laritios in the photoconductive effect {RCA REVIEW

(19513),

The Cohu camera uses an RCA=8507A vid con, The

{ight transfer ‘eharasteristics of this tube are shown In

Figure 2,3: (adapted from the manufacturer's applicatian

shaeastl, The slope of |ines on thls iog~log piot Is what we

nave called gamma, [tt cioseiy approximates 5% gover the 4}3%

range In target voltages and 18,020:1 range of Incident

{1ght; covered in the figure, (Figure 2.3 was originally

pararstized only (in terms of dark current, The target

voltages that are shown ware obtained from Flgure 2.4. They

represent average vaiyes at the indicated dark gurrent,;)

Sian out ve, target voltages at a constant

liturination levee! aise piots on log=i0gQ DADer 48 A gtralight

{ine, This is characteristic of a power functicn, rather

than the linear rejatlion expected from Equation 2.7, Thus, |

sron smpiricel evidence Equation 2.7 is superceded by

ip = Kx LOPE Ky = 2.798 x 10° (2.8)

a can be callbrated from the siope of the pest least

sguare fit of log lis vs, [08 £+7, 0 was calibrated with

a flat=white spescimgn of brightness L=28ft=C. ex] 4
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100 ¢ DARK CURRENT {(MICROAMPERES) -
0.005

3 LY | 0.02

; 10= \ ¢ 0.10
3 : { \ \ TARGET VOLTAGE
. 3 15 |

~

0.01 |
1 0.1 0.01 0.03

SIGNAL OUTPUT — MICROAMPERES

Fig. 2.3 Light Transfer Characteristics

. FACEPLATE TEMPERATURE = 30°C APPROX.

= 4 he

Eon {
5 gE. |

‘ 2 4 6 10 2 4 6 100 2 4
o TARGET VOLTS

Fig. 2.4 Range of Dark Current
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provided = cons|{stentiy good giedal fit over the range

LO<E+7<35, Loceily, slope varied unrepcsatably from 1,2 ¢o

1.6, A variation of this magnitudy wis aigso gneountygred as

thes brightness of the specimen was varied Detween 3LL«K2%

ft,c, The mean values of a tends to Increases toward 1.5 whan

L drops below 187%.2, The ingrementa} vajus of « gt 3

pgrticulgr ight |esve| gnd tgareet voitage oan pe established

experimentally, using Equation 2.9,

WL... (2.9)of (E1g) - log (Eq,)

A constant © {3 not sufficient for photometric

RCCUPROY Howgver, the value en] .,4 (used with Equation

2,8) doss provide 5 saptisfgetory, reigtive ordering of

intensities agcumyiated over a wide range of Target

voltages,

a ig sven worse behaved for cojored specimens, The

spectrai sensitivity of the camera (8s a complex function of

target voltage {seg Chapter 7), As a result, the effective

vajue of & varies from {1 to 5, depending on object color,

This variation g4efigs concisg analytic statgmgnts,

In this thesis, we wiil assume the use of white

objects and thus ss nominal vaiue of 731.4, yniass 3tatsd
stherwise, ¥

The instantaneous video signal repressnis the

difference of the |Ight level! at a raster point from a
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reference dark |evel, (The dark {eve} Is generated within

the vidieon, when It 1s blanked during retrace.) This signal

fs a,c,~coupied to a linear ampiifier chain. The overall]

transfer function, reiating the voltage at the Input of the

digitizer to the |ight fiux density, Incident on the vidicen

faceplates, can be sxpresssd In the form

Vout = K(L)Ex , K = 0.0095 (2,12)

K and ® have been callbrated for a scenes [iluminance of

20f%.c,s 9 1.4, and a .5 {neutral} density ?1litert K=,089%,

$1,429, (To reitergte, L in Equgtion 2.13 is the light

flux density that actually reaches the vidiecon surface,

after ai] optical attenuation.)

The amplifier has a 1.5 v. dynamic output rangs,

this range [8 clipped by the digitizer toc a maximum absolute

window of 2 to 1 v, Equation 2.18 getarmines the ranges of

[{iurination that wil{ produce signals lying in this window

at any ET,

11,3.14,1.2 INFLUENCE OF TARGET VOLTAGE ON IMAGE

The camera sensitivity affects the composition of an

Image In TWO waysSs

| i. It estab! snes the range of scene brightnesses

shat wiii be {linearly encoded Dy the quantizer,
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z, 1t affects the signal gain snd, thus,

determines the minimum contrast that can be resoived, Thess

effects are not Indgpendent; the minimum resojvabie contrast

ig constrained by the dynamic range, I# E47 Is turned yp

too Righ, the gain [nm contrast wil] be nuliifled by clipping

in the quantizer,

In practice, E«7 ig also constrained by the maximum

voltage the vidiecon can tolesrats at prevaliing {ight levels

without blooming, This condition destroys the detal! near

the scenes highlights, The ocamera can aise sustain

ssrransnt physica] damage when ocpsrated in this stats.

This {imitation iy most significant In a Scens,

sncorpassing & wide range of brightnesses, The brightest

sb ject sstabilishes the highest aljowable target voitage,

This I(imits both dynamic rangs (8g, the dimmest object

that car be perceived) and minimum resoivabie contrast,

In our system, the auto=target circuit physically

constrains E77, [t is adjusted to overr|de the

computer=sejected target voltage when I(t excesds a sale

isvel, The aytor-target was designed to maintain a

constant average signa! [eve| over the sniire scene, The

gffpctive maximum target voitags wiljl thus vary  §

Le{wgamra/a} (ses ELguation 2.1987, (The maximum voitage

eve !S are aboyt 35, at 23 ft.e, (a flat-white object In

ardirnary floyrescent room lijum|naticons} and about 28v, at

160 fL.c. (§tiymination, suppiled by s 1020 watt, diffused
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xenon arc source,) Unfortunately, this schemes does not

srovide adesuats protsction from smali, glossy highlights,

Syeh highlights can concentrate a considerable amount of

energy onto a smajl ares of the target without significantly

affacting the global averages,

11,3,1,1.,3 NOISE SOURCES

To utliilize the camera effectively, one must be aware

of its iimitations, There are four principal noise

sources {(Schrelber [1964])1

1, Signal Shot Noise

the msasursment of {light levels Is basically =

srocess of counting photons or, in practice, of counting

slasctrons dislodged by photons, Statistical fiuctuations
{imit the accuracy with which ths agtual ight level can be

measured, This inherent source error |S known a8 shot noise,

the Polsson orocess |[s the standard mods | sf

sarticie arrival assumed In the anmiysis of signajling

processes. Wien stsady {llumination the number pt

photons (Ny that arrive in a time period (Ty) determine a

ratios, N/T, that’ will fluctuates about ths mean photon
arrival rate, 9, tn a manner preadictavlie from Equation 2:3}.

(om) 6 ¥T
Prob (N arrivals in time T) - lef) e (2.11)
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For (args counts {ae?)>1i}, the number of particies arriving

in time T Is closely approximated by a Gaussian distribution

of mean (sTy and standard deviation (wT)*1/2.

The baslec noles characteristics ars set by the

number of discrete particles contained (n sach sampis. The

vidicon target converts photons Into electrons with a

constant quantum efficiency, We will dursue our anajiysis In

terms of the number of carriers, comprising ths resultant

photocurrent, Rewriting Eguation 2,8 to express signal

eyrrent les In terms of ths photocurrent, lip, gives

Equation 2,12

if xT

{| = 23 (2.12)
2 At

The tote! chargs storage required to maintain this current

ils (jepeTen}, Using e+ the standard coulombic charge: the

number of discrete charge carrisrs Is thus

N= Re 8 (2,13)
Ld

Fron the approximations admitted by large Foisson

distributions

z i x Tg
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but

i Fo, N' (2,140)

Thus

iy (A) «v= 3 2.13)

Typleal values Tor a weak signal are! ;

jsnnl micro=amp + {nominal value from Figure 2,3 at

E4Ts2gv,)

$4%1,7859 (1207)

($7 mloro=see./333 sappes per hotiZ, {ine)

(931 ,6818+=19 coulomb/ejectron)

J Using these values, Equation 2.15 yjeids a noise gurrant of}

r _18 1/2

| Oig = fo| « 3,06 x 10710 amps (2.18)
this signal Is especisliy vuinerable to the effects of

: additive noise price to any amplification, because the total

particis count 18 then [owest, Let us consider the

| ather dominant jow=ieve| noise components,

h 2, Dapk Cuppent
H

| the vidicon target, in the absence of 11ght, behaves
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like a |(eaky resistor, This dark resistance Induces a:

so-called dark current, which acts Ilke a constant bias |n

the presence of a 1ight=Induced signal, Fluctuations In

this dark current |[Imit the smallest signal variation that

can bs getscted,

et [+d be the average level of dak current which

is additively combined with signal current lim, Let lag’

obs the ieakags current In each slamental area of ths target,

ed’ 1s mnajogous tg the role of f4p in tquation 2.12 (but

results from thermal rather than light generated carriers 3,

Thus,

iy 5 wh {2.17

f4g’ terds to be yniform over the target and to Increase

directly with temperatures,

There are two principal tauses of fiuyctuations In

EX

: JA Scan non=~iinearities account for variations In

at, This variability Is usually not a significant factor,

Magnetic defjection systems are typicaljy better than 95%

[near over an entire frames,

2. Shot noise. is also inherent in the dark

current, Because thg mechanism of dark current gensration ls

compistely analogous to the effects of a {ow level {light

agurce, applied uniformiy over thes target, we can adapt
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tquation 2,15 to write

e xi
0° & weal (2.18;
ig At

In Figure 2.4 we note that the [eve] of dark current

Is strongly effscted py the target voitages, At a target

potential of 20 v, (as used In the calculation of signal

shot noise), ths worst jasve] of dark current is aboyt

28 (lc*~B)amps, Substituting in 2.18 and taking a Sgusre

root yields the nolse currant.

1.6 x 10719 -8 172 -10
o, WH ——==] 2 x 10 a 1.36 x 10 (2.49)
d INL.TO6x 10

The dependagnce of 14d on target voitage Is an

important factor to be considered, when deciding optimal

sensitivity settings for the camera, Ain analytle

expression of the rgiationship was derived from an empirica]

fit to the data in Figure 2.4, The values of dark current

{above the |eve] of Z2e(10+=8) amps, are sssentialiy {linear

on this Jlogejog piot with 5 sliepe of 3,97, The appropriate

functional! form 13 ¢tRus

iy = Bx Ey (2,20)

The calculated best ft for the worst case of darx current
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F

is

-13 3.97 |

iy = 1,37x 10 x Ep . Er>20V (2.21)

In the range of E47 from 10v, to 28v,, a passable

approxiration to a 1lnear fit can be made with a |ins of

siope Ne B, |

Dark current acts as a pedestal under the signai,

This limite the ranges of Dbrightnesses that can be

simultaneously ineiyded In the iv, window of the quantizer,

The problem is compounded, becsuse jow jliuminations require

a high target voitage to increase gain, This Introduces

nigh derk current, Galn and dark gurrent both tend to bias

the brighter parts of a scens cyt of the usable 1v, windoy,

3, Theesral noigd

The output signal voitage |» produced by a current

flow through the target resistor Ril, This flow Induces

therral nolse given by Eguation 2.22

x

o? y (2.22

Kzsgoltzman’s constant, 1,380(102-23)

Jouies/deg kevin

T0300 degrees Kel, (nominal)

Riss{gsp*6} ohms
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From 2,22 the thermal nolse current level ie found to bel

-23 1/2

0, IA 40) = 2.16x 10°10 (2,29)r 10" x 1.706 x 10

This vaiue Is Independent of target voitage Dut, like dark

eurrent, Is tamperature sensitive,

4, Proarpiifler noise

The oprin.lpaj noise sourye In normal operation

appears to bes ?iyctuntions In the biaw current of the

prearplifisr, The FET Input stage in our camera’s amplifier

chain contributes an rms noises current on the order of

2,410 (=9) amps, (The mean i9 taken over read out t|me

8t,) This nolse |g a combination of normal shot noise (Savin

(19657) and Induced stray currents, picked up in the noisy

slectrical environment of a computer room, 1t ls

independent of target voltage and light foveal, put it does

degcend on such noneoptical aspects of the environment as

temperature and sisctromagnetic activity,

The Tour noise sources ars uncorrelated) the overall

noise power 8 consgauentiy given by

ot = of +0 +0 + 0? x of (2.24)
B d T a a

The significance cof this noise Is established by

comparing it with the maximum signal Jevel (1lv.,) at the
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input to the quantizer, The transfer Impedance of the

ampli 1fler chain can be Inferred from Equations 2,8 and 2,12,

Ge = 0.34 x 10° (2,25)
3

On he assumption that amplifier noise Is dominant, the

noise level at ths Input te the quantizer 1s then {roughly}

Beir (=31v, the strongest signal Is 1v, {limited by

saturation, Conseguentiy, the signal/noise is about 12%,

11,3.,1,2 QUANTIZER

11,3.1.2,1, HWARDyARE FEATYRES

The guant|zer sketched in Figure 2.5 wad designed by

Wighran (19671, 1t gonyerts a selected portion of the 1,

dynaric signal range of the video-ampiifier into a & pit
digital number in real time, (The paral lei comparator

string was bullt with Fairchiid mioroeioglie and offers

sverall conversion times of under 52 nanoessconds/sampis,)

The outputs of the 15 comparalors are subsequently

arayecoded to avoid race oonditions, The computer

transiates thie encoding ints a i186 Jeve] Intensity In the

rangg from @ to 15.

The sonversiorn window [8 gesiected under computer

control, 1¢ Is defined by two 3 DIT numbers
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T CLIP | o | 2
1,...0 PVOLT (5,5 --- 1)f nN |

Lv orFrser T | |
| 3 © BIGNAL

) ;
i

B CLIP I |7....0, |

8 8 n/p Ad {A> |
"BOTTOM VOLT J—

1 7 \¢/Og 1s
O—& TO GRAY CODER

LEGEND D/A - 3-BIT DIGITAL TO ANALOG CONVERTER

A - OPERATIONAL AMPLIFIER, FAIRCHILD uL709
C - INTEGRATED DUAL COMPARATOR, FAIRCHILD uL711

CIRCUIT DETAILS CAN BE FOUND IN WICHMAN [1967]

Fig. 2.5 Simplified Schematic of Fast TV Digitizer With Adjustable
Quantization Window
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{(TelipsBelilip}, Thess numbers are transjated by D/A

converters Into the voltage laveis at the top and bottom of

the referange ladder,

(Eauations 2,26a,b relate these top and bottom

adder voltages to Tellp and Bellin,

Top-Volt = [3 (7-Tclip)/e} (2,260)

Bottom-Volt = - - Bile) (2.260)8 &

Teciipgs Bellip are both Integers: satisfying the constraint

0 = Tclip = Bellp = 7 (2,26)

Fror these sauations 1* Is sen that the top of the adder

can D9 set to any integral muyitipie of 1/8v, In the range

1/78v., Cop vo|t<iy, The bottom voitage can be wet from J 2p

7/8v, In similiar lnerements,)

With the window wide opsn (Tellp = 8, Beilp 3 7) the

16 Intensity levels avallabie In the computer correspond =o

coarse 1/1i6v, steps over the full Liv, video range. For the

narrowest window saeh [ave] represents L1/1&6 of a Bseiscted

1/8v, total! range. Eaumtion 2.26g reojates the 16 reiative

leye 8, D<I<1+15, to corresponding yoltages in terms of the

apsciuts range ssjected by Telip, Bellin,
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V@) = it (Top Volt— Bottom Volt) + Bottom Volt (2,264)

The gblilty to accommodate the quantization window

greatiy snhances the effectiveness of the four avaliadise

Bits. The auvantizer can resoive intensities In selected

178v, ranges to the squlivaient of 112 levels (about 6&6 1/2

Bits} over the totai iv, range, This figure Is based on the

fact that out of the 1& po9sibie ieveis In any window, ¢he

lowest and highest vajues Indicate only that the sample |»

out of ranges (low and high respectiveiy). The 14 migdis

vaiues are valid voitages represpntations in the sense of

Equation 2,26d, There are 8 gossibjles 1/8v, ranges, esagh

egntribyting 14 definitive ievei®, a total of 112,

(Afternativelys, It could be sald that the specification of

the window contributes three additional bits of information

te the 14 i|nsar leve|s inside the window.)

It {9 possipie to simulate the action of a 6 1/72 bit

digitizer over the fu|| dynamic ranges, A scenes is observed

through esagh of the sight narrowest window positions, The

w|ndow number and vaiye are recorded, whan the intensity ls

In the range DEi<cis, As stated; this procedure 8 very

ineffiolent, It should seldom be necessary, however, ¢%o

sample ali sight windows; thsre {Ss rarejy important

Information {n ai| ranges, Furthermore, fine detall is not

necessary except to resoive spepific ambiguities, In syeh

Bs
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cases; the specific marrow window that brackets the initial

data f{(cbiaimed with coarse quantization) can be ssiected

girectiy.

11,3,4,2.2 INFLUENCE OF QUANTIZATION ON IMAGE

The Influence of guantization depends on how the

intensity [nformation In an Image 1s %o De used, There are

two basic types of intensity measursments:

1, Differential In applications, such as adge foliowing

and acquisition, | t is important to know that two

intensities differ, How much they differ is lens

significant, The 18 intensity ievels In any window can be

ysed directly without calibrating them to any absolute scale

(ag with Equation 2,26d;, Differential data is consequentiy

i988 costiy to obtaim, Prior to the pressnt work, the ——
was only used in this way,

The principal influence of the ausntization window

width on differential Intensity measurements is to effect a

trade-off! between dynamic rangs, on ths one hand, and

intensity galn and resolution, on the other, A wide

windew provides colyge pegoiution over a broad BNO of

intensity. A narrow Window provides fine discrimination

in a 9eiscted range, The detalils of this trade-off?! are

summarized dy four considerations:
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i, Oynamic Range, A narrow window wil] not detect

any edge, both s|des of which [ie above (or beiow) the

window boundary, Reca{! the |oss of edge B |n Flgure 1,7,

2, Caln, When two |ntensities are contalned

within a quantization window, narrowing that window wii]

enhance the differential contrast between them, The effect

is squivaient to pure gain, singe any noise that may be

present on ether sigral will also be amplified leaving the

ratio of contrast/nolse deviations unchanged.

3. Noises [imiting, If the window width Is narrower

than the contrast betwesn two Intensities, such that one

registers as out of range low and the other Is out of range

nigh, then the adge transition will be effectively sharpensd

by Intensity thresholding, This hard limiting eliminates

noise on each 13sjds, These effects ars shown for an

intensity profife ¢f an sdge In Flgyre 2.6,

4, Contrast Ressjiution. Two Intensities may be

jumped into the same quantization levee! and 80 be

indistinguishable when viewsd through the coarse resolution

of a wide quantization window, Narrowing the window may

Improve resolution enough to detect an sdge,

2. Absolute! For tasks such as color analysis gr

edges dOdetectlion, using statistical methods, diffsrentiai

megasurerants are not sufflciont, It I® Important In these

cases to cbtaln the actual Juminosity of the specimen
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expressed on an absolute brightness scale, (Absolute

measurements are nesded, for sxampls, te compare intensities

obtained with different color fiiters, The brightness of

colored objects Is strongly affected by the color of the

filter, A single window that |s wlde encugh to contain the

range of intansit]es from all fllters may provide Inadeguate
reso iution, | The ajternative Is to use a window

sptinized Tor each fitter, This would precludes a

direct comparison of the observed values.

Abspiute measuraments, by definition, require that

all Intensities be In the |inear digitization range (1...14)

sf the guantizalon window, Narrowing the window reduces

the nurber of (intensity samples In an image that can De

validly encoded, There 18 no concept of contrast snhancement

associated with a reduction in window width, The additional

resolution simply reduces thes uncertainty introduced into
the measurement by quantization,

11:3.,14:2,3 QUANTIZATION UNCERTAINTY

An Individual intensity sample {5S an estimate of the

mean Drlghtness of san eb ject, In the absence of
auantization a Gaussian distributed varijabie wll differ
from its true mean, U by an amount Iles? than 8u with

confidences glven bY

v4



C = (a) . By = standard deviation of u 1.2
Phi(y) Is the wel|=known normal error Integraij, Its vajue

is the proportion of total arsa under a normaiized-Gaussian

curye contained within ¢/= y units of the mean,

i! 1 ' -x2/2 |
v0) = Jom | 7% ax (2,28)

-Y

Our oresent problem |s to determine how the Introduction eof

auantization will affect the accuracy and confidence with

whieh the trus mean can be astimated,

intuitively, with very fine quantization, ths

Jncertalnty of the auantized signal must approach the

inherent uncertainty of the original source, glven by

Equation 2,27, On the other hand, with very COarss

auantization, the uncertainty Introduced by the quantization

interval must dominate. In the jatter case the quantizer

can be thought of as contributing additional nolsa to that

already present In the original signal,

These ideas Rave been formajlzed by RoSS (Susskind

[1987 1y, Ha determined the accuracy with which the

statistics (mean, mesn square otc.) of a signal could be

recovered from a guantized representation, Specifically,

css corplied a probabliity density function from quantized

intensity samples, to evalumnte tne accuracy of this
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reconstruction he calcuianted its moments and compared Them

with the corresponding ones obtained from the dens|ty

function of the original time series,

The probability density of tne amplitude of a time

function ralates the percentage of time cover Some

measurerant interval] that the function spent at each

amplitude jeve] In Its domain (Ses Figure 2.71%. All

statistical parameters of the priginmal time function (sg,

the average or mean, the mean sguars stc,) cin De found from

its density function,

Quantization can be mode isd as & sampling operation,

applied to the Intensity range of a signaj. Ross based his

arialysis on slever analogies drawn hetween this model and

the well=understood process of time sampling. He reasonsd

that probability density Is & function of amplitudes In the

sams Senses that the original function is related to time,

Sampling rate, 1/7, for a time signal is determined by 1the

frequency content of that signal], The proper auantizing

{ineness, 1/a, %houj|d thus bs determined by the analogous

fregusncy content of the ampilitude probabijlty density

function,

The following 1s a sketch of Ross’ results. It Is

my feeling that the general enginesring community {3 not

aufficlentiy aware of the fundamental nature of this work,

Quantizing Theoreml Let w(x) bs the probabiiity

density of time function x{t}, W(a) denotes its Fourier

92



transform, Let g be the width of a quantization interval,

1¢

W(a) = 0 for Jaf 2 : (2,29)

then wix) may be completely recoversd from quantized samples

of x(t},

Proof of Quantizing Theorem,

Figure 2,8a compares the continuous probability

density function wix) that was obtained from x{ty with the

discrete density function w' (x) developed from digitized

samp ies of x{(%), A quantizer converts afi values of x(t)

within a continuous quantization range Into a single

discrete values xig{t) corresponding to the midpoint of the

sagrent, Therefore the distribution function w' (x) of the

quantized signal wlll bs Zero at all! values 0 x #xgcopt

integra] mujtiples of a, The values of w(x) at ng represents

the fraction of the vaiues of x{t) contained in the Intervai

nge{a/2)sxsna+{a/2), (A quantizer effectively |umps all the

genslty under wix} from (nge{g/2}) to ngel(g/2)) Into a single

impulse at ng,)

To compiste the anafogy of quantization as a

sampling process It Is necessary to devise a function whose

values at the sample points ng |s the area under wix) In the

surrounging Interva| of width gq, Flgure 2,8b suggests

that this function can be obtained by convolving wix} with a
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Fig. 2.7 Probability Density of a Random Signal

w(x}
w
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Fig. 2.82 Sampling the Probability Density Function

1

f(x) = The LL «3 . qf (29-0)
0 OTHERWISE Pe w(x)

7 w''(x)
w'(x) = q fwiyMly-x) dn

7 w(x)
TL

A411 Ps0 1g 29 3q x

Fig. 2.8b w'(x) From w(x) by "Fueza and Sample"
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rectangular pulse, gfx), Then the resulting "fuzzedn

function, w"{x), can be sampled at integral intervals ng, n

3 0,1:2,,.,, to obtain the quantized distribution Ww{x},

Alth this mode;s, one can determine the maxX mum

quantization Interval which wil] allow adeagyats recovery of

the desired signa; statistics, Sampling a funetlon In the

tims dorain with a periodic Impulse traln Is known to

qsnerats a operlodically repeated spectrum of ths samp ied

function in the frequency domain, [f the sampiing rats Is

at fonst twice ths highest freauency found in thes

(band=iimited) signal, then the periodic spectra wil] not

overiap, The exact spsctrum of the original signal! can then

be Isolated by [ow pass filtering. 1? the signal

ls rot band=iim]ltad, or thes sampling rate not frequent

enough, then alfasing of the spectrum wli| compromise

recovery of the original signal,

In quantization, the amplitude axis (of the density

function} rather than the time sxls Is sampled, Ae are

thus concerned with jsciating the spectrum of:

w (x) = wx)® ix) . (X¥ = convolution (2.32)

From the periodicaliy repeated spectral ksrnal

Wi ''(a) = Wa) x F(a) (2,31)
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(Note that the factor of gq, Introduced In Figures 2,8b, Is

canceiisd by the spectrum of the periodic sampiing pulses

with which 2,31 Is convolved,

The ans iysis is completely analogous to that

deve ioped for time sampling. Samples, spaced by q in the

amplitude domain, wl|! have separations of 2#/q in the

frequency domain, f{a) {s not bands] imited,

rey =i (2.32,
| 2

Thus, K’‘’{a) can be sxactiy recovered providing condition

2.29 applies,

W(a) |s obtained from W’’{a) by dividing it by Fle},

(The division can be performed since (F{a)I>P for |®iSe/q,}

Finally, wix) Is retrisved from Wie; by Inverse

transformation,

Application of Guantizing Thegrem ty Gaussian Signals

In th's thesis we are concerned a|most exclusively

with digitizing Gaussian distriputed signals. The spectrum

of a ——_ wavelerm Is also Gaussian and thus not
strictiy bande|imited as required by tne quantizer thegrem,

[t Is well=known, however, that, for practical purposes, the

dynaric ranges of such signais | affeactivejy 3 standard

deviations on each side of the mean, We would expect to do

reasonably wel] at regovaring the first few moments, If an
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adequate number of auangizaglion |ngervaly are spaced oyer

this dynamic range, Ross calculated the theoretical

effects of foldaver from finite quantization of a normally

distributed signal. He reached the Intuitively satisfying

conciusion that with, a quantization Interval one standard

deviation in width, the flrst four moments of the quantized

distribution differed by lens than J«(10*-5)X from the

corredponging moments of wixj, This revgiution proviges

eniy Six quantization levels over the dynamic range °F the

distribution, Yot, finer quantization will not

cignificantly Improve the statistical characterization of

this signal,

The results of Ross’ work can be summariZed dy

noting that the effects of quantization contribute we

distinct medes of noise!

1, ajisasing caused by undsraampiing and

2. ths fuzzing effect of a finite quantization

interval,

The first rasuit [8s rejasvant to the selection of an

appropriate guantization window, The theorem states that

she width of a guantization Interval (41/16 the width of the

entire window) should bs on the order of 1 standard

deviation to avoid ajlasing effects, With this

suantization fineness Ross showed that the exact density,

wix), of ths sriginal time signal, x(t}, could be

thesrstically recovered, However, an expensive deconvoiution
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|g required to ramove the effects of noise source 2, the

fuyzzing function, tn practice; quantized signais are not

syb jected to thls processing. Therefore, what |e observed

is the density function

-

wp) = | we fx - y) dy (2,33)
-

rather than wix}, w'?‘{x) |s ths same density

N function that would be obtained |f an independent source of
random noise with distribution function f(x) were added to

she process, described by wix), In other words a finite

quantization interval, 4, has. the same effect on the

recovered moments as would a source of uniformiy distributed

noise of mean 3 and mean square (power) of 8qge2/12, summed

inte x{t) before the moments were calcuiated. {This mean

square value [9 based On

q/2 2
[x tm) ax = Lf fax = (2,34)

-q/2

(This result Is weli=known 0 statisticians as Sheparg’s

sorrection to the 2nd moment calculated from grouped date,

it is the error that will pe Opserved py caleulating the 2nd

moments from W/’’{a)ysu{a)sf{a) rather than first dividing %o

remove ths effects of the fuzzing function.)
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implications for Noise Reduction by Averaging,

The mode! of a quantizer as a source of uniform

randgem noise Is only wvalld, when the basic quantization

Interval Is smal! enough to siiminate aliasing. This

constraint has Important Implications for accommodative

strategies, Temporal averaging of ths quantized signa

will reduce the combination of quantization and sources noise

(described by w’’‘(x)} by i/sarti(N), I? tne quantization

intsrva| does not satisfy the aiiasing constraint, however,

the effectiveness of this averaging must deteriorate, In

the 1imit when ths Interval width becomes greater than the

maximum signal deviation, ne improvement by averaging is

possibie, Since al! samples wil] be quantized to the Sams

value, {The theoretical reiation betlwesn averaging

offactiveness and quantization width warrants further

Investigation, Ross’ model seems (ike a promising

approach to use,)

Averaging cannot correct the loss of detall, caused

by unde,=-sampl|ing, Ailasing unceptaintiss can Ds removed

only by using finer guantizer resciutions, Narrowing the

wingow beyond the rsauirements of ths quantization theorem

will reduce the fuzzing uncertainty (Equation 2,34),

Howsver, unlike gveraging, It wiil not refing ths basic

uncertainty in the source,
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11,3.2 OPTICAL CHARACTERISTICS

In this section we briefly derive Some well=known

resuits from photographic optics that are Necessary to
understand the optical accommodations of our camera,

Readers wishing more detall are directed to any standard

photographie text (og, Larmore £1985], the primary

reference for the discussions that follow),

We will describe the [maging properties of an

slerentary camera; consisting of a simdis convex lens, In

actuality, our camera’s fens contains two siements, but the

results of our analysis depsnd only on parameters that can

pe modes ied by an sqQulvaisnt isns,

Figure 2.9 |liustrates & single jens camera, The

region from object to lens wiil be known as object space and

x, the object distances, Correspondingiy, y 13s the image

distances in |mage Space, x and y are reiated by the focal

jength, according to the weii~known Gaussian fens sguation

1,1_1 (2,35)
X y f

{This equation can be derived directiy from the geometric

sptics of a simples (ens) rays through ths Jens center are

not bant, whije rays pars|js| to the principa| axis ars bent

to pass through the focal point, A derivation in whieh

the liens 1s modeled by introducing phase delay Inte the wave
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front Is given In Goodman [1968],)

The ight gathering power of a lens Is characterized

by ite focal ratio or #, defined as

{. = 12,38)
s» do

The lateral magn!figcation, M, is given by

h

m = i. (2,37)
2

Feom similiar triangies CAB and CA'B’ In Flgure 2,9, MH can be

axpressad as

np vg (2,38)
hn xX x

11.3,2,1 EFFECT OF OPTICS ON IMAGE BRIGHTNESS

In a Strict sense brightness [8s a subjective tearm,

applied to an obJect’'s appearance, as seen by ths eye, For

auantitative measyrements we define

1. tumlnous |ntensity as the total light smitted by

a source,

2. {uminance as the |ight emitted or refiscted per

ynit area, and

3. Iiltuminance as the |ight/unit area incident on a
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surface, To illustrate the use of these terms and introduce

more Standard definitions Imagine a point source at the

center of a 1 foot sphere. The juminous intensity of the

source I3 S candje power, It emits |jight flux that

propagates through space. The unit of flux Is the lumen,

4y [umens=1l candies power, The Iilluminance (light/unlt

areal); falling on the Inside surface of ths sphere, Is

j2S/42{R*2), This equation is the familiar Inverss 9Squars

{aw, 1? Ss candle power, then I=} foot candie, Expressed

In terms of the luminous flux density, this jijiuminance Is

squivaient to 1 i(umen/square foot.

11.3.2,1.1 PHOTOMETRY OF A BROAD SOURCE

It Is ssigom necessary to [ook at a point source,

The 1ight flux (In |umens), refscted from a surface SS per

unit area, Is known as the luminance £48 of that surfaces, In

order to es3tabiish Image brightness in terns of the

brightness of an object, we temporarily make three

simplifying assumptions (figure 2.18a)!

i. The object Is distant and will be imaged in

the focal plans of the leans,

2. The object Is perpendicular to the axls,

I. The surface Is a diffuse reflector.

First, the [ijuminance at the (ans wi|| be found, 1°?

Ass |s the aren of SS, Esisshis wlll be the total emitted ¥iux
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in lumans, If am Imaginary hemisphere were constructad

about this source (Figure 2.19b): then aj! of the fiux

emitted by SS must be Intercepted Dy the hemisphers. Let

the intensity {le, flux density; at the center of the

hemisphere (the position of the jens) be [4+1.

A dlffuse reflector appears squally bright from gai]

girectlions, Lambart’s Law states that since the projected

area of the sources decreases as ths cosine of the angle

setween the viewing direction and the perpendicular, the

flux density must ajsp decrease (as cos (theta)) to maintain

the appearance of constant ||iuminance,. Thus at any off

axis position on the hemisphere [=]41 cos theta, 141 Is

defined by the requirement that the total surface integral

of | squais Ess®Ass, The intagral is Straightforward under

the assumption that the |inear dimensions of the sourcs are

CCX,

EqAg = an, [7/2 atm fcosfdo = rl, x° (2,39) |

Therefors, the [l|{umlinance at the [ens Is

I, - ss (2.40)
™@

If the cdlameter of the jens 0 Is also <<x, the {iyx

through the (ens wl; Simpy be
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OBJECT LENS IMAGE

Fig. 2.9 Single Lens Camera

OBJECT LENS IMAGE

Fig. 2. 10a Image Brightness of an Extended Source

w R46
Resin &

do N741)
C; A LENS
5 Y/Y

i.

Fig. 2.10b Light Collected by Lens
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2
i.»D

Fm 1 (2,44)

wher all of this ?iyx Is focused onto the Image of SS, the

fliyrinance of thse [mags [39

2 | 2
1.7xD EAD

Atl 4Ai 4 Ai x2

where A+] [3s the area of the Image, A+] [8 relisted tO Ass

oy the square of the |[inear magnification ratio,

2
Ai m x Ag z Ag 2.4%)

x

whore 7 Is the focal |ongth of ths (ens, Substituting into

2.42 yleids the desired Image illuminance

2
vy D

I (2 44)
I = ra

Reca!l that the focal ratio (f#) was defined as f/d. Thus,

| 2

4,

Tne most sigmiflicant results of the above

relationships for Dyer work are?

1. The mage brightness depends on the Source

vrightnass and the |ens 7%, but not on the object distance
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x,

2. Brightness st constant f# |s independent af

magnification,

In concluding this section, [Tt is appropriate to

relay two of the constraints Involved In this derivation so

that the results wii|l be more applicable in practice!

i. Off axils sources: S gould be gpiaced off axls

(We wii] do the anajysis for one dimension.) at an arbitrary

angles 20 the (ens (see Figure 2,11), Assuming [+1 |s the

Piux density at distance P, perpendicular to S, then by

Lambert’s Law the fiux, approaching the fens at angle phi

fron this perpendicular, Is simply

E

1. = I. COB§ = ES eo (2.45)
2 i 2

np

The proc jected area of the (ens along this ray 1s

Al = rD* oa Pb (2.47)L  ¢ ©

Hence the total flux, absorbed to form the Image fs (from

Equations 2,46 and 2.47)

2 E_

2 L % 2
Tp

Again al] of this fjux |s focused ontc the Image of the

projesctsd arses of ths source, A+s tos (phi, The
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magnlflcation of the (ens in terms of po will De

i {

m2" pcossd (2,49)

tharafore

2
f

A = oe 5) Ag cos¢ (2.50)

DE cos $ coe 8 ]sts

JE.

23 5°#
p cos 0

2
E.D

I I JS cos’ 0 (2.510)4°

Notes thgt 14] [8s Independent of phil, Thus, In the case of gn

edge of & cube {see Figure 2,52) the differences |n

prightness of thes two adjacent faces will oniy be a function

of thelr reflectances and the incident I{iumination, In

the comron case where the cube is a homogeneous body, ths

edge will be manifest entirely by differences in the

girsctional natures of the f[ljumination flelid.

2. Extended sources, Equation 2,42 which defined lai

depended on the fact that the object's dimensions were {(x,

Optical systems, nrowsver, &rs Illnear. Conssaguent|y,
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Fig. 2.11 Brightness of an Off-Axis Source

P,P,

Fig. 2.12 Contrast of Interior Edge of a Cube
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extanded Images can be analyzed, at sach point, using the

princinie of superposition and the results derived above,

11.,3,2,2 EFFECTS OF OPTICS ON IMAGE SHARPNESS

Limiting Spatial Resolution

In optical Instruments, the malin IImitations on

spatial resolution result from diffraction and lens

aberrations, Howgver, the resgiution in a digitized

tejevinlon image [3 [imited primarily Dy the raster sampling

rates and the bandwidth of the video amplifier, In gyr

system, each horizontal scan {ine Is sampled 333 times,

(This rate Is consistent with the 19 mc. bandwidth of the

video ampliifier,} The horizontal Scanned ares is 1/2",

Thus, the size of the basic resciution ceil on the face of

the vidicon Is ,5/333:z1.6.18*{=33", Because diffraction

affects ars insignificant on this scale, ail subsequent

analysis wii! be basad on the simplified modeis of geometric

optics. |

11.3.2.2.1 FOCUS

Depth of field

The depth of field 1g ¢he digtances begween he

nearest and farthest points on the optic axis for which all

ob jects are In “satisfactory” focus. A workable
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definition of “satisfactory” focus can bs based on the

geometric model I[|lystrated In Figure 2,13. A point Source

af (ight, out of focus, {9 imaged as a circular disk, (known

in photography as a clrcie of confusion). Ths diameter of

this disk Is a measures of unfocus. In particular, the

image of a point can be taken to De® In focus, when 2The

dlarster of its circle of confusion falia within a single

rescliution cell on the Image piane,

Im Figure 2,13, a point source on the axis between

xeti and x2 wll| be imaged betwsen yi¢l and y:2, In thls

ranges, the size of the disk, def inad by the rays In the

image plans, wll|l be |ess than the diameter ¢c, Let c be the

dlaneter of a resgiuytion cell, le, the maximum ajliowadle

cirels of confusion, Then x+¢1 and x42 defines ths near and

tar flold timits of 7ocus for image distance vy,

x44 and x+2 can ba expressed as functions of x (the

nominal depth we ars focused for), f(the focal jength of the

tens), dithe diameter of the lens), and c. The derivation

is bases on simples geometric arguments, From the similarity

of triangies in the [mage Space

% » oth “ KE (2.52)i 2

We uSe the jens formula to transform each of the y's Into a

sprresponding x in object Spaces, Substituting In Equation

2.52 ang simplifying yields
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xf -x=f xf- x1
c .

§ * berry inh 12.39)1 1 2

Thess sauatlesns can then be soived for x:] and x21

| - TEs

. rier .

The desired resuiLs foljow diregtly

Far Depth D, x, =x = di-cfk-10 (2.95a)

oe EC - |Near Depth = D, =X -Xy Tey {2,%5b)

Depthof Field = D, + D, = p 3 J PA (2.550)ar -ckxk-10

The significance of theses eguations for our DUTDOBES

ared

1, The depth of field decreases as Jd increases, The

oftect of a Bigger (ens apsrtyre is to widen angles a~-Uil’'ep

and a=0s2’sb In Figure 2,13. Conseauentiy, the size of the

glrele of confusion, corresponding t0 a point sources a given
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distance from the focused ranges, wii! be Increased,

2: The depth of fleid will alsc descreass as the

focal length of the jens Is ingreased., This fast Is most

easiiy seen by rewriting the lens eguation In the form

x-Oy-0) =r (2,56)

This equation has been plotted In Figure 2.14 In a

normal lzed form py [gpeiing noth gxes In units of ¢,

Consider the image distances y+l and yé2 corresponding to an

arbitrary Interve| of depth in object gpace, for example,

dw te 2F-, With a i» jens {eg. T2l} these depths |ie on

the horizonta! asymptote of the figure, Thus; only

an Insignificant diffgrance oxists between ths yecoordinates

of thelr respective best image planes,

This situation typifies a broad depth of flaid, NOW

consider the ffs? of a 4" Jens focused atl theses tug

ranges, Utitlzing the normalized axes, 128" and 20", now

plot at 2.5 and 5 respectively. This produces a much

grater disparity In the two focal distances (rgmembgr that

the y axls is aise scaled by 1), As a resuyit, it {is mueh

marder for both points to be In focus at the same time,

3, Depth o? fleid varies Inversely with ranges,

This fact ean aiso be demonstrated using Figure 2.14,

Decreasing the Image distance moves ths operating points aon

the horizonta! axis towards ths sharply sioped reglon of the
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curve,

Depth of Focus

Depth of focuses refers to the aiioweble toisrance In

image distance ovar which the Image of an object remains In

accoptabie focus, In Figure 2,1%, distance D represents

the depth of focus for an allowable circle of confusion

dliarster ¢, Frem the flgure, we ses that this interval |s

symmetrically placed about the point of best focus, By

similar triangles

<__4d

2

for x>2f, y~f, tharefore

d ¥

We see from Equation 2,57b that depth of focus Is directiy

nroportional to 4% (eg, T/d defines the shape of ths focys

trigngle In Flaure 2,153,

Depth of foryus measures how sharply ths best Image

siane 1s defined In Image space and |S thus a usefyl

criteria for bounding the precision of automatic focus

ajgorithms, In 8 reinted application the chosen point of

nast focus can be used with the lens equation to orovide a

crude estimate of depth, In this eontext It is Important 20
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Fig. 2.13 Diagram Illustrating the Depth of Field
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Fig. 2.15 Diagram Qlustrating Depth of Focus
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relate the uncertainty that 0 represents In the Image plane

to an squivajisnt uncertainty In object space, The jens

equation can bs used to transform the snd points of interval

D into object space, For d>>c, there Is an aigebralce

ldentitly between this reflected Interval and ths depth of

fleic predicted by Eguation 2,55¢c for the same ?# and image

plane {yy},

Flejid of View

The field of view of =a television camera Is the

volure of Space encjossd by the rectangular cone shows In

Figure 3.2, truncated to the seiected depth of fleid, The

cons 1s defined by projecting the images plane through tha

lens, At each object distance the inverse magnification

function of the lsns |s

m1 -2.x21 (2,58)

This factor, applied to the dimensions of ths Image pians,

wii| determine the width and helght of the scene that wii]

bs In view (The half angies, a and PB, subtended by the

projected image plane, are sometimes known as the horizonta|

and vertica] viewing angles.}, Fleld of view Is a function

of x (the range at which focused), f(focal length), and

g{irls),
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11,3.2,3 COLOR

A tailevision camera responds GRiy to the total {ight

energy that is absorbed by [ts images tube, Two surfaces,

easily distinguished by ths ¢y® on ths basis of a color

difference, may abpear with the same tonal vaiue when |

reproduced In black and white, This situation was

l1tustrated In Figure 1,1%a for the cass of three colopsd

blocks, The brightness, I, at which colored objects wlil be

rFencersd depends [nirinsically on three factors

1, the Spectra composition of the Sources
liturination Sti},

2. the spectral reflectance of ths object's surfaces,
O{X), gnd

3, the spectral sensitivity of the vidicon WX)
(See Figures 2,16,

These factors ars rejated by Eauation 2,59, |

I= | spyomwe) ax (2,59)
A

A In practice Is jimited to the range J580Ato<la<7008A%0 by

the sensitivity of thy comera,

Color fliters modify ths spectral composition of the

light passing through them, Let F(A) describe the spectral

transmission of a fiiter, The sffect of putting this filter

In the optical path {ss glivan by
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Fig. 2.16 Typical Spectral Sensitivity Characteristic of Vidicon
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1 = | somraIwey aA (2,60)
A

Color fliters can be used, for examples, to emphasize

seieocted colors (as In Flgure 1,18b=d) or to restore ths

contrast detysen two colors silminated by strict biack/whitse

tonal rendering, In Chapter 7, ths reiative nm

obtained through the various filters are used to recognize

coior,

As a general ruie, a colcred Specimen can be

|ightened, relative to the average brightness level of a
scene, by using a f] ter of similiar coor (le, a matched

fiiter), Conversely, an object can D8 darkensd by using a

fiteor of a d1fferens color or blackened by uging a fijiger
of the compiimentary color {see Chart 3,3),

The eolor whee! of oyr camera hoids threes color |

selective fiiters (in addition to a nautral patn), These

fiiters partition the pgompiete epeptrum into thres broad

bands oentered In the red, gresn., and blue regions, The

transmission characteristics are shown in figure 2,17,

Further detajls can be found in tne Kodak Filter Manual

(19681,
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Fig. 2.17 Color Filter Characteristics
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CHAPTER Il: INTERPRETATION ANU USE OF MODELS

The plcture taking process can be parametized as In

Chart 3.1. The appearance of a scenes is character!zed by

two=gimensional patterns of properties, like those in column

a. The camera transforms this scens Into an image described

by the characteristics In column ¢, Because of the physical

limitations of the came,a, only thoge cha ,acte,lgticg of the

scene, in the range seliscted by the accommodation paramsters

of thes camera, wll! appear in the Image. The camera, In

effect, is an adjustable muitie-dimsnsional window on the

world,

In this section we wii! model the Interaction of the

camera accommodations (Chaptar 2) with the scene

characteristics to determine the composition of an images, In

the following section we wlii uss these results to corrsiats

accommodations with the Information requirements of specific

tasks,

[11.1 SUMMARY OF SCENE CHARACTERISTICS

In this study a Scene Is Iimitsd to table=tep

environrents similiar to that pletured in Figure 1.1, The

simensions of the usabls hand-eye work space are drawn in

Figure 3.1, Typical objects have jateral dimensions In the

ranges Trom 3/74" to £6", Detail, whose sxtsnt is {sss than
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Scene Characteristics | Image Characteristics

Brightness (absolute Sensitivity Intensity Window |
dynamic | | | |

| range)
Clips (quantizer) | Contrast

Color | Color Filter Color Tonal

Rendering

Depth Iris Spatial Window
i field of view

| Focus depth of field
Spatial Extents Lens | Level of Textural

Detail

| 1. Magnification
| 2. Spatial

resolution

Texture Detail Pan-Tiit |

Spatial Noise Temporal Noise Spatial Noise
(e.g. dust, | 1. shot (combined
chipped paint) 2. dark current results of

{ 3. thermal | scene and
] 4, amplifier | camera noise)

a b o

Chart 3.1

Descriptive Parametization of Imaging Process
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EX / TABLE AREA
~ IN FIELD OF VIEW

19.5" | j A ugd
[> =e
ARC EXCLUDED

FROM FIELD OF VIEW

(R = 18" FOR 1" LENS)

Fig. 3.1 Dimensions of Table Work Space

a
- 208
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r r= --d ' i

. 10 20 30 40

LENS) ww | wen | wen |wrw | wrm |
5 x 3.75 10 x 7.5 16 » 11.25] 20 x 15 [25 x 18.75

2.5% 1.87 | 5%3.75 | 7.6x5.62] 10 x 7.5/12.5 x 9.37

1.87 x 1.251 3.93 x 2.5 | 5x 3.75 | 6.67 x 5/8.33 x 6.25

_ , _LENS TO SUBJECT DISTANCE (D}
NOTES: WIDTH OF FIELD (W) 7 x LENS FOCAL LENGTH(INCHES) ALL UNITS IN INCHES

HEIGHT OF FIELD (il) = 0.75 x W

Fig, 3.2 Field of View
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2712", Is classed as texture,

The luminance of objects in these scenes covers a

16:1 dynamic range (from 1 ft,c, for a Diack objscet In

fiourescent room |ighting to 16@8ft,c. for a white object,

dirsctly (iluminateg by the 1200 watt auartz=iodine source),

The range of object reflectance (lightest to darkest) Is

about 25:1, Hence he range of effecgive [ligminagion

energy Is less than 811, (1f itjumination possibiiities

includeg sunlight, ths overail dynamic range would be

considerably extended, Furtharmors, if 2 single 1lumination

source were used, an additional 29:1 variation could be

axpected dus to directlionatity.)

[11.2 SUMMARY OF IMAGE CHARACTERISTICS

Image characteristics are summarized by the concept

of 8 window, This concept defines the range of

intensities, or depth, or cojor tones, eic.. distinguishable

in tne plcture, The resciution of tne detal| contained In

each window Is inversely relisted to ths width of that

~ingow, We have already Sesh several examples of this pasic

trace=-off, Chart 3,2 summarizes ths two principal

gets of interdependenclieg among image characterigtics and

Includes thes relevant accommodations which influence how

sach trade-off Is rescived,
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| Intensity Dynamic Range |

Sensitivity

Quantizer

Clipping
| Levels

Color Filter

Iris |

Intensity Resolution (contrast, black-white tonal rendering
of colors)

INTENSITY WINDOW

| Field of View

on
Pan~-Tilt

(constrained by image geometry)

Fd L| ens

] Lens,
Focus

Level of Detail

(texture, size of object)

SPATIAL WINDOW

Chart 3.2

Window Characterization of Accommodation
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111.3 SUMMARY OF ACCOMMODATIONS

111,3,1 INTENSITY WINDOW

The ranges of scene brightnessss at which gontragst

will be svident |s sefected by four adjustments! |

sensitivity: controls the gain of thse

vidicon, It sets ths range of absolute illuminance (on the

vidicon facepiats) which will produce signals in the dynam!c

ranges of the video ampiifiler;

2. Iris: controls the amount of (ight from seach

polnt In the scene that wii! reach the vidicon:

3, color fljitar: biases the spectral composision of

ight reaching the vidicon. This obplasing affects tong

rengering and contrast in the Image,

4, clips: selects a |imlted portion of tne

ampliifisr range,

The comblineg effect of the first threes parameters |g

expressse analytically by Equation 3.1,

v = x] LOY FAW) a)’ x ES 3+)af a T

d - iris diameter

f - focal length
F§} - filter characteristic
W{A} - cameras spectral response

v = vidicon gain, v = 0.65
a ~1.4
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This sauation constitutes a comprehensive photometric mode]
of the camera, lt expresses the overa!| transfer function

between the spectrai Il |uminancs, Lix), of a scene element

and the voltage at ths output of the video ampiifier,

Only illuminances that produce volitages in the range

from .288 to ,992v., can be iinearly quantized, This

imitation sets an gutser Window, The quantizer can, of

course, select a much narrower window within this range,

11.3.2 SPATIAL WINDOW

The dominant accommodation that influences the

spatial window Is the focal length of the Jens. In brief,

the larger the Igns Is, the higher the magnification wi}

be, Higher magnification Impliss a smajier fleld of

view with more visipie fins detal lf, The field, seen by the |
camera from Its oriagntation In Figure 3,1, Is bounded by the

intersection of the rectangular viewing cone (Figure 3.2)
and the tables surface. The geometry of this

intersection Is a function of camera tiit. The analysis

Is compiicated by the fact that the tilt axils does not la

on the principal ray of the isns,

Sobel [1978] has derived a paramet!zsd coiliinsation

transformation that maps any point In the image plane into a

corresponding point on the table surface, This

transformation, applied to the four corners of ths Image
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niare, rcafings (he trana?oigal area of the ztable=tpo

(Fizure ¥,1) that wiit ne In view for a given lens ang

ranera anglis,

Tha geometry of tne transformatlon with respect to

tiit argle is 1ltusstrated in Figure 3,8, This flgure 18s a

twn=nimgnsiognal, verticals cross~seclional cul through the

relrripal rav, 1% Snows tne near ang far ladle limits that

“111 be In view for any tilt angle, #ith simple gagmelry It

ann re shown that

Xn 1 -

ol - ov, +d, cos A - d, sin A) tan (3 - A 3 8) + (d, sin A + d, cos A)f {3.2)

Tre nerlvation of <nase s2quations Is sketched In Flgure r.2.

The ares enciosac by the triangular rezion

consisting of Xan, ¥ef ana the lens center, defines a

nogtantlial field of wylaw in %the Same Sense thal Lhe

orientation of a human head and nack does, what Is actually

SEE” cganenas on Aanpgre within this conical snvelioDe one

loons, Tne human ran roncentrate on a particular point in

epzce ov nannino nis eyspall lo {ine up the appropriate ray

with nls tovea, He then accconmgdates Nis lens 10 focus on

the rnesirec depin,

Tne computer mas similiar capabilities, Tre

teievision Interface nrovides the optlon of inputting an

arnitrary rectancular portion of the entire field of view,
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| HORIZONTAL CONSTRUCTION LINE

| xen,— 2 4 _
X;Yy

Xo: Vo8 VIEWING CONE

- PROJECTION OF

5IMAGE PLANE
A AN X (TABLE TOP)

Y=0 ,XN F

X = Y = 0 = BASE OF CAMERA SUPPORT

X,s ¥, = TILT AXIS = 0, 19.5 IN.
dl = RIGID DISPLACEMENT FROM PRINCIPAL RAY (~6IN.}) |] INTERNAL

d2 = RIGID DISPLACEMENT TO PRINCIPAL POINT (~7IN.) | CAMERA
X,, Y, = LENS CENTER (OF PROJECTION)

H = PROJECTED HEIGHT OF IMAGE PLAN (HEIGHT H)
A = TILT ANGLE

Xy = NEAR TABLE INTERSECTION

Xp = FAR TABLE INTERSECTION

Fig. 3.3 Determining Area of Table~Top in Field of View
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This situation, as Sobe! points out, can be viewed as an

analogy of sye rotation, The vidicon [3s then {focused on a

specific depth, The focal |{ength and iris together

detarmine a depth window, 22, about the point of best focus,

according to Equation 2.55¢.

The Intgrsgction of this 4ePth wingow with thy

viewing cons determined by the (sns geometry forms a

composite spatial window lliustrateg in Figure 3,5, {Range

is customariiy measured along thes principal ray. The

viewing angles, 2P, Is small snough soc that the entire area

of the pians it subtends at each depth can be —— to be

in focus when tha center point (83 In focus, This

assurption is known in optics as the paraxis|

approximation.)

111.3,3 LEVEL OF DETAIL |

Accommodation, as we have seen, provides the optien

of obtaining coarse detal{ over a wide window or fins detail

over & narrow window, The finest detail that can be ssen |[n

a digitized image depends on four factors:

1, spatial sampling density,

2. lens magnification,

3. sharpness of focus, and

4, detalii contrast,

High magnification, sharp focus, and high contrast

132
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Fig. 3.5 Depth Dimension of Spatial Window
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ail lower the minimum detail size necessary for threshold

visibllity at a given sampiing density, Quantitative

reiationships are developsd in Chapter 6, In terms of ths

limiting amplitude and gpatial regeiution of the camera,

The reiation of focus and contrast to detail] size

was iilustrated in Chapter 1. By excluding the table=tap

from the dspth window, the contrast between the unwanted

grid {ines and the table-top was reduced,

111.4 APPLICATION OF MODELS TO PERCEPTUAL TASKS

We now have a quantitative and a descriptive

understanding cof how each accommodation Inaf|usnces the

appearance of an image,

The extent to which the ana|ytic results can be used

depends on how pracissiy one can define ths concept of an

appropriate image, This ability wil] vary with ths task,

In the following two ssctions exampiss of guaiitat|ve

{heuristic} and quantitative use of the accommodation modes

wili be considered,

]11,4,1 HEURJISTIC APPLICATION OF ACCOMMODATION MODELS

in Chapter 1, we discussed a general perceptual

strategy for utilizing this basic capanility. Gross features

are Inttialiy scught over a wide fleld of view, 1f more
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detal]l |s needed tg Interpret this coarse Structure, [It can

ne obtained by focusing attention on the specific part of

the Scenes where the additional Information was needed, In

sffscts tha mors a vision strategy knows about & scene: the

netter it can anticipate what elise wiilf be found,

Furtherrore: these expectations can de utiljlizeg to narrow

the accommodation window [n order to maximize the |ike|lhood

sf finding a specific item of intsrest, |

For many tasks we may hsuristically "know" how to

tune the camera to obtain an spproprimte image, Yel We may

pe unable to express theses criteria analytleslly. [t Is

clsar, for example, that an appropriate Image for initial

reconnaissance Should provide coverage of a large area of

the table and coverage of a wide range of Drightnesses,

These criteria seem appropriate, because they facilitate a

thorough 3sarch, Furthermore, the low resolution wnich

accorpanies wide windows tends to minimize the chance of

spalng small, unimportant disruptions of tlhe packgrounc (sg,

aust Spscks), If these were found, 1ihey would require some

effort to relect, The desired Image characteristics

sorrespond to wilds spatial and Intensity windows, obtained

wlth the following accommodations:

quantization Interval set as wide as necessary

to encompass the scene's dyngmic range;

2. sensitivity set according to average Scene

prightness tes minimize the numper Of clippeg intensity
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sampies,

J. short lens to maximize fleid of view,

4, iris sat small enough So that depth of fig|ld

encompasses work space (but no smaller toc avoid joss of

signai/nclse), and

5, clear color ?liter to siiminate spectral bias,

The accommodations |[isted above are Dased on a

gual itative [Interpretation of the analytic resuits deveioped

in Chapter 2, When the criteria of a desirable image are

expressed In an imprecise manner, a qualitative

Interpretation Is the best use that can be made of theses

raguits,

Heuristic criteria also implied the uses of ssiesctivse

windows, when a Specific [tem was sought. The effactivensss

of an appropriate color fliter was demonstrated In Figures

1.18a~d, In this example, the choice of fiiter and clipping

fave! was based on a qualitative understanding of the

infiusnce of these accommodations.

This understanding was bullt Into the ssiective

attention program, Given two sets of coiors to he

discriminated, the program simply consuited Chart 3.3 to see

1 any of Its cojor fliiters oprovided an appropriate

sagrentation, If so, the clips ware S8t to exclude

intensities above Or below the Scene average. depending on

whether the desired color was dim or bright through the

spiected fliter,

134



Filter | Bright Colors | Dim Colors
Be eh rrr ——— —————

red green

Red yellow | blue
white | black

| yellow | red
Green green blue

white black

red

blue |

| green
| | black
| white

yellow

Chart 3.3

Color Segmentation
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This program Is heuristic In the sense that, whiije

It generally Incressss ths like] lthood of finding a red cube,

the (Increase cannot be guaranteed, There exists no anajlytie

criterion for measuring the ocptimaiity of the resulting

image, If a red cube were In shadow, for exampie, {tt would

probably get clipped into the black background.

Furthsrrore, we dg not yat know what image characteristics

miniriza search timg or maximize declslion reiiabliity,.

At the preasant time our knowiedgs of ths

accormodation requlrementy of many perceptual functions I's

limited to quaiitative criteria, [ixks those used for initial

acquisition, (In a|most every task, tne roje of at I|sast

one accommodation Is only understood at this fovel,j For

these cases; ths quantitative results of Chapter 2 have heen

interpreted for specific tasks and bulit rigidly Into the

programs, Given a task, theses programs then compare it to

a pre-specified [Ist of prototypes, The best match |S used

to seject the appropriate accommodation froma table, {ike

Chart 3,3.

Ag In ali artificial Intelligence tagkg, one hopsg

to eventually have the program |esrn better and more

compistes tables, One step In this direction is toc maintain

statistics of the reiative effectiveness of alternative

strategies In various situations, For examples, two

filters Can sometimes accomplish the same color

dichotomization, (Red and gresan can be Segmented using
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either & red or green fliter.) Ons of these options may

prove more effective, depending upon the task and the

attendant clrcumstances, For acquisition, the color of the

background was an important consideration, Chart 3.3 could

be refined by experience to Include this dimension,

I11,4,2 ANALYTIC USE OF ACCOMMODATION MODELS

We now conSider sxamplies of perceptual functions far

which some of the measures of what constitutes an

appropriate [mage cgn be formalized In terms of our anaiytlc

accommodation modes, In these cases, [It is possibis to

obtain the optimally appropriate Image, It Is expected

that, In time, most perceptual functions wil] be undsrstood

well snough to apply this type of analysis,

Deceaction Crigeria |
A fundamenta) performances measure of a visua]| System

ils thes combination ¢f contrast and size, nesded to detect

the pressnce of a homogeneous pattern, superimposed Upon a

uyniformijy {|lijuminated background, Light measurement [3 a

statistical process, Analytic techniques, borrowsd from

statistical detection theory, can be used to examine how

sarareters of the vision system |nmnfiuence the threshold of

visibility,

We will first formulate the ansiytic approach In
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terms of an |dea! statistical visual detector, The anaiysls

will then be applied to study the effects of accommodation

on the performance of a real camera,

111,4,2,1 ANALYSIS OF AN IDEAL DETECTOR

Consider an Idea! statistical detector that counts

all (ight quanta coliscted Dy a simpie optical system {sg,

Figures 2:93, and produces a gurrent proportional to

brightnass, Assyme that the background ight flux

collected from a uniformly ilfuminated area sg

Polssonedistributed with mean N{quanta/exposure period} and

stangard deviation sart N, Thess fluctuations 1imit the

miniral Incremental Increase aN, that can bs detsctasd in a

given time with a pre-determined statistical cont? idencs,

Figure J,6a helps visualize the detection prob jem,

It Is obvious from this figure that the primary limitation

on visibility Is the size of aN {the signal) rejative to the

noise deviation N+1/2, aN must be larger than sqrt (N) for

reliable detection, The threshold contrast Is given by

c =2N.g yl/2 (3,3)N |

Keg Is a confidence factor that compares the minimum

required signal to the size of the normal deviation range.

It the cojjected (ight |[s (maged onto a Square
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LIGHT N1/2

EMITTED fete~BY BACKGROUND

AR EMITTED

BY PATTERN

N, N, = N, + AN PHOTONS/BAMPLE

Fig. 3.6a Statistical Detection Model

/3 n1/.

0 PHOTONS IN DIFFERENCE

Fig. 3.6b T-Distribution of Difference of Photons in 2 Samples
Drawn From Same Gaussian Distribution
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suymration ares, heh, the N quanta constitute an Image

[{iyrinance of

B =&~B (3,4)
)

whieh; In turn, is proportional to the scenes |iiuminance 8B,

Rewriting Equation 3.3 In terms of brightness yieids a

condition which must be satisfied to reiiably discrimingte

the presences of a pattern,

BC hn? > K, (3.5%)

The statistical mode! of visual! detection on which thls

equation rests was originally formuiated by Ross [1948] In,

what |S now, o Ciasslie paper In the area.

111.4,2,5.1 DETERMINANTS OF IDEAL PERFORMANCE

The eft side of Equation 3.5 describes the

information avaliable from the scene, Brightness B and

summation area heZ determine the size of the particle count

and thus the size of the sample on which a decision will bes

based, Contrast C compares the differential particis count,

aN, with the total] count. These terms estadbiish the

significance of a Given change in brightness in terms of ths

statistically expected variations for the total sample size,
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The product Is an expression cof the familiar statistical

concept that a reliable decision can be based ern either a

fow Samples of a strong signa! or many sampies of & weak

signal,

The right side of Eauation 3.5 expresses the

performance [imitations of the detector, [tt sccounts for the

fact that only a fraction of the information present in a

scend siement wii be picked up by the detector and made

avaliable toe s&s decision process, This fraction depends on

mow many of the avaliable quanta wii! bs ocoljscted Dy the

optical system, If a real photo=detector were then used to

convert the collected light Into conduction eiectrons, the

quantum yield of ths conversion process would be Iimcluded In

Kaz, This constant also inciudes the confidence ratic , Kiy.

111.6,2,1 ACCOMMODATION FOR AN IDEAL DETECTOR

Rose conceived of ELauation 3.5 as a unhiverss|

performance scals, The performance potential of verioys

imaging devices, |imited by thsir primary quantum and

optical efficiencies, could be compared with ths 3tandard

sstabli lished by an |dea! device (whose guantum sfficlency Is

assured to be unity. We will use this sauation to compare

the oerformance of a given sensor in various detection

tasks, using ajiternative accommodations,

In the ideal detector, the only sdjustable
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pararetsrs are the focal length and diameter of the (ens,

and the exposure time, To make the influsnce of these

naraveters on Ke2 explicit, consider tne relations for Image

brightness dsrived from Figure 2.1da. Lat the scene

radiat® No quanta/Scuare foot/secand, Assuming a Lambert

distribution, the number of guanta captured by the jens and

imaged into he? wlil, by tqguation 2.44 Be

hrZ2aNo#{D*2)/4(f+2) per second. In an exposure time, t,

the total number of quanta absorbed and counted will be

N, xt x D% x h?
N = , (3,6)

af

To relate the physical model, expressed by ELguation

31.6, to the terms used in Equation 3.5, we make the

foltiowirg sybsgligytlions In Equaglon 3.6:

1 turen of white light = 1.3 +=18+16 gquanta/sec. (3.7a)

{1 ft.c, = 1 jymen/square foot (3,7b)

£ (brightness In foot candles) = Noys1l.5#13+*16

= K+3eNo lumens/sg, ft. (3,7¢)

N = Ks142/C+2 (from Equation 3.3) (3,74)

The resulting equation contains an explicit expansion Of K42

in terms of the camera parameters.

22 (EN
BC h = ax) 3) # K? {3.8)t D
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The camara parameters provide flexibility In

satisfying the basic requirements for detection, Suppose [t

i's necessary to detect a smali feature, The most

straightforward way is simply to have the dscision procasss

consider Information from a Smajisr area of the detector

(resguce h), h, howsver, Is constrained by Equation 3.8, If

the contrast Is weak, ths reduction In sample size,

resuiting from an yncompensatad rsduction in h, may be

intocisrabis, By increasing exposure Lime, hNOWSVEF, NN can

be cecreased with no change In the overall number of samples

col iactsed, kiternativeiy, the iris can bes opened to admit

more [light and the focal fgngtn Increased so that he?

corresponds to a sm! ler grea of the scene,

111,6,2,1.3 SELECTION OF ACCOMMODATION ALTERNATIVES

A criterion (ike 3,8 only Indicates ths need to

accormocats, It syuggssts no preference among the possiple

ad justrents, This freedom aliows us to choose the

sccormodation that [Is most favorabie in the overall context

of the task, We [ljystrate this Iicea by considering two

specific contexts Im wnicn the detection of smei| detsl|

might be nacessary.

Tne first case sntails a search for a amai| object

that may (le anywhere on the sntirs tabjie=t0p, Ne saw

sariisr that an approprisgte Image for an ungonstralned
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search Is one encompassing a broad spatial window, In this

context Increasing the focal! length Ig undesirable, because

It gecreases the fliglid of view. Similariy a natrow Iris ig

preferred to maintain good depth of field.

~~ Temporal averaging entalis an overhead In processing

time, but this fact Is not significant in acquisition, singe

& coarse sampiing pattern Ils employed. Consequentiy, for

Gur g¥gtem, averaging lg the preferred method of increasing

signal to nolse during a search,

If, on the other hand, the task was to detect a iow

contrast edge En a specific focation, the lens

accormocations would be preferable. For othar

applications some mixture of these accommodations may be

appropriate, In the worst case, both may be needed to

maintain adeguate signal/noise.

In practice, the optimum mix of accommodations rests

on reliability and effliciancy considerations. These depsnd

on the task and on the characteristics of the camara

hargware, There has not been sufficlent experience with the

working system to establish formal criteria for trading-goff

speed ard reliability, Conseaquent|y, the most appropriats

carameter to accommodate In a gpecific application Ig

currentiy chosen on a heuristic basis, However, once this

choice has been made, equations analogous to 3.8 dictates

what adjustments are needed to attain the desired decision

confidence,
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111,4,2,4,1 STATISTICAL DETECTION ANALYSIS FOR 4A VIDICON

CAMERA

In this section we extend the statistical analysis,

deve ioped for ths Ideal detector, to the mors realistic and

useful case of mu vidicon camera. This departure from ~

ideality has severa] consequences.

The performance of thes |dea| device was |(imited oniy

by the fundamental and unavoidable fiuctuations In the

arrival of light quanta. Physica devices can only detract

from this performance, The vigicon in particular suffsrg

from two basic faults!

1. A significant amount of additional noise Js

introduced in the conversion process by ths physical

mechanisms (dark current, ampilfier noise, etc.) discusssd

in Chapter 2, |

2. The vidleon hag & t race banal quantum yield,

Its effect Is to further reduce the avaliable Images

signal/noise for a glven scene quality,

AS a partial compensation, our cameras chain has many

additional accommodation options which allow greatsy

flexibility In acdcapting tne avsiiable signaj/noiss to sult

the task requirements, Beacause of the computer's limited

processing capacity, a selectively accommodated vidicon wil

ofter be a more appropriate source of data for perception

than apn unseisctive idsal detector, (Signal/nolise is, after
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ail, not the only criterion of an appropriate image. }

111.4,2.4,1 VIDICON PERFORMANCE IN EDGE DETECTION

We wiil study the effects of camera accommodation In

the specific context of an (intensity) edge detection task,

This particujar task was chosen for several reasons:

i. Edges are the primary means of information

representation In our system, Ths results derived in thls

section wlll be directly utiiized in two important

applications, the edge verifier (Cnapter 4) and the 8das

follower {Chapter 5),

2. Edge detection provides an opportunity to

exercise all of the camera accommodations [rn an effective

WARY

3. Several practical limitations In 2

vidlcon typa camera will bs highlighted, We wii’

demonstrate the ways In which accommodation can heip to

overcomes these difficulties,

4, The second most common use of video data is to

determine the brightness of a surface, This information, in

turn, Is usually used to compares the brightnessss of several

surfaces sxposed to a common Source of {illumination (For

color vislon, the relative intensities of a single surfaces

observed through different color fliters are Important,}y.

Tha factors that Influence the ability to distinguish two
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Intensities separated In space or time are identical to

those that cetermine whether an edge of squivalent contrast

can be getected,

111,4,2,8,2 A T-TEST FORMULATION OF STATISTICAL DETECTION

A more convenient statistical criterion than 3,5 Is

deglipable., We note that the detection grobiem Is sguivalen=

tg tne standard statistical question of whether or not two

groups of samples (eg. one drawn from the background, tha

other from the presumed |ocation of a pattern) wers sctusiiy

drawn from the sams distribution,

The difference of the means of N samples drawn fron

two norpal distrlputions Is T-distributed with 2N=-2 degrass

of freedom, For 2N>32 this distribution Is virtual.

identical with a rormal distribution of standard deviation

3 A (3,¢
d Fy

(where S.,1,5:2 are unbiased estimators of the standar

dgaviatlons of the original alistributions ~ Figure 3.6b).,

{f no pattern wers present, the difference In msans

would have am expectation of zero, Ths T~score Is a

comparison of the actus! observed difference in the means

with the sxpected deviation, Sid,
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_. wy Ve (3,18)
d

This ratio Is used to test the (nul|) hypothesis that ng

pattern was present, The probabliity that there 1S no edge

is given by

Confid| = 1 - #{T) (3,11)

(Phi Is defined by Equation 2.28.) If the difference

(Ms1-Ms2} Is significantly greater than Sé¢d, a pattern |s

assured present with confidence Phi(T},

The T=tegt Applied to Edges Detection

The T=test can discriminate between an Ideal stap

dlscontinuity separating two uniform intensity surfaces: and

a completely uniform surface, in the presence of Gaussian

detector noise, Intenyities are sampled from sma| |

regions on each slide of a suspected sdge and tested to

getermine the likelihood that they were drawn from the same

gistribution, In the following sections the rules of

goog accommodation for edge detection wiil be formalized In

terres of this test, In Chapter 4, the T-test wil be

modifies to reject gently sloping surfaces, often found In
the real world,
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111,4,2.4,3 SIGNAL/NDISE RATIO

The significance of a given absolute differences In

samp ie means, ag reflected by the T=scores, [9 directly

dependent on the signai/noise of the original distributions,

We wlll develop expressions for the basic signal/noise

figure of the camera system a3 a function of the various

camera parameters, The goal of accommodation for sdge

detection is to maximize the signal/noise figure for

intensities In the jocal reglon where an edge is sought,

[111,4,2,2,4 4 SIGNAL/NOISE MODEL OF THE VIDICON

statistic fluctuations in the plas current of the

orearplifier Is the primary noise source In a vidicen

camera, Secondary sources are shot noise in the signal, In

ths vidicon dark current, and In the thermal current of the

target resistor, Using results developed sarijer in thls

thesis: we write the signal/noise of a brightness

mgasurerent as?

le i
E a = wm —paeeg {3,“ L (12 +12 41 +i ) Seid)an dn rn an

The amplifier mean square nolse power {(i*2+:an) was found to

be 5,66 #i@8+¢(~18) (Chapter 2). Signal current (1:3) Is
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defined by Equation 2.8; signal shot nolse (i*2ésn} by

Faguatlor 2.15, dark current shot noise (it24dn) by Ltquations

2.18 ang 2,28, and resistor nolse ([+2srn) by Equation 2.22.

£Z Is a function of the target voitage E47, the

axpecsure or Storage time, Tes, the read-out time per

resolution cell, Tau; and the brightness level, L, Incident

on the vidicon, Tiss and Tau are both fixsd by the vidicon

scanning mechanism, Tau, however, can be effectively

increassd by averaging the results obtained for sevsral

resciution cells, or alternatively, by temporally averaging

the results of ona cell over several frames, {Althougn

epatlal and temporal! averaging have similar effacts on Z,

they are not always interchangeable in a task context.)

The influence of the readout interval (l1/tau) can pe

&

factoreg from each of the noise terms In the denominator of

ZF. fouatlon 3.12 can then be written in the form:

A Spr A CR: 7, (3.13)
(ALTEY + BE. + c) §v 7 ST

where we have substituted

i= K, L/ Br {from 2.8)
s : (3.143

-9

(K, = 2.798 ~ i0

vy = 0.65

= 1.429)
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; AL Er
bn = — {from 2.8, 2.15} (3.15)

(A =eK, = 4.476 x 1078
n = number of samples

r = read out time = {1.7 x 107" sec)

BE?

2 - orb (from 2.18, 2.20)
(3.18)

(B = 2.19 x 10752
8 = 3.97)

i2 =< (from 2.22)
-27

(C' = 8x10 )

f «C |
an nr (3.18)
(C= 9.64 x 102%)

C=C +C =9.72x10%° (3,19)
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Liv Is the (light actuaily Incident upon the

facepiate of the vidicon. Using Equation 2.45, we can

relate Liv to the [{juminance, {(L), Incident from the scens

upon the (ens:

L

L, => | (3

Signai/noise Increases with light f(avel,. The numerical

results generated In the following discussion wilt thus pe

based on scene |jluminance, Observed with the widest

aperture (fe=1,4), We reformuinte 3,13 In terms of scene

tfiurlinance, {(L}; using 3.20 with f# 1.4:

virK, LY £2

Y pl | o nf 11/2 :
(a, L ES + BEL + C)

wher®

2

K, = K,/L (1.4) (3.228)

A, = A/L (1.4)°f ’ {3,22b)

[11,.4,.2.4.5 OPTIMIZATION OF SIGNAL/NDISE VS, EY

As target voitage is increased, the signal willl
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increases relative to both signa! Shot noises and constant C

(thermal! and amplifier noise), Howsver. because 0329, dark

current will increase faster than the signal, Thus,

signal/noise Is Iimited at any (lgnt (evel by the Gark

current nolse,

At low target voltages, dark noise Is much l85s8 than

amplifle, noise, Thus, # wlil Initially increase with E.7T,

The ootimal target voltage (Esopt) Is that evel at which

the o&rk component gominates the tote! noises to the extant

that a further Increase In ET wil] reducs 2.

Since the signal, but not the dark noise, depends sn

light, Eéopt wlll be [owest for fow Iignt Isvels, At 1

ft.c., the theoretically optimse| targst voltage was fo, nd

(numerically) to be 115vy,

The targst voltage Is |imited In practice by two

considerations which do not enter Equation 3,21. There |s

flrst the possibli|ity of damaging the vidicon by applying

excessive target voitags, The maximum safs target voltage

(Eecam; Is an Inverse function of light level. The absolute

maximum target voltage allowsd by the auto-target circult |g

45v, This 1imit minimizes the chance of accidental damage

from local highlights that do not affect the averags

intensity upon which the auto-target rejiss,

The finite dynamic range of the quantizer imposes

the sscong [Iimitation, The target volitage cannot be realised

s¢ high that the amplified signa) wil! sxceed the maximym
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iv, range of the guantization window, We rewrite

Equation 2,12 in terms of scenes |ljuminance (using 3,29) and

soive It to obtain the ET that ylieids a Lv, putput at =

light level, L,

-1/aE _. = (FLY
oat - (FLD (3,23)

F = 0.0096 55 = 0.0025[¢ (1.4)2)

tisat is Invgrsgiy reiatggq to light Jevel, as Shown

graphically In Flgure 3.7,

Esisat and Esdam are both Jess than Eiopt at 1ft.e.

ftiurination, Furthermore, both decrease with ji1luminatien

while ELs0pt rises, Since 2 Is a unimodal function of E47,

an srplrical rule for sptting the target voitage to maximize

Z Is given by

E = minimum (Egat Eq am) 3,24)

In homogeneous scenes, £+4sat wii ajways be [ess

thar ELidam, However, [nn non-homogeneous scenes, Esdam,

Imposed by a scene highlight, may be lower than thes Essat

for a lowiight In which we are Interested, (The rate of

decrease of Eidam with Increasing L is a consideration that
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must De taken Into account when seiscting the optimal [ight

jevel for scenes with a wide dynamic rangs, Cloariys too

much [ight could detract from the abliity to sss owl ights,

The optimai signal/noise; with E*T t(imited by

saturation, can be found by substituting Equation 3.23 into

3,21

vwK, LY|r LY)Ve]
“oat = Y =] is -1l/ a t2,2%)

A,LY [FL 19] % + B |(FLY) +c)

By grouping congtants Equation 3.25 can be expressed mors

simply as

- G

Z oat py 12_Py (3,26)
HL % +2

where

G6 = me vl {¢ 3.27)

H = pFB/@ (3.28)

Flac
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tquation 3.26 Shows that under saturation 1imitsd

conaltlions, as the ight jevel |s ralsed. the signal/noise
retioc wili climb towards a finite asymptote

lim -1/2
, A. = GJ = 119 (3,32)

This 1imlit |s |1lustrated In Figure 3.8. At very I1ow values

af Es7 (approathing 3); vidicon performance Will

deterliorliate, Excessively bright lighting should thus not
be ysed,

111.4,2.2,86 APPLICATION OF SIGNAL/NOJSE MODEL 710 t0GE

DETECTION

The preceding discussion was tallored to the problem

cf getecting a weak signs! against a background of vidliecon

noise, The basic slignai/nolss mods| of a vidicon will now

be used to develop accommodation criteria for the detsction

of sage contrast, An sdgs [Ss assumed for present

purposes 10 be & simpis step of intensity, Let the step

nelght ose expressed as a fraction, rag, of the signal,

lsssls representing the mean brightness of the brighter

boundary of the edge, The signal from the dimmer slde Is

then

i = {1- i . Ocp cl
5, = 0 - A, (3,31)
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The T=8p0r®, (35,10), whieh represents the significance of an

edge |9 expressed In terms of these signals as

LL. -Q-#8i, at

% 4 c

{where Ségd Is the expected standard deviation of an

intensity difference with no sdge}, Equation JI, 32 dé?lines

what we shall ca]l veontrast” signal/noise, 2éc, (For

clarity; we shail refer to our previous model g8 "detesztion®

signail/ noise, 24d}, For weak sdges, S«d is proportional! to

the noise on eslther side of the sdge, In this case, 2é¢ Is

{by 3,32) directiy proportional to gid,

We willl now gstabiish a forme! reiationahlip betwen

gontrast and detection signal/noise, The signal; 14843, can

be expressed, according to 3.21 4S

The signal from the dark side of the sedge [3s then (by 3,313

i = {] - o - : gi J

, {1 ol iy (1-0K,L En (3 34)

Using the denominator of Equation 3,21 as & model, ws can

sxpress the respective noise in these mean brightness

mesasyurorents as
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3 Y gl Bg \ 1/21 7 (AL Ey + BE + C) (3,35)

and

1/2
op =ghwlA (1-0)LYE+ BEE 4 Ciy 7 f T T (3,36)

n (the number of! samples or the size of the operator) |s
assumed to be squall on both glides of thes sdge, Using
Equation 3,9 we can combine Equations 3,31=-3,36 to obtain an
analytic expression of the contrast signal/noise,

Yor Y 4

z _ ntrpK_L Fog - 3.37,ho 4 Y po 8 !ke PIA,LY ET + 2BES+ 2c]

A

Signai/noise Is an Important consideration oniy In the

detection of very weak sdges. Sines limiting detection |s

our primary concern, we make the assumption that rho«<<2, Zic

is then directly proportional to the detection signai/nolse,
Calculated for the bright side of the sdge,

Za 3,38= {Z, =r oF)

(Since rho Is smaji, Zic Is considerably |ess than ths
corresponding value of z44d,) |
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Asa result of 3,38, the optimum signal/noise #g-

sdge detection |s ggaln obtained using condition 3,24.

Under normal ssturation=|imitsd conditions the target Shouidg
be adjusted sc that ths bright side of the sdge Eimps+

saturates the amplifier, AR lower voltage wil] reduce Zico

while a higher voltage wil] Compress contrast due to

clipping, More light is sisoc gffsctivs in increasing
signal/noises up to ths asgymptatic [imit shown In Flgure
l.8,

iC 8XDresses she T-score (3,12) of the ingens»
difference observed across an #dge, Phi(Zec) (see 3.11) thys

defines the confidence that a given 24c represents an egge,

(For Instance, & T-score of 3 means that with 95X confidence

an actus! edge |s present.) Eguatl!cns 5.11 amg 3 32

cetermine the weakest sdge (le, sma|iest rho} that can pe

detectlec at g required confldgsncs teva, given gn attainable

Zia, For example, requiring $5% detection conf lidencs,

Prin - A . for 95% confidence (2.3%)

Ths sreiiness of rshoimin Is an Important measur: of

BC srmocektion effectiveness for sdge =etectlion.

Ef #ct of Color Fliters

A Dliack/whits television system maps & complex

iliurination spectrum Into a one=rimensional grey Scuie.
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This mapping often obscures colored edges which were obvious

in the original scene, In these cases: color fliters Can be

Used 0 augment the contrast signal/noise,

Figure 3,9 clarifies the effects of coior fijters on

contrast, Severn| simpi|fjeations have been ntroduced Lo

isolate the effects of object color,

1. 143,142 represent the total! luminous sesnergy of

proad sourges of spectrally fiat "white™ jight, They

provide yniform {jlumination over the surfaces upon which

they are incident,

2. The camera |!s aligned so that the principal ray

of the [ens Intersects the edge perpendicularly at a point

midway along It, This assumption avolds superf iyuocus

directional reflectance factors,

3, The camera has a uniform normajized spectral

sensitivity Si{ky = § = 1,

The ight igvel, Lé¢l, refiscted by the right face of

the cubs, i8s proportional by Eduations 2.45 and 2.59 to

Li ~ 1 [ £1 da = LR, (3,42)
A

Simiiarly, the left face refiects

L, ~ LR, (3.41)

If the cube were homogeneous, R+1 would be identical
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Fig. 3.9 Formation of an Intensity Edge
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to Ry2, The edges would then be visible oniy because of

differences In ths directions! natures of the 11iumination

fleld (which, In general, could Inciude color differences),

Color liters can affect the contrast signal/noise

of the Image of this sdge In two ways:

1. The similarity bestwesn the spectral

transmission of the ?{iter and the spectral reflectances gn

each slide of the edge can aiter the reiative amount of [ight

received from sach sides,

J The combination of fiiter rejection and

absorption will attenuate the total Ilight snergy rsachin,

the vidicon from both sides of the edge,

The reduction In light Jevei wlll (by Equation 3,26)

reduce® or at best mgintalin the saturation {imited £:d on the

brighter slide {as Seen through the fiiter), Ths spectral

Blas of the flitsr must compensate for this reduction by

increasing the effective disparity in the surface

ref lectances, (ie, increasing thes relative step height,

rho. By Equation 3,39 we ses that for a color fljtor to

snhance the detection of an edge; the relative increases In

rho due to spectral effects must De grsater than the

reiative decreases in 24d dys to atlsnuation,

An Analytic Discussion of Fl)lter Effects

With fliter fungtion F(hy the [ight intensity

corresponding to the bright (eg, right) side of the edge
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will be proportional to

Ly ' | Four, 0 - LR} (3,42)
Similarly, for the dim side

Let us first examine the explicit effect of thls

fiiter on rho, in the absence of a fiiter, Equations

3,33, 3,48, and 3,44 can be used to excress the differance

signal gorrgsponging to the sgue

= - o Y _ ig
's "le Th, = Kp Ep fn)” - 1,7] (3,44)

By analogy with £guation 3,34

: pd Le ¥ %
ly = Ky EX RLY) - 0 - on) . (BotBa,

i = K eg ful - la - uj 3,4588 I Ti} p 3 | (2 !

Cafire Gamma,

F ={1 - ot” (3,46)
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A rejstive edge signal, rhe, thus corresponds to a [light

ratio of Gamma,

Ley = rL, (3.47)

Gamma can be resojved into two components corresponding to

the reflectance and ||lumination factors of the L's.

LR = TLR, = (HINT Ry) (3,48)

where

F=hTy. I *LA . T = RJR, (3,49)

Gammaél |» independent of the fliter color, because white

fight Is gesumed, 11 the coiored sdge were pginted on ,

piane surface, Cammgagisi wouid simply bs 1. For the cube

edge, Gammadsq will be a constant representing the

sirectional intensity difference between [:1 and 1:2,

A gojor fTiiter will alter the raxioc of Ri2/Rél as

per Equations 3,42 ard T-43,  QYsing Equati~” J.46, the

change In reflectance ratio can be described in terms of

raiative signal contrast, The selectivity of the color

fliter has changed rho from

| m a

o, = 1 - IT m,m)] (3,50)
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to

2 1 V2’ (3.54)

The affective attentuation introduced by the coior

fliter Is found by comparing thes intensity (L} of the

srighier Side, as observed with and without a fliter,

Assuring the right side Is brighter In both cases; the

effect of attenuation on detection signal/noise, 24d, |s

obtained by soiving Equation 3,26 with Legs (given by

tquatior 3,40) snd Lil’ (given by Lauation 3,42), (Equation

3.26 implies that E47 is optimized at Both fight leveis,)

Let £40‘ be the highest detection signal/noise that

can be attained on the brighter side of the edge viawsg

through a color fl|ter and 2:0 the corresponding figure

without the fl(ter, Equation 3.39 dsfinas the minimum Signa |

contrast required In each cass for 95% rellgble detection

. NZ

pt a 3¥2 (3,520)
min ¢A

ad

Since 240°%< 240, rho’ emin 2  pehosmin, The edge will pa

visibie with the filter |f
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Po = Prin (3.53)

and without the fliter if

—

P1 = Pmin (3.54)

The color flliter will provide arn overall improvement In the

acliiity to detect an edge when

py 7, (3.55)

in acsureral, tris condition will depend on the Intensity and

spezlral composition of the source, as well as the spectral

"ature of the cbject reflectance and fliiter transmission

characteristics, The relative spectral sensitivity of

tre  viclcon tube (Figure 2.163 must also de taken Into

account In comparing relative contrast with and without

fliters,

“-agratics of Color Tiite, Ugade

The meaning of the analytic results can be clarified

oy & concrete example of fliter usage, Consider the

noundary between reg and blue regions painted on a plane

surface, The ca=era Is roughly equally sensitive to these

two hues (Figure 2.163, With uniform white fltiumination,
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the difference In grey [esve!s across the 80ge Is iikely to

be srall, [ff Fsc at E+gat Is Insufficient, contrast can oF:

improves using a red or bius Filter,

Idemity, the transmission characteristie of the

fliter should match one of the surface huss. Let us assume

ga read flitar Is ysed, The camers sensitivity Is then

ad jusisg 350 that ths signal corresponding to the red (eg,

oright) side Is Just below saturation, tnus optimizing 240,

Since +h 8 spectra of c¢yplcal red and bilge surfeeses

approximate the trensmission characteristics of the

corresponding flitars {Shown In Figure 2,17), these

accormogations produce an Impressive galn |n contrast

signal/noise,

Color fi|ters can also te heipful when target

voltage is iimliteg by Esdam, However, the |[imiting

nighilght feature must not be one of the edge poundarigs,

Suppose ths brighter sides of the sdge Is coiored differant |y

than the hignliignt feature, & coior filter can then be WSed

to reduce the nighilight brightness rafative to tnat of the

sedge surface, Esgam wli| be Increased, perhaps above

tesat, for the edgs, Honice:, LE&T can be raised with a

corresponding increases In Zéc for the desired poundary,

In tnis arpilcation the color of the other edge pcundary Is

ynimportant, A significant advantage can be realized sven

t+ It were the same color a3 the bright sides (eg, for ary

nomogenscus object), Furthermore; the highlight feature
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nesd not be sco|ored, Even [7 [It were white, the dynamic

range of the scene would 9tlii be sejsctively compressed

relative to the contrast across tha edge, It 1s always

most desirabis that the feature we wish to perceive bs the

brightest asisment in the scenes, A matched color fijter can

help achlisve this,

Pragratiocg of Leng Accommodation fo, Edge Detection

In this section, various leny accommodations,

analyzed esariler, wii] be applied to edge detect|on.

1, Iris

Ke haves ajready sstabilshed ths desirabllity of more

light to enhance signal/noise (first In Equation 3.8 wlth

the (deal detsctor and again In Equation 3,21 for the

vidieon}, Eauation 2,44 formalizes the obvious: to gst

more (ight, open the Ilesns rls, A wider Iris um|so

decreases the depth of fisid, This side sffect makes I]t

easier to siiminatse unwanted (textural) detall by

Intentional defocusing (as I{ijustrated In Figures 1.11,

a:b).

2, Foca] length

The focal length of a jens affects both depth of

fisid (Equation 2,55¢c) and the Image magnification (Equatisn

2,38), Consider Tirst the problem of detecting an [deal sdge
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In the presence of detsctor noses, The higher the
magnification, the more resolution colis wi} bs spaced siong
the length of an edgs, Thus, magnification provides thy
opportunity to increase detection confidence by faking
larger samples (iarger n In Equation 3:37) trom a given area
ajiong the sdgs, Alternatively, mors Independent samples of B
giver size can be fit Over the [ength of arm sdge, This Is
advarntagsous whan seeking global svidonce to confirm the
pressnce of an expected sdgs,

For non-|dga| edges, magnification Is Important for

additioral rsasons, Figure 3,10a Is a shotograpn of the
television monitor, showing the edges of a wedge observed at
nigh magnifigation, Note that CFackS and paint anomalies
tena to concentrats along ths length of the sedge, Thess

"egge effects” distinguish the actual discontinuity with far
more clarity than the contrast gcross the edge,

Edge effects are often found at surface boundariss

cf rsal objects In the ohysica| world, In many casss, these

anoralles provide the primary evidences which Pacis use to
confirm the presence of ow contrast sedges,

“ long lens ajlows the machine to capitalize on the

presence of these gsdgs artifacts, Magnification

broadens the actual discontinuity into a smal| surface, ag

Styifzeg In Figure 3.11, Tests designed for conventiona

surface boundaries can tnan detect edge affects that Woulg

BUDSEr 8&3 onsedimensional {ines (If at all} through shorter,
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Fig. 3.11 An Imperfect Edge Under High Magnification
(Stylized Presentation)
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wider angie jensss (Figure 3,180).

As ysuali; the cholce of Jens depends ultimately on

which magnification gives the best performance. For Strong

edges that are marred by occasional, very small anomalies, a

short lens may be effective. Low magnification maps a

larger area of the surface Into each rescivabie cel] of the

image, This Is a form of spatial averaging that can smooth

the unwanted visual nolse on ths edges,

In addition to anomalies, there are several other

ways In which wedges, appropriately magnified, can give

themselves away, Specular reflections, for Instances ars

often concentrated at sharp edges discontinuitiss, Rounded

sdges under magnification can, on the other hand, provides

snough surface arsa to plck up directional discontinuities

that may be present In the |ignting fileld, Lé2 (Figure

3.117 could be more different from Lsgq and Lé3 than the

fatter two gre from each other, Thase considerations are

of great practical utility in finding edges,

The higher the magnification is, the more I|imited

the fTlela of view wil! be. Limiting the flald of view to

the Immediate vicinity of the sdge helps Insure that the

ecge itself, and not some irrelevant highlight, wil]|

getermine how high ths target voltage can be set. This

use of magnification Is analogous to a person using his hand

te shie|d his eyes from the sun toc get a better view of

detalis In a shadowed region. It Is an important rsason for
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changing (enses In practice,

A final use of optical magnification is to reduce

the Infiuence of surface gradients relative to the sharper

transition of the sdgs (le. between surfaces), With shasp

focus the width of a good, abrupt edge Is Iiimited by

electronic bandwidth and not by optical resoiution. This

transition wil] remain about threes raster units wide

regardiess of which lens [8s used, Typica! surface gradisnts

fall weil within the amplifier bandwidth. Thelr slope (In

volts/raster unit) wi|l decreas Inversely with |[neregses In

spatial magnification,

J, Focusing

we have mentioned the use of gefocusing to

Intentionally blur ynwanted fine getall when tracing

intensity edges, For edge sffscts, on the other hand, fire

detall |I% the primary characteristic that distinguishes the

edge, In thls case, sharp focus on the actual plans of the

discontinuity Is crucial, When texture operators

are available, they will also require good focus to see fine

dgetall,

The choice of sharp or dull focus thus depends on

the type cf sdge. The decision should optimeitly be baseg

cn performance fesdback!: 8.¢ the focus Is adjusted to

maxiriZe the confidence of the actual edge detection test at

a point thought to ile on the edge, If performance falls off
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whan the edge Is tracked inte unknown areas, the focus —

bs re=optimized, These techniques wilf pe asve oped In
Chapter 4,

Clip-sstting for Edge Following

In practice, edges must be found In quantized dats,

[t Is necessary to consider the additional noise contributed

by ths quantization process when assessing the practical

limits of our system, in this section ws apply the

quantization theory developed in Chapter 2 to the specit]e
task of edge detection,

1, Clip=setting for Differential Measurements

We again distinguish the cases of differential and

absolute measurements, Differantial measurements Are

useful for rapld extraction of high contrast edges, 4

simpi® threshold criterion Is applied to the differsnce of

the Intensities observed on both sides of & presumed edge

boundary, IT the differences is jarge enough, the edges Is

assured tc be present,

iu =i.) >T— Edge (3.56)
1 2

The orincipal effect of quantization noise on this test Is

to 1imit the minimym edge height that can be rescived,

The most effective quantization window is thus the natrowast
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gone, 1t should be centered on the average intensily Across

tne edge, as Illustrated In Flgure 5.12, If the

sifésrence of Intsnsity across the edge exceeds 1/8v,

(after sensitivity, lsns and cojor fliters have besn Iyned

to optimized contrast) then thes clips wiil De positionsd as

in Figure 2,6, In this case, the difference Signal will De

clipped at 15, Independent of noises that may be riding en

the sdge, Even If the signals can not bs hard clipped,

the narrowest aquentization window wili{ always maximize

diffareantia| separation,

The standard deviation of tne camera noise is, an

the average, about one quantization level at the narrowest

window width (sigma = 1/112v.). A minimum threshold of at

laast T=3 quantization units {lsgsel-les+2237112v,) should

thus be used to avold faiss getection with 95% confidence,

2, Clip=-getting for Abgoliute (Staglgtical) Meaguyrements

For weak pdges, a simples Intensity difference Is not
a sufficiently rejlabls test, the statistical T-test in

«hich signals &re axplicitiy normalized by the observed

noise, Is a more sujtablis Indication of edge significance.

The auartizer theorem suggests that to avolg errors the

quantization levels should be no larger than the standard

seviation of the signal we are trying to measure, In view

sf ths observed nolse (evel, the heuristic accommodation

chosan for differential msasyrements is also bsst according
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Fig.3.12 Quantization Window for Edge Detection
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to the formal requirements of the quantization theorem, {for

nigh contrast edges, a narrow window will clip Intensities,

as in Figure 2,6; Introducing quantizer nolss. However,

statistical detection [3s not necessary when adeguals

contrast [3 avallabije.)

After satisfying this sampling condition the

remaining quantization uncertainty Is Treated as Ordinary

indespengent additive nolse {308 Equation 2.34},

The overall centrast signal/noise that would be measured at

the output of the quantizer can bes found by modifying

Cauation 3,37 to [nciude the transfer Impedance of the video

ampli iflsr and the residual quantization noises, The transfer

gain of the video amplifier is G=2J,4418+(5)v./a, (Equation

2.25), The contrast signal/noise after amplification and

guantization can than bs expressed dy

Jnr p GK, LT EZ

Zo =Br EE EE  , (3,57)
le - 0)G*A LYES + 2G*BE] + 2G2C + 2]

whera G Is the width of a quantization level In volts, Zscq

can be increased at s glven target voitage and ight (eve

by using & smalier quantization window,
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111.4,2,2,7 A SUMMARY EXAMPLE: ACCOMMODATION FOR EDGE

DETECTION

Ths accommodations studied [In this chapter have

enabied a simple T-tent to detect many difficult edges that

previously eould onriy bs Ssasn DY using sophisticated

datection ajgorithms (If at ali{y, Chart 3,4 pressnis a

compiiation of the most common problems, sncountered In edge

detection, with the corresponding accommodations that have

proved successful In combatting them,

The combined effectivenssys of these remedies wl ||

now be demonstrated In an actua| case study, The specific

problem [|S to detect the interior edges of a homogensnus,

dark cube posed against a [ight table-top, The tabije Is

situated In an ordinary room Snvironment Characterized by

diffuse, overhead flourescent ljiumination sources and (ight

belge matte=finished walls, |

Thess conditions oprodycd a moderate directional

disparity between ths Illumination lsvels Incident on thes

top and side of the cube, but a much smailer variation

petwedn the two visible vertigal side surfaces, Since the

cube |S itse|f homogemeous, it contributes no variations in

reflection from face to face, Figure 3.13 shows how thls

cube appears through the ccarss accommodations usec for

Initial acquisition, These include the use of a Short

jans {i%), wide open clips, and an averags sensitivity
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1. Temporal noise » i 1. Temporal average

lI quantization unit |

2. Quantizer noise: aliasing || 2. Narrow quantization window
(no temporal noise
observed) |

4. NO contrast 5+ Raise sensitivity, narrow
clips, change lens (to

| seek edge effects)

L. Unsharp edge Il 4. Focus

i 5. Saturation limited 5. Color filters

i, Highlight limited £. Change lens {to narrow field |
of view}, color filter

7. Inconclusive decision 7. Change lens (to get more
samples)

“. Spatial noise (dirt, ©. Change lens, spatial average,
surface gradients, defocus

texture) |

Chart 35.4

Overcoming Problems in Edge Detection

with Accommodation
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sgttinge==-ail Intended to maximize the chance of finding

objects In an unknown environment, Secause of the wide

dynamic range In this scens and the low dynamic rangs of the

cube {all dark), the sntire body was digitized (into the

jowest guantizetlon interval,

The most striking problem in Figure 3,13 is the lack

of contrast In the Interior of the cubs. With reference to

Chart 3.4, this defect should be attacked by raising

sansitivity and reducing the width of the quantization

window,

Because of the direct overngad (liumination, one

expects that the horizontal top of the cubes will be the

srightest surface, On the basis of this Imbalances in top and

side lighting, the dlagonal boundary separating the top and

slide faces should be sasisr to find than the vertical edges

petwesn the two sides. Procesding on this assumption, the

sansitivity Is raised until the signal from the top face

aimost saturates, The quantization window i § then

optimized about thes average intensity |evel between the top

and side faces,

Figure 3,14 shows how the cube appears after these

accommodations have besn made, Both diagonal Interior

edges are now in plain view (Note that ths background has

pean driven completely Into saturation,} Ths contrast across

the vertical Interior wedge, however, remains inadsauats,

Since the vertical surfaces are darker and the contrast
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betw88n them lower, an even higher sensitivity Is needesc to

detect this edge,

Unfortunately, the relatively high Intensity of thes

background poses the threat of damage to the vidicon If the

sensitivity is raised. This situation corresponds to

proclam &, "highlight I(imited", in Chart 3.4. The

dynarlic rangs must be somehow compressed in order to extract

more detail In the garxer part of tne scenes. The chart

suggests that a larger lens bs used to narrow the field of

view to the Immediate vicinity of the sdge.

Tne camera Is first centered on the vartical edge,

Then the turret Is switched to the 3" lens (reducing the

original field of view by 1/3}, Hith the threat of damage

removed, the accommodations procedures that were successful

for the diagonal sedges can be repeated,

Figure 3.15 was ootalned using a J3" |ens, target

voltage set to almost saturate the right side of the cubes,

ang a quantization window centersd on the range of

intensities found In the Immediate neighborhoog of the

vertical edge, Note that the entire Image is now filled by

the Interior region of the cubs, (The precise area can be

focated with respect to the eariler pictures by using the

numbereg refersnce axes which are calibrated In

raster=-sampiing units.)

Although this sntlire region was black in the initial

image (Flgure 3.133, tne sansitivity has since been ralissd

185



213 223 23% 243 253 283 273 383
if7

}) _—
2287 }.3., ,f27

ivy, mY TST
1323033)... AES FES |
171%11131%;, IZ ONI0000 |
SERRE EES EE EIN 17489908
GEHL TERE LER TENT fiZeliP0GENQNER
SESE REESE EDE1 TN ERE ERA IM TEER
132 132211: ,,e1232333), vs} L170068R00N00RR00ELERE

2387 PILFRIDVIILITFER240 022000) HELI IP EZVFEODNORNESRVEENEESD
(AFORE RRRE REAR ALI ERR ARES lssP2ie fio 0ddnoRiRoNt SERNA S
Ff TT 2 yf fff} I) E1247 28ZR0R0000A0ERUVSNEREOORE
cP ITIP 1230120022222 F000 ie ound dR A0NEA00NSY
Ziyi Illaft 22 FFL) 20300000 RESO ONRTRNAROSRREN
173.1, IEF ET) 20026122 imZaoNZONSNORUARRERSRIANESHOIRANES
PIE LIIRI IARI 200 2 F212 F000 nao lid ANRHURREINRNEOURNEER0OD
CEILI RAI ATL ARE 2 IR Vn 040UNERNSURRETSEERNAONES

2487 CII lems) If T2272 ENT EZLV00CERNNSRNNRENARNADRSNSE
Dee 3T22003L002FRIN)LLLLI laa one INRAO00RARNERESNREEOROR0

eet e df 333I3LLIINFINMETI2LIE LI 2000000 EOOHERORANEESIEEEON0D0
EDLY LDN BIT, ttt NIOINGeZLOOOP0USRERTNVESNINERS
PLL PL 330027320) )IFOUOLZ oO NARERNSTERURARRYEE
RES EREEE ES] ZELLER LON Ze dUNRRERNRYRNARNENNNEE
}oeeredtas TI ltt fllf}I3)33 1370NGeeILASRURNSRREEAINEOREISD
sed wade sanaeae, SBIIIEERNNELC SEGRZIZINSIORAGNNDIRNREGIONNNGY

25a/ ve sree 3333}... LI IZNEBEZIZZOOHUHISHANcEERUNEDANGS
se aod BRAY NEE) L333 LL FR081 Ee I0aRUOREEOGINNEENOERDURE
' FEEEE IE SEE EE EE REE EE ESE EIN }TROST 979A C0UERRANANVENEN ONES
se J3X}F FR,, 313330 1iF)) 3) )oNARIRICEO00CRORIVHENOSNERRED
TRIILLTY Le RRR LRYY vodlls oo. IHRUFZISQINOSATOONIONSESORLOEAD
be 33 wud ERY YM Vaan HRY. ZPZP00NESEREIINOSGDOORNDG

I ss 30 LaLa} WY L1)... LIDREZIZOGNEFOFORNNRNSRNDUNENED
RIV) MRL, oY ae dL HH ARENZZZZORORONASHIONERUAVERNRS

2687 IFTNLIIILRNL 0030030000 pyr) 13ARUSINPENRNNQINPOVNARINARNAEDD
©1) 13XXRFIY R3IrlrRRiLNNRNRLY , LoRBEZZe 000800 NS ERERNORNES
Fosess3dihe) 333) eed dl) cceneel GRESTIOCPOSSHANOEROVOSNTROUND
Ptlee S333, aT se +r INBRESZOSIGEISSHENEEEREDR ENED
13} Li! 3}, cr3 EY 4 vs JERNBReRINUCNLFONSRAFLESAONLIA VES
SSIES IN TY a2 ERE Joser +1. 0002425400000 R80NS0UOERNED
¥I133 Yas FRY. eda) 5 31). OEE I//30000080RERUVISNNNESRD
FIEITRLNIRY sve wean Je can sc oORBEZIZOSTAAEVNROsNERUNERSNEN

2787 ..! sed 3310.3), + £6 + T08EIzeebiilli00% 088000000008
cr tp se soe e +SRABeIoRATOPONN4VNSIS RBR0ES

ress +IRBRTIFHIZVODEINIINoNENeSEREERE

—- Fa ’ els CHERvesIesRRdEI20000RR0CSERE
‘se ve « HIRToobATIPNIVHSIRJRLREGIONE

= F&F 0 * # * [ ] TREE FHZETI730300HLI a RRA! 1
‘oo . FER2F Fodder 3098000800?
3) SEBRFZo254000 033080,

Jge/ ' PERT 7/00 130000! 1)
3}: Fi8v2e79222)088:7!

IIB? FInRrafflin,

Fig. 5.15 Vertical Edge Viewed with 3" Lens

186



sg high that the reiatively brighter top face Is compietely

saturated In the flnal Image. [In fact, the top face now

actually limits further increase in target voltage.

A Nyrerlc AggBggMmeng

The Improvement In the detectapility of the vertical

edge belweean Images 3.13 and 3.1% Is documented In Figures

3.168:5, These plots show the temporal distribution ¢f

intersities observed at 1 raster point on each side of the

vertical edge over several successive television frames,

The absiclissae are calibrated in terms of the 16 guantiztion

levels within the selected window. These are spaced over a

iv, intarval In Figure 3,162 and a 1/8v, range in Flgure

5.16b, (dye to the reduction in aguyantiZation window width},

Tre target voltages are 19.94v. and 38.85v respectively,

The effectiveness of these accommodations le manifested by

the sevenfold lncrease In the Tegscore: the

corresponding edge confldence has risen from "questionable"

tea "certain", Thls score is calculated from the glven

gistrioutions using Equations 3,9 and 3.18. It

expr8s5s5es the quantized contrast signal/noise given

rnegreticelly by Equation 3.57.

in Flgure 3. 16a, a complication is [ntroduced by the

fact that the aliasing requirement 1s not satisfied. Thus,

Fquatior 3.57 doses not strictly apply, A reasonable way to

account for the effects of aliasing noise when calculating a
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Fig. 3.16a Contrast Signal/Noise Before Accommodation
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° | 5 10 15

TCLIP = 3, BCLIP = 3, TARGET = 30.05 V, T-SCORE = 10.159

Fig. 3.16b Contrast Signal/Noise After Accommodation
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T-score Is to bound the maximum uncertainty, The mean of

a signal contalnasd antirsly within a singles Interval can bas |

anywhere within that [nterval. When Samples across an ads

fait Into adjacent levels (as In Figure 3,168, they may

actually bs arbltrarily ciose to each other, iying Just

across the guantization threshold, or as far away a% two

quantization Intervals. Theres |S no w~ay to tell. In such

cases, we wlll assume the signal means to be at ths

mig=point of thelr respective [Intervals with an uncarliginty

of naif the width of the Interval. The T=Score;

calculated for the distributions In Flgure 3,16a, was based

on this assumption, (This pound Is Invoked whanever thes

observed distribution of a signal indicates that the

ajlasing requlremant has not besn mel.)

111.5 CONCLUSION TO CHAPTER 3

In this chapter we have sxaminsd some ways in whigh

the primary accommodations affect the performance of our

vision system, Chart 3.5 Is a summary of the principal roles

nf mach accommodation In the context of three representative

nerceptual requirements. The appropriate combination of

accormogations for any spsciflic application depends, of

course: on the particular set of problems thal happen to be

nresent, To maxe effective use of the results summarized

in Chart 3.5 the following pre~requisites ars also nesded:

i189



: a 4

: g

:23 | a3
Lo x | £2 EE: Ssrt LS ; 43 43

: S - Cg TR i33 54 5x td 0 $d
oO E™ Y o 3

hf 2 ¢ o Te TE :
: < dit dp u LE: BE 43> 0 wt O wi 33 ——

$ oe 2 xy bt & “EY -1 ao

pt 0 0 LO be Ww om oe 5
; CL E gx 4 43 42 Sus FEY i et £HT el wa [EF YA ~ fe

ul « wd oe 1 Ww w

— § y
4 0 4v ' 9 > |
u pt 0 3 ed L ;

o 5 he! 43 2 Prt=|

E] % o 8 > o¥" 2 H p=
za 5 |e 25 Sulgd

ME p— 13 % 35|"5
wd +2 : wo 1 ™
e-.] LT)  ¥ + Sy is =Ed 53 g + ~~ O Uo 5
ofEET 5180 cv | §8|§

Rn re 5 Qo EE > 3OF wi 43 [+ LH = 1] Lr 5 =bs i 3 £5 4 Q + 4 ~ E8 35 £3 RES | awd>{f © ke 3 a2 zoe dO iH Oo4 4 LS = —_— 4
bed OU + Ga 4 & Sh Fe 4oy Be

my

wg wt : = §+] » |feo & = = = BU -| © = | S wt 33 0 1] © - =
i] «= ~f | = wed vd £4] 4 Fe To ~~
S§| 3 3 & 8 § 20g|5 % |28oO @ ret B® pc 5 {F 0 kU] + 0 ®

> wd = b woo CT-N = £Fal — a3 Es fe 5 43 3 ~~= ar = & O a JET need Wwe jan
on AF wd ar E13 Fa NC bas a «—~OO [|OA > 4 Cla 3 5 AS wt ford wdad x. oy E — FL 3 5 0 42> OU 4 far= 7] el +3 oi —N 0a 8 > ma ao

3 Sod CE2% |S IE B.5{58E8] fins
5 D0 OUT! 0 i. re Foo oe oi uD Fo4: MiB ESR rt 5 20 oO ~ g a fa]© 1 fo & Je nolo oO saldg h.. ppl of R LL EJ [+ 1 FRE wd Ed

Er hi. 4 5 e BRED BEALE 38 03& T ETD EBECemol FE Oo oO © 1} = = C1
& vAa ED 4 oO hE = O =1 CI lb Ro wl £0 ES £eu~ 2 jit)= 3 BE = Py Tr oO ¢ =o of $

birt —————————— treet eee — eee Eee lpernie tn sen sree)
—

= 4 1 © o oy [7
O 1 a3 oF FE] [3
a] = E — at 1 =f Ei} — wiB Fb
Fe] oO 43 Eo] @ aa | wd : 1 ~~>» oO I9 =

B rs PRY: lng 1m 43 a3 A= Dell ~ 3 bel) |; Ed wo oe BO] Ot poe JE = FI 4 4 Wd Rp: e ££ ow GF wt wet OO Be $2 FLEA #1cg pill Fal =lO UL oad bes = 0J ord ar St Ft ver § LS fs = 0) SY
£3 Be poo«f oO EY

Chart %.5

Accommodation Effects on Typical Perceptual Requirements

180



1. a definition of the desirabie Image featurss for

a task (For wedge detection, thess are concisely stated in

terrs of the T-score.)

0 a |ist of problems which represent departurass

fror these desired conditions (as In tne 18ft half of Chart

3,4);

3. A corresponding [ist of accommodations to

ramecy the problems (the right half of Chart 3.6).

4, diagnostic techniques by which the machine can

recognize the existences of these problems In an actual

image, and

5. strategies by which the macaine, having

racognl zed (or anticlpateady a probiem, can utilize [ts

knowledge of ths task context and the nature of the

accormodations to affect sn Intelligent, costeeffoactive

sofution,

In this chapter we have covered the first three

requirements to the depth that [s practical In a genera)

SUrvey, The last two points have bDsen completely glossed

over. Accommodations have only ©besn applied to overcome

orobiems recognized by a human observer, In the remainder of

this thesls we shail concentrate on automatic giagnos!s and

accormogation in the context of specific applications,
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CHAPTER 1vt EDGE VERIFICATICN

Iv,1 THE VERIFICATION CONCEPT |

The edge verifier {9 a program designed to find weak

edges that a faster, but (ess sensitive, edge fToiiower has

missed, To avold gross inefficiency, the verifier Is used

oniy to confirm the sxlistance of edges whose presences can be

reasonably inferred Prom information aiready extracted from

thes Scene, for exampie, when a recognition decision is

based on the external contours of an object, the (nterijor

sdges of that object, as predicted by the machine's interna|

model, might then bg sought to confirm the decision.

Edges may be difficult to ses because of

4 jow contrast, the result of uniform I(ighting

and homogensous Surface characteristics. An sdge follower

which tracks |oca] data must discriminate against [ow

contrast edge points to avold hanging up on noise and minor

variations |n surface conditions,

2. spotty evidence. An [ntensity edge may be

obscured In places (eg. by dirt)s On the other hand, If

contrast Is iow, the most striking evidence of an edge may
se the surface defgcts (eg. paint chips) that tend to

colisct along the edges of real, planar-faced objects, An

sedge follower requires continuity of local data and wii]

fail in both cases,
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Thess problems are compounded Dy the noise Inherent

in the gdgelsction process and by the resciution lost to

digitization, spatial sampiing, and non-odtimal

accommodation (eg, unsharp focus.

lv,2 #HAT PEOPLE DO

It 1s diffiguit for the computer to dstect the

presence of the diagonal Interior edge In Figure 4.1. Yat

at arm’s length; the same Information usually conveys a

clearly distinguishable adge to a human observer. People,

of course, are quite familiar with objects, like that

depicteg In the plcture, and, thus, are conditioned to

expect this edge, [It appears J|ikeiy that people utilize

this expsctation |[n at jesast thres ways!

p 5 On a |joca] Jevei, noise |s combatted by

acquiring information from siongated areas, allighed on both

sides of the suspected edge, The size of these arsas and

the integration time vary with the |ight level! and contrast

of the edge, affecting a form of accommodation (Buerise

(19691),

2. This l|ocal evidence |S tpen accumujated over tips

length of the contour to bulld up a2 gioba] expression of

confidences (Hochberg [19641].

3. Tne final decision Is then biased by ths

strength of the original expectation (Swets et a], [1961],
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If the expectation Is high, the edge may be "seen" sven

though Its presence was oniy detactabie at a few isolated

points,

Figure 4,2 provides a convincing demonstration af

the Importance of gional information, The Structure of the

plock has been masked out, saving only threes

cross-sectional slices across the Interior edge, In nona of

thease Slices 1s there sufficient evigence to suggest that an

edge culls horlzontajly through them, (Tnis demonstration may

be reolicated by ths reader, using a cardboard mask at most

any polnt along the edge In Figures 4,13,

Iv.,3 VERIFIER TECHNIQUES

The edge varifler succeeds where tha edge follower

fails by adapting these techniques humans use to capitalize

on thelr global expectations, Specifically!

1, Large operators Strategically oriented with

respect to the edge improve sensitivity by averaging to

extract the underlying nolse~fres distrioutions,

a Accommodation Is optimized at each point where

these operators are appliled to Insure the Dest chance of

observing whatever evidence may be present. The camera |S

tuned to enhance the contrast across tne specific boundary

“hegre the local edge sagmsnt is expected to lle, This

nroceadure 1jlustrates a specific example of how the compyter
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can use expectation to ses what it is looking for,

3. The colncidence of high confidences at various

points along an edge is used to augment the statistical

significance of local decisions, Global consistency is a

powerful fl|lter which allows weak edges to bs detected, sven

whan [nterrupted in places by noise, Strong but Isciated

surface defects, corresponding tos no sdge, are rejected 2s

noise, Thls discrimination Is oparticuisrily Important,

since accommodation {technique 23 tends to inject a

statistical bias [nto the local dec|sion of whether an edge

Is pressnt, {Marginal defects thal coincide with the

expected edge wij]| usually be detected because of the

specificity of the accommodation, applied over that locus,)

It Is; thus, essential that these biased local decisions be |

evaluated In the global context of whether they correspond

to the feature for which the computer Is l1osking,

The use of |arge or sophisticated operators and of

cptimlzed accommodation Is economically practical In

verification tasks for three reasons: |

i. Only a reiativeiy few points are actually

observed,

2. There |s a high a prior]! expectation of success,

3. All affort can be focused on detecting

discontinuities In a singis expected giregtion, This

approach maximizes the signal/noise that can bs reallzed

with a glven amount of processing. The edge foiiower, on
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the other hand, must divide its attention among sdges at a)

possibie orientations at each place {Lt applies its Simpis

operator,

{v,4 STATISTICAL EDGE DETECTION

vi.,4,1 DESCRIPTION OF AN EDGE S]ONAL |

We are Intesrestsd In detecting Iintsrnal and external

surface boundaries of the type normajly associatsd with

planar=faced obJlects, The most common edgas type [S the

simple Intensity step treated in Chanter 3. A noiseless

oroflle of this pasic function Is shown in Figure 4.3, In

sractice, this Ideal signal is commoniy corrupted In three

ways, Referring to fFilgure 4,4,:

i, The edge transition is not abrupt, A finite

sjope Is present dus to bandwidth (imitations in the

television system, the discrete nature of spatial sampling,

and to the fact that physical edges are nsver perfect, With

a 1" jens, the tota] transition Width for the reasonably

sharp edges of plastic blocks at a typical working range of

30" covers about two raster units.

2. surfaces suffer from ljlumination gradients dus

to the dlresctiona) naturs of 1lghting Sources and to

variations In reflectivity as the angles of Incidence changes

along the surface, (An analytic treatment of this effect Is
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Fig. 4.3 Ideal Intensity Step
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Fig. 4.4 Actual Intensity Edge
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Fig. 4.5 One-Dimensional T-Test Cperator
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given In Herskowltz [1978].,) In most cases, thess gradients

are 4 reiatively minor probjem, The uniform jighting

conditions which make the edge difficult to See (nn the flrst

place aiso tend to minimize variations In surface lighting,

A typical variation Is [ess than ,@1iv. {on a 1v. signal

ranges} In ten raster units, a Slopes of (1P*=3)}v,/raster

unit, (Shagows ang refilestions wii] opcasionally produce

variations up to three times as great.) |

3. Random Gaussian detsctor noise, (ses Equation

4,4) 1s superimposed on these other signal components, For

DUrDOSes of comparison, the r.,m.S, vaiug of this noisg Is

on the order of ,01lvy,

Iv,4.2 DETECTION CRITERIA

The statistical T-test discussed at length In

Chapter 3, can be gensrallized to provide a suitable

detection cplite, lon fo, non=idea! edges,

Justification for the Use of T-test

While not the most sophisticated cperator that could

be applied, the T=-test doss offer ons practical advantage:

the effects of the various accommodations on its performance

are already undesrstgod, Its imitations are known and

wilt] be discussed jater, with suggestions for more powerfyl

statistical technigues, The emphasis of our presant work,
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however, is not statistical detection theory But rather to

Show that, with appropriates accommodation, the simplest

statistical test can detect edges that previously had eluded

far mors simborate operators,

The T=test serves two specific functions:

1. to discriminate against noisy gradients that dp

net pass the test of statistical significance and

2. to provide noise reduction by spatial avaraging,

The primary purpose of these functions Is to guard against

errors of commission, Errors of ommission will be

attacked by using acommodation to boost the Ddasic Signal

rather than relying on a mors Sensitive signat extraction

ajgorithm, Of course, trade-offs between the effort spent

on accommodation and on statistical processing must be

considered, These trade-offs ars largely ynanswerasd

questions concerning relative efficlency and reliabliity,

We fool our present emphasis Is Justified on thres counts

i. The times spent in tuning the camera so that an

image Is good encugh to use with simpie operators Is apt to

be {08s than the time that would otherwise be required to

process a marginal image with more sophisticated algorithms,

2. The googness of the basic Image (as reflected In

Its signal/noise) inhersntiy determines the refjlabiiity of

subssquent processing, regardless of sophistication.

3. 4 considerable body of kKnowisdge [3 already

aval |labies concerning the relsvant aspects of detection
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theory.

IV.4.,3 GENERALIZATION OF T-TEST FOR NON=IUEAL EDGES

We flrst consider the sultabliity of the specific

operator sketched In Figure 4.5, for detecting sdge profi|ss

of the type shown In Figure 4,4, This operator |Is designsd

to test for the presence of an edge boundary colnclident with

[ts threes-ce2l|| gap. Sample means are calculated from the W

intensities observed on each Slide of the gap. The

difference of theSe averages must de compared with an

expectes deviation, Sid, to determine the |lks|lhood of an

eggs,

T = « ol. (4,1)d

{Sia Is again the standard deviation of the difference glven

oy Equation 3,9 with N=W,)

Cur original use of the T-test to distinguish Ideas]

edges from uniform surfaces was based on the hypothesis that

the differences bstwesn the two samples, drawn from the same

distribution (le. corresponding to no wedge}, would be

T=distributed wlth mean Zero, Sioping surfaces

Introduce a Systematic error into this assumption: the

intersity distributions, sampled at separated points on such

a surface, will differ In mean. The appropriate null
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hypothes|s "for yuse with a surface of sSicps M [st thy

difference of two Samples drawn from points {(W+3) mpar?t will

be T=distributed with mean Me(W+3},

A significant T-score Is a necessary but not

sufficient condition for the existence of a non-ideal edge,

The Tescore of saver the smajjest surface sSiops can be made

arbitrarily iarge by reducing S+d (8g. through temporal

averaging), In the jast analysis, aii that the T=score

estab | ishes Is the fact that an observed intensity

difference Is unjlikgly to have evecived from chance, No

judgement Is rendered on the significance of ths absolute

magnituge of the |ntensity difference.

To distinguish gctual edges from sioping surfaces It

ls thus rsascnabis to require a minimum absolute contrast,

This condition can be imposed on tep of the T-test to Insure

that =lignificant Te-scores do, In fact, correspond to

significant edges, A convenient threshold for this purposes

is twice the halight achlevabis by ths maximum aliowable

surface siops over the sffactive sampling width, W+I. The

complete sdge detection criteria can then be expressed as

(T >2.6) AM, - My) >2x107 x (W+ 3)} ~ Edge (4.2)

The auxiijary cond|tion does not radicaliy alter the

accommodation rules developed in Chapter 3. It was noted

that the T-score could bes (ncreased by elther enhancing
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contrast or reducing noise, Condition 4.2 merely Impiles

that contrast should be the primary concern, 8

accormogation cannot achieve adequate contrast, thers is no

need to pursus further noise reduction, lf this contrast

snreshoid Is realized, then additional effort is warranted

tc prove that |t was not no lse=1induced,

{v,4.3,1 COMPUTING THE EXPECTED DEVIATION FOR A NON=IDEAL
£OGE

Sid, the standard deviation of the gifference in ths

sample reans, 19 rejated ty Equation 3,9 (with NzW) to the

standard deviation of the W Intensity samples observed In
each half of the oparator. For a non-ldeal wedge, S:1 and

S42 wlll each reflect random detector nolse and spatial

nolse, induced py the uniform sobs silowed on sach side of

the rain transition,

The tempora| and spatial components are independent

and can be considered separately, To define the spatial

component, consider a noise-free intensity surface of Slope
M yy. raster unlit, The distribution of intensities (about

| the mean) found in an operator of wlditn yy, applied to this
surface, 18 eqguivalant tO that generated by the uniform
sistribution shown In Figure 4,6, The spatial} component of

eng variance can, thus, ne approximated (in ciosed form) Dy

the variance of a eontinyous uniform gistribution, as
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expressed by tauation 4.3,

J TR _ wa (4,3)of - M x | x dx 12
0

The temporai neise of the distribution with the

gradients removed Is

2 |

ed _ li? Y 2. 8 2 ry (4.4)ox >] HW Ex + G'BES+ G°C + 2

{which Is a combination of Equations 2,25, 2.34, and 3,211},

The sxpacted variance of thes samples mean of

intensities, obtained from an operator of width HW, is then

5; 2 1/2 2 _ (a wi $4.5)w-Y = wlox + op) wiz

{t comparable noises |s assumed on both sides of the sedge,

Equation 3,9 Impiies that Sid wlll be:

Wl wi?) (4,6)8, = VI\w* 12

204



[V,4,3,2 OPTIMIZING THE T=OPERATOR [N THEORY AND IN PRACTICE

The detection sensitivity of Equation 4,2 is limited

by {its response toc a surface of uniform linear gradient, ™,

In the absence of a real edge. The nature of thls

imitation Is lillustrated In Figure 4.7,

The edge signal, Rh; must be significantly larger

than S+«d and the systematic bias that would be present (in

ths absence of any discontinuity, A larger opdrator

srovides more averaging. Conssqusnt|y, the random noise wiil

ne lower, A large operator, however, implies a wide goacing

paetween operator centers, This spacing rasuits In a large

systematic offset from surface siopes which can mask a

constant edge signa. for an operator of width, W, the

nlased T-score from a uniform surface of siope M is

a (wor) (4,7)Ww 12

Iv, 4.3.3 OPTIMIZING W

Since W affects both the operator size and effective

spacing In 4,6, a practical compromise Is needed. The

optirum choice of W Is equivalent to specifying the best

nand pass filjter for ssparating the medium frequency edos
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component from ths high frequency detector noise and the |ow

frequency spatia]| noise (gradients), The width of the

sampled mrsa determines a high frequency cut=off; a large

operator is desired to Smooth out tempora; nolse. The

spacing between the operators determines a Jow frequency

cut-off; a smal! spacing |s desired to discriminate against

gradual spatial gragients,

Whiis a farger operator will reduce random noise, |t

will not necessariiy ~~ |ower Sid. This depends on the

raiative Importance of the spatiaj and temporal components

of the noises, In Figure 4,8 Equation 4.6 [Is plotted as a

function of HW, For small W the temporal noise |s dominant,

but, as W Increases, this component |s smoothed so that the

spatial component grows In [mportance, The overall noise ls

ninirlized at W329.,9 when the two components are equal.

Minimizing noise goes not, however, maximize

sensitivity, An sgge discontinuity would need an amplitude

of at least 2332 {1Qs=3)v, In order to fuilfiil the contrast

required by Equation 4.2, An operator width of JP would also

pe irpracticaliy wide for al} byt the largest objects.

I1V,4.3.4 DETERMINING A PRACTICAL OPERATOR SIZE

Figure 4,7 |1justrates the ceslirablility of confining

the operator to ths immediate icinity of ths edge

transition, I W |s kept small, tne offsat from sioping
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surfaces will be [ess significant relative to a constant

sdge signai,

For WE5, the maximum spatia! noise component |s

insignificant relative to the typical temporal noise leave]

of ,C1lv, For Wa5, the expected standard deviation of the

T-score is thus

8, = hah = 0.00632 | (4,8)

If we requires that the probability of mistakenly calling a

leave | surface an edges be jess than 1X, the minimym

detectable edge wli| have amplitude

Ey = 2.6 x 84 = (,0169 volts (4.9)

This sensitivity Is adequate for practical purposes, It

corresponds to a contrast that bare|y exceeds the minimum

which our auant|zer i's capable of resolving. By

comparison, the sxpscted signal from the worst case ramp for

2g center-centsr operator spacing of 8 will be Ba(ifr=3)

{which [Is 1,94 standard deviations bDeolow the minimum

acceptable signal), This represents a roughly 8% chance of

mistaking a gradual siope for an sedge on a Single

mgasyrerent,

If this test is applied ten times over thes global

extent and a colnclidencs of sight successful detections ls
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required to confirm an edge, the possibility that a trend

will be caiied an edge |3 negligible,

It should bs noted that a satisfactory T-score,

based on Sid glven by 4.8, implies that the contrast

constraint (Equation 4.2) 19 alse sat|sfied. An explicit

check of contrast Is necessary oniy when additional

averaging is employed to raise the T-score by reducing Said,

IVv,4,3,5 THO=DIMENSIONAL OPERATORS

Ai{thouoh the width of the T-operator has began

constrained, nothing has yet been sald about adding a sscond

dimension, paralie! to the edge, to create a rectanguiar

operator (Figure 4,9), It Is theoretically possibis to

reduce noise and Improve sensitivity by Increasing the

sample size In this way.

1¥ the surface gradisnt Is resolved into Independent

horizontal and vertical components, Equation 4.6 can be

generalized to two dimensions, |

0? WM wi) (4,10)

W,H are the horizontal and vertical operator dimensions, and

Mash, Mév are the corresponding directional surface siopes,

The partia|s of Eaguation 4,1 with respect to W and
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HM can be set ecual to zero and solved to yisld the optimum

shape and size of the operator that minimizes noise for any

a priori surface characteristics, The best shapes Is

determined by thes combination of horizental and vertical

extent that simu|tanecusiy maximizes tne number of Intsns|ty

points (for temporal noise reduction) and minimizes the

spatial noises, ye find that

g\ 3/2

wv +23 2% (4.11)
opt aw Wa

and

2 1/2
08, [1200] |

Wopt = TW HM 4,12)H

Substituting W from 4,12 into 4,11 yields |

| @ (4,13)H = WVIZo |= 3
opt Ni1,.2 J

2)

The horizontal and vertical dimensions of the optimaily

shaped operator are Inversely rsiated to the rolative
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magnitudes of the horizontal! and vertical! sur?ace Slopes,

Once again, noise minimization cannot be considered

out of context, The principal goal Is to maximize the

fimiting sensitivity of the opsrator toc sdges, In this

respect, a vertical operator has a fundamental advantage)

increasing the dimension of ths operator, parajie! to the

adge, does not ampjify the signal corresponding to a

uniform|y sioplng surface. By this criterion, the operator

should extend exciuglvely In the ve,tical di,ection,

I1v,4,2,5,1 PRACTICAL DISADVANTAGES

Four practical considerations Gictate the

desirabiiity of a small yertical extent (H<3):

1, Common mode gradients, Flgure 4.10 depicts an

edge at the boundary of two surfaces with horizontal

Intensity gradients, The relative significance of a ,5 v,

discontinuity Ina 14 v, signal and a .95 v. Step In a ,1 vv,

signal are, of course, identical. This fact would be pst

if gi] of the intensities on sach side of the edge were

first grouped and gveraged before comparison. The in=group

variance, contributed by the horizontal gradients, redyces

the significance of the T-score, cajculated with the groupsd

data, It is thus preferable to compute an average

sfjgnificance from many T=scores, calculated with individual

pairs of Intensities along the edge,
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2, Efficient decision strategy, It Is possibie to

save considerabis processing by formuiating edge detaction

as a sequential decision problem. Briefly, the idea is to

first iook at a sme} subset of the intensity palrs aiong an

edge. If thess palrs indicate an exceptionally strong or

non-existent edge, a reasonabiy confident decision can be

made without Jjooking further. Onjiy In marginal cad®es wil]

more Information be naseded, Large groupingsof data defeat

the intent of a ssquential strategy.

3s Smaji anomailes, As Herskovitz [1978] »soints

out, anomalies In otherwise uniform surfaces tend to produce

iarge deviations [n (ntensity over a small area, Sueh

defects can bias the decision of a large linear operator out :

of all proportion to thelr size, A prefsrable approach Is

tc make [ocal sdge decisions based on paired intensities at

var lous points along the edge. The global decision i3 then

pased on ths percentage of [ocal tests that were favorabije,

the affect of an anomaly on the overal| decision is then

determined by Its extent more than Its amplitude, This

non=1lnsar techniques has demonstrated Its superiority In

discriminating between occasional surface defects and ecges,

A small operator Is also at an advantage in

detecting valld edges that happen to be characteriisd by

small anomalies, clustered along the discentinuity. These

defects tend to be both small and cf jow Intensity, They

are conssauent|y Jost in iarge operators Dut readily
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detected In (ocallzed pDalrings, Un|ike ths Isolated surface

defect, theses "edge effscts™ are |lkeiy to bs detected gt

snough individunml points that a globally signifieant

decision can be reached,

4, Optimal local properties, The use of paired data

allows Individual decisions to be based on the Iiocally

strongest property (eg, color, Intensity, texture), An

edge may be detected most sasily by relying on different

properties gt differsnt points ajomg its extent. The

non=1 {near global svaluation is ind|fferent to the fact that

the |ocal yes=no decisions wers based on different features,

The significance of a Jjocal decision also serves as an

immediate criteria by which to achieve |ocally optimized

accormodations,

I1V,4,3:.5.,2 PAIRING VERSUS GROUPING

Statisticians have given much thought to thes general

question of whather to palr or group data for significance

testing (see; for example, J,E.,P, Box [19541]). The basic

issue Is whathep statistically significant differences are

pest detected with fewer, but more reliable, tests (le,

grouping date with jarger opsrators) or by performing more,

individuglly less reliable tests, The consensus is that,

when there are valld reasons for pairing, such as those

cutiined above, It is the preferred alternative,
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[v,4.4 ALTERNATIVE OPERATORS

The use of a T-test, applied to intensity averages,

has recognized limitations, An average approximates the

actual Intensity profiles (or surface) on each sds of a

suspected discontinuity, with the best fitting horizontal]

fine {or plane}, This approximation clearly breaks down,

whan the slope of the actual! surface becomes appreciable,

In thess cases, an operator |s needed which will normajize

out the effects of a uniform gradient,

A second consideration Is the existence of other

types of sdges than those characterized as steps. The

orofl les of two other common forms are ideat ized In Figure

4-11a,b, A conventiona| T-test, applied across either of

theses discontinuities, would register nothing. Agtun|

sdges will often consist of a combination of theses basic

forms, as, for instance, In Figure 4.1lc. In the foliowling

gseclion, we discuss ssveral alternative local tests of edge

significance which can be used in cases where the simple

T-tgst Is not suitable.

[v,4,4,1 REGRESSION

The most direct way to smooth noise on a surface

«1th constant siope Is to approximate that surface with the

past=-fitting plane (in a fieast square 3Senss). This
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approach, known as |Ilnsar regression, Is illustrated for a

ona~cimgnsional edge profile in Figure 4.12,

In appiying regression analysis, it is assumed that

the mean Intensity z:m at wach point on a |ine (surface) Is

{inearly related to the Independent position varfable x

{x,y for a plang}. The Individual sampies of 2, obServed

at wach XxX; will be normally gistriputed about the

corresponding vajug of zsm with constant variance given by

Equation 4,4, The regression line Is then ths best=-fitting

stralght 1ine that connects the estimated means of thase

individual distributions (Figure 4,13). Let this [ine be

characterized by

Z = a+ bx (4,14)

(z-hat is the best |inear approximation to Zéém at each x,) a

and © are glven by the familiar equations of a linear least

squares fit (Bennett and Franklin [1954],

2 xz RAR 4.188)
pa ii N

52 = x)i N

N = number of abscissa

points used in fit

All sums taken over

i=1...N
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Fig. 4.12 Linear Regression in One Dimension {Applied to the
Surfaces on Each Side of an Edge)
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Fig. 4.13 Principle of Regression
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yz x
- - i % (4.156)a = z - bx = -g PR

a,b are, of courses, statistical estimates of the

paraveters that characterizs the actual best-fitting |ine,

In saoge detection the Flt willl usually bes based on ogne

sample at each x, In which case

2
o

oe = (4,16a)
a N

2

2 _ ON
hb N _ 9 (4,160)

i=1

{x=par Is the roprdinate at the mid-point of the fitted

region,} Since z-hat Is a linear function of a and b, Its

own ©Bxpected variance at each x can be expressed from

fouatiors 4,14 ang 4,16 as

/ 3 (4.17)
2 2 2 ~.2 2 §1 {x - X)

= - xX =J. =+ :

o a 7 % x - x) NIN N 9
i=1 |
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Iv,4.,4,1,1 EOGE TESTS USING REGRESSION

Suppose an eadge Is suspected at coordinate xia In

Flgure 4,12, To test this hypothesis, a regression |ins fs

fit to the surfaces on both sides of the expected boundary,

A buffer region of 2 or 3 points can be 1eft on either side

of xé0 to absorb any uyncertalinty in the expectation. The

resulting regression coefficients can be interpreted in

several ways to establish the significance of an edges, A

reasonable test Is to extrapoiate the Iins ?it on sach side

to determine ths value of z-hat that sach predicts at x40,

The significance of any discrepancy can bes established In

terrs of the expected deviations using Equations 4.17 and

3.4

T ha ~ Zk) (4,18)

ih + N=§ «x - 5 |i=1 |

The advantage of 4,18 over 4,7, Tor axampie, Is that, when

applied to a uniform sioping Surface, ths expected value of

T ir 4,18 1s zero, Many more points can thus be Included In

the regression thant would Des tolsrabls with, & Simpis

average, As g result, the potential |imiting sensitivity

cptalnable with 4,18 Is substantially greater than that
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possible with 4,7,

Another test |s to dirsctiy compares the resgression

coefficients obtained on each 9ide of a presumed edge,

The respective vajuss of ab can be interpreted as the

coordinates of two points In a tworgimensiona| phase Space,

The distances between these points, normalized by Equations

4,16, Is an snoompassing measures of the dissimi|itude of the

corresponding surfaces, This approach can Bs used to detasct

gradient typs edges (Figure 4.11a) In terme of a significant

difference In the b parameter.

Regression analysis can be osnsrajized to two

dimensions; ths sntirs syrface on sach side of the sdge can

pe fit with & plane, On the other hand, this extension Is

normally not desirable, for the sams reasons the original

T-tsst was kept ons-dimensional,

|v,4,4,2 SECOND DIFFERENCE

The influsnce of a constant siope may aiso be

ramoved by using a one-dimensional! discrete spproximation to

a Laplacian operator (A. Herskowitz (19781). Figure 4,14

nas Deen adapted from the glven reference to [jiustrate the

method, Let L(x) be an Intensity profile, D(x} represents

thse value of a discrete Laplacian taken over a differencing

interval 9,
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Dix} = - 2L{x)+ L{x + 3)+ L{x- 3) (4,19)

D Is averaged over 3 points on sach sides of the suspscited

edge. The differance of these averages wl|l peak on the

boundary of an edge,

1 3 i)
Fx) = 3] Dix +0) =) Dix -t (4,20)

ii=1 i=1

In random noise, 0 nas mean ZearTo and standard deviation of

1/2

Ory [eo dp On + On = JB XT

Thus |

vZ2av6 co E=N =2 70 {4,22)
°F E aN

The signiflcance of an sdge of height nh from Figure 4.14 and

tquation 4,22 1s

ar1/2

1-26) (4,23)
N

Since the expectation of F [s zero on a surface of uniform,

constant siope, Equation 4.23 suggests that the operator
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sizes; 8, should be made as large as possible to reduce noise

and Increase |imiting sensitivity, A comparison of

bquations 4,22 and 4,17 shows that, for moderate=sized

operators, F wl|l have |ower noise than a regression

estirate,

3 will be limited in practice by ths physical size
cf an object and the homogeneity of the lighting fleid, The

values of F at a point Is detserminsd by the Intensities

~lthin a rangs of 23 on either side, Using the relation W =

28, one can compare the relative signal/noise of F and thea

T=-test for a step of height h. For a glven size operator,

the T-test has a signal/noise advantage of sqrt (3) over F,

However, the T-test Is practically [Iimlted to a width of 5

whereas 2#3 can |[n practice be as large as 25, For an

ideal step sdge, F would then enjoy an advantages of sqrt

(573) over T, The attractiveness of F grows directly with

the maximum allowable surface slope,

3

Iv,4.4,9 EDGE OETECTION BY APPROXIMATION WITH IDEAL

FUNCTIONS

A theoretically appealing approach to sdge detection

ls to approximate an empirically given, noisy intensity

distribution with the best-fitting, noise-free intensity

step. If the amplitude of the [dealized signal is fsrge

enough, it Is Inferred that an edge Is actually present In
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the original gata, Heucke! [1969] developed an effective

edgs operator based on this nrincipie. A two-dimensional,

discroate Fourtlerp analysis Is first applied to the

intensities found In a small disk (radius - 5), The eight

04 Ofder harmonics are retalnsd to eliminate much of the

high frequency, temporal noise (and, inevitably, also some

useful information,, The smoothed distribution is then

approximated with the best idead intensity step,

An involved mathematical ANAlysis was necessary to

gfficlentiy fit all edges that could pass through the disk

(at any location and orientation). For verificat|on

applications, we can assume that the orientation of the

suspected edge |s known, The prooiem Is then easier to

conceptualize, bacause feaar gagreeas of freedom are

involivea,

In Figure 4_,15a tne best~fltting ideal! step [5s shown

superimposed on a real, noisy sdgse, The propiem is to

determire the values sf the thrae independent parameters

faoeled In the figure. The best fit |s defined by that sat

nf parameters minimizing tne Hilbert norm between Ls] ang

Lés over tne range a<{x<d+imax in Figure 4.15a.

Fa} max

€(n,, hy, 4) = > [h, - L(x) + > Ih, " L x)” (4.24,x=0 X=4A

8asilone2 can be minimized oy a straightforward
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one-dimensional search over 3) for each value, 159<dmax=1,

the best horizontal [ines are fit over the ranges 2<x<® gnd

3<xidmax, and epsijicn Is cajculated, {The minimum Is

unimodal and can be efficlentiy found.) From Equation 4,15b

* the best horlzontal lines {b3@) wil! {is at the averages of

the intensity values on sach slide of x=3,

The presence of an edge Is Indicated by the stap

helght, (héi=hi2) at the 8 for which epsilon is smallest and

by the goodness gf the fit, Theoretically, this approach

cannot provide appreciably better Sensitivity than a

conventional T=test applied to thess Same average

intensities, its principal advantage Is that the fit

error [Ss a more sSelsctive noise criteria than a blindly

cajculated standard deviation,

tquation 4,24 can be genera)ized to handle other

edge phenomena besides pure steps, Figure 4,15¢,

ffjustrates a possibje function with five degrees of

freedom, suftabls for modeling combinations of step and

| ine=typs Bdges {ag, Figure 4,11¢c},

Practical axperiance with Heucke!l’'s operator In the

verifier has shown [tt to be less Sgnsitive In the detection

of weak sdges than a simple T-test applied to a cumparably

sjzed reglon, 1t should be addsd, however, that this

operator virtually never committed an srror of commission,

Bescayse focal] declisjons In a verify task are evaluated for

consistancy at a higher level, the Heucke| operator Is
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thought to be overly discriminating for use In a verifier,

Several additional factors make the Heucks! operator

inappropriate to this application:

1. The operator does not presently take advantage

of the a oriorl information that an edge Is expected at a

particular f(ocation and orlentation, It thus wastas

processing time by considering ail possible edge placements,

This time could otherwiss bs spent considering larger

samp ies or temporally averaging the exlsting Intensities ¢o

improve sensitivity for the expected orlsntation,

2. The operator arblitrarliy throws away usefyl]

Information In the pre=flitering stags (see apove),

3, The operator Is currently sensitive only tg

step=typs ergas, This {imitation is ([mportant, because

other wedge affects are often cruclal In determining whether

weak e0ges will be seen, Heucke| is pressntiy attempting +p

extend nis operator to handle combinations of step and [ine

typos discontinuities (see Figures 4,11ic, $.15¢),

[V,4,4,4 SOME COMPENSATING ADVANTAGES OF THE T=TEST

We have now considered a number of operators, each

of which offers potential advantages over the simpis Tetast

used In the verifier, It 1s therefore appropriate to

reiterate the Justification for the choice of the T-test:

1. The T=test appears to offer a very favorable
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compromise between effectiveness and simplicity,

2, With small sized operators, the T-test Is

sensitive to a variety of edos effects, sspecialiy |inss gnd

anorailies clustered ajong an edge.

3, No ong of ths other oberators surpassss the

effectiveness of the T=test In every respect,

4, Large surface gradients, whigh pose the

principal difficulty, do not appear freguentiy in practice,

When they do, thelr effects can be Iarge|y mitigated by

accormodation {see Chapter 3).

The opringlpal reason, however, remains that the

emphasis of our work !s directed towards demonstrating ths

agvantages of accommodation {in a task context, The T=test

|s particulariy appropriate for this purpose because of the

results avaiiable from the extensive case ans|ysis aiready

conducted In Chapter 3, Furthermore, accommodation has besn

sp successful In enhancing the [mage of a weak edges that

more Sophisticated statistical processing was seidom needed,

Optimal accommodation wij],of course, improve the

parformance of any operator, The particular adjustments

will necessariiy depend on the specific nature of the

current test, Howgver, the theory for adjusting sensitivity,

ARNEL TF and cojor Tiliter, etc,, to optimizs contrast

signal/noise depands primarily on the characteristics of ths

scene and the capabilities of the hardware, Furthermore,

the actual significance raturned by ths current sperator ls
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the major ar ISR a used to svalyate the effectivensss gf
accommodation, This application of performances feedback

simplifies operator substitutions,

As an sesxampie of thls generality, the same

accormogation package, designed for ths Te-test, was ysed

with oniy & mimor modification to optimize the performance

cf thes Heuckel operator when |t was Incorporated [nto tne

verifier,

The basic verification paradigm was designed %o

accept any local edge operator, The accommcdation models,

developed In Chapter 2, can be used to rigorousiy anajyze

the effects of various camers parameters on sath

contemplated operator In the manner done for the T-test In

Chapter 3 and In mors detail In the next section, An

yitimate goal Is to establish a library of operators, sach

suited to a particular type of expected and/or empirically

evaluated surface characteristic, Tne choice of the most

appropriate one can then be considered as an additional

accormogation, This capabll ity has alrsudy Deen reaiizad

toc a imited extent In the current verifiary the shape of

the sampling reglons used In the T-test (is medi? lad,

depending on the class of sdge expected,

{v,5 ROLE OF ACCOMMODATION [N VERIFICATION

Accommodation Is used In the verifier to maximize
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the chance of detecting an edge, when one |s actually

present, If the significance returned by a local test

fails below the reayired decision threshold, the cause may

be that no edge was In fact present, gr that the camera was

not properly accommodated, Since the verifier was cajjled

Decaus® an dos was suspected, the (atter alternative is ga

distinet possibliity, To minimizes the risk of Such an error

of orilession, thes accommodation Should be optimized for

conaltions at the specific point wheres the test was applied,

This strategy reflects an important distinction In

tha termination criteria used to conciude that an sdge

segreant was sr was not present, A significant spread In

the means of the Intensities; sampied on both sides of the

suspected sdge,; is a ciear refutation of the null hypothesis

that no edges was pressnt, In the absence 07 a significant

difference, however, one {8 not gaualiy Jjustiflsd In

accepting the nui| hypothesis, because sf the possiblliity of

inadequate accommodation, The termination criterion {gor

decicing against the sxistence of an edge [is thus inherently

related to a Judgement of the afficacy of further

accormodation,

The loop In Flgure 4,16 1jlustrates how a [ocal

tarr ination decision Is reached in practice. The

cperator Is applied to the suspected edge, if the

significance figure It returns exceeds the requirsd

thrashold, termination with an affirmative responses follows
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ACCOMMODATION APPLY OPERATOR: “YES [necipe!

CRITERIA SIGNIFICANCE > CUT "EDGE"

| ACCOMMODATE | oo
ACCORDING TO |
DIAGNOSIS

| | | CONTRAST
| ¥is ENHANCEMENT

POSSIBLE

| ?

SYMPTOM |
ANALYSIS AND 4 NO
DIAGNOSIS |

| NOISE NO

REDUCTION IPOSSIBLE _~ SO ED

Fig. 4.16 Accommodation Decision Strategy

231



Immediately, [f not, the causes for the fa!lure are

anafyzed to determine |! any corrective measyrss are

appropriate, If the problem appears correctabijs, the

indlcatsd accommodation Is performed and thes {oop repeated,

Otherwise, a negative response must be (ssued,

IVv,5.1 ROLE OF D]»GNOSIS IN ACCOMMODATION

The effectiveness of this approach to automatic

accormogdgation rests on the abliity of the diagnostic

procedures to pinpoint the source of low confidence, He

nave already tabulated remedial effects that the varloys

accormodations haves upon the image of an sdge, In this

section we focus upon the nre-requisite problem of how a

machine can determines for Itself why an sdge cannot be sSesn,

Ws wil] describe am uccocmmodation pacxag® designed to

maximize the {focal performance of an expsrimental edge

verifier, (The verifier itself |s discussed In a subseguent

ssction,)

This package {3 an attempt to implement the

accormodgation strategy summarized |n Chart 3.4, The

implementation Is not yat compisteiy automatic, Some of the

diagnostic procedures presume system support ssrvices that

wore Not availiable at the time this work was completed, For

instance, the ablliity to determine yhether a change of |ans

would exclude an ynwanted highlight from the field of view
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requires a metrical callbraticn of the camera, Sobel is

currently perfecting the requisite camera model, For the

time being, these aspects of the strategy must be performed

manually, However, we wlll propose? suitable ways te

aytorate these functions, based on postulated additions to

the system, (Many of the raguirements uncovered [In this

manner &re Dresentiy being Incorporated Into the evolving

nand=eys system,

IVv,5.1,1 CONSIDERATIONS FOR A DIAGNOSTIC STRATEGY

Diagnos|e consists of applying a fixed sequence of

predicag¢es ¢o determine from ghee sgate of the system and ghe

charsctaristices of the Image the |jkeilhood that a given

accommodation would Drove affective, Whenever the

conditions corresponding to an accommodation are met; the

ssguencs 1s Interrupted, The Indicated accommodation ls

refined and control returns to the evaluation icop., If the

cause of a problem cannot be attributed to a specifle

accommodation, the alternatives must be appijed

exhaustively,

Iv,5.1:1.1 COSY EFFECTIVE ORDERING

The diagnostic tests shouid De applies In an order

likely to result In the most costeeffsctive accommodation,
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For exampis, camerg sensitivity and the quantization window

must both be approoriately set pafore any 9d9e ¢an be seen,

Theses scocommodations are alse relatively cheap to implement,
Consequently, It |S reascnabie to look first for problems

associated with these parameters, before more codtiy and

less sssentia| possibliities, [ike a change of {(ens, ars
contemplated,

iIV.5.1,1.,2 USE OF EXPECTATION

In a system context, specifle Information wifl often

be avaljabie toc the verifier that may substantially alter

the a prior! estimates, The diagnostic procedurs can Be

designec with the fiexIbiiity to use a prior! and acquired

anowledge to Influgnece its priorities, For Instancs, ths

verifier may be told by a higher level strategy program that

the expected edge belongs to a white oiock, This fact can

be recorded as a constaint on the use of coior fliters to

improve contrast, [f, on the other hand, a specific cojor

edge (eg, red=gresn) was expected, than a eolor fliter

(red} should be ong of the first accommodations to be tried

in the svent of insufficient contrast. Simljariy, the most

effective accommodations at other positions on the edges

could affect the order In which actlien is taken If the same

problem |s encountersd again,

Unfortunately, since ne system was avaliable to
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orovide priorities, the current accommodation package Is

forced to rely on a fixed, empirically estabiished sequences

of tests, It would bes grossiy inefficient for the

diagnostic strategy to ignore the expected colors at a

boundgary or the expectsd classification of an edge, were

such knowledge on hand. The testing ssquence, which we wll]

describe, can be simply modified <to reflect specitic

expectations, that may become avai jabise,

1v,5.1,1,3 DEFINITIVE DIAGNOSTICS

We have Seen that the default test sequence |s

ordered by the necessity and costiiness of the associated

accormodations, This sesguence afc takes into account the

coartainty with which the need for a specific accommodation

can be estab] ished, Thus, another reason why Camera

sensitivity and quantization are given priority 1s that the

tests which determine the nesd for these accommodations

ylaid definitive results, (For example; if the Intensities

on both sides of an edge are clipped out of range iow and

sensitivity cannot be raised, then the quantization window

myst oe adjusted to a lower ranges.)

On the cther hand, the only way to determine whether

another color filter will Improve contrast Is to try |t,

Changing a coler fijter |3 an sxpensive operation. Besides

the time consumed in mechanicaliy moving the color wheei, |t¢
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is ais0 necessary to readjust the sensitivity and clipping

jeveis to match the Intensity sesn through the new fliter,

Accordingly, a filter change should not be contempiatsd

untit all cheaper attempts te improve contrast have falled,

{v,5,2 CONTROL OF ACCOMMODATION EFFORY

The strategy [evel of a sophisticated verifier would

assign to each ipgcal operator a Significance cul and a

budget aiiotment, The first quantity represents s projection

sf how much confidence is needed from each remaining

spesrator to achieve the required global significance of an

adage. In our prototypes verifier the regulred significance

is aiways 2,96 (99% confidences, The budget reflects the

maximum effort that should be spent In accommodating to

attain a significances greatsr than the assigned cut,

The depth to which the Standard ssguencs of

diagnostic tests |s pursued will be determined by four

factorsi

1. the contrast of the edge {The lower the conirast

the more accommodation wlii be needed.)

2. the significance cut (The nigher the cut, the

more accommodation will bs needed for a glven edge

contrast,),

3. the diagnostic decision (17 ne mors

accormodations are deamed suitable, the decision
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terrinates,), and

4. the budget allotment (When funds are esxhausted,
the decision termingtes.),

Iv.5.2,1 COS?

In an overal| system wlth conflicting priorities, a
budget Is necessary to sffleiontiy aliocate limited

fescurces such a9 processing time, The importance of the

verifier's decision to the success of a higher strategy

program is reflected In the budget it assigns to the

verifier, Similarly, the verifler must afiocate ite

assigned funds amongst the individual cpersators,

The cost constraint cam have the practical effact of

ruling out expensive accommodations, Such as a [ens change!

the decision may simpjy not be Important enough to expend

the tire required to turn the turret and refocus, |? the

most promising accommodation (selected By the diagnostic

orogram) Is unaffordable with the remaining capital, testing

would continue, as If no decision had yet been reached,

Either a cheap enough accommodation wil] sventuaily be found

or the program wii! conciyde that no appropriate options

remain, In ths (atter case, the normal terminal exit ls

takan, The cost factor could In fact be used to prune the

problems that rs considered to that set for whien

affordable gorrections exist,
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The handesys system is stii| in {ts Infancy, The

emphasis of current work is to (rellabiy) completes a task

rather than to compiete It within explicit cost constraints,

In this vein, ws heave concentrated on developing the

potential of accommodation for verification when cost Is nat

a consideration (la, every decision Is considered crucla| to

survival|l) If the diagnostic program thinks an acommodatioen

has rerit, (t will be tried without regard to cost,

This approach Is admittedly exhaustive, However, |t¢

has thes merit of demonstrating ths full potential af

accommodation, {This potential might be tapped, far

Instance, If some Strategy program required hard asvidence nf

a weak, but crucial, edge.)

[V,5.3 ACCOMMODATION IN THE EXPERIMENTAL VERIFIER

Chart 4,1 (ists the parameters that ars controiiesd

by the accommodation strategy of our prototype verifier,

The Starred {tems are manually adjusted In responss to

commands, issued by the diagnostic program. Oniy the |ans

iris is not [nvoived Im this strategy. It |S always assumed

to be as wide a9 possibie In order to maximize signal/noise

and rinimize depth of fled,

Included among the accommodations Is the choice of

which verification operator to use, Although thls

cararetsr Is not directly associated with the sensory
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| 1. Sensitivity

2. Quantizer Window |

32. Color Filter |

lL. Focal Length *

| 5. Focus

| 6. Temporal Averaging

7. Pan-Tilt Orientation *

| 8. Operator Type

‘manually implemented

Chart 4.1

Verifier Accommodations
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channel, I(t strongly Infiuences the settings of ail of the

other parameters, as well as the type of diagnostic criteria

smployed,

The current verifier utilizes two

operators {(OP41,0P¢2) Illustrated In Figures 4,17b,¢ (using

the codrdinates System established In Figure 4,17a), Thess

operators respectively gave the most consistentiy reillable |

detection of sdge and [ine discontinuities, The shape and

orientation of OPPs) allowsd many [Independent samples of the

syrface cond|tion on Bath slides of an sdge to be accumulated

along a 9Qglven jength, OP+2 was designed to compare

anorajles ajong the actual discontinuity with surface

gonclitions on slither side, The seisctive uss of thess two

operators gave vastly superior performance ¢o what was

obtained with slither one exclusively or from the 5x5 squares

operator shown in Figure 4,174,

1v,5,3,1 CONSTRAINT STATE

The CONSTRAINT STATE (Chart 4.2) Is a set of flags

which outrightiy Inhibit further change In corresponding

accormodation paramgters, In the absence of an expiiclt

sost factor, the constraint set |s the scglie determiner of

whether an [Indicated accommodation willl actually be spplled,

The constraint stats [nsures that any accommodation that has

already been optimized for current conditions wlll rece|lvs
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1. Lens change

2. Color Filters

a. red

b. blue |

Cc. green |

d. clear

%. Pan-Tilt |

L. Focus

>« Sensitivity

| 6. Quantization Window

7. Operator Size

£. Temporal Average

| 9. Utility Flag

Chart 4.2

Constraint State
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no further consideration, For example, It should not be

necessary 20 re=test focus, If ths program had Just

optimized |t at a nearby image point, For that matter, It

is necessary to avold re-focusi~g on a given point, If thls

was previously attempted Dut Pfalied %0 Improve sedge

sharpness,

This use of the constraints &jliows ths sequences of

diagnostic tests to be programmed as a very simples decision

table, This table |s aiways sesntered from ths top and

scanned untii a sultabie symptom Is found, The constraint

state insures a NO«MATCH condition on each accommodation

already tried to no avail, Thus, on sach entry; the

diagnosis wiil progress further through the decision

structure, encompassing accommodations that are more costly

or of a [ower (a priorly sxpected effectiveness,

The constraint fiage aise serve important

coordination functiony, Within the verifier’

accormodation strategy, thers are Internal consistancies

the: reaulre a common set of Interiocks, For example, | f

the color fiiter has oprevieus|y been selected for sdge

anhancerent, 1t need not be re=considered as a way to Subdye

an irrejevant highlight, The current fliter will already be

matched to the bright side of the edge, On a broader 3Scaje,

an accomodation may be Inconsistent with the goals of =»

giokal strategy. For exampie, If another program is ajso

toox ing at something In the current fleid of view; 1% may
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not be desirable for the verifier to change a [ens at that

time, For the present discussion; we wliil Suppress the

complicated bookkesping detal|s resauired to support these

coordination functions,

(V,5,3,2 ORGANIZATION OF DIAGNOSTIC LOOPS

The diagnostic routine 13 called 10 dgetermine

«heather the Tescors of an operator, applied at a point on

the 9dgs, oan be improved by accommodation, The

significance of an sdoe can be snhanced by either improving

contrast op rsducing noiss, The organization of ths

diagnostic tests, as shown In Figure 4.15, [8 partitioned

along these |jnes, This division reflsgts two factors,

First, adequate contrast Is a necessary condition (by

fguation 4,2), Second, w!th the exception oo! quantizatien

noise (which, for convenience, |S categorized hare as a

contrast snhancemsnt), ths noise accommodations tend to

involve higher cost and lower probability of success,

Nolse-resducling accommodations slither Iimpiement or

facilitate some form of temporal OF spatial averaging,

Averaging has a more predictable, bul [ess gramatic, offsct

an significance than Improving the actual signal strength,

Thus, although nolSe testis are definitive, they ares applied

sriy after ail sStsps 10 optimize contrast have besn taken,

The diagnastic process Is outlined In detall In
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Flgure 4,18, Under contro] of the constraint state, tests

ars applied to the image to determine whether given

accommodations are deficient, When a test yields a positive

conclusion, an sssoc ated series of accommodations,

indicated with square brackets, !8s performed, The diagnostic

routine returns "TRUE", signifying that an accommodation has

been snacted and that the i{ozal operator should be

re~appli led,

84 edge signficance Is #ti{! Inadequate after

compisting these definitive tests, several additionai

accommodations are trled exhaustively, With this (atter set,

it Is not possibie to anticlipats the [likelihood of success,

If significance Is stii{ Inadequate, when all avenuss haves

been sxhausted, the diagnostic routine returns a "FALSE"

decision, The verifier wiil then concentrate an

sgtabl ishing significance at another position along the

edge,

[v,5,3,3 ROLE OF CONSTRAINT SET IN CONTROLLING ACCOMMODATION

The constraint set is managed, in the Interests of economy,

by heuristic criteria, intended to prevent unnecessary

repetition of expensive accommodations, The policy |si

1. Ail constraints are initially removed so that

all accommodations carn bes tried at east once,

2, Constraints, c#5,c¥#8, are a|ways reset before an
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operator is applied at a new point along the wedge,

hppropriste sensitivity and quantization range are "mystn

accommodations: (ff glther is wrong, sdges contrast will be

severs|y compromised, Furthermore; these accommodations

depend on Intensity level, the characteristic most |lkely to

vary along an edgs. Sensitivity and cilps are alse amonrg

the (east costly adjustments,

3, Constraints c#i, c¥Z, are never reset during a

run, Thess restrictions rest on the notion that a ong lens

is universally bensficlal and that in ths hand=-sye

environrent color edges are uniform along their sxtgnt,

Once a [ong jens has been fltted and color contrast had been

optimized, these selections remain [n force,

4, Constraint, c#4, |3 reset when thes scan has

progresssd 75 raster units from wnen focus was Jjast

optimized, Wnile focus (3 a very expensive asccommodation,

the conditions when 1t Is needed are clearly indicated

{acceptable contrast measured at widsiy separated points

across the edge but no distinct boundary). It Is not

necessary to reefocus, unisss an edge (is long snough to

extend beyond the depth of fleid at the point where focus

was jast adjusted, A practical worst case is provided by an

edge of marginal contrast, sicping away from the camera at a

median range of 32", viewsd with a 3" lens (biggest image,

shortest depth of Pleid}, The 75 raster unit reset

interva)] [3 bassd on this case,
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5. Constraint ¢#3 [ss never set, There Is currently

no provision for aytomatically centering the camera,

afthough the requisite theory Is now avaliable {(Sobs]

(1972), It ie assumed that the edge Is manua|iy centered |n

the fleld of view befors the verifier |s calied and after a

ehange of (ens, Additions! pan=tlit adjustments will be

reaulreg only when an sxceptionally (ong sdge sxtesnds beyond

the original fleld of view, This condition Is detected by

the routine that acoessess the television buffer and wll}

result in & request for manual re-centering to be output on

tha computer display,

6. Constraint ¢#8 {3 set when the number of frames,

averages for such measurement, reachss 32, When the

noise level Is crucial (bDezause of marginal contrast; the

frare count should ordinmereily be Ingcremsed as long as an

Jnacceptabie temporal! variation in contrast persists, The

limit of 32 framgs Is Dbassd on the observed short term

stability of the .amera electronics, Averaging mors frames

tencs to actually Increase the sampie varliancs,

7. ¢#7 Is set whan the "step" edge opsrater (OP«l,

is repiaced by the "|ine™ edge operator (CPZ) for lack of

contrast ac=oss the sdos, The constraint remains in forge,

iocking In OP#2, untill a point on the edge Is reached wharse

OFsq would again be effective, AL this time c#7 is raset

and OP+1 returned to servics,

B., o#% Is ysed 83 a special fiag to indicate when
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ali contrast enhancing accommodations have bsen sxhaustad

for a particular point on the sdge, It [5s reset before

moving to the next scan position,

[Vv,5,3,4 DETAILED DISCUSSION OF AUTOMATIC DIAGNOSIS

The accommodation strategy detalied In Flgure 4,18
ts considerably less seiaborats than might bes manually

carried out using Chart 3.4, Some simplifications wars

Introduced for practicality.

Several of the nolss accommodations In Chart 3.4

ware inc iuded mainly for conceptual generality,

Substantial spatla; gradients are, for instance, so rarely

sncountered that (t was not desmed necessary <%o actually

impliemsrt &« test for this contingency. On the other hand,

quantization noise [3 80 basic a problem that (tt Is treated

as a matter of course, whenever contrast Is iow,

Other simpilifications wars introduced out of

necessity. Many of the diagnostics, suggested by Chart 3,4,

could not be automated without system support considerably

more Sophisticatad than that currently avaliable. Far

sxarpie, nons of thg questions regarding ths nature of an

external highilght can be answered out of context, The

machine cannot now decide for itse|(f wheather to remove a

{imiting nighllight with a color fliter or with a changs of

lang, Sensitivity In such cases (l4+HIC13.5 and Eidam<Eisgt)

258



Is simply raised as high as the autotarget clircyit will

aliow,

He will 9yggest ways to overcome these {imitations

of the present strategy by postulating appropriate resturss

tc be added to the system. The discussion that follows Is

xsyed to Flgure 4,18,

Iv,5.5,4,1 HIGHLIGHTED DETAILS OF EXPERIMENTAL DIAGNOSTIC

PROCEDURES

(1) The first thing that Is checked when

significgnce {3 Jow Is the WIDE-CONTRAST. Wide-contrgst

refers to the contrast measured at widely separated points

across ths edge (seg Figure 4,19).

(21 [If this contrast is |arqge, the step type

sperator 1s reinstated; 1f [It was not currentiy In use,

{31 High wideecontrast with low edge significance |[s

cften an indication of poor focus (see Chapter 6). If focus

has not yet been cptimized near ths current point, it Is

done now, (Focusing {is a time=consyming accommodation, It

should not normally bs repsated mors often than every 5@=75

raster points along a suspected edge,} The observed contrast

insures that a well-defined focus peak will be found,

[4] This oppportunity Is aiso teken to fit the Iv

jens, If this has ngt already been dons. Tnis action Is

taken, because sharp focus Is more sasiiy attained with a

251



CONTRAST OF STEP —— L cn sn S— —— —— TOP CLIP
EDGE BEST WHEN _
SENSITIVITY SET TO (NARROWEST
ALMOST CLIP I, t | QUANTIZATION
TTT 8 VOLT] WINDOW)

. —_— — — wr] — — BOTTOM CLIP
hy—_—I
WIDE CONTRAST TEST
SEPARATION = 12 RASTER UNITS

a. CLIPS, SENSITIVITY TO DETECT LOW CONTRAST "STEP" DISCONTINUITY

a —— —— —— —— TOPCLIP
CONTRAST |

HURT BY |

CLIPPING |

a—— titi Stamnes sms. ‘smn. weeeee TET TOM CLIP

b. CONTRAST CLIPPING DUE TO DISCRETENESS OF QUANTIZATION RANGES

re re ef —T CLIP
1co —— — TT
AR R—— J |

n 12 L
¢. COMPRESSION OF A HIGHLIGHT ANOMALY

WHEN ACCOMMODATED FOR A STEP-EDGE

Fig. 4.19 Accommodation Criteria for Experimental Verifier

252



long fens, Furthermore, ths magnification, as we have Seen,

nas generally desirabie effects, Since focus Is sxpensive

and reauired for a [ens changes anyway: It ig wiss to effect

ths change at this time, (The iens changes |s scoompl ished

manually, Since no camera calibration was avaliable; the

camera must RrIisSo be manually re=centeared, If necessary, on

the current sdgs point, Morsover, the scan. {ocus must be

manually redefined (using the cursor and pot box described

ater,

+51] if focus is satisfactory, the remaining

1lternative 1s an sxcangive amount of tampora| noliss,

A significant level of temporal noise 1s assumed

whanaver ths contrast component (is, numerator) of <¢he

Tescore varies appreciably (eg. by more than 15X) over

several measurements, Temporal noise (from the

detector) can be reduced sither by using larger operators

(te obtain a larger sample) or by sveraging the Intensities,

observed over time at esch point In the operator, before

caleculeting the TeScore, Since a vidlicon camerg recorcs an

entire frame at once but has a storage time overhead of 1/30

sgcond/frame; a Spatial average enjoys a gonsideratbie

efficiency advantagds,

Our analysis of optimal operator sizes, however, has

shown that the effectiveness with which spatial averaging

can be used to overcoms temporal noise dspends on the

staspness of tns Intensity surface, Whenever this Siope
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exceeds the nominal rate quoted ear|ler (which could happen,

for example; If other edges ars In the vicinity): then

conventiona]| tims averaging must be used, {The reiative

importance of spatial and tempore] noise can be determined

by comparing ths standard deviation of intensities samplasd

over time from a single raster point with the same

statistic, obtained with 1 sempie taken from each of several

adjacent raster points, [f thes former statistic Is

significantly (ess, ths noise is primarily spatial,

Otherwise, temporal nolss dominates,

The verifler gcurrentiy employs the foliowlng noise

reduction strategy, [ff temporal noise Is suspected, tha

number of television frames averaged for sach measurasment |s

increassd by 1, If spatial nolse (from extraneous edges) Is

detected; the remady Is to sSwiteh to the Iline-oriented

opsrator,

If theses accommodations fall to improve gdge

confidence, glven s_.ltable contrast, the diagnostic sequence

currentiy gives up, Howsver, the program. does not yet cope

with unwanted textures and isojated surface defects, Thess

nhenomana can be rssoived by spatial averaging {e3,

defocusing or using 8 f(arger operators. Aliso, It

systematic surface gradients bscome ® problem, the

varifler’s repertoire can bs sxpanded to Inciuds tests {ike

regression that normajize gradients impiicitly,

[63 1f contrast Is Insufficient, the mors |iks]y
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case, sonsitivity myst be adjusted, Two cases ars

distinguished, If the guantization window has not yet basen

adjusted for this point, the ciins are first openad sc that

sensitivity can be ralssd to aimost saturates the brighter

side of the edge (I Is set to 14 on a @-15 scale,.), This

poilcy maximiZgs signal/nocisg fOr an assumed Stgd typg

discontinuity, |

dgsyming the Intensity is not yet saturated, can ths

sensitivity be physically raised? This question ls

addressed %o the vision system’s Internal! mccommodation

state which rascords the physical status of all

accormocgations, Sensitivity would be Iinhiplited at this

jgvel 1f, for Instance, the last time a program trisgd to

raise 1%, a hardware override from the sutomatic target

protection ¢clrcult was getactsc,

If the systam has no objections, sensitivity ls

ralsed unti| saturation Is achieved or ths auto-target

assures control, In the iatter case, the present program

abandons sensitivity and proceeds to optimize ths quantizer

window, A mors sophisticated program might, at this point,

stop and question why the sensitivity could not De raised,

Was the edece the [imlting hnighiignt? If not, could the

nigniight bs compressed {(reletlys to tne edge) with a color

fliter: or shielded from view with a larger lens? These

questions sre not currently possd, Efficient answers would

require BRCCans to a data structure, summarizing the
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characteristics of intensity sxtramss, previous|y

sncountered while scanning the image, This know|edge has nat

yet been ingorporated Into the system, Nevertheless, the

verifier does eventually overcome conditions that

artificalliy depress signal/noise, This is now done with a

rational] trini and error sequences that follows thoss

definitive tests the system |s capable of making,

If Accom had praviousiy bsen sntered at the currant

sedge position, sensitivity would aiready have besn maximized

fn this way, Furthermore, the ciips would have besn 38% with

respect to thes optimized Intensity isyels (ses Flgure

¢,.1%a7}, The purposes of a sensitivity adjustment in this

case 1S to center the narrow Intensity range of the edgs

within the previous|y established acuantization window. Thls

action Is taken to aveid the situations depicted In Filigurss

4,19b;c., Flgure 4,19b shows ths contrast of an sdgs,

compressed by hard cliliepling, because the quantization range

could only be positioned at (eight) discrete leaves,

(Sensitivity can adjust the signal |svel resistive to this

window with aboyt twice the resciution of moving the clips

to an gd jacent range.)

The other contingency (Figure 4,19c) cccurs whsn a

nighiignt anomaly Is compressed, because ths quantization

rangs was initially established for a step type

discontinulty,

[7] QGuantlization is set so that the upper and lower
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cilp levels straddle the average of the intensities, sempleg

cy the wide contrast test at best resolution. (Hard ciipplng

Ils undesirable for weak edges, However, (ff either gids

giffers from the average enough to be completsiy hardclipped

by the quantizer, the contrast will almost aiways be

. sufficient for the edge to be Judged significant,)
’ [81 £4 the sensitivity ang uantiZation

accormecations successfully restored contrast, he

sigriflicance shou!d agaln be testasd before more expensive

accormogations are contemplated,

{9] &t this o9ocint all correctable problems that

could be definitively lcentifisd directly from the Image

nave Deen resolved. The main Justification for attempting

the reraining accommodations Is that edge significances Is

iow 81 a point where an edgs is expected. Tha dlagnostics,

rnowever, are Strictiy ex post facto: the need fOr the

accormocation Is gstabilished by its Success, The first

accermocation to beg tried Is the color filter, {In 8 more

sopnlisticated system, specific expectations about a& Scene

woulc be used with relative cost to determine the priority

in whlch the remaining unconstrained accommodations Should

ne tried), 8 fliter change is g& relatively inexpensive

sgiut!ior to a number of problems (Chart 3.43, associated

with ecge detection, A ans ghange Is also versatile, byt

oy comparison, ls Mope expensive Dacause of the need 20

re=-focus,
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If 2 specific color edges were expected, the fliters

souls be applied In = preferential order based on thelr

affectivensess for enhancing that contrast (ses Chart 3,3),

Since there Is ng sources of such Information, thes varlipys

fliters are simply sxamined In sequence, Aithough thes order

Is inirportant, aii fiiters should at |east be tried, The

spe “rel compos|tion of the room iilumination is often &

fun: len of dirsctlion sf incidence, Thus, no matter what the

colic of the edges (eg, even (f 1t ls white on both sides), a

colo- fliter may sti|| heave a bansficial effect on contrast,

Sensitivity and clips are optimized for each fliter,

Id |= more efficient to perform related adjustmants

immeslatety than to walt for the diagnostic program to

disc ver sSyech &n obvious need the next time through, The

filiter and associated asccommodations, providing the best

contrast are selected,

[169 Another check Is then made to ses If thls

contrast 1s good engugh,

[11] Constraint, c#9, is set to indicate that al]

contrast acommodations have now been tried without success,

{12] At this point It Is necessary to Invokes Lhe

aux! ilary oontrast constraint (Equation 4.2) to determine

“hatrer further effort to improve the operator significance

is .ustiflsd, For thls purpose; the contrast is measured

“1th the actual operator currently In use rather than the

wide~spacing used in eariier tests. The acceptable
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sontrast threshoid [ss approximately twice the sxpected

contrast from tne iargest sxpectsd surface siops,

(133 If this narrow contrast Is syfticient: ths

situation 1s similiar to that faced at [3]. The possiblity

af re=focusing Is cormsidered first, The criterion used to

svaluats the sharpness of foous 18% the magn) tude of the

sradlent; intesgrateg cover the antire width bDetwesen the

solnts used To sample wide= contrast, Thus, focus wit] bea

sptirized for the strongest edge charagteristic (that

con¢rioyuting the most gradient) whether {tT Le an intensity

stap of a (ine type amomaly.

[14] ft focus Is already Satisfactory, temporal!

~olse must again pe syspscted.

[1%] 4% tris point [tt |8 xnown that the pressnt

cpsrator is unsatisfactory. Figure 4.19¢c. Suggests the

nossinolilty that adequate contrast couid be achieved with

“fine” operator OPs2, even though the contrast obtained with

CPs) was very small, Consequentiy, if the significance has

mot yet been evaluated witn CPL2, this is dons. If OP,2 Is

successful, Accom «iii not he calisd again, Consasguentiy,

the verifier wii! continue tO use J” eZ, unt! | Ow

sigrificance is ggain gncountersed, {Then, only |{f

wlce=Cconrtrast hes Improved snough to Indicate that the sdge

craracteristic mag raverted to @a@ step, wlll OFP+l be

relrstated,) [f OF.2 was airesady In use, the aglagnosis can

sniy conciude that nc adge exists at Inis point,
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Iv,5.4 DESIGN CONSIDERATIONS OF EXPERIMENTAL VERIFIER

Iv,5.4,1 GOALS

The function of the verifier, concisely stated, Is

to sstabiish the {likelihood that an edge ies approximately

on the locus def ned by two snd points, The verifisr Is not

intended to find the coordinates of the best edges. That job

ls cefegated to :n edge follower (Chapter 5).

I1v,5.,4,2 DECISIO" CRITERIA

The cortrol level of the varifler has the

responsibility of applying loca] sdge predicates over the

suspected focus to obtain a glotoa! estimate of the

iikellnhood of in edges, Ths method of

combining the Individual operator results In a joint msasure

of sdge confldencs gepends on what assumptions are made

regarding thes nature and Indepesndsnge of errors,

Compiste (independence [Is a bed assumption, because

the quality of an sdge tends to vary Dy nsighborhood (eg, A

smudge might reduce the contrast of many adjacent samplies,,,

To #inimlize this pigs, opsrators should pe applied at randsm

sver the sdge, Randomization also hsips to avoid errors

induced by regular sampling of a perlodic textures.

Since the sxact natures of the local statistical
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depandencies lo Jaknown, we are forced to consider

heuristically reasonable ways to complns the results of

ioecal tests, A simple globa| averages of individual E-T1 §

statistical significances appesrad attractive, until

experiments results disclosed an uynfortunats tendency

towards errors of commission, The reason, as previoysiy

discussed, was because the absojuts confidences, returned

#hen an operator gncountsrad an [solated defect, was hign

snough to bias the entire cummujat!ive result.

The current|y favorsd statistic, whose stfectivenass

nas Ceen experimentally validated, is to ecomputs tha

percentage of local operators that axcesd the 2,96

significance evel (99% tke {hood of beng an edge), A

confident decision Is Insured by requiring a sample sizes gf

at (east 5 [ocal opsrators. A minimum reguired success rate

of 80% wlll reduces the chance of misciassifying &

homogensous surface because of Gausslianm nolss to

Prob (mis-classification} = (3) ©.on" (0.99)? + {0.01} (4,25)

The Bg% threshold was ar experimentally detsrminsd

sptirum, a compromise that combined good Sensitivity to a

variety of [ow Contrast edges with hign rejection of verigys

unfformiy textured surfaces. ine valus of 80% ls, ef

course, dependent on two Specific assumptionst

: 9 the pertcu ar operator (1 h;gh x 5 wide on
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pach slice of edge) ysed In the sxperimental study {sees naxt

ssctiony, and

2. squa! 8 orilor] 1likelimgod of an edge gor

surface, This assumption was adopted for unblased testing of

the system:s potential, The verifier; In practice; wll]

return whatsver percentage was actully accummuiatess over

the edge, The high level strategy program can than

intarpret this percentage in the context of [ts own a prior!

expectations to arrive at a mors informed likelihood

sastirate of an sdgeS presences.

(v,5,4,3 GENERALITY OF DESIGN

rhe veriflgr was programmed with the ability to

apply any operator, ssauentiaily, between any two points on

a vides Images, {(Thls generajlzed scanning function Is

complicated by the dliscreteness of the sampled video raster,

wher the operator axes (and scan axes; are not aligned with

the malin norlzontal and vertices! Image axes,) The scan (Ocus

can be defined Intesractively, using a cursor which is

sositioned on the face of the ‘television monitor By

adjusting two potentiomaters, The cursor Is used to

indicates to the computer ths Image coordinates defining the

snd points of an edge to be verified, This faclility allows

the verifler to be tested |ndependentiy of any other

components of a vislen system, (Ths end points can also be
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assed as parameters, when the verifier is used wlth other

vision programs,

An operator |g specified by defining a statistical

function to be adbpiled to Intensities [{M,W), expressed In

the normalized coordinates of Figure 4,17a, OPs1 and 0OP42

(Figure 4,17b,c) are examples of two possibie cperators.

The program |s designed to aliow simple substitution af

alternative operators and control strategies for purposes of

comparison,

IV,5,4,4 TRACKING OPERATOR

Because of spatial quantization, the actus! edges

w|i] at best approximate the specified locus. The verifier

will accept any ed9e whose snd points fail within a max!imym

tolerance (OFFMAX) of the specified end points (see Figure

4,22),

To allow for edde uncertainty, operators OFPél ang

OPsZ2 must be laterally scanned (perpendicular to the

expected edge) at sach point where they arse appl led, This

function Is performed by the TRACKING OPERATOR, flow charted

In Figure 4,21, At the beginning of an edge, the seisctad

T=gpearator {(OPs1 or GCP42) Is applied in a progressive|y

widening pattern (Figure 4.22) about the expected canter

| Ins, As soon as a significance exceeding 2,6 is obtained,

the Sequence haits and this significance Is returned as the
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Fig. 4.20 Allowable Edge Uncertainty
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Fig. 4.21 Tracking Operator
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vaiue of the tracking operatsr. {Ths controf Jevel Is, gt

course, oblivious to the composite natures of this operator

and processes the significance, as If [It were returned from

an ordinary static test [[xke OPst.)

Since an sdge Is focally continuous, the best centar

line [Is now assumed to bes parajie! to the inftaily expected

edge Dut offset to pass through the closest observed

gisecontinulty, The operator when next applied, will begin

scanning out from an extrapolation of the naw canter |[|ine

(le, the tracking operator). The size of OFFMAX depends on

how closely the location of the desired edge Is known and on

the presence of |[rrelevant fsatures known to be In the

vicinity, Typically, ths end points of an edge are known to

«/= 4 raster units, |f no significant Siscontinulty Is found

within this symmetric 1imit, the operator wii] again scan

laterally out from the original center {ins ths next time [t

is applied,

The expected deviation of the edge center between

successive operators |s [ess than the maximum deviatien

permitted for Initial acaulsition, 10 satisfy the

requirerent that edges be localiy continuous, ths maximum

internal shift (SHFTMAX, allowed from a previously seen edge

point Is Iimited to 2 raster units for each operator langth,

(The tracked csnter lines must, at all times, remain within

+fe OFFMAX oft the original center axis,)

(A more global solution to the probism of lateral
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scanning and (ocal continulty Is SuUgoested by HKerskovits

(1972), At sach position along the the edges, the operator ls

shifted over the entirs ranges, defined by OFFMAX, It the
significance at any displacement exceeds the required loca

significance, the cymyiative scores is increased, However,

the significance and relative position of aif points that

Sxceedsa the threshold are retalned, indexed by positien

along ths center (ine, If the global cercentage indicates

an edge, all combinations consisting of One Significant

point at each index are examined to ses if &ny set define »

reasonatiy straight |ine, This test wiil imsurs that

situations, 1lke that shown In Flgure 4,23a, will not be

passed a9 an edge, This techniqus Is time-consuming, byt

nas the advantage that operators CAn Oe applied randomiy

over the edge, Somg advantages of a randomized scan were
mentioned earlier,

1v,5.5 CONTROL STRATEGY OF THE EXPERIMENTAL VERIFIER

The basic fjow of control for the experiments]

verifier is shown In Figure 4.24,

SNUX Is the scan Index, It defines a relative

position along the dlirsctional locus established by the

indicated end points, (Chart 4,3 Is a compiste glossary pf

the parameters used In Figure 4,24,) The end Peings

themssives ogporrespong to the [imits SNDXI (initial) amg
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Affe
SNDX1

ffpomn

SNDXF

EXPECTED

EDGE

Fig. 4.22 Ordered Sequence to Test for an Edge if Significance is Too
Low Where Edge Was Originally Expected

| 2 *« OFFMAXEXPECTED EDGE | EXPECTED EDGE

| |

[+ | 4+
a. EDGE NOT VERIFIED b. EDGE VERIFIED

{DISCONTINUITIES SCATTERED {DISCONTINUITIES CLUSTER
RANDOMLY). ALONG A GLOBAL LINE)

—+}- = pisconTmvurTY

Fig. 4. 23 Checking Local Continuity in 2a Randomized Scan

268



CTC - CUMULATIVE THRESHOLDED
CONFIDENCE

INITIALIZATIONS NO NE BIE

| | YES YESN = N+1 | SNDX > SNDXF "EDGE"
|SNDX= SNDX + 5

| APPLY TRACKING
i OF. AT SNDX

—————— ] |

Fig. 4.24 Experimental Verifier: Flow of Control
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FRAV || # of images (used for temporal averaging)

OFFSET Current deviation of tracking operator from
best center line

OFFMAX | Absolute maximum deviation allowed

SHFT Incremental deviation of center line operator
| from previous operator |

| SHFTMAX | Maximum incremental deviation allowed

oP Operator type; OPl - 1H *5W (step edges)

| OP2 - IW *5H (lines)

SNDXI Initial scan index (along edge)

SNDXF Final scan index

SNDX Current scan index

SIG | Current significance of tracking operator

CTC | Cumulative threshold significance count
(Number of times sig. >2.6)

N | Operator count | |

Chart L.5

Principal Parameters of Experimental Verifier
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SNOXF (fing, SNDX specifically Indicates the coordinates

of thes center of the height dimension of an operator, The

effective sampling range [9 constrained by the condition

SNDXI < SNDX < SNDXF (4,28)

Operators ars applied esvery 5 raster unites {dus to the

npight of the "|ine" gperator) over the entire length of gan

edae, The number of operators that wili be applied along

an #dgs ls then given by

N - SNDXF- SNDXI+ | (4,27)
max 5

where Naimax must be roundad down to the nasgrest integer,

V,5.5,1 HIGHLIGHTED DETAILS OF CONTROL LOOP [IN OPERATION

A wvarlflsr run beging «ith the S8QUENncCe of

initlaljzations summarized In Chart 4,4, The main control

loop (Flgure 4.24) 1s then entered, The scan Index (SNDX)

ls echecked to sgs ff the sng of the sxpeaclted edges has been

reached, [If not, the next opsrator |8 applied, [ff the score

of this operator Is significant, CTC is ineremented,

Otherwise, accommogations ars attempted to improve the

scores, Lventualiiy, adequate significance wlil be achleved or

all appropriate accommodation possipliities wil] have Deen
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} Scan locus | defined by manual interaction or |
| passed as parameters

| All constraints | reset

Lens 1" (shortest)

Pan-Tilt | edge certered in field of view (manual)

| Color filter clear :
|Focus | edge in focus

Sensitivity 2 * Edam

Clips 1 0,7 |
| Oop OPl |

OFFSET | 0 |
OFFMAX + 4 || |
SHFTMAX | OFFMAX

N | 0

CTC 0

| SNDXI, SNDXF defined by endpoints of edge

| sNDX | SNDXI

Chart Lk

List of Initializations
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gxhausted, The malin [oop variables are updated) N to record

the total numbsr of opsrators "eo! led, SNUX toc ssesiect ths
next positior ajong the edge. The run Is terminated whan
SNDX hag ween |Incremented beyond ths end of the sdgs,

Indicated by SNOXF, At that time, the accumulated count of

significant [oca: tests (CTC) Is divided dy the total number

of operators applied (N) to determine the final percentages

of points saiong the edge that were Judged slgnificant. agx

Is needed for a successful declsion,

The requirement that 82x of the 'occal tests confirm

a discontinuity insyres that all secticrms of ths expected

edge must contribute to a successful decision. This

guarantess that arn sd2 decision will not bs reached betayss

of evidence clustersd over a limited portion of the desirsd

edge, A shorter asdge could, Tor sxample, have coincided

with a portion of the expected one,

Iv, FUTURE OIRECTIONS FOR VERIFIER DEVELOPMENT

Iv,6.1 IMpLEMENTATIONAL DETAILS

Many of ths sesxtensions proposed In this chapter

require elaborate gjiobal contro] and data structures, As

these projsctesd features become realities, a considerable

amount of Iimplemerntational detall willi nesac to be resolved

before the verifier can take full advantage of them. It 1s
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painless to suggest, Por example; that a lens change I3 an

effective way to sjiminats an undesirable highlight, In

practice; an [nvoived series of tests Is required Just to

determine the fact that an external highlight Is at fault,

Then ranges estimates of the highlight are nesded to decide

twlith the camera modsi) whether tnat highlight will be

excludes from the fleld of view of the naw |snys. Range

estirates are alsg required for the and points of ths sdge

so that the scan |0cus can pe appropriately redefined [for

the new lans, Range finding Is, In itself, an intrigats

subject, aspects of which are covered [ater In this work

{see #|s0 Sobei [19721 and Falk [15781}., Many similiar

system considerations have admjtted|y been brushed over In

this presentation,

[v,8.,2 COST-EFFECTIVE VERIFICATION

The princioal objectives of our current work have

bear to demonstrate the sffasctivensss of accommodation,

Somes slementary hsurlstiz concepts of efficlency, primarily

an a local level, have bean mentioned. For Instance, It Is

known that & lens change involves more time than changing a

color Tiiter and 13 often less effective whan a well=defined

color sdge axists, Howsver, we have not yet ssriousiy faced

the problem of using accommodation in a cost-effective

manner, (Indesd, we are probably guilty of using
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eonsiderably mores accommodaticn thanm cost-offactiveness
would Justify,)

Thers has not been sufficient sxperionce with the

verifier to rlgorousiy quantify the actual
cost=effectivernsss oo? the various accommodations. Indeed,

we d¢ not yet know even how to begin this task, The

characterization necessarily depends on many externa

factors (tia, scene characteristics, stats of Qlobat

knowisdge, oparalie| tasks, etc.) whose effects are 3211

Il1isdef ined, Since these Parameters are conditioned on the

sntire task axperisnce, It seems uynilkely that any

meaningful giobal optimization zan be accompli ishasd before we

setter understand the use of a verifiar In the context of a

compietes vision system, |

IV,6.2,1 OUTSTANDING PROBLEMS

We can; however, identi?y specific aress in whlgh

the ©Denafits of more work seem sspeclally promising, Ths

present policy of sppiying the |oca; operstor exhaustively

over the Jength of the edge Is very Irefficient. This Is

especially so In cases when the final decision would PRavs

been obvious from the strength or weakness of a few igcal

eperalors, appiled at randomly selected points.

The baslc theory of sequential testing is weli=kngwn

(Wald (19471), Given a required confidence, this theory
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defines rigorous termination bounds that are applied after

sach [ocal test, A dscision Is then mede to accept, reject,

er continue testing ths hypothesized sdge,

An  Interasting extension of this thsory Is tg

inciude the option of re~accommodating as a fourth decision

ajternative, Some rejevant questions at this (eve! concern

now accommodation wij! alter the other decision boundaries,

where and how often should {it be [nvoked, and how far should

the diagnosis be pursusd sach time,

An optimal strategy must, of course, consider the

relative cost-affgctiveness of alternative accommodations In

the context of global knowledge avaliabie to ths systam,

The most promising accommodation must then be compared with

the merits of examining anothsr point on the edge, A

surprisingly efigctive heuristic may be to simply let sach

operator accommodates as much as necessary to detect thse

80QE.

An exception to this laissez falre approach might be

taken on the groynds that the Initial operators would

sguander the verifligr = total budget. Expensive

accormodations, |1ke focus, color and (ens change, would bs

tried In an exhaustive effort to achieve the required

significance, ieaving no funds for subsequent operators,

Howsver, this objection ignores the fact that most edges

nave relatively un'form characteristics along their extent,

It Is thus probable that the color fiiter and focus that
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give best results at some point on the edge wli| bs

applicable at ali points, furthermore: a long jeans Is

unliversaily heipfui, if the edge Is subtie enough to

require these accommodations, 12 is test that they are dors

early [n order to benefit the most operators. It is

unlikely that they wl|!| nesd toc bs repsated,

An "early" termination rule could also taks Into

account the edge conf dence, required doy a vision strategy,

to Justify a global decision In the Bayesian sense. {The

nigher the a prior expectation of an 8dge, the [ess sensory

confirmation ls required to obtaln a given decisisn
confidence,)

in the immediate future, the most pressing

requirersnt Is to analytically vaildate the effectiveness of

the clagnostic criteria and reiated accommodatisns that have

already Dsen |(mpismented, This valldation can procesd

Independentiy of cost considerations and Shouid [ead to mora

seisctive disgnostic criteria.

IV,6.3 VERIFYING GENERAL]ZED PROPERTIES

Tne verifier concept can be applied In a mors

general context than the detection of simple intens ty

8408S, Am edge can be preprocessed to convert arbitrary

surface characteristics, such as texturs. color, siope, er

depth Into numerical! vatues, Thess values can then be
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interpreted by the verifier as though they were intensitiss,

Edges will often be most strongly defined by different

properties at different parts of thelr extent, A verifier

would do well to adapt [ts tests to the Jocaily strongest

characteristics, Preprocessing could be thought of as a

generalization of operator eslection and thus treatsd as

another sccommodation option,

[V,6,4 VERIFYING GENERALIZED LINEAR FEATURES

The odoge verifler can obviousiy bs generalized to

test for features, composed of a combination of edges {such

as, corners, formed by two Or more planar surfaces, which

meet at a vertex). The trivial approach, however, of

applying the verifier spquentiai ily to each of the

constituern® sdges Is certainly not ths best method. For

axarpie, the existance of Ssveral edges Introduces

possibilities for "fiitting" back and forth bstween adges as

the rejative diffjcuyitises of the decisions vary. Becker

(1972) considers a simpiifled form of this probism, In our

CaS) the eptimagl strategy will be complicated by

conflicting accommodation resauirements which introduce an

cverhead cost to change edges.

Continuing tn this vein, we can generalize a feature

verifler into an object verifier or more appropriately a

mode i=driven wadge followar, Suppose that the partial
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proflle shown In Figure 4,25 had been Isciated by a cheap

sdos follower, [ff the edge fol|ower began scanning from the

bottom of the plecture, It |9 reasonable to assume that these

edges ls on the table-top, Using the ground pians

assurption (Roberts [1963]), the absolute position of the

three vertices [3 then constrained Ir space,

On the basis of this Information a preliminary

recognition hypothesis can bes made, The corresponding

prototype mode! can bes used to predict the iocation of git

remaining sedges, The verifier can then confirm the

recognition chelce by finding the predicted edges, (This

technique Is probably most useful for rapidiy dismissing

unwanteg shapes when the machine I3 looking for a speci?]e

object.) Similarly, the verifier can confirm that a Known

object is still where the computer [ast saw it, Kelly [1978]

nas Suggested sti|| anotper case |n Which the "mode"

function Is served by a heavily averaged version of the

original Image that contains only fuzzy remains of ths

strongest sdges, The profiles of principal objects In a

complicated environment can oftan be sasily located, hecaysse

averaging suppresses all fine detal| and minor edges, B

tracking verifier, guided by these suspected boundaries, can

then be used to extract the actual contours of the des|red

ab ject, The var|fier In sach of these cases capitalizes an

the known location of sxpscted sdges, This information ig

net utilized by conventional edge foliowers,
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CHAPTER Vv: THE EDGE FOLLOWER

V.1 THE CONCEPT OF EDGE FOLLOWING |

Sincs the current hand.eye System deais with

planar=-faced objects, stralght line Intensity adges ars the

most Irportant features used in scans analysis, The edge

follower performs the Initial reduction of an image into a

crug® |inee~drawing, It first searches the image for a

strong glscontinulity of Intensity (ses Figure 5:13. Then it

enters a trace mode, Tha Intensity gradient Is

trackad around a cipsed contour, which returns to the point

of acoulsition, This contour provides a basie context for

anticipating finer detalls that can then be sought, for

exarplie, with the verifler,

tdoe following Is hased on ssvera! simple Ideas:

i, Edges are distingyishad by locally large

Intensity gradients, Gradients are approximated on a

discrete surfaces by the difference In intensities at

neighboring sample points,

2, Edges are continuous, Successive edge points are

found by proceeding a short distance from the present point,

perpendicular to the direction of maximum intensity changs,

3. Edges of physical objects form closed contours,

An edge, once acquired, can be tracked around a compiete

periphery, petuening to the point of acquisition,
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In practice, the mecnanles of edge following are

preoccupied with tha subtie nuances of functions such as:

1. examining the Intensity surface to locate the

centar of an edge,

2. distinguishing the background from the intsricr

of ar Object,

0 predicting the location of tha next edge point

at a corner,

4. malntaining data structures that associate edge

points with objects and recall whether a point has alrsady

ngen a&ncountered, and

5, fitting Ijines to the Individual edge points

(etc. ),

The rather elaborats code needed to cope With these

detalls was written principally by Kar| Pingle, A detalled

description of these aspects wii|l appear in a forthcoming

jointly authored paper (Pingie and Tenenbaum [forthcomingl),

In this chapter, we shall discuss the sdge follower

in the context of an application of accommodation, The

creatmert wlll be brief, Understandaoly, there are many

simliarities betwegn the accommodation functions that are

effective for edge following and those that were described

for the wverlfler, We wil) describe the diffarences In

philosophy between edge following and verifying and Stress

the implications that these differences hold with respect to

accormogcation strategy, The edge follower iS a crucial]

283



componert of the overall vision sysicm, A significant

Improvenent In the performance of <¢this program has been

real lzec through the use of accommodation,

y.2 DESIGN PHILOSOPHY OF AN ACCOMMODATIVEEDGE FOLLOWER

The edae follower 1S intended to extract the most

significant Information from an image without processing 1%

in bulk, Edges are acquired by a coarse raster Scan that

seeks gross discontinuities in Intensity, After an edge |S

fourd, attention can be focused on the specific points

indicated by the continultv of tne edge.

J.2.1 ROLL OF ACCOMMODATION

A simple Intensity difference |S used to acquire

edges Curing the gtanning phase, The accommodation Is set

to provide low resolution over a wids dynamic range. A wide

dynaric range Insyres tmat most edges wl! be contained In

the image, {ow resolution implies thal an edge wlll mpst

{ikely be acquired atl a point of stranath, (lf no eCcges are

found, a more sensitive accommodation can ve used. However,

thie Is seldom needed, Usually, at least one edge of an

object will show up with 3ood contrast)

As the edge Is tracked. It may I|ose contrast,

parhaps by passing tnrough a region of shadow. Ths
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perception of the edgs at weaker points is faciilitated by

the fact that its presence can be specifically anticipated,

This motivates the use of sophisticated procassing ard

agccormogations to recover the sdge, (¥ it |s not seen where

expecied.,

v,2,2 ADVANTAGES OF AN ACCOMMODATIVE EUGE FULLOWER

The accommodative wedge follower can convenlent|y

adjust Its lave! of effort to sult the difficulty of finding

an gage In a particular local region, High sensitivity Is

reserveg for specific contexts where [tt can be applled

economically and where the expectation of a specific edge

oriartation can significantly raduce the risk of responding

to noise,

By contrast, a bujk processing anproach (ie. Roberts

[1963] must apply a uniform level of effort over the entire

irage, [ff the effort level Is too low, edges wlll be

missed, I1# It is too nigh, tne Inefficiencies of an

already exhaustive approach wif be compounded,

furthermore, bulk Interpretation of the edgs points will bs

complicated by the presence of many random noise points that

soul naver hava bean seen, If high sensitivity hed been

confilnaeg to well|l=defined wedges. In practice, any constant

evel! of effort wil| most [likely be either too nigh or too

iow at any given Images point,
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A none=accommodating edge foliowsr Is constrained by

the sare fundamental (imitations that handicap a bulk Image

processcr, The situation Is In a sense more serious,

because the success of an edge foiiower depends sn

continuity; once the edges has been 10st, at a point of

weakness, 1t canngt be convenient|y re-acquired at a later

reglon of strength, Previousiy, edge followers woyid fali,

bpgecavse small] sections of a contour were slightly nolsy or

of wsak contrast, In most of theses cases, the combination of

accormogation and a more sophisticated local operator can

recover the wedk sdge sliement. These functions, selectively

applied, allow contours to ope efficlentiy traced under a

wloe varlaety of conditions, Furthermore, even noisy edges

of consistently [ow contrast, such as those In the |nterizr

of the cube In Figure 5,2a, are often obtained with the

accormogative edge follower (see Flgure 5,20).

V.3 ACCCMMODATION FOR ACQUISITION

The edge acquisition schema which we shall now

describe Is Intended for use In the absence of a specific

geal ang any knowlegge of the environment. Since the System

nas rot yet seen anything and has no expectation of what to

toox for, It must proceed with a thorough search for a

region satisfying some jow leva] criteria of interest, A

simple and sffective critoaria of interest is a discontinuity
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in the Intansity surface,

As we have already mentioned, a thorough search is

facliiitated Dy using wics accommodation windows. 'nm

adgitior to =& full quantizer range, & short Jens Is

desirable. It provides coarse resolution over a wide

fiele of viaw,; coupieg with a large depth of fieid, A clear

eolnr filiter |S used to obtain unbjased tonal renderings,

(1f some strategy program were |nterssted Ina specific area

af the tabls or & specific range of hues, then the wirgow

coulG be narrowed to reflect theses constraints, This

accormcgation would be done from a higner level before tne

edge follower was called,)

Wnijie scanning for a discontinuity, it Ig

aporopriate to record characteristics of the environment

tnat car be used to reduce a future task-oriented search,

Currently, we retord the highest, 1owesl, and average

intersity In rsalions corresponding to horizontal Strips

acrcss the entire Image, This Information is associated with

the speclfle color #llter that was fitted. In this way, a

sruge color map can be accumulated Lover several complets

scans), Thls map can direct attention to specific ragions,

if a colored object is later needed for a task,

The intensity map Is also hgipful, whan nothing |s

faure wltn the coarse windows, A nigner tevel strategy can

request that the search be pursued In more detall. The clips

ars then narrowad <0 resolve the specific range of
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Intensities now known to exist on each scan line, The key
to Improved sensitivity Is, as always, to optimize tra

rccermodation for more l1ocailzed contaxts, {The lens goyid

also be changad to obtaln more spatial resolution,

However, difficulty In finding large objects, le, major

dimension 21", Is gaimost always the result of Inadequate
contrast, ) |

v,3,1 OPERATION OF SCANNER

The operation of the scanner is charted in Figure

Dy After the accommodation windows naye been initialized,

the scar proceeds upwards from the lower laf thand corner of

the television frame (see Figure 5.1). This direction was

chosen in order that nearer obJects, which ares not ikely to

be occluded, wlll te found first, The compiete frame |g

covered by about 30 scan |lnes, Ur sach line, intensity |s

sampled at approximately 42 points,

If the Intensity at adjacent points differs more

than ore quantization 1Ievel, an edge is suspected {This

threshold was chosen to avold detecting quantization

contours that result from Siowly varying intensity

surfaces...

Before the sgdge follower Is actually called, it Is

wortnwhlle to apply Inexpensive tests. They insure that the

detected Intensity diffgrance was not the result of random
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noise or an Isolated anomaly In the surface, An affective

valication requirement Is that the discontinuity have a

sufficient spatial extent. This condition impjiles that a

significant differgnce also be observed In tha average of

intersitlies, obtained from smal} areas about the original

detection points, If this requirement is met, the actual

sedge iS then jocallized between these two samples and the

tracing stage begun,

If nothing has been found at the end of a frame, the

scanrer wilil exit yniess specifically instructed to lock

haraoer, In this case, the frame is re-sgcannad. The

clips: however, are now 3sS8t to bracket the range of

Intensities, observed on sach scaniine during the previpys

coarse scan,

Vv.4 AUCOMMODATION [IN EDGE TRACING

The accommddation raquirements of adge following arse

thegretically Identical to those of edge verification,

However, accommodation is ussd more conssrvatively In the

edge follower, Local continuity 1s a weaker Dpasis for

expecting an edge than the need to establish Global

consistency, Congeguentiy, the varifler’s motivation to

axhaust all possipie accommodations to sae an edge Is not

present In the edge follower, (Admittedly, the edge follower

could utilize more of tne gioba! Information available to

291



It, such as the current [ength of the contour.)

The edges follower 2iSo doses not have ths advantage

sf a global context In whieh to svaluate what It finds, It

is rot equipped with snough sejectivity to deal with the

full sensitivity that optimum accommogatlion can provide, For

exanple, whan the sdge follower was run with ths

accormogation package, designed for tne verifier, it was

equaliy inclined to follow wrinkles in a black cioth

covering the table as It was to trace high contrast

nouncaries of blocks, There was no way to discriminate

snetwedn these cases at ths myopic jevel at which the edge

foi lower currently functions,

The overall scheme is to use tne egge foliower io

extract medium and strong edges most likely to define the

ma jor boundaries of objects. Weaker features can then ye

anticipated In the global context, established by these

ma jor egaes and sought using ihe verifier. Qur experience

mas shown that It Is easier lo nredict the sxistance of

missing edges than to fight the combinatorics, necessary to

decide which sdges to eliminate, when there were tog many.

The accommogation strategy of the edge follower

reflactls this philosophy. when an adge Is (ost, a

nreecetermined amount of effort Is committed to recovery, If

this effort level Is Insufficient, the edge follower 8wails

instructions from a nigher level, [t may Indeed suit the

purposes of a strategy orogram for the trace to proceed with
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more costiy accommodations in the manner of the verifier,

The more usual case Is for the sdaoe follower to glve up amd

resume its giobal scan. If the gradient being tracked was

truty part of a major contour, it wii{l most Ilkely be

ree~acoulired at anothsr point, In that case, if the

subsequent trace Intersects any osrt of the originally

observeg sdge, the two segments will be re=unified In the

data structures,

v.4,1 ACCOMMODAYION WHEN AN EDGE IS LOST

The edge follower accommodation strategy Is outlinad

in Flgure 5,4, It Is, as expected, a simplified and

siightly re=ordered subset of the verifier strategy shown In

Flgure 4,18, The flrst accommodation that is trled, when

the edge Is Jost, Is to apply a more sophisticated sdge

extraction technlque,

v.4,1,1 EDGE OPERATORS |

The sdae fo|jiowar makeS use of two Operators. The

principal! one, designed by lrwin Solel, spatially smooths

the Intensities over a Ix3 region of the raster, It then

approximates the gradient with two directional derivatives

about the central point of this Squares raglion, This

oparator is illustrated In Figure 5,5; The Sobsi operator
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is fast and reasonably effective, even In the presence of

modest noise,

The second gperator |s the jarge ares test developed

by keucke| [1969] and discussed In Chapter 4, [tt looks for

any edges; lying in a circular neighborhood of up to 4177

picture points about where the edge was originally expected,

Hgyckel’'s algorithm overcomas two of the most common causes

for losing an edge:

1. Weak adges can be obscurred by ioc] noise at

the particular point chosen py the edge follower to apply

Sobel ’s operator,

2 Because of nolse or an unusual corner, the edge

followe, can predict the wong place to 100k next.

Both of thess problems can be combatted by sampling a larger

ares,

Heuckel’s operator Is, of course, much Slower than

the Y point operator and Is used only when the local

graclent Is Inadequate, if the adgitional processing

succeeds In recovering the sdgs, Lhe. THES routine wilii

eontinue using Hueckel’'s operator, but only until! the edge

quality improves enough to switch pack to the original ©

point test,
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v,4,1,2 CAMERA ACCOMMODATIONS

If the sedge cannot be detected even Dy Heucks|’'s

operator, the camera accommodations must be checked, The

grimary requirement [s that thers oe adequate contrast

across the suspected boundary, The accommodations used to

maximize contrast are anajogous to those discussed in the

last chapter, The sansitivity Is raised to aimost saturate

the trighter sine, Then the quantization window I5 narrowed

apout the range of Intensities, found in the immediate

vicinity of the problem point, Since Heuckel’s operator

functions pest with a faithful characterization of the

interslity surfaces, the narrowest window for which al]

intensities are |lmneariy encoded should bs used, Because

the sensitivity can be set to a finer rasojution than the

elip levels, provision |s made to use sensitivity to center

the Intensity surface «1thin the chosen window,

1f the contrast across the boundary 1s adequate, but

ng alscontinulty sharp enough to qualify as an edge has been

fourd:; the problem could be ooor focus, Re=focusing will be

dongs IF it hat not previously been attempted in the

Irmeciate viginity,

y.4,2 OPERATION OF ACCOMMODATIVE TRACE ALGORITHM

the Integration of accommodation into the overall
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trace ajqorithm 4s 1llustrated In F Iaurs 5.6. The current
pparator Is appllieg at a point where a gradient Is sxpagctad

pscause of edge continuity. if tne operater IS not

successful, the accommodation routine (Figure 5.43 Is

eal led,

If the proplem 1s diagnosed to Iie In the domain of

the avaliable accommodation variables, the indicated

adjustment Is made and ins operator retried, This so00n Is

another manifestation of what has been catied “parformance

feeoback”, tha success of the operator is the ultimate

criterion by which accommodation Is evaluated, If the

operator falls agaln, the accommodation routines Js

rawcal lad, This process wilt terminate whan aither the

operator IS successful or tha accommodation routine can make

ng adjustments,

If accommodation cannot recover the o8dge. the traces

returns to the point of initial acquisition and attempts to

~1ose the contour by proceeding In tne opposites direction,

This strategy wli| succeed, when the edge IS sxceptiongily

weak Of oDscurrsd at one particular point, {t IS aiso

meipful In completing a contour containing a very sharp

angle (Flgure 5,7.

{f the operator Is succassful In finding an edge

point whers one was expected, the foliowing possibilities

must be considsred:

1. Doas this Dont complete a cl0sed contour wth
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(s)uEUCKEL OPERATOR
APPLIED AT PREDICTED

POINT BUT FAILS TO

FIND NEW EDGE

PERIPHERY OF

HEUCKEL

| OPERATOR

(4) EDGE LOST ATACUTE ANGLE—% gn (8) conTOUR COMPLETED

(3) miTIAL (7) TRACE AFTER
TRACE | REVERSAL
DIRECTION

(@) scAN ——=
(2)AcquisiTiON / |

PORT (6 )SCAN REVERSED

. NUMBERS INDICATE SEQUENCE OF EVENTS)

Fig. 5.7 Tracing a Contour Containing a Sharp Angle
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respect to the point of inmltial acquisition? 1? s0,
tarrinate,

2, Has this edgs point been saen before? If It nas

and condition 1 was not applicable, then the edge follower

has srroneousiy [pooped (Figure 5,8 shows an exampie of this

condition, caused by shadowing,}, Recovery Is attemptad

by scanning In the opposite direction from the acquisition

coint, If the reverse scan was, In fact, already In

progress, the trace terminates, The strategy program MAY

then decide that enough of this contour is available to

attesrpt a recognition hypothesis and verification sequence,

Otherwise, the global scanning mode Is resumed.

3; If neither of the ebove conditions apply, the

sedge point Is accepted as a valid extsnsion (and, In fact, a

conflirmationy of the emerging contour. The gradient

direction 1s then used to predict where to [ook for the naxt

sdos point, Finally, 1? the Heucke! operator had been

used, ths sdge quailty (as Indicated by a parameter of that

opsrator} Is checked to sse whether the Sobel sperator can

pe re~instated,

V.5 FUTURE OIRECTIONS

Cne major shortcoming 3f the current sdge follower

Is Its jack of adequate high level evaluation and contro],

One carn Imagine simple criteria for detecting global
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indications of poor edge quality, 1? the edge follower now

locks onto a cioth wrinkle or a shadow, | wil! waste

considerabie #ffort attempting to foljow a jow contrast

noisy wedges; before 1t ultimately falls, Thess situations

can be ldentifled much eariier by noting that an edoe Is

particularly wavy and net what would bes expected from =a

planar=faced biock., Edos quality oouild aisc serve as an

affective noise liter, allowing the confident use of more

powerful accommodations,

Present plans are to Impiement this intermediate

level of svajuation, We then plan to consider blurring

somes Of the distinctions between the edge follower and

verifier, A Jlns predictor can attampt to comp iatds

contours when the simple povepsai stpategem falls at both

sends (Grape [19783],

A predictor can be based entirely on local

heuristics, For exampis, Jines gan be hypothes|zed to

connect existing vertices, Partial [ines can be extended %o

form new vartices, Howsver, when the system |s (ooking for

a specific object, the predictor could alse make use of that

sb jeet’s topology, 1* the partial contour does not

sogrroiate with a portion of the desired contour, the global

scan car be Immediately resumed to ?ind other edges.
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CHAPTER VI: FDCUS RANGING

vi,1 INTRODUCTION

Humans Infer depth in many ways, They interpret

known characteristics of an object and Its environment |n

terms of a very comprehensive mode] of ‘the visual world

(Gregory (19686]), This ability Is characteristic of man’s

rejlance on a vast store of experiences to overcome hls

tfimited ablilty to make accurate metrical measurements, A

machine, on the other hand, must, at (east for ths time

belng, employ complex measurement ajaorithms to overcomas |ts

rather |imited store of knowledge, Focus ranging Is an

exarpie of a technique that can be used to estimate the

distance tO any resSpglivable inhomogeneity In the scens {eg,

texture, edge, corner, etc,y. Identification of the featurs

Is specifically not required, (Animals use focus information

also but, apparently, In a corroborative capacity.)

The technliaue Is based on the fact that an object,

at an unknown range, wlll be In best focus at a particular

image distance, 1f the point of best focus can be found.

the resulting Image distance, yib, can pe used in the {ens

equatior (Equation 2,35) to obtaln the corresponding object

distance, xib,

Xo - 2b {6,1h
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To automate this precesy requires, first, an

analytic criterion which the computer can use to svaluats

the sharpness of focus In an Images (specifically In that

part of an image containing the Tfsature whose range Is

desired), The computer can then focus by varying the Imags

distance until this critericn is maximized, In our system,

this variation Is accomplished by physically moving tha

vidieon (ls, Image plane) miong the principal axis of a

stationary lens (seg Figure 6.1), Ths distance betwesn thy

vidicon end (ens [3 obtained from the volitags of 3

potsntiometer whose wipsr |S attached to the vidicon (The

insar esguation Ubetwesn voltages and [mages distances can be

calibrated by focusing at two Known ranges.),

In this chapter; we derive a Simple model of

focusing and use |t to develop several focus criteria,

The obtainable range uncertainty depends, of course, on the

sensitivity of the criteria. The factors that affect this

sensitivity wii! pe enumerated anc shown to bes strongly

dependent on ths accommodation parameters, A focus

ranging system Is described. [It attempts to minimize range

uncertainty with appropriate accommodations,

v],2 BASIC FOCUSING MODEL

In Chapter 2 [It was shown that a point source; out

of focus, Is Imaged as mn clrecular disk (ses Figure 2.13),

IN
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More precisely, the jeans collects a portion of the Ilignt

enerqy originally concentrated at a point and distributes It

uniformly (assuming negligible diffraction; Over a circular

area of dlameter 3t, This diameter [5 a |lnsar function of

the oistance, 9y, between the actual images piang and the

plane of best focus, This function Is rejated to depth of

focus and can be found from Equation 2.57b by making

substitutions 6,2 and 6.3 (compare Flgures 6.2a and 2.15).

D
_ U {6,2}

uN = 3

at= ¢ (6,3)

Sgiving for 9t ylelds

at = Rp: (6,4)

In cross section, the one-dimensional intensity

sroflie of a point source and Its defocused images resemble

an walectrical Impulse and the waveform that results from

applying it to a lowepass filter (sea Figure 6&6.2DJ1. We

pursue the fiiter analogy to deduce the effects of

defoecusing on an arbitrary feature, The affect of a

iinsar system on any function can be analyzed by convolving

that function with the system's response to an impulse,
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A simple Jens Is a linear SyStem, Its effect on

any oglstribution of |ight can bs obtained by spatially

convolving that distribution with the [mage of a point

spurce, Figure 6,3 shows the effect that defocusing will

have or the profile of an Ideal Drightness sdge. The

transition of the edge has assumed the width, 23t, of the

pulse with which [t was convolved.

{The | imear transition produced Dy this

osne=-d|manmnsiona! analysis Is siightiy oversimplified, In

two direnslons the sdge transitien is formed by the

superposition of many defocused point sources, extending

alorg tne edge boungary, Taking this into account, we can

express the actual height of a unlit step as a function of

position (sy over a transition width 2Rr

E(s) = Ll - ha + R? [sin (3) + 5  -R<s<R (6,5)mH

This refjation Is a close approximation to a linear function

except for siight rounding at the edges of the transition,

This rounding Is not a significant effect In tarms of the

factors that govern focus ranging. For clarity, the thaory

In this chapter Is thus developed in terms of a

crng=~cimansional anelysls.:)

The analysis wlll be developed In terms of edge

profiles, Edges are the most Important single feature for
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which range Information [9 required, dy superposition, tras

gnalysls can be extended to any feature (or texture,

represantabje as an array of Intensity discontinuities (eg,

a checkerboard pattern}, We add the temporary restriction

that edges (ls In a single plane (ies, a singie piece af

paper: half white and hal? biagk); orlented at right angisas

to the isns axls, This restriction w|i! be removed later

In the chapter,

V],3 CRITERI& OF FOCUS

The goodnsss of focus Is glrectiy rejated tc the

transition width of an sdge, Flgure 6.4 SHOWS the

appearence of an gdges undar varying degrees of gefocus, Ths

trensition width [8, In sach case, squall fo the diameter of

an equivalently deafocused point source. Concepluefly, tha

simpiest way to evaluate focus |% to directly measure thls

trarsition, Any of the verifisr operators whose valys

cof |BCty the qu 1 ty of an sdge can serve as a measure of

focus quality, Thus, 8 Tescors calculated at points Ss},

Se tin Figure 6,4) would lncregse monotonically from a tp d

with Improving fOCUS (This resylt, coincidentaljy,

gamgnstrates why focus Is an [Important accommodation for

veriflcation,y,

In appilcat!ons (like verification) where an edge |s

expectag, thess operators constitutes the best criteria of
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focus for the Very same reasons that make them sensitive
8dge detectors, They are difficult to BODY, however, when

ths edoe iocation Is not well-known Crs more generally, when

the individual step grofijes are not arranged In an order |y
fine but rather distributed over a surface to form textyrs,

We next consider exampies of analytic and hsuristicaliy
basset criteria which mesgsurs the "edge content” sf an arsa.,

v1.3.1 FOURIER TEXTURE ANALYSIS

A straightforward analytic approach Is to apply a

twondimensional, fast Fourier transform over the reglon of

Interest and sum the powsr In the high frequency terms,

This criterion is Suggested by the relation between edge

sharpness and high freauency content in the Corresponding

speetrur, Horn [1968] analyzed this criterion and used Jt

as the basis of a focusing program at MIT, We did nat
adopt this criterion, becauss the Information sontained in a

complete Fourier anglysis Is not necessary for focusing,

As a resyuit, the FFT algorjthm is imefficient in this

application, More importantly, the infiusnce of

accormocations on foous sensitivity ars more naturally

described In the space-time domain, The heuristic

criterion, to be discussed next, isnds itseif weil to this
purpose,
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v1.3.2 THRESHOLDED MAGNITUDE OF GRADIENT

Tc assess ime quality of focus In a region of

Interest, we Sesk a 'unctlion whose value [9 proportional to

the tocal 9iope of the Intensity surface {and thus to high

frequency spectral content), The vaius of such a function,

summed over ths reglon, would make an effective focus

criterion, A suitable furction ia the common gradient, Fy

giscrete approximation to the analytically defined gradient

at position 8, is given by

G(s) = RU CELL (6,6)

Two practical] problems arise when Gis) i's

accurulated over a global areal

i. The cumyjative gradient over a symmetric portion

of any texture pattern (eg, over thes range Ssl to S542 |n

Flogure 6,58) will a{ways sum to zero, This problem is simply

ayoided by sing [G(s}],

2, The ecymyiative magnitude of the gradient across

an edges must, by definition, sum to the tota| height of the

edge, regardless of the width of transtion, In Figures &,5b

the gradient over the range S#1 to S548 Is 7 for edges a.d,q,

To avold this situation, we must introduce a non-linearity,

IG] could, for examples, bs sauared or thresholded before

compiling the sum, A simpies threshold [3 preferred,
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because It is easier to oDtain and Introduces less noise.

The thresho|d controls the sharpness of the focus

peak and wlll bes treated as an accommodation,

A suitable ons=dimsnsional focus criterion

is thus glven by

SR |

} > Gotoh (8,7)
‘ § =57g, T

where

G(s) = |G{8)] for |G(s}] = T 0 39
=0 for |G(s)|<T

“lth T=2, C evaluated over edges a,b,c {in Flgure 6.50) wil]

yielg scores of 2,6,7 respectively, {Note that the success

of thresholding depends on the fact that an edges at any

degree cof defocus pasgss through a common fulcrum at the

midpoint of each sjope, Tals property follows from the

convolution of an ideal step with a symmetric pulse. Wers

this not the case: CC would not be guaranteed to [ncrease

monotonically wlth agdge sharpness. The asymmetry of typical

none=ldeal edges found In practice | seidom large encugh to

affect ronotoniclity,)

The gradient operator developed by Sobel! (Figure
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5,5) Is a direct two=dimensiona| extension of (G(s), It

provides a dirsctionaliiy unbiased sstimate of the magnitude

cf the spatial gradient, Sobel's operator Is used In

practice instead of |G(s)|, because edge orientation Is

often not knoyn,

vi,4% FUNDAMENTAL AND ACCOMMODATABLE OETERMINERS OF RANGE

UNCERTAINTY

The position of best focus for a plane surface [ss

uncertain within thse Interval known as depth of focus,

In eur system the principal uncertainties result from

ampli ltucs and spatial quantization, We wil examine how

sach of these factors [imits the |mprovement in sdge Slope

that can be detected, This analysis wiil ead to

appropriate accommodations for minimizing range uncertainty,

v1,4.1 SPATIAL QUANTIZATION

Oniy the intensities In the transition region of an

edge are affscted by changes in focus, The width of this

region Is constantly narrowed as focus improves, At isast

ans sampling paint must Intersect the actual transition to

detect any change In focus quality, Close spatial sampling

Is thus essential to obtain a sharply defined focus maximum,

The mest |[nteresting case occurs near best focus
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(see Flgure 6,6), kt a certain Image sharpness ths

transition width, &t, becomes narrower than the interval],

ds, between samples, From then an. one sampis at most can

colneide with the transition reglon, Assuming that the

veginning of the edges transition Is randomiy placed within a

stationary sampling Interval, we can sxpress the probability

that the sdge transition wil] coincide with a sample point,

= for (at< ds) (6. 9s
Prob {detect focus improvemen.} = u

& oprobablifty of 5 can be taken a3 a reasonable cytof?

below which further |[mprovement In focus should not be

sxpscted, From Equation 6,9 we find the transition width

corresponding to the threshold probability

- 98
prob =0.5) C2 (6,193

Vi,4.1,1 RELAYION WITH CIRCLE OF CONFUSION

In Chaptgr 2 we expressed the resciution |imit sf

gur System In terms of a circles of confusion. We CAN ntw

express the Iimitations of spatial! quantization In an

sguivalent form, A consistent definition of Meircls af

confusion” for this system Ist ths image of a point Agurce
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Fig. 6.6 Limiting Spatial Resolution Near Best Focus

Fig. 6.7a Sharply Focused High Frequency Image

SAMPLING POINTS

Fig. 6.7b Unfocused Line
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neforused to the extant that [ts dlameter, ¢, equals the

mintrum edge width given gy 6,18,

VI,4,1+2 ACCOMMUDATION TO MINTIMIZE DEPTH OF #IELD

Uepth of flelid [Is the conventional measure of

uncertainty In object spaza, From Equation 6,10 and 2.550,

by, ~ 33-55 v =) x: fac (6,11)ae - EL -

The sirptiflication holds In the usual case when the [uns

glatater, d, Is much greater than the sampling interval, as,

Defoe then grows directly with object distance and inversely

with focal length {as detarmined in Cnapter 21, Fleure

6,6 provides an Interesting way to visuallZe theses resuils

In terms of sampling timitatiaons,

A defocused nerfact edge Will nave a finite

transition width and a corresponding probability of

intarsaction with a sampling point, Tne W#widlh rupresents an

attenuation of the frequency content found in an ideal edge,

4 Jonger lens wif! magnify the widih of the transition

{corresponding to a glven frequency content) ralative to Lhe

stationary gamniinng intarval, nis multiplies ths

nronanliity of Intersection for a given cegres of unfocus,

£2 simitar magnifleation is realized by moving tne Object
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closer to the jens,

The theoretically minimal range uncertainty at three

typlcal object distances, Is tabulated In Chart 6.1 for the

1, 2, and 3" jensen, {The iris I9 wide open ?8s1{.4 in sach

case), To summarize, at any object distance, ths smallest

rangs uncertainty is achisved by selecting the |ongest lens,

To compiete the discussion on spatial quantization,

it is appropriate to discuss ths possiblifty of allasing

errors dues to ungersampiing. Consider an Image with

significant spectral power at spatial frescuencies mueh

arsater than 1/08s, The thin, high contrast: vertical {Ine

in Figure 6,72 lilustrates this condition, There Is

virtually no chance that a sample will coincide with tne

{ine when the Image is highly focused, Consequentiy, ths

focus criterion will bes zero, However, as ths [Ine

broadens under progressive defocusing, there Is an

increasing |ikeiihood of detecting a gradient. The

heuristic focus criterion has cleariy falled. The problem,

however, Is due to Insufficient sampling, A criterion bassd

on Fougsler analysis wouid asc decrease when the Imags

frequencies excesdeg the bandwldth of the sampling system,

In practice, ths I1imited bandwidth of the video amplifier

insures that no image Wii! grossiy exceed the sampling

capacity of the system,
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Chart 6.1 Theoretically
Minimal Depth

of Field (f;, = 1.4)
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V1,4,2 AMPLITUDE QUANTIZATION

The abllity to deteet changes In focus quality
requires not only that a samplas peint Intersect an sdge

transition, . Theres must aiso be sufficient ampl!tude

resolution to detect the small Intensity change. that

indicates a further (Improvement |n 0dge siope, In Flgure

6.8 edge b Is barely distinguishabje from edge a at the

indicated Intensity resolution, Any edge whose upper

breakpoint fell In the range, dney, would be

Indistinguishable from edge a, becauss both would pass

through quantization Interval 1 at S42, awl represents the

miniral improvement from the focys Quality of edge a that

can be detected at this intensity resciution. Simi jariy,

3Wigz establishes the ultimate uncertainty of best focus,

The focus criterion wii| be perfectiy fiat for afl edge

transitions between those {abejed ¢ and d,

It is clear that these uncertainties Cah be reducsd

by increasing the amplitude resolution, We know that better

focus will not change the intensities at Siy and S43, It

therefore seems aeppropriata to narrow the auantizatign

winaow, concentrating ai! avalisble resolution at ths

Intensity |evel where the transition intersects a sampls

point, Edges a and b (from 6,8; have been redrawn In Figures

6,%a, Because of the narrowed intensity window, the focys

criterion should now be able to distinguish the diffe,encs
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in rage sharpness represented by 3W’  1<<aW,1,

The above sentence contains an Important hedge,

What the narrowed |[ntensity window does provide Is the

abl 11ty to detect a changes In Intensity at S¢2 between edgss

a and bb’, If It were known that S:2 was sampling the

transition of an edge and If the actual intensities at Si

and S+3 were previpgusiy recorded, then ths correct valus of

the focus criterion could Indesd be ceiculated with grsat

precision, In cases In which an edge cannot des assumed |t

Is irportant that the focus griterion not be biindiy applied

to the hard clipped intens|illes at S+1 and S35,

Hard clipping destroys all guarantses that the resulting

focus criteria wii! Increases monotonica|iy with focus.

Figure 6,9b shows why hard ¢cilpping [5 bad. A

hypothetical, 5 level quantization window was centered to

maxim]|Zs ths sensitivity to variations about ine b at S42,

(Levels 1 and 5 corrsspond to hard=cilipping.} The 1imlitsd

guantizZation rangs has shifted the effective fulocruml the

contra) plvpt condition, required to Insure the monmotonicglty

sf criteria 6,6, Is thus violated, #With a threshold of two,

the vajue of the cumulative gradient at S+1, S:2, and S43

actully decresses (from 8 to 7} as edge be Is transformed

py better focus into edge ¢,

Thess examples demonstrate the Importance of an

aporopriate quantization window for. sharp fogusing, The

narrowest window that does not hard clip any Intsnsities In
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the reglon of Interest Is the most generally applicable

accomrmogation (see Figure 5,18), This compromise maximizes

the resolution that can be attained without risking local
maxima of the focus criteria,

In amppilications requiring the utmost accuracy, the

effective resciution can be Increased using the quantizer

sup-ranging scheme mentioned In Chapter 2. This megthag

attains 6.5 bits of resolution for Intensities over the fyi|

dynamic rangs but at a considerabie overhesd in processing

time, Flgure 6.11 Is a comparisen of the reiative

sharpness of the focus criterion attainable with

representative quantizer windows,

vi,5 EFFECT OF SCENE CONTENT ON SHARPNESS OF FOCUS

Thus far, we have Studied ths inherent System

characteristics that |(Imit attainable range Accuracy and

nave Dropossd accommodations to optimize performances Sub ject

to these constraints, The characteristics of the scenes

cose Another constraint over which tnhnsre Is no controf,

However; 1% 8s useful to know, at least In genera! terms,

how these characteristics affect performances.

vi,5.1 OBJECT CONTRAST

It |s saster to focus on areas containing high
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RELATION OF CLIPS WITH

RESPECT TO EDGE PROFILE SHAPE OF FOCUS CRITERION
E{CI>T)
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EDGE

ee BCHP pant Fan (MAGE
I. BEST FOR GENERAL ISTANCY

APPLICATIONS

TC = 0 |

: BC = 0
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: TCLIP = 7

BCLIP = ¥ Y

2. SUBRANGING SCHEME -

BEST RESULTS BUT MOST
TIME CONSUMING

TC

BC

3. HAND CLIPPING PRODUCES Y
SHARP FALSE PEAK WIDE

GLOBAL MAXIMUM

TTC

L ’
4. TOO WIDE CLIP RANGE
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CURVE
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BCLIP
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 §

5. MISPLACED WINDOW - NO

FOCUS INFORMATION

PROVIDED

Fig. 6.11 Relative Sharpness of Focus Criteria for Various
Quantizer Accommodation
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contrast, Figure 6,12 showy two step edges (£41 and E22) at

the same amount of defoculd, Indicated by 3%, Te Improve

focus requires thes ablilty to detect changes in Intensity at

Sé2, 3¢ varies |Ingarly with changing image distance, For

any decrease in 3t;, B8[¢2 wili decrease {(£+2/E41) times as

much a8 30+3,

For ga 9lven quantizgtion resolution, 8t need chgnge

on the averages (L+1/E42) (ess to detect a minimal Intensity

change at S42 with the high contrast sdge, This advantage

does not apply when using clipping window #4 (see Figures

6,11); since the guantlization fineness alsg decreases

inverssiy with ths height of ths sdge. The increased

sensitivity, however, would be realiZed by thes sSube-ranging

scheare,

A gradient [ss a noise sensitive operation, High

contrast provides desirable signal/noise advantages,

Consequentiy, ai] of the sasaccommodations ussd to enhance

contrast for verification (eg, high sensitivity, color

fiiter.etc,) are also appropriate to empioy in focusing,

vi,5,2 OBJECT TEXTURE

A uniform surface provides no Information regarding

the quailty of focus, At the othe, extreme, a surface

covered with high frequency, highiy contrasting texture

would ylesld sharpjy peaksd focus optima. {Distributed
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texture increases the |ikellhood that samples of as given

density wiii Intersect transition regions.) This Influence

of object texture can be quantified In the frequency domain,

Defocusing is a |owepass fl|ter, The frequency

response of this fiiter can bs determined from the Fourfer

transform of [ts |mpuise responses, In one dimension, the

transform of x unlit amp ii tuds pulse of width at

{syrotricalily placed about the origin} Is

2 otn (w 2 (6,12)
w

(Goodman [1969] generalizes this analysis 30 two dimensions,

using the Fourler transform of a disk of radius 8t,,

The effective passband of this function can be

approximated by tha fragusncy range

0 = w = 2 (6.13)

As focus Improves, 3t narrows; widening thes passband,

Mors high frequency texture components will be passed by the

eptical iow pass fliter, boosting the focus criterion, 11

the object is composed primarily of (ow frequency textures,

ike a cloud, 1% Is ciear that when the f|]|ter passband

(2»/58%) sxceeds the highest frequency at which significant

textural energy is found, finer focusing wil] not improve
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the imags,

The maximum frequency responss of the optical system

Is set by the diameter of the iimiting circle of confusion
(Equation 6,10,

Yora (8,143 14)

We cenclude that objects whose principal spectral

anergy |1es beiow this frequency wl|| have broad focus pesks

(ang, correspondingly, more depth uncertainty; than would be

expected from Equation 6,11. It ai) significant object

frequencies fe .In the range P<omsga<omegaimo, a more

accurats bound on focus urnicertainty can tbe astabiished,

foc ] = 2 °F “mo ¥ “max (6.15)
d 15) x-0)

2xd f(g lx - 0) w cw
= 2x 2

(EV“mo

¥i.5,3 OBJECT DEPTH

For simplicity, wo have thus far restricted

attention ¢o planar, textured surfaces iying at a
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wel l=de? ned depth, Wes next consider where the focus

eriterion wii| peak when textures [le at several depths

within the fisid of view (le. an edges that extends away from

the lens), Our previous results can be generalized to

treat this case, using superposition,

At every focus position the Imaged diameter of =»

point source at sach depth In object space Is wel |-definsd,

To extend the previous analysis, simpiy partition the flejd

of view by planes psrpendicular to the iens axis at reQuUIiar

intervais of depth, The focus criterion Is svaiuated for

aii Scene components; using the pulse width sppropriate to

the nearest depth cians, After accumulating the

threshoided magnitude of the gradients associated with sach

plans; a sum of these sums Is taken over ai] depths to

defines the goodness of focus at this Image distance,

This criterion will tend to maximize the overal|

detall In an imags, Mowaver, close detalls and high

contrasts are weighted heavily, The focus peak, of courss,

will be wider than |f all detal| were at a singles range,

v].& FOCUS RANGING PROGRAM

In this ssetion an automatic focusing program [s

described, It utilizes the accommodation considerations

discusessd In the chapter to obtaln the most well-defined

focus peak, The best focus [3s ussd to estimate the range to
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the field over which the focus criterion was acsumuiated,

The focus program Is called with thes following

parameters!

1. havi ths horizontal and vertical raster

coordinates of a feature whose range Is desired. <(Thase

indices and the coordinates of the [ens center defines a ray

In spaces that Intersects the featurs,)

2. x{festl: estimated range (based on Support

hypothesls, geometric Inference, stc,).

3. dxlest]: maximum uncertainty of x[est): x[est]

and dxLest] are used toc bound thes Initial search for a focus

max{mum, They wll| be refined by thes program as the

interval thought to contain the best focus Is narrowed down,

4, dxlreq,)! required range mccuracy. This |s

the termination criterion that |» appiled to dxl{est],

5, cost: gag measure of the maximum effort that

should be exerted In trying to attain dxlrea,]. Like the

verifier, the current version of the focus program does not

test this gondlition, It Is ingiuded In anticipation of the

tims when a cost effective system strategy and sccurate gost

sstirates of the varlous accommodations ars avaliable.

6, region description: This parameter Is actually

Intsnded as a pointer to a jist of attributes describing

«hat may be known about the feature to be focused upon,

This knowledge would be helpful, for example, In ssiscting a

focus criterion particularly sulted to the feature (e9, Ain
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edge operator could be taliored to the contour of an edgs.),

It eould aise indicate the desirability eof special

accommodations; like a fliter change; if a color 809% were

specified, The focus program gurtrentiy esccepts only 1%hs

norjzontai and vyartiea)] dimensions of the reglon {(centeread

at h,v) over which the focus criterion is to be pm

vi,6.1 NEED FOR BOOTSTRAPPING

dxlreq,] wil] usually be |esss than 1/2". At

typical working ranges this accuragy rsqulires a longer [ens

than the 1" (wide angiey unit commonly used for general

syrvelljance, Ths jength of the lens needed to attain the

specified ranges uncertainty can be found by soiving 6.11 at

xex{estl], Howsver, |(t |s generally not possibie to switch

directly to a longer (ens before performing a coarse f9®sarch

for the focus peak, |

The problem [Is that, while « iong lens [3s nseded to

get accurats ranges, fairly accurate rande [3 needed to

change lenses, More precisely, a sufficlientjy good depth

sstirate {8 needed In order to locate and perhaps re-center

the desired features In ths new fleid of view (6111

{fortheomingl), The ionger ths (ens, the narroyudr ths

tieic of view, ths better the depth estimate that is

reaulred, Fortunately, the attainable range uncertainty ajso

decreases with longer lenses, This situation suggests that a
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bootstrapping approach might be used to estabiish the focus

optimum,

Starting with the short (ens, a coarse search fer

the focus maximum Is conducted. This search involves

evelvating the focus criterion at perhaps 12 Iimege distances

covering the Initiaj range uncertainty dx(est], The focus

sneak found on this Iinijtlal trial IS ussd to narrow the focus

uncertainty snough for the feature te be rescentered in the

flaeld of wvisw of ths next jongsst lens. Procesding In this

way, 12 more Samples are taken over the rameinjnmg

uncertainty interval, The refined peak wii then permit a

changes to an sven longer lens, [ff that is nseded to achleve

dx{reg,l, A fiow chart of this process 1s given in Figure

6.13.

Bootstrapping enables the comp, ter to ocyercome (is

lack of gliobal comprehension about what It [Is focusing on,

A person, by comparison, relles strongly On this asset to

manu lly re=gcenter the cemers after changing & lens,  £ -

enabies him, in conjunction with his human adepiness for

real tire servoing, to track the outiineg of a feature on the

| television monitor, untill the fekture [s centered, A human

ls thus able to position the camere without a precise rangs

estirgte and even when the new |sns !s moderately unfocused,

{4 computer equipped with a continuously variable

focal iength (zoom) [ens might be abies to keep the feature

csentersd by tracking 1% as focal] isength was gradually
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Loparsr YES RETURN x{est],
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USE

NO
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USE x{est] TO PAN. TILT |
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Fig. 6.13 Flow Chart of Basic Range Refinement Bootstrapping Cycle
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Incresassd, This use of servoing would Improve the

efficiency of the bootstrap oop.)

VI. 6.3:1 ADVANTAGES OF BOOTSTRAPPING

Bootstrapping has many features that sare desirable

In an accommodative perceptun]| strategy, Ths most carefyl

focusing [8 only performed cover the narrow interval to whiah

the glioba| optimum has besn previously localized py

inexpensive, coarse ssarches, When ths Initial uncertainty

ls greatsr than a few inches, It |» aiso more sfficient to

do tre initial fjocamjlization using a shorter leans, Supposs a

3" [ens way used to narrow the focus optimum from an Iinjtinl

{1° uncertainty, The reiative sharpnes® of the focus peak

opserveg with & 3” (ans wouid necessitate consideraply more

than 12 samples to Insure that the true global maximum was

found,

The focus strategy aiso contains a second example of

cooctstrapped optimization, Recki!l that the sharpness of the

focus petk depends strongly on the clios, sensitivity, and

cperstor thrsshoid, These parameters must bs set according

to the observed Intensities, However, ths intensity range

Is not wej|l=definec In an out of focus scenes. We approagh

the globaily optima) settings for these sccommodations by

refining them In terms of the Scene characteristics observed

at each peak, hy focus improves, SO whi thasse
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accormodations; thus facliitating an even sharper fogus,

v],8.,2 THE IMPORTANCE OF PRECISE FEATURE SPECIFICATION

The focus program [9 very costly in terms of real

time, [tt takes simos?t IZ sepgonds tc move the vidicon gover

ths 5" isngth of the threaded focus drive, Conssguentiy,

focus Is usgd mainjy to rgSoivg Specific recognition

ambiguities, {In this regard, Faik [1970] formalized the

useful result that the depth at a few seliscted points on sa

pianar=faced object sonstralins the depths at ail Other

points,

Both the required time and attainable depth

cnoertalnty are Inversely reiated to the precision wlth

which the calling parameters bind the [nitjal search range,

The 8ize of the Inltial uncertainty, dx(est], determines,

for Iinstanse, what iens to use for the first search. [f

axCostlSi™, the 3" jens can be used directly, siiminating up |

to two ycile® of bootstrapping for each shorter lens, In

general, the mores that Is known Aa priori; the iess

Bootetrapping 19 necessary,

In the absence of a precise features specification

she 8ize of the rsglon over which the focus criterion Is

accurulated has a profound affect on tne shape of the focus

peak, Several factors are Invoived, all] related to the fact

ernat the computer has no high level conception of thes
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feature within the reglon that Is actuatiy of interest,

Signa |/neisg wiil be compromised if, beacause of

uncertainties In localization, the region Is spacifisd mygh

iarger than the actual feature, For example, suppose a

vertical edge passes scmewhsere through a wide rectanguiar

reglon, Near good focus only thoss raster samples direct|y

adjacent to the actual discontinuity wii SOntr buts useful

information, Al] of the other gradients, calculated over

the boundary surfaces, contribute Oniy noise, We plan to

sventusiiy use the avaliable knrowisdge about a featurs to

talior the rsglon over which the focus criterion is appifed,

In the meantime, the focus program does achieve soms

discrimination of the gradients that enter Into the sum by

controlling the gradiant cutoff threshold. This

accormodation Is Inciyded ay part of tne bootstrap sSaguence,

Far from foous, all! gradients wii! pes Small, Thersfore; the

cutoff? Is Initieily set iow, At sach focus peak, the highest

gradients wlii{ be those &ssoclatsd with the dominant

feature, On the assumption that this feature is the desired
one, the threshold Is ralssd to eliminate al! gradients more

than 25% Dejow the maximum values recorded at the peak (An

overtly large region sntalis the risk trat undesired foatyres

wlil be Included.y, As focus Improves on successive

cycies, the peak gradients wlil get bigger, justifying vat

higher thresholds, This accommodation contributes to a

sharply defined, [ow nolse focus peak.
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It the feature does not [le sntirsiy In a single

depth plane; the focus peak wil] be unnecessarily broadensd

by a large region. Consider fosusing on the Interior vertex

of a cube (see Flgure 6,14), This features Ia defined by the

intersection of three pianes, Each of these sdgss 9igpes

away from the camera, Thue, the jarger ths region, the

larger the |(nherent depth vunecartainty, Of course; too

small & region |s ai8g undesirable because of insufficient

sampies for noiss=3moothing,

We have considered but not yet Implemented the

possiblity of resolving this econfilet by sdaptively

accormogating the 9ize of the region, Initially, when

focus {9 poor, a iarger region could be used te build yp a

significant sample and avoid noise, As focus Decomes

better defined, the gradients at the actual vertex will get

larger, The reglon can then be compressed about the point

{hsv} In & manner that will snciose the maximum gradient In

the smallest area, This will decreases the range uncertainty

sontalined Im the region for the next iteration, The field of

view In object spate Corresponding to a constant raster area

depends on |sne magnification, Magnification [s proportional]

+o focal lsngth, Conssguent!y, the bigaosr the (ens; the

aprrower the field of view through 2 given ares of the

rastsr, This relationship tends to reduce [Inherent Scene

ambiguities as the focus peak [Is approached,
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VI,6.3 DETAILED DISCUSSION OF FOCUSING PROGRAM

The focus ranging program is based on ths

simultaneous bootstrap refinement of the range estimate and

of ail accommodations contingent on the quality of focus,

The program Is fiow=chartesd in Flgure 6,15, On entry, the

initial ranges and uncertainty estimates, x[est], dx[est] are

used with Chart 6,1 to select the shortsst jens whose depth

of fleid at x[est] |s less than dx[est). (This will often

be the 1" lens,)

The focus criterion {ss then evaluated at i8 Image

distances corresponding to the rgnge xLest] +/- dxlestl/2, A

refined estimate of dx Is determined from the shape of the

focus pesk (see Figure &,16), If dx’'Cest] [s smaljer than

the required uncertainty dx{rea.], tns program returns [ts

latest estimate, If not (after satisfying a hypothetical

cost constraint), accommodations are refined, based on the

scene characteristics observed at the current focus maximum,

If a positive Improvement In the width of ths peak can be

expected as a resyit of an accommodation, the focus curve Is

recorplied over the refined uncertainty, Otherwise, the

program exits, short of Its goal.

The focus program, Ilke the veriflar, fits well Into

the basic accommodation paradigm described In Chapter FF

This similarity Is smphasized by the dashed boxes In Figure

5,15, The sharpness of the focus peak might thus be
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Fig. 6.15 Flow Chart of Focus Ranging Program
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considered as a high jevel| criterion of accommodation, Thea

narrower the peak the more appropriates the acommodation,

The similarity wlth the verliflisr, moreover, |s especliajly

pronounced when the feature Is an edge! with the exception

of the quantizer windows: the accommogations responsible for

shareening the edge and sharpening tne tocus peak, are
identical,

Vi.6,4 DISCUSSION OF ACCOMMODATION STRATEGY

The principal accommodation consideratlions have

already been olaborated, Here, we need only summarize now

these considerations fit Into the overall stratsgy, When tra

empirically determined width of the focus maximum is wider

than required, It Is flrst determined whether a sharper Deak

can te obtained with the present (ens, providing othasr

accormodations are first optimized: |

i. The camera 1s refocused at the previcusly

observag maximum,

Z. The vaijlglty of the guantizer window used on thy

oreviQus search is re-established.

3, The gradient threshold is raised; If nacessary %o

75% of the maximum Individual! gradient recorded at peak

focus,

4. The noisiness of the focus peak Is detarmined

{see Figures 6,17) Dy the number of |oca| maxima of the focus
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criteria over the |[nterval dx'lest], Theory states that

over Short Intervals ths focus gurve should be monotonic

with range, Thus, [f the new fgcus peak [8s "well=defined",

temporal noise should ba Suspected, when thers ars mors Shan

threes sicpe reversals ovar the new teak {dx’(est]) or the

three highest criterion jeveis are not adjacent In rangs,

In this svent, the program wil] ingrease by one, the numbsr

of tejavision frames that are averaged together at each

focus position before the criterion |s evaluated,

Flgure &6,17¢ fi1lustrates ths notion of an

|{i=cef ined peak; two local maxima are further apart In

ranges than the depth of flelid of the lens. Rather than

temporai noise, this condition indicates that two distinct

features are In view, dxlest] must be mores tightly

constrained from a higher level,

This use of averaging Is an sxampie of what might be

called "heuristic fiitering™, The desired focus curve |s

known to be monotonic and smooth, Cepartures from this

Idea! (ndigmges ¢he need for corrective acglion. This

approach Is particularily efficient, becauss the expense of

averaging Is confined $6 ranges near the optimum where a

precise svaluation of thes focus criteria is most important,

If any of the above accommodations were performed,

it is Ilkeiy that a sharper focus peak can be found with the

current lens, Such a repetition Is justified in two cases!

i. The theoretical depth of field of the currant
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lens 1s less than dxl{reg,] at the current ranges estimates,

2. gx Is not yest well encugh defined to allow a

change of lens,

A singie reetrial with the current jens will ajmost

always exhaust alj possibilities for further Improvement,

Thereafter, 1f dx?l{est] 18 stil] not smal] enough to switen

iensesS; the ranging program tarminates, This condition wii]

usually be caused by [ow contrast or [ack of high fraquengy

texture within the specifled fleld of view, Otherwise, a

longer (ans |s ssiscted, |f one remains, and dx‘[est) Is

used to rewcentgr the original region, (Currentiy,

theg8 gt8lg Bo manyal ly implemented, becayugs the

camera~centsring software is not yet ready.)

v1,6.5 PERFORMANCE OF FOCUS RANGING PROGRAM

The focus program has successfully achieved focus

osaks squall In width to ths theoretjcaly, minima] depths of

fiete, exprassed |(n Chart 6.1, A maximum yncertainty of

.15" has been obtained with the 3" [sens at a range of 25

for a varlety of nigh contrast edges and textured surfaces,

There was not +ime [mn the present ressarch program to

somplete a mors formal performance svaiuation, The effect on

range accuracy of each of the accommodations, discussed In

this chapter, were obssrved In practice and found to

conform, at |gast guaiftatively; with theoretical
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axpsctations,

A very realistic evajyation of the yitimate

practicality of focus ranging will pe avaliable shortly;

this program wll! soon be incorporated Into tha emerging

strategy of ths hand-sye System, At that time; ts

performance can be systematically tabulated for . wide

variety of feature characteristics,

vi,? COMPARISON DF ACCURACY POTENTIAL OF FOCUS RANGING [IN

MAN AND MACHINE

It |s known that the shape of the lsns In the human

eye IS also accommodated to achleve sharp focus at a current

range of interest, Yet {it appears that when people

estirate depths this curvature, if considersd at ail, Is a

reiatively minor factor, A human cannot, In any case,

consistently establish range to bstter than a few Inches (at

one meter} without mechanical =alds, An interesting

perspective on the ,esuits of this chapter can be obtalned

by comparing the relative values im man and machine of the

sarareters we have found to |im|t ranging accuracy, This

comparison wilt Illustrate why ths machines I3 at an

sdvartage In determining range from focus Information.

Amp | {tude Resolution: At finest

auantization, the machine Is able to distinguish as many as

threes Javels of Intensity over a surface judged homogeneous
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oy humar observers, (This resuit is based on the responsg of

severag chsarvers who wre askeo whetner tney thought tne

brightness of a sjoping surface, Shown on the telsvisisn

monitor, was homogeneous, Thelr affirmative answers werg ro

deutt blased, to soma esxtent, by their perception of 4

uniform entity.)

2. Lpesrtyure Size: fhe aperture of the human gaye

measures approximately 2mm, In normal room (lighting (SCIENCE

JF CCLOR [1958l)), The wigest aperture of tna 3" lens is gver

2.729. wnnl te the human aperture cen tbe forced gpen to about

4mm, by carker |]lgnt levels, low f(llumination compremises

op ject contrast, Ong of the malin advantages the computer

ras In tnils respect Is the eblility te coordinate (ts

agcormocations to nullify extraneous conditicns, Thus, If a

wlce aperture |S needed In pright suniignt to get accurate

agepth, the aperture can D8 Opened, ang hs tamsrs

sensitivity reduced to avold saturation, The human evs,

despite Its greet accommodation range, cannot force [ts [rls

to open In bright light or avolg spatial averaging in glm

taht,

x rocal Length: The effective focal length of tha

eye Is about 17mm,, contrasted with 3" for our longest fans,

¢, Spatled resolution: The human eye I's

unsurpassed In tnls respect, The cones In the nigh scully

regions of %the retlira are spaced on 2 micron centers, This

eompares favoraply with the 37 micron spacing of sample
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poirts In the video raster, Unfortunately, thes human's

advantage In sampling density Is not effectively utijized In

focus ranging bscause of thes mentioned [imitations In Just

noticeable Intensity discriminations,

According to Equation 2,5%¢, the eye's depth of

flele (for high rescjution tasks) |% about 3" at & range of

ong meter, (This may be cDsServeg Dy simultaneously fopus|ng

an the finger prints of one finger on sach hand, heid at

arm’s  jsngth, Slowly move ons finger clossr uyntli

simul tansous focus Is lost,y Fortunately, the human does not

nesd better rangs est matss because of his faciility for reai

tims servoing, (Sobel! [1970] presents models which alow

the stereo and statiamstric ranging capabilities of the gaye

snd rachine to bes compared using thes data presented above,
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CHAPTER ylIl: MACHINE COLOR PERCEPTION

VII,1 INTRODUCTION

Color is an Bxtreme|y vajuable descriptive property,

Deprived of thig sengs, the machine operates at a

considerable handicap, Recall, for example, &an eariiesr

remark that objects, sas!ly distinguishable to the human eyes
by their hus, may have the Same greye=scale va ius,

Conversely, homogeneous regions may appear disconnected to

the computer, because of intsnality variations ecaused by

fflurination gradients or Shadows, These are usually
correctly perceived as single entities by the human eye, dye
largely to continulty of color, Flnafiy. color Is important

as an adjectiye that enjarges the class of tasks that can be

described to ths computer (eg."Plck up the RED biock™ ar

"Lins up the cubes so that a DIFFERENT COLOR appears on gach

top face,"),

ln Chapter 2, It was noted that the Spectrum of tha

tight Incident from an object onto ths camera lens depsnds

on the product of ths source spectrum and the spectra]

reflectance of the object, However, due to an innate senses

of color constancy: humans tend to ses an object with the

same hue (corresponding to whites fight) under a wide variaty

of llfurinations, The initial intent of this work was to

deveiop a general mode! of this phenomenon so that the
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machines could emulates the color perceptions of the human

axperimenter with wnom |t had to communicates.

This mods! was successfully formulated in theory,

During the courses of implementation, however; ithe

ynsuiftabliity of tha vidicon for photometric cecjor

magsyurerents {(detajied In Chapter 2) was discovered, This

deflcliency made 14 wunfeasiblis to implement the compiete

gensral theory with osyr present hardware. {Many television

cameras without this shortcoming do, however, exist, for

Instance, Image dissectors,) Our emphasis then snifted to

developing & |Imited system that would function acceptably

for a single stangard source of lftumination, such as that

norrally pressnt in the compulse room,

The final imptementation, though of 1imited

applicablitity, nigejy Illiustrates the generality of our

pase accommodation paradigm, To overcome [nconsistancies

«within the vidiconm accommogation was optimized by

max|irizing color separations in a complex decision spaces,

v11,2 ANALYTIC MODEL FOR ACQUISITION OF COLOR INFORMATION

*ne |liuminatlion Incident on the iens of the camera

Is gescribed by

(x) = SAO) (7,1)
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We are Interested In determining O{(X}), the oblect's

intrinsic reflectance characteristic, OCA} rapresents the

perceived golor In whites light {(S{AIZconstant}, From O{\)

ong tan then obtain any of the more convenient compos|te

characteristics (sg, hus, saturation) that are normally

used to describe an object’s appearance,

Color Information is acquired by viewing a specimen

ssauentially through N color filters, Lach fllger ailowg

the corputer to detarminme the total enargy contained In a

particular Spectral ranges of the incident f(iiumination,

The N filters characterize the spectrum In terms of an N

component vector, sach of whose terms is, frem Equation

2.62, given by

IL = | ss00F owen dA , K=1...N (7.2)

The accuracy with which O(A}) can be racovered from thege N

Iintersities Is a function of N, the number of available

fliters, and of the sextant to which thes [i{lumination source,

Sgh)s 18 known,

To avold yrnecessary complication, the anniysis wii]

proceed In two stages, First, the combined spectrum of

source and object, f(x}, Is obtained, This spectrum ll}

thar be normalized at each wavsisngth by a known Soyrce

spectrum, S{X}, to isolate the desired reflectance

characteristics, O(x}, Let Gammasi{h]}] repressnt the
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composite fliter functions formed by combining the spectral

transmission cf each color Selective ?ijter wlth the

spectral sensitivity Wi{A} of the vigicon.

Fk) = WA) FL (0) (7,3)

Far the Initial gost of cnaractsrizing tne overall! spectrum,

Equation 7,2 can be rewritten In the simpiiflag form

ViI.2,1 ANALYTIC DETERMINATION OF f()\)

Equation 7,4 has reduced the problem of determining

f(x) from an N component (ntsnsity vector to the soiution of

N sirultaneoys Integral equations, Since the computer |g

confineg to numerical methods we must, In practice, Solve

for a dliscrets approximation te f(x), using tquation 7,5

I = 10) Tg) (7,5)
A

{hal will typically be taken at |[ntervals of 22

miitiemicrons, cortasponding to the Interval] at which the

fFliter characteristics have been tabulated by the
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manufacturer In Flgure 2,17.)

vil.2,1,1 SPECIALIZED SOLUTIONS

When the functional form of f(A} can bes assumed from

a prior Knowledge, it is often po :ibis to obtain

speciaifzed solutions to Equations 7.4 ang 7.5, Far

exarple, If the spectrum is expestsd to bs very broad, |¢

might be reidsgnable to ROproximate fix) by a

slecewiss~constant function, With n fiiters, a sociution can

ne oblained for a Spectral approximation with n gegrees pf

freedom, Eavation 7.8 {1lustrates the spiution method to

abtaln a plecewiss~constant approximation of the spectrum

over the passbands sf threes filters, The fliters sampie the

red. green; and biue energy at a total of 3N wavelengths

over ths spectrum, |

: (7,6)

; Cy

|Red| fT)....rM.0:..0...0...0...0\|°Ne1
IGreen] = 0...0.Ir(N-2)..Ir ex+2.0... oll:

lL 2 ? J|%2n
Blue 0...0...0..,T,(2N-2), . « . T4(3N) LT

L%3n
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The corponents of the [8ft hand column vsctor (in 7.6) arse

the unnormajized Intensities viewsd through tns red, green,

and Dilys fliters, cél,..c43N represent the values of fT()\)

at sach spectrum fragquancy. {The overlap of the rag

fiiter (Gammaé¢l) and the bliue ?iiter {(Gamma:+d) by the green

fiiter {(Gammas+s2) [8 typical of thes actua! overiap for the

fliters described in Fligurs 2.17,) |

To solve Equations 7.6 4&8 Introduce ths constraint

that this spectrum be approximated Dy constant values over

aach third of Its rangs,

Cy = Cc, ceo= Cy = Cp

+i " Swez "c “San = Sg t77)

CaN+1 ~ C2nN+2°" T San © Cp

Using Equation 7.7, Equation 7,8 can be transformed Into

threes linsar sagations In threes nknowns,

N | (7,8)

i | 2 rd) 0 0 \,.
| N 2% ZN+2 i

Gl=] > rw S rm rm {|S
i=N-2 i=N+1 i=2N+1 1

| 2N 3N |

Bl | 0 > I, > raf [Cg
i=2N-2 i=2N+1
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Equations 7,8 can then be solved directly to yield CR, CG,

CiéBs

Wolfe [31959] solved Eguation 7.4 for the special

case when GammaasK({h) and F(X) were botn Ga sslan fynctiens,

He obtained the mean and standard deviation of the best

Gaussian spproximation to f{)} for a givan set af

GammadiK{A), |

vit,2,5.,2 SOLUTION WITHOUT AN ASSUMED FUNCTIONAL FORM

- the more general problem 8d given a s®t of

measured intensities, {(l4K), so|ve Equations 7.4 or 7.5 for

$¢(%\) in the absence of any a priorl sxpectations about Is

functional! form, An optimat sofution, In the "ioast

squares” senses can be cbtained Dy axpressing fix) as a

| inear combination of orthonormal functions, Gamma’iK{r},

derived from the composite fiiter functions GammasK()p},

0) = > cyl (7,9)
k

The goodness of this approximation |s measured by the error

norm

2

a = (fa) - > Coe FA) = > Ki - 3 ie) (7.12)k { k
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it can be shown (Hildebrand (1963)) that when tha

Gamma’ éX{xé|) ares Orthonormal functions over the visipis

ranged of x, Deita will be minimized by choosing

cy = < (AITO) > = > (TO) (7.11)
i |

The threes ?11ter functions Gamma+K (A) used In most

af our work have minimal spectra) overlaps (Filgure 2.17) and

Are thus spproximately orthogonal, A comparison of

Equations 7,5 and 7.1% shows that tne cK can then be

ontaginec py simply sealing the corresponding [+K,

«TF (AYA)> |

c, = <I (AJIR.)>= BL ¢ mamas (7.12)K Ki i TA : 172 TA 1/2i i! 1a i i! nl

{The scaling sffectively normalizes the orthogonal! GammakK

as required Dy 7.31%. Normalization compsnsates for

varjations among the Individual fliters with regard to

absolute attenuation and width of passbands,)

vil,2.1.3 OVERLAPPING FILTER FUNCT]ONS

The assumption of orthogonalily weakens as mors

fliters with overlapping passbands are added 0 enhange

spaectiral| resciution, HOwavVer, the Gramm=Schmitt procedure
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can be used to orthonormajize the enlarged set of functions

{Miidsbrand (1963), This procedure is convenientiy

symrar ized by ¢he recyrrence rejagion,

k-1

™~ {7.13Ix 2 Te Tk > Ts
a=1 |

x = | k-1 I”

The GOGarmasX’(X}) glven by Etquation 7,13 can now be used to

expand fli) In & series ansiogous to that given by Equation

7.9, The cK In this case are net simpis multiplies of the

corresponding [+4K, To obtain the cé¢éK we use Equation 7,13 to

eXpTreSS Cammes¥¢ In Equation 7:11, Performing this

substitution and simplifying ylelds an |terative formuja fer

determining the c+K from the set of measured [+X,

k-1

Fs - > nr) (7,142)o

eg = <I®) DN >

k-1

« f(A} r> - > <I Feefr
gs=1

LL 0 —————em —————————— (7,540i oT 14d}
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Ik - > = Pe KC
Cy, Wm eeq——————
K DN

{where ON Is the denominator of Equation 7.13)

An [mmediate consequence of tpis generalization |s

that the intens|ty observed without any fiiter can be uysed

as a fourth Input to Improve the characterization of Fix),

In this case, the composite spectral response Is simply the

spectral characteristic of the camers, W(X) (given by Figure

2.16), Wilk) spans ths entire spectrum, it ls, by

definition, nonegrthogonal to af} other composite fliter

functions, Wil} pDroviges useful Information In the gaps

between the responses of the red, green, and blue Titers,

vil,2,i.4 WEIGHTED NORM |

8 refinement to Equation 7,10 Is to add a weighting

factor, r{(iA), to emphasize ths error at selected spectral

frequencies,

a - ni 2

A = 2 rep [rey > Kk) (7.15)i k
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A welghted norm is heipful when It [8s Important to have an

especially accurate characterization at particular points In

the Spectrum, For Instance, {it wouid be useful In

discriminating among several specific colors whan the

alternatives are known a priori from an external source of

information, |

VII,3 INTERPRETING SPECTRUM INFORMATION

In typleal tasks we are primarily concerned with

three descriptive oproperties of a region: hue {cojar

sensation, eg,red); saturation (strength of coloration}: and

prightness {total energy), The detajled spectral composition

of ¥(xy Is not needed. For this purpose, It is conveniant

to consider an siternative interpretation of Equation 7.9;

fF{X) can be represented by a [insar combination of primary

colors, The spectra of these primaries ars given by the

orthogonalized fliter functions, GammasK’'{xy, The cK

represent the reiative proportions of sach primary Inciuded

in the mixture (This interpretation is an admission that N

fliters can oniy speci?y N Independent variables,],

Vi1.3.1 RELEVANCE OF CLASSICAL COLOR[METRY

The representation of mrbitrary colors by mixtyres

of standard primarlps {3 a cornerstone of classical

365



cojorimetry, By comparing the mixture coefficients of the

specimen with the known coefficients of the purses spectral

colors: a particyuiariy convenient characterization of hye

and saturation can be obtained.

Most colorimetric representations are based on the

use of three primaries, sincs the human eye characterizes

color with Just three degrees of freedom. The most commen

grimarless have gensrgy peaks In the red, green, and biye

portions of thes spectrum, (These malich the Droades?t range

of visible colors.) Becauss most of our work Involves color

fligeps with theses huss, we wil] review the rsisvant rosyits

of cojorimetry In terms of theses primaries,

It must be amphasized, howsver, that the

representation tc be discussed is applicabie to any set of

spinary colors which satisty two conditionst

: No ong primary can be mategned by a combination

of the other two,

2. Some combination of the three primaries wii

glve white |light,

Theres eox)st arn Infinity of sultable primary systems

ali Interconvertible by (inesar transformation, In the

apsence of ophysjcal reasons for the choice of a standard

srimary system, criteria of convenience may be used. Thus,

any reasonable set of composite fliter functions GammasK’

could be used, Furthermore, the methodoiogy can be

maethematicaily #xtendsdg to accommodats an arbitrary number
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of orthogonaiized primaries, This gensrallization will be

developed later,

Let R be the value of <céK corresponding to the

intensity observed wlth the red filter for a given stimujus,

fix), Simijarly, (et B,G rasprasssnt the coefficients

derived for the biue and green fliters, Physically, theses

cosffilciants can be Interpreted in terms of a Gedanken color

match experiment, They represent the raiative proportions

of white light that must be projected through esach of the

composite filter functions to synthesize the unknown

specimen,

If these three primaries are superimposed on a white

screen; In the proportion established by thes cK; the

ehroratic content of the resulting mixture will be

indistinguishable from the original stimulus by & perceptual

system using the same composite filters, In this sense, the

¢ripist (R,G,By constitutes a specification of f(iy. R, GC, B

are caljed the "tristimulus values” of f()), They are based

gn the primary system

[ry THN) rye) (7.186)

To concentrate on the chromatic nature of a

stirulus, Its hue and saturation, It 1s desirable to

eliminate the Irrelevant dimension of brightness, The

nehavior of color mixtures are govarnad by linear relations
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known as Grassman’'s Laws (discussed In Sheppard [1968]),

Two useful consequerices of theses relations are:

i. Lumingsities at different wave iengths can be

xdded sigebralcaliy to obtain the total brightness.

Z. All tristimulus vajues may be muitipiled by tns

same positive factor without altering the chromatic content

of the specification,

Total brightness I= thus sxpresssed by the sum of tha

tristimulus coefficients, The [um|nance Information can be

removed by dividing sach of the tristimulus terms by thelr

Sum,

es BR (7.47"“"R+G+B hres

I ©SE 7.478 "R+G+B t/ 478)

- BB (7.47¢b = FY G+ EB Lhe

rs9, and b are known a3 chromaticity (or trilingar)

coefficients, They are not independent: they must sum to

one, Conssquentiy, the reiative proportions of the

srimarien (whigh determine the color properties of a

specimen} can be expressed by two [ndependent variabiss and

represented by a singie point in a plans,
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Vi1,3,1,1 CHROMATICITY DIAGRAM

this 1twosdimensional coior space |S commonly known

as ®& chromaticity diagram, In Figure 7.5% the axes

correspond to the rejative contributions of the intensities,

seen through the red and green fliters, to the total

juminances, The centripbution of the biue primary Is

represented Impileclitiy through the relation reheg=1, i

point In this piane ;eflects the pcoiative proportion of the

total energy smitted by a stimujus that (ies In the passband

of each (orthogonaly fiiter function. For example, the

point iabeled W signifies an ecual contribution from each

fliter, This point Is conventionally known as ths "whites

point",

Vi1,3,1,2 INTERPRETING HUE AND SATURATION FROM CHROMATICITY

COLRDINATES

The chromaticity coordinates wlll be uBSed to reiate

the analytically determined eK te the gescriptive

properties of hue and saturation,

Hue and saturation are, strictly speaking, the

subjective Impressions elicited by a specimen In a

particuiar observer, under specific viewing and Illumination

conditions, The machine must, of courses, base all its

decisions on hard physical evidences, Conssguentiy, the
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chrorvaticity coefficients will actually be used to determine

gominant waveisngth and purity, Under most circumstances,

these are cliose physical correiates of the psychophysical

variables,

Let us begin by Interpreting the significance of the

white point, AS [ts names Impliiess, this point corresponds to

no hue or zero saturation: physically, the energy is

prasumed to be equaiiy distributed over the sntire spectrum,

A human would |degntify such a color toc be slither biack,

greys; or white, The cholce depends on the luminance isve| of

the {ocal region rejative to the average luminance over tse

entire Image,

The computer must make & simitar comparison,

Since nc luminance Information is retalned in the

chroraticity diagram, [ft Is necessary to preserve the

ynnormaijzed total Intensity (the sum of red, gresn, and

biuel sean at that point, Arn attractive aiternative Is to

cbserve the scenes intensity without any color filter. The

voltage reference provided by the autotarget clrcuit of the

camera |s a measure of the average scans brightness, The

intansity, observed at ihe particular achromatic location,

can then be compared with this global average to establish a

refative tonal value,

Polnt "A"(ses Figures 7.1)s on thes other hand,

represents a distinct chromatic bias; B88X of the totai

juminous energy observed for this stimulus was obtained
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through the red filjiter, & human observer would most likely
classify the hus of the corresponding stimujus as red.

vi1,3,2,1 DOMINANT WAVELENGTH

Suppose that ths original stimulus were now diluted

by mixing It with wnite ight. Ke know from sxperisnce thst

this addition wil] jighten the red, making It appear (sss

saturated, [t will] not, howsver, alter the undsriying hus,

Physicajfiy, the white [ight increases the ensrgy i{esve] at

seach Spectral frequency by an egual Increment, In terms of

the chromaticity cosfficlients, the affect of Incrementing

seach tristimujus vajue is to reduce the rejative importancs

of the snergy peak In the red eng of tne spectrum, This |s

showr |n the chromaticity diagram by a shift In the mixture

coordinates from "A" Cowards “WT along the Illine connegting

ther,

“9 conclude that ail points extending from "HW" ajong

the [ime defined by angles thetaiR corrsapond te the hye,

“rag”, (Simiiar|y, al] points representing biue specimens

at various jeveis of saturation would [ine up along another

locus defined by angie thetail,,

More generally, the angle tneta specifies what we

nave cljied the "dominant wavsisngth" of a stimulus, This

phrase can be formajly defined as that spectral color which,

whan corbined with white (uniform spectirumy, produces a
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mixture equivalent in appearance to the actua] stimujus, (an

exception to this definition Is that no pure coior,
corresponding to red=biue mixtures, exists In naturse,)

vil,3,2,2 PURITY

The position on WeA at whieh the red=white mixture

wiil plot depends on the percentage of white that was added,
Purity Is the term that sxpressses the relative proportions

of white and the corresponding dominant spectrum coior that

are needed to match a particular stimulus. This preportion

Is represented geometrically in the chromaticity diagram by
the ratio of the distance of a stimulus from the white point

relative to the distance for the corresponding pure color,
This ratio Is expressed most easily with vectors

[S - Ww S = coordinates of stimulus
P= ——— | W = coordinates of white point (7,18)

ID - Ww D = coordinates of Dominant wavelength

Purity varies from 0 to 1 as S=bar moves between Hebar and
Depgat.

In ¢wo dimensions, we can satabliish a computational

squivalence between the ratio expresssd by Equation 7.18 and

the corresponding ratios obtalned using only the r or 9
coordinates of the vectors
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o _ rg - rol _ 8s - Eyl (7.19)
Irs ~ Twl  T8p - Eyl

Pure red |s represented by chromaticity coordinstes of

(1,€3+ Thus, for Instance, the purity of point "A" |s glven

oy

P = Seth = 0.7 (7,20)

vi1,3,1,2,3 DEGENERACY OF CHROMATICITY COEFFICIENTS OF PURE

COLORS

In general, pure colors cannot De adsquatsiy

represented by thes [ntensitiss cbtained from a finite number

of noen=overiapping fliters, Any pure spectral frequency

myst ile excius|valy in the passband of a singie fliter,

Conssquantiy, all completely saturstsd colors wl|l bes mapped

into one of the vertices of the color triangie [{lustrated

in ¥igure 7,2, Short waveiengihs wi|il be mapped Into

vertex (rr, 928) (le, anergy passed oy bluse f|liter), long

wavelengths [nto vertex {(r=lj, and middie wavelengths into

{g=1},

As a result of this degeneracy, Equation 7.18 must

be rodifled, The denominator should express the distance
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from the white point to the vertex (In Filgure 7.2) that

containg the actual! saturated hus. Note that the degrees of

degeneracy wii| decrease |! more than threes fijters gre

used, because ths spectrum will be more finely partitioned,

The inability to represent pure cojors Is net an

important [imitation In practice, except for the comprom|se

introduced Into the definition of purity, Rea| world

objects of ths types encountered In the hand-eye environment

typlealiy have Very broad spectral reflectance

characteristics, When these objects are viewed with broad

band fljuminations (such as room lighting), some snergy will

always be registered through each of the fliters (see Flgure

7.3 },

vil,3,1,2,4 RELATION OF DOMINANT FREQUENCY AND PURITY TO

T(x}

A rough correspondence can be sstabiished between

dominant wave|langth and purity and the detailed composition

of the original waveform, f{\;, The dominant wavesiength

wii] usually coincide with the wavelength Aéimax at whieh

{2} Is maximum, This coincidence Is especially i{ikeiy for

wo | |=bDehaved (smooth, continuous, monotonic) spectra typical

of simple rea] world objects,

Purity refers to the degree of predominance of the

strongest wavelengths, ralative to the average energy levels
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found over the Spectrum {see Flgure 7.4 ), A statement of

this predominance Is sxpressed by

pr - Llotal ensihie level (7,21)

P’ bears a qualitative association with purity defined by

tquation 7,18, P’, likes P, varies from 8 to 1 as the

dominant peak becomes more sharply defined,

VII,3,2 BEYOND TRIVAR]ANCE

The visual system of a norma i observer is

trivariant, With the excaption of brightness, two

independent dimpnsions specify chromatic properties,

Qominant wavelength and purity thus constituts a necessary

and gufficleny get of degcripgorg for a hyman obgerver,

The color discrimination of the human vision system

Is fundamentally constrained by Its trivariant natyrs,

The transformation betwesan a complex spectrum and the two

color descriptors can be modeled with three fiiters. There

appears then tc be no necessity for a machine to employ more

than the three color filters required to achleve a

comparabie levs] of discrimination, On the other hand, there

is nothing that (imits the number of fljters a machine can

employ, This fresdom motivates us to at least consider what

advantages, |f any, accrue from the use of more filters,
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If sufficient Justification ex|sts, we must then general jze

the concepts of dominant wavelength and purity to apply to

the representations obtained with an arbitrary number of

fliters,

vIT,3,2.1 METAMERS

The main advantage of using more filters arises from

the Increased abijity to resolve metameric matches,

Matarsers ars two specimens that appear to have thes Same

color description, when in fact, their detalied spectral

compositions are dissimilar. For axampie, when -

spactraliy uniform white Jlight Is matched by mixing

appropriate proportions of pure red, green, and blye light,

the match is sald to be metameric (see Figure 7.5),

Metamers result, because there are not senough

Independent paramsters from threes fi|ters to register the

fine structure In the spectrum; in electrical engineering

terminology, the spectrum [Ss undgrsampled. Matamers are

always defined with respect to the color sensitivity of a

particulier observer, * Thus, another perscen with a higher

inherent sensitivity to red might see the discrets spectrum

in Flgure 7.5 as pink rather than white. The gepesndency of

metarers on the characteristics of a hypothetical

mono=varjant observer Is Illustrated In Figure 7,6,
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itd a————

x — A
a. TRUE WHITE b. METAMERIC WHITE

Fig. 7.5 Metameric Match

E

| | OBSERVER 1
3 .325 375 4A (my) .3 .325 375 4A | E, *¢, aA = 500

J Ey *¢,8A = 500

JE, *¢,0A = 500

Eo | %2 OBSERVER 2 JE, *¢,0h = 375
1 1

| di OBSERVED
| BRIGHTNESS

3 .325 375 4A 3 .325 L375 4A

SPECTRAL ENERGY SPECTRAL SENSITIVITY
DENSITY OF OBSERVER

SPECTRA E AND E ARE METAMERIC TO OBSERVER | BUT DISTINCT TO
OBSERVER 2

Fig. 7.6 Dependency of Mctameric Match on Characteristics of Observer
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Vil,3,2,2 THE NEED FOR MORE THAN THREE FILTERS

It Is highly Improbable that the thres fliters

chosen for yse by the machine wli| ey actiy match tha

spectrai characteristics of ths corresponding “Tiiters” in

the head of whoever Is trying to describe colors to 1t, The

choice of red, green, and biue fliters Insures that ths

correjation wilii be ciose enough So that most _

distinctions which a particular person can rescive, can aso

be discriminated by the machine, It is also the cass,

however, that some spectral pairs wii] appear metameric to

the computer but not to a person, One of the principal

reasens for considering the use of more than three filters

is to minimize the contingsncy that the machine will bs

unable to discriminate color distinctions described to It by

any of a large opopbujation of people, (Conceptually, ons

might say that the machine can use combinations of n

fliters, three at a time, to sss whether two colors can be

rescived using any of theses fijter comblnat|ons,)

It is suspected (but ms yet unsubstantiated) that

the higher dimensfonallty of additional fiiters Is he lpfyi

In resolving smal] overal! color differences in the presence

of nolse, Assumes two Spectral distributions are similiar,

except In a smal interval of wavelsngths. This

distinction would clearly be most pronounced In the output

of a narrow f]|ter centered on that part of the spectrum, In
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pattern recognition terms, the parameters describing thase

two spectra wiil be fyrther apart in a highsr dimensional

mesasursrent space,

Additiena]| fiiters, however, wll] aise detec?

disparities In spectra that should be contalned In the same

equivaisnce class, by human standards, Thus, scatter |[s

introduced Into the cluster of parameters corresponding to

gach color, Whether or not a2 net galn In the ratio =f

intere=ciustsr/intraecgjystear distance Is achieved must ba

determined experimentally for a particutar set of objects

and observers,

It is, of courses, not necessary to restrict a

machine to spectral discriminations that correspond 20 human

Judgement, Resolving a person's metarsric ambiguities might

weil Ds a powerful way for the machine to discriminate

between different stimyil that a person must distinguish by

cuss other than color,

vii,3,2,3 DEFINITION OF DOMINANT WAVELENGTH AND PURITY FOR n

FILTERS

The concepts of dominant wavelength and purity gan

be gSensratized by extending the geometric interpretation of

theses terms (devel|Oped In Flgure 7,1) to a symmetric ne}

dgimensional 3pace,

In Figures 7,7 the bius chromaticity coordinate Is
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explicitly ussd In crder to represent the coor

characteristics obtained with three filters jn a symetric
color space, The space Is constructed Gn the surface deflinsd
by ths plians

r+g+hb =1 (7,22)

The point at which the vector, determined by the tristimyjuys
coefficients, plerces this plane defines the norma|lzeg
triiinear coordinates, {The projection of this point snto

pians r=g de? ines tras equivalent point |n the chromaticity
diagram, Flgure 7,1,; The angie theta’ defined py the vector

from the effective white point W' to a sampis point (r,g,n)
I's used as a measure of hue, Simliarly, the distance from u-

to a sample point, normalized by thse distance te any of the

vertices {They will bas seauidistant with normalized

fliters,), Is a measure of purity, This construction Is

dglrectiy extendable to higher dimensions, Given 2thye

intensities from n #1 |ters, we Intersect this vector with 8

normalized n=y dimensional surface drawn in an n=dimensiong|

hyperspace, The direction from tne whits point to the

plercing point Is again taken as a measure Of hue, while the

normalized euciidean distance is # measures of the
saturation,
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Vil. COLOR RECOGNITION

We now describe an approach ts automatic cojsar
recognition based on the chromatic|ty representations
deve |opad In the (ast section, For simplicity, the
discussion wil] be bassd on threes orthogona| Lo¥b filters,
Alt aspects, however, can be gensralized to accommodats an
erbitrary number of gueh fiiters,

The base recognition process Involves Simply
mapping an unknown stimujus Into the chromaticity spaces
lilustrated In Figure 7.7, The computer then determines the
recognizabie color whose direction from the white point 1s
ciosest to that of the specimen, For exampie, In Figure 7.8

the unknown would be sa|ied red, Purity is then measured,
If the stimulus Is sufficiently saturated, the closest hus
Is returned, Otherwise, hue is net significant; the sample
Ils assumed to bs aghromatic, In that case, the rejfativs
brightness Is returned, as described sariiar,

VIl,4,1 ESTABLISHING RECOGNIZEABLE COLOR CATEGORIES

The transmission characteristics of our cofor

eN3OrS are not cajlbrated to any standard observer, It

would Involve considerable effort to define formal

correspondences Detween coior categories and angular

position In Figure 7,8, We have opted to avoid standardized,
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cojer notations In favor of emplrical definitions, The

machine Is taught the desired color discriminations by the

human operatori

1, The operator shows the machine a specimen

belonging te an unknown color category.

2, The machine computes the chromaticity .

coordinates of this sampie and assigns to them whatsver

color name is entersd by the opsrator,

3. Each cojor category can be refined by additional

samp i#s, The center of gravity of the czluster coordinates,

representing BR previous samples of a given color,

explicitly defines what |s meant by the associated color

name,

The Interactive nature of color specification

insures that, In most cases; the machine and the

experimenter will agree on what Is meant whan calor is

mentionsd In a task description,

vii,4,2 A DETAILED DESCRIPTION OF THE RECOGNITION PROCESS

An initial eojor vocabulary must be sstabdl lished,

This can be dons by showing the compute, sampiss of several]

eolors and identifying tham by names, This procedure need

not be repeated at each sssslion, because the cumulative

experience of past sessions, represented by cluster center

of gravities can be |[oaded from disk storage.
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When the program Is eal|ed upon to Identify a color,
It first obtains the spescimen’s chromaticity coordinates

using Equations 7,17, These coordinates are uses to define a
direction relative ¢5 ths white point, which Is then

compared to the direction of known colors,4 computations) |y

expedient way to determine the pest match is [ijystrated |n
Figure 7,9, :

1. Transform the vectors from the white point to

all cluster ocenters and to the unknown specimen into ynjt
vectors by dividing each ons by its length,

2, Perform RB nearest neighbor match on the

hypersphere defined by the end points of these normalized
vectors, |

Purley |g determined using ths original tengeh from

W to the unknown, as shown In Figure 7.18. The symmetry of

the Space allows the distancs corresponding te Puli

saturation (at any hue) to be represented by the distance

from the whites point to the periphery of a glircis drawn
through the vertisssg nf triangle riGsb,

The distance of the unknown to the closest c¢ojor

category, refative to Its distance from the second best,

reflects the conf |dance of the mateh
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TRIBTIMULUS COORDINATE SYSTEM

"GREEN"
UNIT VECTOR

X | SAMPLES OF "GREEN"
"GREEN" CLUSTER / "CENTER pu

1s

SAMPLES OF,

"BLUE" LUWHITE" W SAMPLES OF
de "RED"

\ AN  / ~"RED" CLUSTER

/ UNKNOWN NE2% X #

b a x | “2  o

B

BLUE UNIT VECTOR —_— Ti R
CLUSTER CENTER UNKNOWN RED UNIT

UNIT VECTOR VECTOR

|U-R|<|U-B|<|U-G|—"RED"

Fig. 7.9 Nearest Neighbor Color Recognition
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Fig. 7.10 Color Purity of Unknown
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(7.23

IP,- 0] ° |

U = coordinates of tip of "unknown" unit vector

P = coordinates of tip of unit vector from best
1 ~~ match category

P= coordinates of tip of unit vector of second
2 = best matching category

Thus, in the exampie |Iiustrated In Figure 7.9,

R - T

Cc =1 - ET (7.24)

Czy for an exact match and decreases to Zero when the

unknown Is exactly halfway between established cluster

conters,

When confidence of a cojor identification fails

below a ove set by the program requesting color

Information, the color routine can Interact with the

operator to Improve [ts performances, It can ask, for

example, for tho correct identity of the questionable hus,

If the actual color corresponds to an existing cluster

center, that center of gravity Is shifted towards the new

sampie point, Insuring a higher confidence match the naxt Co
time this variant is sncountered,

On the other hand, If the cojor had not bsen sesn

391



before, a naw ciustar Is established with the coordinates of

this sample as the (nitial center of gravity, In theses

ways, the program, mueh |lke a childs Is able to sharpen ts

color discrimination abliity as It accumulates exper iencs,

The following example typifies this behavior, When ths

. program was first [mplemented, It was taught the gross

distinction between red and green oblscts, Naturaliy, ths

flest time |[t was shown an orange object, It confused |t

with red, After the program was informed of ths

distinction, |t never repeated that particular mistake,

V11,4,2,1 LEARNING DISTINCTIONS WITHIN CLUSTERS

As the program acqulres more sophisticated cojor

discriminations, It Is aiso {iksly that some of the

previously acauired clusters will become unwisidy and nesd

to be partitioned, For example, when only a few widely

separated coors wars known, It might have besn accedtlablse

to ump ail shades of Blue (from greenish to purplish) under

that ome heading. Because of these variants ths cluster

corr8sbonding to bius might become wide|y scattered over, a

mujitielobed pattern, In a crowded space with many

neighboring clusters the direction defined by the canter of

gravity, denoting afi! shades of bjiue, might provids a very

poor match confidgnee for certain of the shades,

Recognizing this contingency, the program could request ths
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experimenter to refine the categorization by oroviding

identifying names for association with the ma jor

sub=clusters withln bluse,

Vii,5 RECOGNIZING OBJECT COLORS IN SPECTRALLY BIASED

ILLUMINATION ;

We have specified a method for cbtalning

I) = SQ,)O(} (7.25)

This product Is equivalent to object coior, O(N), only when

the Illumination Is provided by a spesctraliy fiat white

source (ag, S(h) = 13, In removing this restriction we must

come to grips with the psychological phenomenon known as

color constancy,

vil1,5,1 COLOR CONSTANCY: AN INTRODUCTION

Chromatic adaptation or color constancy refers tp

the weil=known and remarkable ability of humans to perceive

an object In ts natyral hues in spite of considerable

spectral bias that may be present in the 1jluminant, Ths

Implication that perceived hue |3s not strictly a function of

physical wavejength has been a suspicion of students pf

| cojor for at least several! centuries. Edwin Land's
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refatively recent experiments with two primary coijor
projections have provided astonishing evidence that

perceived colors of al| huss can be elicited by combining

light from Just two relatively narrow Spectrai bands; wheara

the cholcs of bands |s substantially arbitrary, The mpst

tenab|e explanation for Land's observations Was anticipated

by H,von Hsimho|tz [1924] In his classic work on cojor

adaptation In colorimetry, Helmho!itz would probably have

disagreed strongly with Land's contention that

“There Is a discrepancy between the conclusions one

would reach on the pasis of ths standard theory of color

mixing and the resuits we obtaln in Studying total Images,

Ang this departure from what we expect on thas basis of

coforimetry 1s not a smai| effect but Is compiets."

He [mhoitz concurred that colors percelved to bsiong to an

object (as opposed to an isolated paten of {ight} may Indeed

depend on other factors besides ths spectrum of the radient

Flux, A strong Infiyénce will obviously be exerted by |

the spectral composition of the {iiumination sourcs,

He|mholtz, however, assumed that the natures of this bias

could be Inferred from the overall appearance of the ob iscts

and background combPrising a total Image, He hypothesized

that the Influence of the Illuminant on the meRsSyrad

spectrum could be systematically discounted to determine the
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subjective hus associated with any particular specimen using

conventiona| jaws of color mixture, In his own words,

"We form a Jyudgemenyg aboye the cojors of bodies,

eliminating the differences in [ijymination by which a body

Is reovenied to us,.,,By sessing objects of the sams tojor

under these various |[iuminations we iesarn tc form a correct

Idea of the coior of bodies) that Is to judgs how Such a

body would [ook [n white (ight) and since we are Interssted

oniy In the color that the body rstalns permansntiy, we are

not consclous at all of the separate sensations whieh

contribute to form our Judgement,"

What is special about colors, perceived to be locallzed

within a non seif=-juminous object, that chailsnges the

classic colorimetric modeis? The term "object color” implies

that the Judgement ,f hue |S probably based on infgrmatigsn

from ® number of (ight patches. This information Is

processsd In the cortex to yield the perception of an object

isclated from the background. Judd [1968] conjectures

that, simujatansocusiy with this perceotion of object colar,

there must be a perception of the color of |Iight by which

that object Is ({luminated, We wll| shortly suggest specific

techniques by which a machine can utilize globai knowliadas

to obtaln the regulired spectral characteristics of ths

source,

395



Oblections have been ralsed to tne term “discounting

the 1lluminant” on the grounds that it Impiled a deliberats

Intel lsctua| Judgement on the part of the observer, Mpst

psychologists believe that constancy phengmana are

unconscious and [nyvofuntary (Helson {19431,., (Effscts of

color constancy have been observed, for axampie, in other

mamra|s to whom we are reluctant to ascribe human powers gf

reasoning.) Helmholtz, howsver, had Intended his hypothesis

tc be a mode! of an unconscious process: the measured color

coordinates of the object are mod!fled by the Inferred

coordinates of the [lluminant to yield the classical cojor

repressntation of the perceived hue,

Machine colar perception Is realized through

deterministic processing of spectral data obtained from

shysica| sensors, The basis of our mechanization of this

function emerged as a dirsct consequencs of The spectral

analysis model of color perception developed sarjller, The

simplicity, with which we can obtain and normalize cut the

Iinfiuence of the sourcs spectrum to optaln an oblect’s

inherent spectra refjectancs characteristics, [ends support

to the plausibility of von Helmho!itz’ approach.

¥i1.5.2 REQUIREMENTS OR CONSTANCY IN MACHINE COLOR

PERCEPTION

when a man describes an object oy [ts color; he Is
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Inciined by his senses of constancy to mean the hue (as Seen

In white (ight) that the body appears to retain permansntiy,
He Is usually not aware of the reflected wavelength that

happens to be dominant under the current ljlumination, it

Is Iwperative that we provide a Comparables constancy for gyr
machine's color sense, This preserves ths common perceptual
frame that both must shars |f communication petween man and
machine [s to be poss|bis,

vi1,5,2,1 SOURCE ADAPTATION FOR COLOR CLUSTERING

Independent of this need to communicats, Source

normajlzation Is |[mpllgitiy required to obtain consistent

identifications of oh ject coior using the adopted

cluster=distance recognition paradigm, The coordinates of an

observed specimen must be transformed to comdensate Jor any

spectral dissimlijarities that exist betwesn the {jiuminants

used for learning and for recognition. Our entire basis of

Identification wouid otherwise be obsoiete, whenever the

tighting differed from that under which the i{esarnsd clusters

. Ware first observed, Furthermore. since color

discriminations are intended to bs refined over severs)

sessions, |t Is glso necessary that we be able to combines

cluster coordinates (sarned under various iliuminations on a
commen scals,

Both requirements are met by estabiishing a standard
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Iliurination to which all observed color coordinates ars

normalized, The natura! cholce for such a refersnce ls
spectrally flate-white {lght. The coefficients will then

correspond to the spectral reflectance of the object and the

analysls of the preceding sections can be appiisd dirsctiy,
(Ons could [magine = bruts forge approach to

constancy as a direct sxtension of the cluster goncent, Ald

clusters would simply be partitioned according to the

l1lurination conditions that pertained at the time they were

obssrvsd, Subsequent recognitions Wou]d then be attemptsg

eniy In that sybespaces whose Itiumination corresponded to

the currentiy praval|lng condit|ons, Parsimony., howsver,
Is irportant for survival,

VI1,5,3 SOURCE NORMALIZATION OF CHROMATIC COLFFICIENTS

The Intensity In the reflected Spectrum at each

wavelength (f{X)} Is the product of the Incident

liturination and the relative reflectance of the ob ject,

both taken at the wavelength In question (see Equatisn

7.25), If the spectral distributions of the reflected and

incioent |jgnt are botpn available, the desired object

reflectance function, O(X}), can be recovered by dividing

f(A) by the Incident Illumination on a frequency by
fraquency basis,
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(7.2%)

{Evation 7,06 15 nly nafined for continuous, pronadbhgrs
SQourre@ sCtectra of the Lvpe ordinarily found in room

gnvirzonrents, liluningtions “ith strong spectral bias are

nett. ¢cersidesracd, i21son [1943], however, has nserfrormasy
retavant psychologizal stuaning,)

; Tne cen needad to describe 0{X) are oviained wy
usir~o Laugtion 7,76 instean of FIX) in tauation 7,12, 1¢

tix: aro SEA) ars nach Already expressed as a series of

arr=anorratized filter funeations (See Lauation 7,93, then

the CK corresponding te GA) can be directiy found: each

c+ in the axpansion of T(x) Is divided by the carrespondinrg
ecrftficient In tha gsepring tnp S{X),

| (7,27,
| Cx), " |

[x “sp

Sourers Cajliorating

Tne source j= easily calibrated by using an oplezt

for whien O(Ny is know, The process of tetlaraining S(),
giver F(X) and O(N) Is conrtately anajogous to the procedure

for obtaining O(A) given f(N\) and CE 5 on I "he {1lumination,
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fix), refiected from the reference object is Measured. S{\)
is then given by

(0) = f)/00) | (7,28)

Vil,5,3,2 CHOOSING A CALIBRATION OBJECT

The callbration objget can De any tonvegnignt fixtyr,
of tha environment, In the specific context of hand-eye,
the gold base of the arm Is appropriate. This functien

coulc aiso be servsd by any recognized object whose color |g

intrinsic and Known from past experisnce (eg, Al}

wedge=shaped biocks are biue,) The only constraint Is that

the object's reflectance be spectrally broad to insure that

the source spectrum will be observed at all wave lengths,

Aithout Joss of gensrality, a fiat-whits reference

surfaces (eg, a plece of matts paper attached to the bass ¢f

the arr) can be used to insure this last condition, The

reflectance function of this surface is # constant,

typically BO. at all wavs iengtns, The spectral

distribution of |ight obssrved on a white surface Is thus ga

direct “"reflaction" of the characteristics of the

tilurination source, .
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VI1.5,3,3 CALIBRATION IN THE ABSENCE OF KNOWN REFERENCES

Psychologists have found that It is often possibile
to assess the nature of a source Dy considering liiumination

highlights reflscted from glossy objects. in the absence of

highiights, one tan assumé a random distribution of

spectrally selectivs objects and take the AvVerags
chroraticity comp {ed over the whole scene as a

characterization of the source. (This, of Course, assumes

uniform Jiljumination over ths Scens,) Thase techniques,

NOowever, are more app|icadblis to a robot exploring outer

space than to ons that Ilves in the constrained snvironment
of a corouter room,

A deterioration In the recognition confidence Is a

cause to suspect alterations In the illuminant. This

hypothesis Is easl||y confirmed by recajibrating the sources,

Any object whose color Rad previous|y been dstermined with

high confidence can be used as & secondary standard.

Vil,6 ACCOMMODATION [N COLOR PERCEPTION: THEQRY

the accommodation considsrations involved in

obtaining accurate Chromaticlity coordinates ars

theoretically those involved in obtaining accurate

photometric [ntensity measurements, To optimize signal/noise

the camera sensitivity must be peaked for sach fliter sg
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that the signal evel corresponding to the desired intensity
ls Just shy of saturating the vides ampiifigr, The clips
Should then bs set to window thls signa| level! at maximum
resolution,

Sensitivity adjustments Are especially necessary to

compensate for the wide ranges of attenuations, 8ancountered

when [ooking at a colorad stimulus witn severa] spectrally
sgilective f])ters, It Is rare that the Intensities saan

through a1] fi {ters wilii simultaneousiy fit inte the widest

quantization window at | single setting of camsra
sensitivity,

Vil,6,1 SPECIAL CIRCUMSTANCES

Signai/no|se may not always bes a problemi red can be

re labjy distingyulshed from green with any gross|y sultan e

accormodation, On the other hand, it Is possible to

distingulsh particular cases which warrant carefyli
accormodation to |nsure adeguats results, Obviously, at (gw

ITturination levels, coior differences are obscured by jow
signal/noise, A special Instance of this oprobiem Occurs

when attempting subtle discriminations of smail{ color
dglfferences,

Subtle variations In hue are Usualiy most

distinguished by the pressnce of minor spectral components

it wavelengths considerably removed from the dominant coor,
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Asa result, the most stringent requirements for measurement

resoiution exist for readings obtained with fliters whose

passbands exclude most of the energy reflected from the

ob ject, In Chapter 3 we demonstrated an inverse

reiationship bDetwesn attainable glignal/ noise and the

crevalling Illium|nagtion level, In detecting small cojor

differences, we are thus faced with the unfortunate

situation in which we raquire the most signai/nolise in those

areas of the spsctrym In which the light snergy Is wasakest,

Accommodation Is also crucial when determining a

weakly saturated hus, The problem Is best |ljustratead wlth

reference to the coloreciustar space depicted in Figure

7.1%. The tolerable error in measuring the coordinates

of the specimen myst be sstabjished In terms of the ®rrors

they Induce In the direction of the |ine, defining dominant

hue, This error sensitivity |s obviously most critical In

the cas® of unsaturated hyss because of thes [everage

generated by their close proximity to the achromatic point,

A forturate coincidence Is that unsaturated hues ares usually

characterized by high reflectance over a broad spectral

band, This enhances attainable signal/noise. When

pr ightnsss Is low, however, the effacts of nolay

measurements are especially serious.

It should be remsmbersad that msasuremant acturacy

can always be Improved somewhat by reducing the noise wlth

temporal or spatial averaging, We have indicated
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SMALL UNCERTAINTY IN COORDINATES OF
UNSATURATED COLOR HAS LARGE EFFECT

r—~— EFFECT OF NOISE
/] ON UNBATURATED

SMALL UNCERTAINTY COORDINATES
IN SATURATED

EFFECT ON RUE A

EFFECT OF |
NOISE ON

COORDINATES

Fig. 7.11 Difficulty of Accurately Determining the Hue of Unsaturated Colors
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situations In color perception wheres such snhancement may be
desirabije, |

Vil,7 COLOR RECOGNITION SYSTEM

A system organization that encompasses the ma jor
congldepations rsalsed In this chapter Is shown In Figure
7.12, The organization agaln reflects the concept of

performance feedback, After Initimilization, the coor
coordinates of an ynknown stimulus are obtained and a

tentative color decision 1s offered, The decision is

evaluated In terms of the measured Saturation and the

recognition mateh confidence, If there Is any reason ¢p

doubt Its wvaildity, the diagnosis routines in the [ower

jeft=hand gorner determine whether confidence can be

Improved by better accommodation or by recalibrating the

SOUPCE, Unilke previous sub-systems, thers is no faljure

exit, If the machine remains unsure after considering these

two possibifities, It Interacts with the experimenter tp

refines its comprehension of gojor categories. This assyres
the Improved conf dgnee,

vil,7,1 EVALUATION CRITERIA

when saturation is very low (typically less than

v1), hye Is not defined, The stimulus Is regarded as
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Fig. 7.12 Organization of Formal Color System
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Achromatic and a tonal] grey valus |s determined, If the

stimuius Is not achromatic and the match conf idence was

greater than ,75, the chosen hue is considered correct and

returned, Otherwise, the dlagnosis routine Is calisd to

determine whether confidence and/or saturation can be
Increased by more careful accommodation,

vil,7.2 DIAGNOSIS

Signai/noise, as shown In Figure 7,11, Is & Seriays

consideration with Leakly sat, rated signals, When P< 4,

optiral accommodation can signiflcantiy improve confidence,

Two |evels of accommodation are distinguished, The

program is Initia|ized to ieve! zero. In this mode; the

quantization window Is opened as wide as possible to

SNCOrpAasSSs the fargest rangs of Intensities. The

sensitivity Is then adjusted only when the intens|ty

observeg through a f|liter Is hardec|ipped by the quantizer,

This Is an efficient strategy for the majority of cases that

do not reguire optimal tuning, When confidence gang

saturationare both jow, there |S a reascnabls likeiihood

that caresfu] accommodation wl]! be abils t0 restores the

confidence, In this case, the recognition |s repeated using

clips and sensitivity optimized for each filter,

1f accommodation Is not at fault, a likely

possiblity is that the Illiumination source has changed
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since the last calibration, This suspicion Is easily testeg.

If confirmed, the recognition stage could be repsated using

the updated source mode! ta Fe=nofmaiize the original

tristimulus coefficients, (This feature has not yet been

Implemented, Consequently, the environment Is current|y
constrained to snsure 2 stable SoUrece.)

If the original source calibration was valid; the

program finally assigns the fault to an incomplete color

categorization, This situation Is remedied by Iinteractihg

with the human operator (or concolvably with a program that

may have a reason for preferring ene of ths two bgst

matches, The Interaction may have thres PosSSible outcomes

% If the color ¢f the stimulus nad not previousiy
been seen, & new category Is created,

2. 1! the color of the stimulus Is a variant of an

existing color, the stimulus coordinates can be added to the

ciuster for that color, This action wlll shift the center

of gravity towards the stimulus, causing the gonfidance to
improve,

3. 1? the confidence does not improve sufficient|y

after the stimulus Is added to an existing cluster, a naw

subec luster should be established, distingulshed by its gown

coijior nams, Freviously ssan sampjes of this new coior

should be partitioned from the original cluster and

re=assigned to the new category, This refinement Is RISO not

yst avaiiabise, |
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VI1,7,3 ATTEMPTED IMPLEMENTATION OF THE SYSTEM:

FAILURE OF PMOTOMETRIC CAMERA MODEL

When this ecofor recognition paradigm was first

Implemented, its |[nitial testing was performed without

benef|t of acommodations, The sensitivity was manuajly sat

such that the Intensities, passed by the three fiiters, wers

distributed over ths |Inear range of the quantizer (which

had been set for maximum width),

After ths feasibility of the approach WES

estab ished, the standard sensitivity and gvantization

accommodation routines (used In the verifler,etc,) were

Installed with the Intent of maximizing signal/noise for

sach fiiter, However, when sensitivity was adjusted,

performance deteriorated,

The problem was attributed to the anomalous react |on

of the vidiconss spectral sensitivity to changes in target

voitage, This caused the Dbreakdown of the photometric

camera rodei (Equation 2,10) necessary to relates intensit|es

observed at different target vo|tages to a common brightness

scale,

This discovery drastically curtalied the vidlcon’s

sffectiveness as a colorimetric device; absolute comparisons

of intensitles observed through different color fliters at

optirized <target voltages were Impossibis, For axampise,

the ratio of intensities from a white Surface seen through a
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red ang blue color V1 ter would differ by 32% depending on

the target voltage (equal for both filters) at which the
comparison was made,

The attempt to Implement a general cojor theory was

abandoned because of pyr inability to makes photometrically

accurats comparisons over a suitably wide dynamic rangs,

The changes In the vidicon’s spectral characteristics with

target voitage wers experimentally Investigated, It was

found that certain color discriminations were facilitated »,
relatively high voltage levels; whilie Cthers were anhancss

by iow voltages, We decided to take advantage of this

shenomsnon by implementing a heuristic "sequential decision®

oaracdior that converged on the gorrect color by a process pf
elimination,

vil,8 HEURISTIC COLOR RECOGNITION

The dependence of the vidicen’s relative spectral

sensitivity on target voltage poses a dl! lemmas. Wir) sniprs

sach of the composite fliter functions, GammaasKi)}, To

Insure consistency petween the fliter functions, used In

training and In recognition, [It becomes desirable to take

al] measurements with each color fljter at ths same vel tage,

Unfortunately, this Is Inconsistent with the practical
requirement that the intensity seen tnrough a fiiter Ile In

the [linear range of the quantizer. :
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In general, 1t wil] not be possibie to observe the

intensities from afi fliters at a singles voltage’ ths

sensitivity must pe accommodated to achisve the reaulresd

dynamic range, Thus, accurate tristimulus coefficients

cannot aways be obtained, Howsver, in Many cases, these

coefficients are not necessary to determine the closest

color match, For gxampie, If the intensity through the rad

fliter Is substantially higher than that seen through the

bluse and green fijters, then the color is most {1keiy red,

Since the precise Intensity margin Is not important, the

approximate accuracy avaliable with Equation €.12 is usually
sufficient,

vil.8,1 ROLE OF ACCOMMODATION

When discriminating Dbetwesen specific colors, the

dynamic rangs need not encompass the intensities viswad

through ail fijiters, In the above example, as leng as the

Intensity v|ewed through the red fitter was reimatively high,

the cecision wouid not be affected, If the intensitiss from

the Dbiue and green fliters fei] bejow the available dynamle

range,

On the other hand, to distinguish bius from green,

the sensitivity must be set so that the Intsnsitlies, seen

through the corresponding filters, are In the |inear

guantizer range, However, the reading through the red
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fliter Is then not [mportant,

Color recognition can be organized as a sequential

decision process, The dynamic ranges [93 set to successive |y

determine whether the unknown sclor beiongs to particular

parts of the spectrum, By partitioning the decision in thls
way, Ths dynamic range need, at any time, only cover the

Intensities In, at most, two of the filters,

The goai oo? accommodation Is no ionger the

optimization of signal/noise [n a conventiona| sense, [ts

orimary purpose |s rather to maximize the sonfidences of a

compiex decision In cofjor cluster space. The (imitsed

dynaric ranges |s adjusted to amplify the contrast betwsan

carticulier colors at the sxpenss of resoiution in the rest
of the spectrum,

vil.0,2 EVALUATION

Oscision conf |dence | Judged on the basis of thras

crigeria, The base svaliyagion reses on sSa¢yra¢ion and

confidence which are ysed In a mannar simijar to Flgyre

y.42, However, since the accuracy of the color

coordinates Is compromised by the {imited dynamic range, [3

Is desirable to Independentiy svaluate the reasonableness af

the decision, Higher leve| criteria, such as an expec tad

cojor, can be ysed for this purpose,

In the absence of a cohesive vision System, we
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relied, for this function, on a heuristic determination of

the most (lks|y color, The heuristic decision was obtalnsd

by comparing ths ordering of Intensities cbserved through

the various fiiters with the orderings associated wlth

particular eolors, This technique Is especialiy helpfy|

in siiminating ocbviousiy bad cholces, For example, "reg"

need not be considered, unisss thes Intensity seen throygh

the red filter Is syfficlentiy higher than that cbssrved

through any other f| iter,

Vil,8,3 IMPLEMENTATION OF A HEURISTIC COLOR RECOGNIZER

Wwe wlll now describes a specific heuristic color

program, The development of this program {esd to the

concepts contained |n the last section, This program was

created to prov|ds cofor information for the computer

solution of a geometric puzzis known as "Instant Insanity",

{The object of this game Is to stack four plastic cubes spo

that four differant colors show on sach side of the stack,

In this context It was oniy necessary toc distinguish four

goiors? red, green, biues, and white, The concept of

controling accommodation to maximize a decision criterion

can be cogentiy {{iystrated In this limited domain.
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V11,8,3,4 VIDICON FAULTS |

Chart 7.1 Indicates the basic problem, In part

R, the brightnesses as cbserved from an achromatic (grey)

specimen through four fliters are tabuiated at five target

voitages, Part b was prepared ts help Interpret this dats,
Here, the Intensities from the colored fliters have besn

normalized by the intensity of the neutral filter at eagh

voitags, providing & consistent standard of comparison,
Three characteristics are significant:

iF The st tuotive INTACT ION of the color filters,
le, the rat|o between the coliorasd intensity and the neutral

Intensity, Is Inverss|y related to target voltage,

2, The ratic of the normallzed contrasts of the rad

and Green fliters Is relatively Independent of target
voitage, |

3. The normalized contrasts of these two fiitery,

reiative to the bys Pliter, decreases steadily with

increasing voltage, |

Thess properties strongly influence the program's

accormogation strategy,

vii,8,3,2 DETAILS OF OPERATION

The program (ses Figure 7,13) concentrates initially

on the red=green snd of the spectrum, Thess cojors were the

414



Target Voltage

| Filter 10 14 18 22 26

| (volts)

| Red | 101 321 176 697 93
Creen I -275 Abs 63h 849 1.0 |

| Blue | .096 .206 322 156 634
Neutral density .055 115 187 .318 L496 |

--

clipped

Chart 7.la

Video Signal Generated by White Object Through Various

Filters as a Function of En

| Target Voltage

Signal Ratios {| 10 14 18 22 26 .

R/N It 3.47 2.79 2.54 2.19 1.9
G/N Il 5.00 3.869 3.39 2.669 2.4

B/N | 1.74 1.79 1.72 1.433 1.278

N = Signal through neutral dengity figure

R = Signal through red filter, etc.

Chart 7.1b

Video Signal Through Colored Filters Normalized by Signal Through
Neutral Density Filter

(using data from Chart 7.la)
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ACCOMMODATE TO
DISTINGUISH

RED VS. GREEN VS,

{BLUZ OR WHITE)

READ [X 3 FILTERS |

| mEURLSTIC

DECISION: (PRELIM;

COLOR SPACE DFCIEION:
[MMUE, SAT, CONFI

TRUE

RETURN

SATLR YES F Sisk ; NHITE
<0. | (BLUE) - TATA esi
«0.2 {ELSF) CONFI = <3T,

(L POATE ~OU ACE
x0 * OPTIONAL)

TRUE RT ——— ee —— Te —————— NO
FALSE CONFID

BpI mrcaum .
FALSE : y

PRELMAIRY “STRONG DECISION"

SOURCE

RECALIS

REQUIRED

NO RETURN HUE, "WEAK DECISION"

Fig. 7.13 Heuristic Color Program
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sas|ast and most reliable to discriminate, becayse they
happened to be more highly saturated than the biue and .

obviously the white hues. (Saturation WAS a particulary
troublesome detal|, because the glossy surfaces of the

Instant insanity cubes tended to Bleck up {tjluminat{on

highlights, These diluted the purity of ths dominant hus,

The bDiys face, ajrsady the jaast saturated, was the most

adverse|y affected, |

We mentioned the desirabii|ty of using a consistent

target voitage |esve|, Th|s ideal Is compromised in practice

by the overriding requirement of obtaining intensities that

lie In the |Inear range of the quantizer, The foliowing

strategy consistent|y selects the |owest practical voltags,

The sensitivity Is Initially adjusted so that the

intensity measured through the blues f||ter is at the lowest

linear quantization level, This setting maximizes ths

contrast of green and red relative to blue ang white (Chart

7.16), Since blue Is nominally the densest fijter (Chart

7.5), the owes? ssnsitivity at which the blues Intensity is

observable wii| maximize the Iikel|hood that the brighter

intensities from the other fi ters wii] concurrent|y be in

the quantizer window,

The (ast consideration dictates that the widest

quantization window (clipping levels at @,7) be used, Fine

resolution Is not needed, because the required color

discriminations were not particularily subties ones. The
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crucial Jimitatiogn was the dynamie Fange of the guantizer
relative to the Fange of Intensities sesn through the three
colored fijiters, To litustrate the probism, we note that
the Intensity of 4 red object wii! aiways be highest {by a
comfortabie margin) through the matching red fijiter,
However, If ths sensitivity is too nigh, this intensity
could easly exceed what the quantizer can handle, The
resultant clipping wil reduce the contrast betwesn the red
fliter and ths others, decreasing effective saturation,
This accommodation error will reduce the confidence of "pggr
causing potential confusions With "white" and "Biue”,

Foliowlng the initial sensitivity adjustment; the
intensities from ai Pliters gre obseryed yithoyt
Fe~accommodation, In the event of (ow confidencs, any
hard=clipping wll arouses strong Suspiclons in the
accommodation diagnosis routine,

Vil,8,3,2.1 PRELIMINARY DECISION

A preliminary (heuristic) recognition decision Is
formulated directiy from <¢hs rejative vajues of these
intensities, The decision process Is outlined in Chart 7,2,

In genera, the observed Intersities may satisfy
more than ons of the conditions In Chart 7.2, Ths tests,
however, are ordered according to their reilabliity. Reg

and green, for gxgmple, are usually strongly saturated and

418



1. Green > 1.5 Red Green

2. Red > 1.5 Green Red

3. Blue > Green Biue

kh. (Blue > .4 Red) A {Blue > .4 Green) Blue

| 5. Else White

Chart 7.2

Preliminary Decision Table

(exit at first match)
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not likely to fail the conditions associated with them,

The first successfu| test determines tne preliminary

recognition decision, The overal! error rate of ths

preliminary decision was about 9X, Most Orrors were tha

result of omissions by the Initial tests setting up errors

ef comrissien by the {ater tests (sg. Red was rejected,
becauss I(t was on|y 1,4sgrsen,),

This error rate coulg no doubt have been reduced, It

the program were alowed to mod|fy the decision thresholds,

based on the success of the final recognition decision,

These current thresholds wers empirically determined py

observing specimens of the four geiors under a variety of

{1ghting conditions, Over many trials certain obvigys

patterns are estabiished as significant Indicators of a

color, while others were noted to be coincidental, For

exampi®, a red object always appeared Drighter through a rsd

fliter than a green or Liue filter, This fact oOscame a

necessary gondition for TMredness®, On the other hand,

there was no simijarly consistent constraint on the relative

brightness of a nominally red specimen, viewed through the

blue and green filters,

The decisions expressed In Chart 7.2 represent a

wel{l*structured Infesrence problem whose soiution could

conceivably be automated, Becker [19701 and Winston [1$72]

have DToDOSed schemata that appear to be adaptabis to thls

probiesm, A program could hopefuijiy nandie a more genera|
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forrulation, that Is, to infer which orderings AMONyY an

arbitrary number of ?1iters are statistically significant

indicators of a color (from | specified set of
a{ternatives),

vil,8,3.2,2 EVALUATION OF CONVENTIONAL RECOGNITION

After the prefiminary decision nas besn made, the

conventional secognition process formulates an Independent

contiusion, bassd on matching color coordinates, The

reasonableness of this conciusion Is then cetermined by
considering four factors!

1, match conf |dence,

2. saturation,

3. hard clipping ?iag, and

4, agreement with preliminary decision,

The matching decision Is accepted forthwith under

the following conditions:

1. The saturation is less than .10, This condition

must not pe gn Srtifact caused py 4 clipped intensity

through one or more of the fijters, [f the low saturation

Is jegitimate, "white" Is returned, Independent of what hye

was found,

2. The saturation Is greater than ,1i, ths match

confidences greater than ,5, and the preliminary and matching

decisions agree, In this case, the recognized hus Is
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returned,

vil.8,5,2,3 ACCOMMODATION AND DIAGNOSIS

lf neither acceptance conrmdition |s satisfied; the

orogram attempts to determine whether the problem is related

to the initia{ choice of accommodation, The accommodation

diagnosis is also organized In a declsion tabje format (ses

Chart 7.3}, The tests are ordered by the precision with

which the corresponding problem can be pinpointed, The

most oQlaring deficiencies, In other words, are detected

first,

The accommodation decisions are designed to detsect

specific problems, The presence of hard-clippling Is,

for example, not; in Itself, sufficient grounds ¢o

re=accomrmodats, Because of the |[Imited decision space, It Is

Oniy nNecegaldeyY tO cali the sccommodation poutine oncef the

initial sensitivity was either too high (eausing top snd

cilpping with the red or green fliters) or too iow (diluting

the saturation of a njus sample),

The flrst two tests are designed to insure that the

recognition of red and green were not undermined by hard

ellipping In thes respective matched fljters. For example,

tf the hue was not recognized as red but the Intensity In

the reg fTijter was at |east partiaily above the quant!izer’s

range; the original decision must be judged inconclusive,
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l. Accommodation already attempted l. Return
FALSE

| 2. ((HUE # RED) v ((HUE = RED) A SATUR < 2)) 1. Switch to
A (I > .875 volts) Red filter

1, = Tristimulus value observed through | 2. Adjust E.
Red Filter so that

56 < Ip <
773

2+ Return TRUE

3» ((HUE # GREEN) v ( (HUE = GREEN A SATUR < .2)) 1. Switch to
A (I, > .875 volts) Green filter

2. Adjust Eur SO
that  .56 <

5. Return TRUE

i, I < 125 volts Switch to
| Blue filter

» Adjust Eo sO
that .125 <

I, <.187
/ Nl 3. Return TRUE

Chart 7.3

Accommodation Decision Table
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Simitariy, 1f ths hue was Identified as red, but with jaw
saturation, one canngt decide whether the Specimen was
reaily white, unti| the Intensg|ty, seen In the red fliter,
I's not artificially ciipped, The remedy In both of theses
cases is to select ths red filter and lower the sensitivity,
untli the Intensity |s comfortably |n the quantizer’'s ranges,
The recognition Cyci® Is then repeated with the original
sSpures of error o|iminated,

If neither test 1 or 2 applies; it is improbabife
that the actual hue was red or green, The program must now
decide wheather the stimulus Is most likely to be blues gr
white, 1f the Intensity distribution sean through the Bye
fliter Is inltlally below the quantizer’s range, this would
have an adverse effect on the saturation jeve| Necessary to
distinguish jt fram white, Furthermore, as can be seen fram
Chart 7,1, a higher target voitsge Improves the relative
sensitivity of the camera to blue, Thus, after red and
green have been e)Iminated, the target voltags can be

Increased to maximize the |lkelihood of detecting Biuv, | f
It Is present,

vii,8,3,2.4 OTHER SOURCES OF ERROR

[f none of the above situations applies, It |s more

I1kaly that source calibration or an Illegally colored
specimen (rather than poor accommodation) ars responsipie
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for the weak results, If the source calibration Is

confirmed, the program currently returns its best guess,
with an indication that the result Is questionable.

A strategy program Can apply higher leve]

constraints to determine whether the color | reasonable,

For Instance, |? the Interna! models of the instant |nsanity

cubes are avalifabjs, the returned cojor may be mijowed ar

disqualified on the grounds of whether it corresponds, wlth

othar observed gcojors, to a known cubs, If the color does

not rake senses at a higher |eve|, we plan to have the hand

reposition the cube such that the questionable face Is

directly Illuminated by the calibrated [ight Source, This

correction tends to neutralize the principal source of

error, introduced by reflections from neighboring objects of

different color, plcked up by ths surface gloss,
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CHAPTER VIII: CONCLUSION

Accommodation Is insgparabie from perception,

The performance of every perceptual! function depends

implicitly on the appropriateness of tne visun| information

avaliable ts It,

Every function has unique Information requirements,

Resolution Is most Important for some purposss, dynamic

range for others, The i(imited capabliities of the camera

and data channe| make It unfeasibie to include the

information needs of gi functions in a single Image. The

serial nature of pressnt digital computers maks It

yndesirable to do Sg, By matching the Information provided

by the sensor wlth that required by a specific function,

accommodation ovecomes hardware {imitations while improving

performance refiabl|ity and efficiency, |

Acommodat|on shouid not be treated in isolation, as

Aa preliminary to the actual recognition process. The

Information requirements of a function depend on the nature

of the scene and, In general, cannot be anticipated,

Furthermore, as the machine's characterization of & sScens

improves, the accommodation can be refined,

Accormodation, to be effective, must thus be an [ntegral

part of the perceptual strategy,

In this thesis we have proposed a general paradigm

for accomplisning this integration and have demonstrated |t
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in a variety of perceptual functions, Accommodation is sgt
so that the Image predicted by a comprehensive mode! of the

visual channs | satisfies the anticipated information

requirersnts of a specific perceptual function, Ths

paragigr rests on the assumption that the most reliable

evaluation of accommodation In this context Is bassd on the

performance of the current fynction,

VIII.1 ADVANTAGES OF AN ACCOMMODATIVE VISION SYSTEM

i. Level of effort proportional to difficulty of

task, Expensive accommodations can be confined to specific

regions where more de%tal| 15 sssential, This strategy is

not only efficient, It also minimizes the infiuence of

nolse by using nigh sensitivity only when nscessary to

confirm the presences of an expected feature,

2, Selective Attention. The machine: i1lke a person,

comes In contact with much more visual information than it

can process, It is only by selecting the most important

information that elther Is sable to perceive, The

abliity of a physical sensor to supply information is aiso

{imited, A camera, for sxamp|s, cannot simuitaneoysiy

provide high spatial resolution and & wide Tisid of view,

Accommodation allows the computer to concentrate the

available camera resources on those aspects of a scene In

which [tT Is most interested, Accommodation sliminatss
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ynnecessary detail at the data entry level, in paraliel over

the entire image, in econventlonal oplcture=-process|ing

systems the camera (5 manually tunsd to provide the most

detal ied Image, The computer must than eliminate al] of the

lrralevent detall with (serial) pre=processing aigorithms,

Thess systems are overwheimed In af! but the simplest

anvironrents, Accommogation can smphasize ssiected portions

of a corplex environment to provide Images that are sufinbly

simpiified for specific perceptun] functions.

Accommodation enables the computer to utlilze what

it knows, a prior|, about a festure and the environment to

improve Its abliity to see that feature,

3, Performance (imitations, The performance of a

percedtual function can pe ImProveg either py applying more

sophisticated processing to a given image, OF by adapting |

the accommodation to obtain a more appropriate image,

Most research In thls field has peen directed toward

the development of more powerful algorithms to cope with

Inappropriate Images, Accommodation, on the other hand,

attacks the source of the problem; the quality of the Image

which poses the fundamental {imitation on reliablifty,

Furthasrrora, the amount of effort devoted to optimizing

accormodation wili be, in many C&Ss3, considerably 18sS than

would be necessary to achieve & corresponding increase in

performance through processing compiexity.

4, Autonomous Operation: Automatic accommodation
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eiirinates the need for manual Intervention In picture
processing, In previous Systems, the camers was manus |y
adjusted to emphasizes the overali Image of an ob ject of
interest, There was no provision te optimize accommodation
for the requirements of specific functions and ng
possibility of altering the original image if an ajgorithm
falled, Both of these features ars impiicit in our
performance fesdbatk paradigm.

VII].,2 GENERALITY OF ACCOMMODATION

| Many of the detalled accommodation algorithms,
presented In this thesis, ars closely tied to the specific
capabliitiss and limitations of our vidieon camera.

Accommodation, however. can be used to advantage in any
perceptual system that depends for information on a physical
S8NSOT,

Accommodation is necessary when any of the foliowing
conditions apply:

i. The useful! Information in the environment
8xcesds the maximum dynamie ranges of the sensor,

2, The static sensor resolution is inadequate over
tha required dynamic range,

x The system‘'s information needs vary as a

function of the task and contextual! information already on

hang, Too much Information can be as bad as too litte,
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Conditions 1 and 2 concern {imitations of a specific

sensor to supply Information, Condition 3, on the other

hang, concerns the systam’s need for information. Every

Sensor has its own particular limitations, The

significance of accommodation Is not that It overcomes

sensor limitations but rather that it matches the

capabilities of a sgnsor with the Information requirements

for a Specific task, In our work with a vidicon camera, It

was uften ocossible to capitalise on specific limitations,

For example, selective acquisition of visual features could

be s,bstantially simpiifisd by ytilizing the (imited dynamlc

ranges to exclude undesired scene characteristics from the

image,

The performance feedback paradigm is a general model

of sccormodation that could be adapted to different sensors

in a variety of perceptual domains, Two examples are glven,

VII1.2.,1 IMAGE DISSECYTOR TELEVISION CAMERA

This camara (also known as a v|disector) Is ussd py

the vision research programs at MIT and Carnegie-Me|jon

University, AS described In a memo by Horn [19868], It Is

distinguished from our vidicon system by three principal

characteristics:

+ 1, The vidisector Is a random access device

that provides an accurate photometric Intensity at any
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singie point in the field of view. Spatial averaging ls
less efficient than temporal averaging because of the time
required by the vidissctar to changes Image coordinates,

2, There is no equivalent to our camera‘’s

sensitivity control, The diSSsctor maasures brightness In

terms of ths timg taksn to observe a fixed number of

photons, This method inherently accommodatss for dynamic

range, Uarker Intensities, for example, simply take longer

to encooce. (A dark cutoff limits the maximum time that |s

spent on a singles point.) In effect. weaker signals ae
subjected to more temporal averaging, It can bs shown that

the ratio of signal/noise will os constant for ai
brightness leveis In this mode of operation,

5. There Is no adjustable quant|zer window,

Intensity resolution Is instead selected by setting the

required photon count (which is squivalent to selecting the

requirec signai/nolse lgvelis). Higher resolution Is thus

obtained at the ey pense of measurement time,

The (nterva| between messursments can pe -. If

necessary, 50 that the number of bits required to 8ricods the

increased resoiutlon will not overload tha data channe],

(The tradeapgff between data rate and signal quallty can be

resolved according to the priorities of a specific task,

This advantage 1s not enjoyed by scanning cameras, such as

the vidigon,,

Most of the accommodation algorithms described In
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this thesis can bs adapted to operate with a vidisscter:

: | Sensitivity adjustments must be
eiirinated,

2. The eight degrees of quantizer resolution

oossibie In our systsam must be equated with equivaisnt

signal/noise thresholds In the vidisector.

3, The concept of an intansity window

for appilications |ike selective attention 'S obtained in two

steps, The dark cutoff defines the darkest object of

Intersst, analogous to the bottom clipping isve! of the

quantizer. The equivalent of an upper clipping level myst,
nowaver, be simulated by software.

4, If the vidissctor is fitted with

accessories simljar to those of our camera (eg, Tiiter

wheel, ens turret, focus drive, pan=tl|t head, 8tc,), thas

associated accommodation heuristics are unchanged,

If an optimal strategy Is desired for the

vidisector, It Is necessary to considsr in detai] such
factors as the rejative costeeffectivensss of different

modes of averaging, Even so, changes wi!|! be minor.

viil,2,2 SPEECH PREPROCESSOR

in speech recognition, as In visual perception, the

primary problem Is too much raw Information, To represent

a speech wave with good fidelity requires about 22,202 9=pit
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samp ies/second, Yat the intelligible information
contained In ong second of Sbesch Is probably (ess than 20
bits,

Reddy and Vicens [1968] describe a successfyi Spesch
recognition system pased on & preprocessor that reduces the
bandwidth of the |nitial speech Intelligence to 3s2p
bits/second, The speesh waveform was crudely divided Into

three bands (152-920 cps, 900-2002 tps, and 2020-5000 cps,
These bands contain the first three formants of typleal
adult male speech, Recognition W&S based only on the number
of zero crossings and height of the amplitude envelope In
sach of the bands, sampled every 10 milli~seconds,

One of the problems In using this system with g

iarge population |S that the formants of a particular person

May ©® not be centered In the fixed bands, Subtis sound

discriminations, Such as thoss Involving fricatives, can be
confused,

A significant improvement In performance _ can bs
Sxpsci®d, if the fliiter bands can be accommodated to 3

particular speaker, The formant freguences couid pe

derived from vowe| sounds where they are most pronounced,

| The fljiter passbands could them be tuned for that speaker,

improving performance on marginal phonetic distinctions, Iv

recognition performance SHOWS Subsequent signs of

deterioration, the fl{ters can bs re=accommodated,

Accommodation can aiso be heipfyl prior to ths
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actual extraction of signal paramsters. The current

soph.stication of automated speech recognizers, as typified

by the system of Raddy and Vicens, demands clear

articulation, The performance of these systems Is

severely compromised by any background noise, seven |

totally unrelated to speech (eg, the normal clatter of a

computer room),

Humans have the ability to avoid distraction by

tuning out unwanted sounds, This phenomenon is most

noticeable at cocktail parties and has, in fact, been

stucied by Cherry [1953] In that context,

In humans most of the selection is thought to take

place at a reasonably high cognitive |evel, However,

receptor adjustments such as turning one’s sar towards the

sound Source, obvious|y contribute, Experimental! svidencs

S,9005¢s thay man ytiilies virgyally every physical

characteristic of a sound source {|ocation, intensity,

frequency, etc,) to aid discrimination,

A computer that could utilize similar

characteristics to distinguish desired speech from unwantasd

sound energy would be at | considerabis advantage,

Because of the primitive cognitive development of machines,

peripheral masking |s pressntiy the most convenient way to

discriminate unwanted sound. One gould imagine a number of

easy to implement; computer-contro| lad accommodations

(directional microphone, adjustable cutoff nigh and |ow pass
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fliters, intensity threshoid, etc.) that would be effective,

Using performance feedback. the computer could adjust these

parareters to maximize Its rate of recognition,

VII!,3 FUTURE DIRECTIONS

The research described In this thesis was iimited

chiefly by constraints of time, hardware capabliitlies, and

the current sophistication of the handesye vision system,

ks these constraints are relaxed, the following extensions

appear promising,

vill.5.1 ADDITIONAL ACCOMMODATIONS

The present study concentrated on parameters which

couid be conveniently adjusted on the existing hardware.

Ideally, it would bg nice If ail factors which Influence the

Information content of an image were under control of the

computer,

Some useful, addl!tional accommodations for a vidicon

camera right Inciyde:

1, varjabje spatja| sampng dens;ty,

2, varlable bandwidth video amplifier,

J, variable gain video ampiiflar,

4, variable sizes scanned ares

5, zoom [ens with power iris,
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6, additional color fliters,

7, other optical fiiters (eg. polaroid}, and

. 8, control of {ighting,

The effects of assch contemplated accommodation an

the characteristics of an image must be determined

(gualitativeiy and quantitatively) In order to reiate them

to the requirements of perceptual tasks.

Some of the accommodations |isted above wil! overlap

some functions of existing accommodations. However, fLhey

may be more efficient or have desirable side sffscts for

certain tasks, {For example, the ablility to Yary spatial

sampling density is functionally analogous to changing jens

magnification, However, It Is [ikely to bs mors raplidijy

variable than a mechanical zoom jens, Furthermore, focal

length and resojution affect depth of fisld In different

ways,)

There Is, of course, no need to confins attention to

a vidicon sensor, The Stanford hand-sye projsct Is

currently formulating its requirements for a new camera.

The alternatives ynder consideration range from conventions]

imaging=-typs sensors (vidicon:s vidisector) to an exotic

schers in which spot filumination, provided by a laser, |s

detected by a non-directiona] photomultiplier {Earnest

(19671),

Among the requ rements to be e3tabl Sned will bs a

specification of desirable accommodations, In this context,
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It Is necessary to distinguish which of the functions,
presentiy handlsd by oeripheral accommodations; would be
better ssrved by improving the response rangs of the camers
hardwars, To answer this question this in a gensral way wa
return to the Information fiow mode! of ssiesctive attentian
(Figure 1,9),

We established ths principle that selection should

be deferred to the highest jave| of processing for whieh
adequate channe| capacity exists, Let us assume that the

engineering problems regarding the transfer of Information

from the sensor Into memory have been ovesrcoms (le, The

bandwidth of the computer’s Input channs! is neo longer ths
iimiting factor, ), The sSois consjderation then Is what

required visual discriminations can pe parformed more

effectively by the sensors than with software. Due to the

serial nature of current processing, simple intensity
thresholding Is ths only ssisction, currently dons with

accomrmogation, that can be handled as sfficlently by |
scftware, (Consider how much more difficult the Jeb of

lgoiating ™ simple foreground object from a comp igx

background might be, It focus Is not ysed to restrict

attention to the range of Interest, )

We thus conclude that a large brightness range Is g

desirable sensor characteristic. There is nothing (except

memory capacity) to bs galned Dy artificaliy restricting the

channs! data rate, the quantizer rescjution, the amplifier
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dynamic range, etc, On the other hand, thers arse strong

reasons why the other modes of selectivity (color fliter,

depth of fleid, ete,; should be made as selective as

possibile,

vii,3,2 ADDITIONAL APPLICATIONS

Ws have dgmonstrated the Important advantages of

accormodation In several |1justrative perceptual functions,

(Ths development of these specific applications can bes

continued along [ings suggested in each chapter.) Similar

advantages can be reaiizesd in many other perceptual

functions, such as texture recognition, region ?inding, and

stereo range finding,

Each of these functions can be treated Individually

as was dons for ¢he examples In ¢his ¢hesis. A more

ambitious goal would be to develop a gensral "front eng"

supervisory program, This program would be cognizant of

the Influence of sach camera parameter, The requirements

and performance criteria of a new perceptual fumction could

be expressed to it directiy,» in terms of nigh Jevel Image

characteristics, The supervisor would than asS3ums

responsibility for formuiating a detalied disgnostic and

accormocation strategy, taking Into account such factors as,

1. the rejative cost=effectivenass of each

accormodation In the context of the requirements of the
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function,

2» prerequisite information Faquirements (8g, A
range estimate Is Necessary before a (ens change in order to
re-center the Camara,y, ang

3. supplemgntary accommodation reauiTenentS (ag,
Focusing must bes done immediate|y after a Ions change. ,

VII1,3.3 HIGH LEVEL ACCOMMODATION CRITERIA

In this thesis, Wo have sxpiolited the concept of |
performance feedback primarily, In tne context of local
loops, tiled to the immediate success of a specific function,
The broader concept of hierarchical svajiuation Is
significant|y more general,

The program that Calls a particular funetion has [tg
Own expectation of mow that function should perform. For
éxarpie, the program that requests the color of the faces on
instant Insanity cubes might be upset if "yellow" were
returned, Similarly, a yet higher program Whose job wers
to determine ths orientation of the Cube, would object 1¢
“he colors of the Visibis faces did not correspond to any of
the four known prototype cubes, Both srrors ralss doubts
about the accommodations used In the cojor program.

The nature of the error C&n prove hsipful [np
diagnosing ths Precise deficiency, WOrk is nsedsd to
reiats these high Jevel Symptoms to the appropriates
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corrective accommodatlons, As the hand-=eye System

develops, It wi|l become very importan to explore the

implications of performance feedback at ftHhis mors Qlobal

java, : |

The esvalyation hisrarchy wil | axtand bsyond
recognition to the ultimate compietion of the task, For

example, suppose the hand unexpectedly sncounters a physical

obstacle at a point in space that previousiy was observed to

pe erptly, It Is possibis that the accommodation at that

paint was initially inadequate, The camera can be

re~accormodated until! the obstacie can be ssen, {Alda and

Kinoshita [1978] discuss some hygothetica! strategies for

tactiie=visual symbiosis,)

High Jsvel accommodation criteria are necessary In

compiex probiem domains, Human faces, for sxampie, dO not

lend themssives tc hisrarchica| representations of the types

uses to develop perceptions of plianar-faced solids, Kejly

{19723 has formulated a top-down approach to face

recognition which |[ooks for complete features (eg: the

outline of a head) In a complex scans. To establish

context, Kelly's program first jooks for a suitably shaped

biob In a simpiifled version of the original image,

Kelly pressntiy tunes the camera (manually) to

Insure that the desired feature will appear with good

contrast In the simplified image, To automate this

function, It Is necessary to develop a complex criterion of
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accommodation that, In effect, simulates Kelly’s own global

conception of a head, Ideally: globes! recognition should be

the Immediate criteria of accommodation, A more practical

criterfjon Is the successful detection of a Sujtably Shaped

blob, {A defocysed Image can be used to obtain ths

necessary reduction In detall! for this preliminary phase.)

VIII.3,4 STRATEGIES

Our Work, so far, has stressed the effectiveness <1 4

accommodation In  [mproving the {imiting performance of

Isolated pesrceptus! functions, With the emergence af ga

unifying vision system: it becomes Important to consider

i. the efficiency of sigarnayliye accommodation S¢racegies

ard

2, how accommodation can enhance the costeeffgctivensss af

of the overall perceptual strategy. .

The following questions are proyided to conyey some

of the compiexity of thease issyugs:

1, by what combination of processing time, real time, and

rafiabliility should cost=effectiveness be measured?

2, If several objects are required for = task, in what

order should the, be sought?
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J, If an object is described by Several visua|

characteristics, in what order should thess be sought?

4, Should the search for an object be conducted breadth
first (using coarse accommodations over a wide filald of

view) or depth first (looking hard in a specific area of
the tabie)?

5, In the event of falfure, how much effort should be

avpliied to re=~stcommodation versus aiternate processing
techniques?

The accommodation capabifitiss of the system bear

strongly on sach of these questions and on the ultimate

success of machine perception.
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