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1. INTRODUCTION

This is a proposal by Informatics Inc. to supply research
services to the O0ffice of Naval Research to produce documented infor-
mation which will provide guidance to planners of advanced Navy
comnand and control systems. The Project Plan calls for the consulting
services of one man year from Hobbs Associates in the area of computer

hardware.

The proposal is for two alternative contracts, one for
Subtask 2 only (Current and Projected Technology) and the other for
Subtasks 2 and 3 (Current and Projected Technology, Study Integration
and Research Methodology). If Informatics Inc. is considered for
only Subtask 2, the comments made herein regarding Subtask 3 will
convey the fact that there is an appreciation by the proposer of
Subtask 3 which will be important in the contract effort.

This is a lengthy proposal despite the fact that contributors
were told to write ""briefly but comprehensively'' on the subject.
However, we have organized the proposai in such a way that persons
evaluating It can easily and quickly go to the subject of their
interest. |In addition to the ocutline provided by the table of
contents, Section 2 provides a summary of the entire proposal.

Section 3 is the Research Methodology and Technical Approach de-
scription which covers what will be done on the project and all of

the technical areas. Sections 4 through 10 cover the data processing
technical areas. Section 11 is the Project Plan which describes what,
how, and by whom the work is to be done. Section 12 is the contractor

qualifications.

One of the reasons why this is a lengthy proposal is that the
subject matter is very broad. Future Navy command and control systems
will use nearly every existing or conceived data processing technology

or technique. The requirements of speed, storage and system
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organization are very broad. They encompass, at least potentially,
the entire spectrum of developments for future systems. There is
hardiy a new technology which can be unqualifiedly said to be inap-
propriate for use in the operational command and control systems of
10 years hence.

Because the requirements are broad in scope, and consequently
the technical areas likewise are broad in scope, so must the contractor
and the project personnel have wide experience., Obviously this
experience must cover the entire data processing field so that the
key proposed project members must themselves have wide experience in
the field. On the other hand, they must be incisive researchers and

not people who develop general or platitudinous approaches.

We regard this work as a research effort in the strict sense.
Our approach, while developed from the point of view of the pragmatist,
is academic in nature. |In this proposal for example, we have included
a bibliography of 89 papers in the field, organized into appropriate
sets of references to accompany each section. This obviously is not
an exhaustive bibliography but is included as an approach to the

literature and existing techniques.

The end results of the tasks of the broposed contract will be
a comprehensive document on data processing technology and systems
aspects, a meaningful and useful document to the system planner.
Each research area or new technology will be discussed from the point
of view of its meaning to efficient and economical computer systems
or its application in anti~submarine warfare, intelligence, eiectronic
countermeasures or whatever the functional requirement. [t will
explain what is happening in the field and will develop, analyze and

evaluate the various approaches. Finally, the processes will be

‘documented comprehensively and comprehensibly.

The project personnel must understand future Navy uses of the

data processing techniques and they must have imagination which leads
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them to judge what is likely to be important for the future. This can
only be accomplished by unusually highly qualified and experienced
data processing personnel. The Informatics Inc. team we believe is
thus qualified. We further believe that this proposal indicates our
great interest in this project and our capabilities for performing

capably.
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2. SUMMARY

This proposal by Informatics Inc. covers two alternatives: Subtask 2
only (Current and Projected Technology), or Subtasks 2 and 3 (Current and
Projected Technology, Study Integration and Design Methodology. Consulting

will be obtained from Hobbs Assoclates In the area of computer hardware.

Our over-all approach to the task is one of a combination of the prag=
matist and the researcher. We believe that the project team members must
understand the practical future operational uses of equipments but, on the
other hand, must also take an academic approach to investigating and
developing new techniques. It will be important, for example, to survey
the literature on the various technical areas. |In discussing the various
technologies in this proposal we have developed a preliminary bibliography,
since at the end of each section there is a bibliography on the subject
matter discussed. These are not comprehensive bibliographies but only

illustrate the kinds of reference material to be examined.

Section 3, Research Methodology and Technical Approach, presents the
over- all description of the technical tasks to be accomplished. There is
first a discussion of the interfaces among the various subtasks. We have
discussed the importance of understanding the technical aspects of Subtask
I on requirements. Project personnel must understand the character of the
functions to be accomplished in future tactical command and control systems
and the implication of these in the requirements for data processing, hard-
ware and techniques for designing and using it. Figure 3-] summaries briefly
some of the characteristics and requirements for various tactical command
and control system functions. Also, an example of man/machine coordination
is discussed to illustrate the interplay between the various subtasks of

the project.

Technology research in the data processing field will consist of
identifying technologies and techniques of potential application and, there=
after, analyzing, evaluating, and documenting them. We have discussed in

Section 3 the various tasks to be accomplished under the general subtask ‘
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of research in current and projected technology. We visualize a compre-
hensive reference document wherein the various technologies are described,
analyzed and evaluated, and where certain trade- offs between approaches
are discussed as well as the applicability of certain approaches, of the

recommendations and their future use.

In Section 3.4 study integration is discussed. Three different examples
are given to Illustrate the kinds of trade-offs which will be important
in this task. Also, a summary of certain equipment and design trade-offs is
presented in the table of Figure 3-7. |t provides a candidate list of
technologlies where design trade-offs must be thoroughly analyzed and under-

s tood.

A discussion of system design methodology is presented in Section 3.5.
Figure 3-8 presents a general implementation procedure for on-line systems
which will be used in future command and control systems. We believe it
illustrates our appreciation of the over-all task of developing a concept
and of accomplishing the other major tasks of system design, system speci-

fication, programming and testing and modification.

Additionally, two examples are presented on approaches to the develop-

ment of a system design methodology.

Sections 4 through 6 cover six major technical areas of data handling
systems: computer organization, Input/output and displays, hardware tech-
niques, memory techniques, programming, and advanced usage techniques. We
~believe they represent an exhaustive list of technologies to be considered.
In these sections hardware and software considerations are considered to-
gether. We believe this is consistent with the modern viewpoint on date
handling systems: the interchangeability and trade-offs between hardware
and software. One of the major problems in all of the systems will be to
decide whether the programmer should be relieved of his burden by having
hardware to accomplish certain tasks, or whether flexibility and economy

is best obtained through implementation by software. In Section 8 however,
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we have discussed programming from the standpoint of certain techniques

not directly related to hardware.

In the section on computer organization we have emphasized the trends
toward multi-computers and multi-processing. We have not neglected, how-
ever, the new types of machines referred to as ''highly paraliel'' machines
where the arithmetic and control logic is highly decentralized. Also,
micro-programmed computers are discussed and it is pointed out that success=
ful designs have emerged from a compromised micro-programming approach.

We believe that analog/digital hybrid techniques could play a role, but

this must be more fully investigated.

In Section 5 there is a lengthy discussion of input/output and
displays. Displays and man/machine communication devices are becoming
extremely important as Increasingly more functions of command and control
systems become automated. Figure 5-3 presents many of the key characteristics
of existing consoles. This is typical of the work which must be done in
understanding current and projected technology. Likewise, in Figure 5-4,
a correlation is made between the application or functions to be performed
in a typical command and control environment and the hardware requirements
which result from those functions. There is also a discussion of the

various system configurations of attaching consoles to computer systems.

Group displays and communications are discussed in Section 5. We
point out for example, that the state of the art in group displays is
lacking in many respects. Customers are not happy with present equipments.
There are some uncertainties about the requirements and response times,
and there are many interesting technologies such as electro~luminescence
which look interesting for the future. This will be a challenging and

contentious area for the project personnel.

In Section 5.6 there is discussed the very important area of communi-
cations. Today's command and control systems and those of the future are
to a very great extent communications handling systems. In this section

we discuss the functions, requirements, systems and uses in relation to ‘
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communications and communications techniques and equipments.

In the section on input/output and displays, we have not neglected the
important area of computer programming. In general the equipments are
general purpose and a considerable design problem is present in imple-
menting these equipments through computer programming. Programming systems
will emerge, for example, for display consoles just as they have emerged

for scientific problem solving.

In Section 6, hardware techniques are discussed from two basic stand~
points: basic components and techniques and integrated circuits and otner
batch-fabrication techniques. We have noted, for example, trie research and
development effort in cryogenic components, magnetic logic components,
tunnel diode circuits, kilomegacycle circuitry, and other more novel tech-
niques of recent years. Radically new techniques involving the use of

lasers and optical components are likewise discussed briefly.

We believe that inteqrated circuits and associated packaging techniques
are not speculative future developments but are here today and should be
carefully considered for future operational use. Logistics, maintainability
and serviceability will be greatly improved by the use of integrated

circuits.

Memory techniques, as discussed in Section 7, are most important to
date handling systems since much of the technology in hardware and sof tware
centers around the computer memories. Memory hierarchies play an increasing
part in computer design. Also, there are many techniques becoming important
such as the overlapped access of independent memories. Addressing and
searching raises important questions about the use of associative memory
concepts. There is no doubt that content searching, list processing and
the like will become important concepts in future computers. We point out
that a number of important papers on .associative memories and list proces=
sing devices recently appeared in the literature. Likewise the hardware

techniques of thin film and cryogenics are not to be ignored.
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Thin film memories are Improving in cost and reliability. Under this
section on memory techniques we have included a comprehensive discussion
of mass memory. Much of this is summarized in Figures 7-1 and 7-2.
Recentl developments In mass memory techniques make them important ele-

ments in future command and control systems.

A very great cost element in command and control systems in represented
by programming. Assemblers and compilers represent the possibilities for
economizing on system implementation. However, selection of languages
and implementation of advanced compilers has not progressed very far at
this time, especially in areas of importance to real time programming.

The executive and master control concept for real-time systems is, however,
a subject of increasing importance. This technology is discussed in some
detail in Section 8.2. Understanding the total programming problem is
likewise important. The experience gained on large military command and
control systems such as SAGE, 465L, OPCON and the like should be carefully
considered. Certain standards such as cost per instruction and the

"instruction yleld per man month' should be developed.

We have included a short section on advanced usage techniques covering
areas such as learning and self~diagnosing techniques, heuristic problem
solving and language translation. We point out that although these research
areas are, in general, not far enough along for immediate operational
consideration they will, neverthless, have important influences on the design

of future hardware and sof tware.

In Section 10 there is a short discussion of Naval tactical data systems
and National Emergency Command Post Afloat (NECPA). A number of points

appropriate to this project are developed therein.

Section 11, on the project plan, is a very important section since it
describes what work will be done, how it will be done, and by whom. We
have included in Section ll.] a detailed work statement and delivery schedule.
We have deveioped in Section |1.2 a work plan and milestones and schedules

for the project as illustrated in Figure I1-1. In Section Il we point
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out that a project control system to insure efficient and economic work
is of great importance. It would be our plan to develop comprehensive

project plans to assure good project management.

The project team members proposed for this work are presented in
Section 1l=4. Dr. Walter F. Bauer is proposed Project Manager and
Mr. Werner L. Frank as Associate Project Manager. In Section 12 we point
out the qualifications of the 1} people from which project personnel will
be drawn. Six of the 11 personnel proposed have had over 12 years exper=
ience. As a group, they have had experience in many major command and
control systems. Experience in all the technical areas is represented.
We have summarized some of the experience of the personnel in Figures 12-1
and 12=2. The project personnel have published over 40 papers of direct

applicability to this project. They are listed in Section 12.4.

Informatics Inc. and Hobbs Associates are both heavily committed
in military data systems work for it is the main orientation of the organ=
izations. We are extremely interested in participating in this challenging

work for the Navy.
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3. RESEARCH METHODOLOGY AND
TECHNICAL APPROACH

In this section the approach to the tasks are described without
specific relation to the individual data processing technologies. The
Intent of this section is to show our appreciation of the total job,
our understanding of the relationships among the three subtasks, and
the efficiency with which we can perform the tasks as indicated by our

candidate approaches to the technical effort.

Qur proposal covers subtasks 2 and 3, that is, the technology

as well as the study integration and design methodology tasks., If the
Navy does not wish to consider Informatics Inc. for subtask 3, Sections
3.3 and 3.4 which cover study integration and system design methodology
are less applicable. However, these sections would still be useful in
illustrating the appreclation of the Informatics team of the work tasks
of subtask 3, an appreciation Important to the qualifications to under-
take subtask 2.

3.1 SUBTASK INTERFACES

The various parts of the study contract for tactical command and
control systems interact heavlly.' To develop a list of candidate
techniques and technologies for subtask 2 the contractor must have
experience and an appreciation of the command and control operation and
have the capability of readily absorbing the developments of subtask |

(requirements) .

To illustrate some of the points of interaction between the
requirements subtask and subtasks 2 and 3 a chart is presented in
Figure 3-1 indicating some of the computer requirements and conditions
which are related to certain system functions. In the small space of
the chart it is not possible to present the relationships in detail.
Consider, however, as an example, ''Status of Forces and Resources''.

This is essentially a file maintenance-file interrogation problem.




- SYSTEM FUNCTIONS

Weapon System Control
Navigation (navigational
satellites, inertial
navigation)

Status of Forces and
Resources

Strategy and Tactics

Surveillance System
Operations

System Simulation
(training and test)

Planning

CENTRAL COMPUTER

ABILITIES

Fast and arithmetic

Fast and arithmetic

File and character
handling abilities

File and character

handling

Character and
arithmetic

Fast, character,

~and arithmetic

File and character
most desired

Figure 3~1

DIGITAL
COMMUNICATIONS

Probably little

Probably littie

For Command
reporting

For €ommand
decisions

Probabty
required

Not required
for locally
generated inputs

Probably none

DISPLAY
CONSOLES

Monitoring

Moni toring

Great
usefulness

Great
usefulness

Useful

Great
usefulness

Great
usefulness

GROUP

DISPLAYS

Not likely

Not likely

Some likely

Likely usage

Useful

Useful

Some likely

Computer Requirements Related to System Factors

MASS MEMORY
REQUIREMENTS

Little

Little

Very great

Great

Considerable

Great

Great

z-€ obed
6L0~-8G566d
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3.1 SUBTASK INTERFACE (Continued)

Information Is received from lower echelons about the status of weapons,
logistics, materials, etc., over digital data links. The information

Is filed in mass memory devices. Consoles are used to interrogate the
system in detailed ways. Group displays are used to obtain gross or

total presentations, usually on a geographical basis.

There is much interrelation among all 3 subtasks of the total
project. |In a paper on [nformation Processing in Military Command,
Bauer (1Y recently presented the diagram in Figure 3-2 showing man-machine
coordination. This can be used as an example to illustrate the interplay
among the various subtasks. In the first place, the functions to be
accomplished by man and machine are listed on the diagram. These in
turn can give rise to more specific technical functions such as data
acquisition, data retrieval and the like. Information flow likewise
comes into the picture since in this man/machine coordination the data
volume, data rates, and frequency of operation are important considerations.
Concerning current and projected technology, the question immediately
arises as to what kind of device will interface between the man and the
machine (computer). How much information should be shown on the cathode
ray tube or display device, and what should be the size and number of
characters displayed? Concerning study integration, questions arise
concerning the techniques for attaching the console to the computer.
Should 1t be attached to an input/output channel? Should it have its
own buffering system? Should it have its separate computer to service
the console apart from the main computer? Finally, of course, there is
the question of developing a methodology for answering the questions --
for developing quantitative measurements of the trade-offs between the

various possible system embodiments.

It is difficult to overemphasize the requirement that the various
personnel employed on the three subtasks should remain in close

communication at all times. The various measurement parameters develop‘

*Numbers Iin parentheses refer to the bibliography at the end of .
each section. ‘




MAN/MACHINE COORDINATION
MACHINE |
RECEIVES AND DISPLAYS INFORMATION
ANALYZES STATUS OF FORCES |

UPDATES SITUATION DISPLAY
EVALUATES MILITARY SITUATION
RESPONDS TO DATA REQUESTS
IDENTIFIES COURSES OF ACTION |
COMPUTES HYPOTHETICAL EFFECTS
MAKES DECISION

COMMUNICATES AND RECORDS COMMANDS

FIGURE 3-2
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3.1 SUBTASK INTERFACE (Continued)

in the technology studies are dependent on the requirements of the
integration subtask requirements. It will be necessary for subtask 2
project personnel to determine the point of view of the system project

personnel. For example, in the consideration of disc file memories,

the technology personnel will want to know the importance of multi-access

files., They will further want to know from systems oriented people how
many computers might be required to simultaneously access a file or how
many positioners should be moved simultaneously by the various computers

using the file,
3.2 TECHNOLOGY RESEARCH

Ideally, the completion of subtask 2 on current and projected
technology should result in documentation which can be used as a ready
reference for all questions of future system design. |t should update
planning capability. It should cover all technologies, and list al!
the parameters and characteristics which the future system designer
would want. It should also include evaluations of techniques to allow
the system designer to make decisions concerning whether the techniques

and technologies are to be used and how they should be used.

More specifically, the following is a list of questions on
technology which should be answered by subtask 2:

1. What techniques are available to perform the various functions
and operations required of command anc control systems”

2. How have these techniques been used in the past? What degree
of success have they emjoyed?

3. What is the likelihood of future developments along these lines’
Will the future see a growth of this type of technique or is a
new. turn in the technology likely? What physical limitations
such as speed of light, physical and topological layout of the
components, size, and weight, and the like will be the future

limiting factors?
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3.2 TECHNOLOGY RESEARCH (Continued)

4. How can the technique or technology be used in future systems and in
future system or subsystem developments?

5. What are the interfaces and trade-offs between this technology
and its counterpart in software (hardware)?

6. What are the parameters which determine the applicability of
this device, and what are the various parameters and values of

the characteristics in present and projected technology?

Flgure 3-3 shows the four work tasks in subtask 2. On the basis
of inputs received from subtask | on data requirements and on a survey
of the technology, techniques and technologies are identified which are
candidates for consideration. Lists of present techniques are developed
as well as techniques which appear to be necessary. An evaluation is made
of the relative importance of the various techniques and the requirements

for analyslis are likewise developed.

With further reference to Figure 3-3, the next step requires an
analysis of the various techniques. The various techniques are studied
carefully on the basis of existing literature and verbal discussions.

As a result of this analysis the various characteristics are developed
and various application parameters are generated. Technical discussions
and specifications are |ikewise deve]obed as appropriate. This provides
information on which to evaluate the techriques. The evaluation work
task results in statements concerning the applicability of the techniques,
recommendations for its future use and remarks on how the techniques can

be used in systems and in subsystems.

The figure also shows that the process is not a linear one, that
the various work tasks, as they are performed, give rise to changes in
"previously'' accomplished tasks. In other words, the tasks in reallity
proceed in parallel to @ very great extent. Also the various work tasks
develop outputs important to the study integration phase of the work

even before the final documentation of subtask 2 Is completed.
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Delete, add
Change

IDENTIFY d

Technology Lists

Y

Existing Analyses

____>
ANALYZE

Importance Evaluation
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Task
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-——’

Technical Discussions

Characteristics, Parameters
and Specifications

Evaluation Requirements

To Study

integration

Task

EVALUATE
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Trade-off Analyses
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DOCUMENT

Comprehensive
Reference
Document

FIGURE 3-3

CURRENT AND PROJECTED TECHNOLOGY RESEARCH
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3.2 TECHNOLOGY RESEARCH (Continued)

All of the work tasks described here would apply to all of the
major technical areas of data processing. They are as follows:

computer organization,

input,output displey,

hardware tachniques,

memory technlques,

programming, and

advanced usage techniques.
These technical areas will cover all of those which are cendidates for
consideration in tactical command and control systems. These are

discussed in Sections 4 through 9.
3.3 APPLICABILITY CRITERIA

3.3.1 Discussion of Criteria

A very important function of the proposed study will be the
development of criteria for use by Navy planners in selecting the types
of components, techniques, and operations to use in each specific portion
of the 1970 ~ 1980 ear Navy Tactical Data System. During the study,
while analyzing the different components and techniques that appear
promising for that time period, careful consideration will also be given
to determining criteria to use as a basis for comparing and evaluating
these components and techniques. Criteria will be established for the
major components, techniques, and operations to Indicate the conditions
under which they should be used and their relative advantages and
disadvantages. For example, charts plotting the cost of magnetic core
and thin/film memories as a function of capaclty and speed can be used
as a guide in determining which type of memory to use in a specific

type of application.

in establishing such criteria and making decisions on the basis
of them, it will be necessary to consider not only the performance

offered by the component, technique, or operation but, also, to
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3.3.1 Discussion of Criteria (Continued)

properly balance this performance against the cost, reliability,
maintalinabllity, and environmental conditions. It will be necessary to
give adequate consideration to the compatibility of each component and
technique with all others used In the system, and to give proper
consideration to compatibility with existing equipment, systems, and
software. Equipment and techniques developed and experience gained in
connection with the present Navy Tactical Data System must be adequately
weighed in proposing new components, techniques, software, or methods

of operation for future systems.

3.3.2 Research - Operational Lag Times

In addition to considering the advantages and disadvantages of
new and proposed components and techniques, and considering their
technical feasibility it will be necessary to accurately estimate the
date at which these new devices can be expected to be fully operational
on an economic basis. For example, it is not sufficient to determine
that associative memories can offer significant advantages in the operation
of a Navy Tactical Data System. it is also necessary to detarmine
correctly whether associative memories of appropriate size wili be
available on an economic basis at an early enough deate to pian their
inclusion in a Navy Tactical Data System for the 1970 - 1980 era.
Cryogenic techniques are an excellent example of this. As eariy as 1956
research workers were proposing the use of cryogenic memories. Since
that time, considerable effort has been spent in research and development
on memories of this type. Yet seven or eight years later, no cryogenic
memories are in commercial use,although they still offer great promise,.
This illustrates the necessity for knowledgeable consideration of the
technical problems involved that might further delay the successful use

of new techniques in an operational system.
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3.4 STUDY INTEGRATION

The study integration phase of the work is probably best
accomplished by identifying certain candidate systems and subsystems.
For each of these different approaches to accomplishing the data
processing tasks, the various trade-offs are investigated to develop
the proper combinations of systems effectiveness, cost, maintainabillty
and the like. Sometimes the approaches will consist of various ways
of approaching the over-aill system, and in some cases an input/output
system might be considered. In still other systems various component
technology combinations might be considered.

Just a few examples of some of the ways of approaching the task
are as follows:
1. tn mutti-computer approaches there are two basic ways of
handiing the communication within the system. The two ways

are shown In Figure 3-4.

The various trade-offs among reliabillty, cost, avallability
and the like, can be assessed for each of these systems and

a comparison can be made in a clear-cut way which establishes
the merits of one system over the other.

2. There are two basic ways of handling the Input into a
command and control system of communications. One of these
ls referred to as ''Internal multiplexing' and the other as
"external multiplexing''. Internal multiplexing imvolves the
read-in of communications informatlion directly Into the
computer which is to process it. External multiplexing refers
to the receipt of the communications information In computers
or buffers which are external to the computar processing it.
To aid In the analysis of the two basic approaches we must
consider some fundamentals of queuing theory involving such
variables as processing speed and the delay of servicing of
incoming messages. Figure 3-5 shows a relationship between
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3.4 STUDY INTEGRATION (Continued)

various factors in servicing incoming messages. Given a
processing spead, a demand rate, and a unit processing time,
the average delay for message processing can be determined
from the graph. This topic was briefly discussed In a papsr
by Bauer (2), on computer design.

3. As a third example, consider the attachment of console displays
to a computer system. There are three basic ways of accomplishing
this as shown in Figure 3-6. In one technique, the console is ‘
tied directly to the input/output device of the computer. In !
another,as shown in the figure, buffering equipments are used. |
In a third technique a computer is used instead to provide
buffering. Having determined these three candidate approaches,
the benefits and applicability can be assessed for each in
relation to the others.

A summary of certain equipment and design trade-offs is presented in
the Tabie of Figure 3~7. In general the left-hand column represents a
trend which is generally considered desirable in modern systems. However,
always there are advantages and disadvantages when comparisons are made
with an opposing or alternative approach. In the study integration
work, comparisons such as these will be made in great detail with appropriate

analyses which yield quantitative results.

3.5 SYSTEM DESIGN METHODOLOGY

Figure 3-8 shows a general implementation procedure for on-line

systems such as those involved in command and control. The figure shows

certain management functions as well as the documentation required in
the orderly implementation of such systems. Descriptions of each of these
tasks have been prepared by Informatics Inc., but for the sake of brevity
they have not been included with this proposal. The figure does not
show & design methodology but rather shows the tasks which must be
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accomplished In implementing a system. Further, it shows the inter-
action of certain tasks and the order in which they are accamplished.
We believe it shows our appreciation of the entire problem of system
implementation, and that 1t structures the whole task in a wey that
the various aspects (system design, system specification, etc.) can
be discussed intelligently. The chart shows a more simplified
procedure then really exists. Actually the major tasks do not run in
a parallel fashion; the results of systems design and specification

very frequently feed back to affect system design.

We visualize the work of System Design Methodology as the
development of a system and techniques for accomplishing the imple-
mentation of an on-line or real-time command and control system. The
Methodology especially affects the parts labelled ''System Design'' and
"System Specification'; it further develops a comprehensive approach
to these sets of tasks. The Study Integration discussed in Section 3.4
is aimed at bringing together certain technologies for comparison and

trade-offs which are necessary for system design.

Modern computer systems for command and control can be
considered as processing transactions of various types which arrive
at various rates. Typlcal transactions are: receipt of radar data
(every 50-100 milliseconds); processing a console request; receipt
and processing of command messages; and feedback data for weapon
alming or control (every 10 ms. or less). |In developing a design, the
computer system requirements must be fitted to the operational
requirements. The following paragraphs present an approach to a design
me thodology.

Figure 3-9 shows the total Information system design method.
The operational requirements give rise to the identification of
certain data types, volumes of data, the processing required, and
the distribution of requests for service. Together they define a
problem. |If an initial assumption is made as to the speed for

processing each of these types of data, the entire process can be
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analyzed. Probably the technique used here Is sumulation by large
scale digltal computer. This gives rise to information on the
average length of delays which, when compared with the delay require=
ments imposed by the operational characteristics of the system, will
determine whether the service is tolerable or not. If the service is
intolerable, then assumptions must be changed as to the speed with

which the processing is performed.

Having determined that the service is tolerable, and the speed
requirements, an analysis can be made to determine the complement of
equipment required. After this is done, the total system is analyzed
from the standpoint of programming requirements to determine if the
design is acceptable in all respects. Possible imbalances in the
service, or In the amount of equipment, can result in a further

analysis and a change in the equipment complement.

An analysis was performed at Ramo-Wooldridge similar to this
and was reported by Rothman (2); the results are shown in Figure 3-10.
The problem mix gives the characteristics of the problem. For example,
50 percent of the problem required servicing requests which had to be
completed on an average of 0.5 minutes and with a total processing
time of 1.5 minutes. Poisson distributions were assumed, and the
frequency of arrivals is given essentially by the abscissa in terms
of the average number of requests arriving translated to the number of
computers to handle this average load. The zero percent curve shows
that if the number of computers equals the average load, then there
is a zero probability of servicing the problem mix. As an excess of

computers is applied, service improves as the results indicate.

The approach described in Figure 3-9 and described above is
an over-all approach which must be developed in considerably more
detail to be useful. There have been other approaches and tools
developed. Simulation languages for computer programming have been

developed. A simulation compiler for ease of simulating a new or
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hypothetical computer has been developed by T. Sanborn at Space
Technology Laboratories. 1t is called SIMCOM. A computer program

has been prepared to simulate and analyze processing systems. This

is known as the ""Gordon Simulator' (3). These will be examined, as

well as others, and certaln procedures will be developed and recommended

for use,
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4. COMPUTER ORGANIZATION

4.1 INTRODUCTION AND DEFINITION

Computer organization is the newest and fastest growing area of
technology of computer design. Whereas logic design refers to the design
and interrelation of components and circuits, computer organization refers
to the design and interrelation of larger system elements such as memor,
units, control units and the like. Computer organi:ation emphasi.es the

point of view of the system designer and the user.

Computer organization will be an extremely important item in
tactical command and control systems. It is closely related to use of the
computer in the total command and control system. The choice of the
computer organization will have a heavy influence on system responsiveness
and cost as well as on the total operational characteristics of the command

and control system.

Some of the questions or considerations involved in computer

organization are as follows:

1. How should data processing functions be divided among the

various computer uniis?
2. What should be the degree of modularity of the system?

3. To what extent should the system have parallelism in the

operation of its major componenis?

4. How is switching and communication effected within the

sys tem?
5. What should be the degree of decentralization of the system?

The above questions have a profound effect upon reliability, cost,
maintainability, and programming ease. Since system reliability can be

achieved by duplicating certain modules, the choice of modules and the
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4.1 INTRODUCTION AND DEFINITION (continued)

degree of modularity is important. Likewise, maintainability is improved

by having modules of similar types. Cost is affected since, if a high

degree of modularity is achieved, reliability can be bought with the

addition of just a few redundant modules rather than duplication of the

entire system. Also, costs are affected by the degree of centralization

since highly decentrali.ed computer systems have '‘overhead costs' in switching
and communication equipments. Last, but certainly not least, ease of
programming is very much dependent upon how the above questions are answered
since a certain amount of parallelism in computing systems simplifies

programming whereas extensive parallelism complicates it.

4.2 MULTI-COMPUTERS AND MULT!-PROCESSING

There is a considerable trend toward multi-computers and multi-
processing. The term multi-computers refers to the attachment of a number
of computers or major components in an integrated system while multi-
processing refers to the ''simul taneous'' processing of problems through
mul ti-computer systems or through time sharing. Multi=processing allows
a higher duty cycle of the various major computing units. It allows high
speed to be achieved by duplication of units without pressing circuit speeds
or approaching physical limitations such as the finite speed of light.

Multi-processing is often referred to as multi-computing.

Time sharing is another important technique. Time sharing is not
as intimately involved in some of the over-all system considerations as
mul ti-processing obtained through multi-computers. Time sharing will be
important as a programming technique to gain adequate response of the
computer system to communications devices, peripheral equipments, and
man/machine interface devices such as display and interrogation consoles.
Some of the country's more interesting time sharing projects are underway

at System Development Corporation and MIT.
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4.2 MULTI-COMPUTERS AND MULTI-PROCESSING (continued)

Mul ti~computers have been defined generally by Bauer (1)% In
that paper four main criteria are presented'which delineate the degree of
parallelism achieved among memory and arithmetic units before the system
can qualify as "multi-computer''. The paper describes types of multi-
computer systems. For instance there is a choice between the hierarchy
and distributed concepts in the assignment of functions as illustrated by
Figure 4-1. Likewise, there are the substation and centralized approaches
to communication in considering the topology of communication. Finally,
communications and switching techniques are divided into the information
bus and the centralized switch types. The paper goes on to explain the
advantages of multi-computers: lower equipment cost, reliability,
expansibility and flexibility, control hierarchy establishment and ease
of programming organization. Each of these advantages is discussed in
some detail.

Mul ti-computers are in use or are being planned for immediate
use in present day Naval tactical data systems. The combination of USQ'ZO'S**
used in the Naval Tactical Data System as explained by Chapin (2), underscores
this use. Also, there is extensive use being made of multi-computers in a
Navy system being planned at the Pacific Missile Range as explained by
Bauer and Simmons (3). In both of these uses part of the multi=-computing
characteristic of the system is achieved through high speed digital data
links connecting remote computers. Significantly, in both applications,
computers of the NTDS family are used with multi-computers at the nodes of
the networks and with the nodal points connected with the high speed digital
data links.

4.3 HIGHLY PARALLEL MACHINES

One of the newer aspects of computer organization can be referred

to as the ""highly parallel machine'' organization. This organization

* Numbers in parentheses refer to the references at the end of each
section.

** Official name CP642A/USQ-20
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4.3 HIGHLY PARALLEL MACHINES (continued)

represents an extrapolation of the parallelism ideas discussed in Section 4.2.
In these machines a network of arithmetic and control units up to 32 x 32

matrix size or higher, is visualied.

Two of these computers have been discussed in the literature.
One is the Solomon computer discussed by Slotnick, et al (4). Another is
the Holland machine or a modification of it, discussed by Comfort (5).
These machines are conceptual designs and the computers have not been built

or are in only the early stages of development.

One of the important aspects of the contract work proposed is to
evaluate these types of computer designs for future command and control
activities. |t appears that these computer designs will not satisfy the
requirements of the central computer operations in these command and
control systems. However, there is a distinct possibility that the

computer designs will prove efficient for certain specialized operations.

At the present time the designers of these highly paraliel
machines point to the solution of equations of the diffusion type, such as
those involved in weather prediction and neutron reactor flux analysis.
However, there is a possibility that these computers can be used efficiently
for such operations as the correlation of radar information thus making

them good candidates for command and control system usage.

4.4 STORED LOGIC AND MICRO-PROGRAMMED COMPUTERS

Completing the spectrum of the different kinds of computers that
are in use or are visualized are the stored logic and micro-programmed
computers. Micro-programming has been a technique which has been discussed
over the last 6 - 8 years. It consists of the design of a computer which
the programmer can program at a micro~instruction level; using this computer
he can construct his own macro-instruclions or conventional computer

instructions. The advantages claimed for this technique are the
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4.4 STORED LOGIC AND MICRO-PROGRAMMED COMPUTERS (continued)

flexibility of application through the construction of an arbitrary
instruction set, the simplicity of the hardware design through the reduction
in the number of logical operations which need to be performed, and the
resulting lowering of cost through these benefits of increased flexibility
and simplicity.

One of the '‘purer'' approaches to micro-programmed computers was
explained in a recent article by Timofeev (6). He stated that one of the
disadvantages of stored logic computers == a slower operating computer than
a computer with equivalent circuit-component speed -- can be removed by
an optimizing technique. The ''pure' approach has not gained much favor.
However, recently designers have actually built machines along micro=
programmed lines, but have compromised the purer approach by adding

instructions of the macro~type such as those in conventional computers.

An example of this is the PB 400 described in a recent paper by Boutwell (7).

This computer uses two types of memory system in which one of the memories

services the micro-programmed operation of the computer.

Significantly, a micro-programmed computer (or stored logic
computer) is used in Naval tactical data systems. It is the AN/UYK-I]
designed and built by Ramo Wooldridge, and used extensively in the
navigational satellite program. |t uses micro-programmed ins:iructions
and macro~type instructions and is, therefore, not a pure micro-programming

approach to computer design.

Still another technique of interest in micro-programming is the
use of read-only memories to implement the micro-programmed logic. To
cycle through the various small micro-programming steps in executing an
instruction, memory devices can be used which dictate the micro operation
choice and sequence. Since there is no need to read into these memories
certain high speed storage techniques can be used for implementation.

The read-only stores frequently require one microsecdndior'less, using
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4.4 STORED LOGIC AND MICRO-PROGRAMMED COMPUTERS (continued)

standard ferrite memory techniques. The design of such a computer was

described and evaluated by Wheeler (8).

4.5 ANALOG/DIGITAL HYBRID TECHNIQUES

It is not likely that pure analog techniques will find their way
into Naval tactical command and control systems except for very special
purpose devices of weapon or instrument control type. However, analog/
digital techniques represent a segment of the computer technology which

is at least a candidate for use.

The advantage of an analog computer is that a great deal of
efficiency is gained in certain types of problems through highly parallel
operations. In other words, many integrating amplifiers connected in a
circuit can operate simultaneously and achieve efficiency through this
parallelism. These systems are especially efficient on problems involving
ordinary differeniial equations such as those in trajectory analysis.
Since many systems also involve digital techniques, and since the digital
computer is better used for higher precision operations, data manipulation
operations, and decision processes, the combination of analog/digital

sometimes appears attractive.

In the solution of differential equations, such as those in
trajectory computations, the analog computer can handle high frequency
variables in the integration processes whereas the digital computer can
provide the high precision requirements. The combination can be used in
interesting ways to achieve highly efficient differential equation solutions.
One of the country's earliest analog/digital systems was described in a
paper by Bauer and West (9) in which a number of these considerations were

discussed.

One of the interesting aspects of the proposed project will be
to ascertain if and where analog/digital systems can be used efficiently

in Tactical Command and Control systems.



P9958-079
Page 4-8

REFERENCES TQ SECTION 4

"Why Multi-Computers?'', W. F. Bauer, DATAMATION, September 1962

'"Organizing and Programming a Shipboard Real-Time Computer System'',
G. G. Chapin, PROCEEDINGS Fall Joint Computer Conference, November 1963

'""The PMR Real-Time Data Handling System', W. F. Bauer and Sheldon
Simmons, to be published in DATAMATION, January 1964

""The Soloman Computer', D. L. Slotnick, W. C. Borck and R. C. McReynolds,

PROCEEDINGS Fall Joint Computer Conference, December 1962

""A Modified Holland Machine'', W. T. Comfort, PROCEEDINGS Fall Joint
Computer Conference, November 1963

“Microprogram Control for Digital Computers'', L. B. Emelyanov and
A. A. Timofeev, Symposium on Advanced Computer Organization, IFIPS-62
Conference, Munich, August 1962

'""The Logical Organization of the PB 440 Microprogrammable Computer'',
E. 0. Boutwell and E. A. Hoskinson, PROCEEDINGS Fall Joint Computer
Conference, November 1963

"'"Read Only Stores for the Control of Computers'', D. J. Wheeler,
Symposium on Advanced Computer Organization, [FIPS-62 Conference,
Munich, August 1962

""A System for General Purpose Analog-Digital Computation'', W. F. Bauer
and G. P. west, ACM JOURNAL Vol. 4, pp 12-17, 1957




P9958-079
Page 5-1

5. INPUT OUTPUT AND DISPLAYS

5.1 DEFINITIONS AND FUNCTIONS

Input/Output and Display is one of the more interesting aspects
of data processing for tactical command and control systems. The reasons
are obvious: computer systems in command and control are on-line systems

which receive information from many sources and must present it to many

destinations. This requires a full range of instrumentation and data

handling devices attached to the computer. In the modern on-line system,
data must be formatted from the external sources, multiplexed into the

| memory of the computer or buffering device, then read in and serviced.

i For output it must again be formatted, read out of the computer and multi-

plexed through the outputting channel to the receiving device.

The input/output devices and techniques fundamentally provide
an interface between the computer and a device (or person) external to 4
the computer. For instance, the computer receives information from sensors
such as radar and radar receivers. This data must be properly quantized
; and digitized. It receives information from humans. |In the past this

! information has come through switches, punched cards and punched paper tape.

in the future it will, with increasing frequency, come through complex

on-line interrogation consoles. The computer must interface with communications

1 equipments to provide capability of receiving data from remote sensors, people |

or other computers, |
Also, the computer must, of course, interface with conventional
peripheral equipment such as printers, tapes and the like. Likewise it
must communicate with displays, not only console displays employing devices
such as cathode ray tubes but also group displays such as electric and
photographic types. Another interface might be referred to as the

instrumentation type which would include devices like analog/digital conversion

equipments, digital data registers and similar devices. All these interface

elements are used in many combinations.
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5.1 DEFINITIONS AND FUNCTIONS (Continued)

A comprehensive introduction to the problem of input/output
has been provided In a paper by Bauer presented in the IFIP 62 conference

in Munich. The following paragraphs briefly summarize what was said there:

Buffering control and synchronization. This is the process of

holding computer words temporarily and of providing ''ready'' and ''lock out'
signals which allow the synchronization of the computer with the device.

A significant trend is the increased use of the interrupt signal.

Interleaved memory access. As a part of the buffer prbcess,

cycles of the computer memory used for the input/output process are
interleaved with memory cycles of the main computational stream to allow

the automatic multiplexing of input/output data into the memory.

Assignment flexibility. This refers to the ability to use

input/output devices in many combinations so that, for example, a tape unit
is not dedicated to a particular input/output channel but is switched to

the using device of the computer system.

Simultaneous input/output and computing. This refers to the

technique of performing extensive input /output operations while computing
takes place. This is an extension of the buffering and interleaving

memory cycle techniques. A further step is taken in this technique by
performing predigestion of data and parallel processing of input/output with
central computing. Often it appears desirable to perform many complex
input/output processes and perform the processing of the input and output
data independently from the main computer. Thus the main computer receives

only totally digested data.

Man/Machine communications. A most rapidly growing area is the

use of a display interrogation console at which a person sits and communicates
with the computer in a manner convenient to him. This allows the development
of a close man 'machine relationship in which the computer becomes a close

intellectual partner of the man.
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5.1 DEFINITIONS AND FUNCTIONS (Continued)

These are the areas of growth in input/output techniques. These
are areas to be carefully defined, examined, and documented in the proposed
program to insure that future command and control systems empioy these
techniques to the greatest practical extent. The following sections discuss

these areas from system, equipment, and usage points of view.
5.2 INPUT/OUTPUT BUFFERING AND INTERRUPT HANDLING

If there is an area of system design that concerns the planner
more than any other it is the general problem of input-output., It is
relatively simple to develop from known requirements numbers reflecting
required storage capacities, required access times to data, and required
processing times for a variety of operations as a function of machine cycles

or arithmetic steps. It is another problem, however, to analyze and trace

the data interactions and to comprehend the operational effect of the various

design alternatives associated with input/output handling. |In particular,
this relates to the techniques for interfacing computer peripherals and
communication lines with data processors, which ultimately depends upon the

buffering process and interrupt features inherent in the equipment.

5.2.1 Input/Qutput Buffering

An important aspect of this project is the identification of the
various equipment parameters and features associated with 1/0 channels and
1/0 handling, and the subsequent relating of these to the parameters

characterizing data on the one hand and to the data carrier on the other.

Examples of terms that are typically used in describing 1/0
capability are tabulated below. '

Data channel, simplex and duplex
Device Controller or Adapter
Party lines
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5.2.1 Input Qutput Buffering (Continued)

Assembly and disassembly registers
Computer to computer transmission
Buffered transmission, partially and fully
Cycle stealing

Memory partition

Number of devices per channel
Independence of operations
Sinultaneity of operations

High speed data rates

Low speed data rates

Automatic data collection

Register scanning

Multiplexer

Formatter, assembler, decommutator
Compatibility

Parallel character/word transfer
Interlaced operations

Saturation rates.

It is important first to find a basic set of such descriptors
which will serve the system designer both as tools for evaluation
alternatives and as standards for making equipment comparisons. |t is next
essential to review the spectrum of buffering configurations which range
from computer /0 channels, through special purpose multiplexing buffers,
to buffers that are computers in their own right. An example of a question
that may be posed concerning the last point is: what are the economics of
a satellite computer acting in a conmmunication/buffer role? In fact, when
should a satellite computer be of a different size or class, from the

central computer?

In this analysis it is important to indicate the consequences of
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5.2.1 Input/Output Buffering (Continued)

increasing capability. For example, it must be made evident that increasing

numbers of data channels and increasing data flow rates will ultimately affect

internal processing throughput (if for no other reason than an increase of

core cycle stealing).

The most important contribution, however, will be to associate
the 1/0 interface attributes with typical information that will be known to
the system designers in each application concerning the data and the
peripherals. Thus preferred buffering schemes will be advenced for such
examples as:

hundreds of message originating stations,

video transmission,

block transfer of data,

volatile display refreshing,

sampled readout,

continuous data collection,
and will also be looked at from the point of view of the devices themselves
including discs, typewriters, conventional peripherals, communication lines,

analog sources, etc.

5.2.2 jnterrupt Handling

In addition to the 1/0 buffering discussed above the system
designer wants to know the function and effect of the computer interrupt
capability, especially as it relates to the external interrupt. In general

this feature signals:

(a) End of an operation - as with the termination of a buffered tape
transfer.

(b) Beginning of an operation - as when it signals the presence of
data in a register, which may be overwritten with new data if

not recognized in time.
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5.2.2 interrupt Handling (Continued)

(<) Status condition - as in the case of an alarm signal or making
a mark with a real-time clock.
These signals aid in the management of the housekeeping, timing and

scheduling inherent in on-line systems,

The increasing number of 1/0 channels, decentralization of the

processor to multi-computer and memory modules, and varying sources and

rates of input data have led to considerable sophistications of the interrupt.

fFor example, in most modern computeré the number of unique interrupt
locations has increased (to the thousands) and the concept of priority
sequencing of interrupts has been promoted. The effect of this additional
capability is compared to the conventional processor in Figure 5-1 where

the hardware-software balances are shown.

The value of these modern interrupt systems must be presented in
the light of their utility to specific operations and system requirements.
in addition to citing the attributes commonly ascribed to interrupt
handling, an analysis will be performed to show how to use and assign
priority levels for typical problem mixes, involving digital and analog
readouts, real-time clock, |/0 conventional interrupts, keyboard message
generation, etc. Tables such as shown in Figure 5-2 will be valuable to
point out features and trends and to indicate the relevance of such

characteristics to system requlrements.

The work on Subtask 2 and 3 will require a careful analysis of
interrupt techniques in view of their profound effect on computer and
programming efficiency. For Instance the Table of Figure. 5-2 will be
updated and made more comprehensive. An analysis will be made and
recommendations made for interrupt systems to be included In future

computers for use in Navy Tactical Data Systems.
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interrupt .
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: - _ Prigrity
- |Computer Ext. int. Sequencing Linkage Disabling Inhibition JAlert Commnents
1BM 9 3 4 levels | Automatic; All Selective Yes | 7909 provides 8 ad-
7090 o Stores IC interrupts | individually ditional interrupt
- only and locations
_ collectively :
UNIVAC - 65 9 8 levels Programmed, All Selective Yes 170 priority levels
1107 Use a return interrupts | individually in channel number
: jump and sequence
collectively
) , for 1/0 )
coC 7 2 2 levels | Automatic; All Selective Yes || priority interrupt
1604A | Stores IC interrupts |individually
only »
UNIVAC 33 1 8 tevels Programmed; All Collectively | Yes | Status word provided
1218 ' " Use a return interrupts : with interrupt. 1| 0
jump levels in channel
_ number seguence
’ sSos 2-1024 2-1024 Programmed; | All lower |Collectively | No Interrupt priorities
920 levels Use a return | priority can be changed by
: jump ' interrupts hardware change
UNIVAC 42 2 5 levels Programmed; All Selective Yes |1/0 priority levels
490 Use a return interrupts |individually in channel number
jump except for 1/0 sequence
_ _ fault ’
GE 3-256 . 3-256 Programmed; All lover |Selective No Interrupt priorities
M236 levels Use a priority individually can be changed by
special interrupts |and _ hardware change or
instruction - tcollectively by program
FIGURE 5-2
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5.3 INPUT/OQUTPUT DEVICES

The major types of convention al input/output devices are:
punched cards, punched paper tape, magnetic tape, keyboards, printers,
and analog-to-diglital and digital-to-analog converters. Any or all of
thése may be applicable to the NTDS for the 1970-80 era. However,
it is anticipated that magnetic tape units, keyboards, and printers
will be the preferred devices for dealing with the human and digital

input/output requirements.

Analog-to~digltal and digital-to-analog converters will
be used in dealing with other equipments that provide inputs or accept
outputs in the form of analog voltages, shaft positions, or pulse

trains.

Punched cards or punched paper tape may be used for specialized
purposes, but for shipborne use they will probably not be as desirable

as the other devices listed.

Keyboards and printers can now be operated on-line under
direct control of the computer thus eliminating the need for punched card

or punched paper tape as intermediate storage for input/output functions.

Extensive militarized peripheral equipment does not exist at
present. However, attention is turning to this area. IBM has an R&D
contract for a militarized disc. Data Products Corporation has a
similar contract to develop a militarized printer, and tape units are

avallable as noted below.

Data can be entered into computers Sy properly buffered and
mul tiplexed on-line keyboards and printed out by on~line printers.
Historical data and files can be written on magnetic tape (or in mass
memories discussed in a later Section) to be read later by the computer
for further use. Magnetic tape will also be useful for storing and
inputting programs, and for keeping a time-sequential chronological

file of all Input/output transactions. Militarized magnetic tape units
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5.3 INPUT/QUTPUT DEVICES (Continued)

are now available as the result of a joint Navy, Army, and industry

program described recenily by Tyrrell, Morrison, and Stailler (i).

During the study these conventional types of input/output
devices will be reviewed to ascertain their usefulness In the NTDS.
The trends for future improvements in these devices will be analyzed to
provide a basis for estimating the performance that can be expected in

the time era under consideration.

Less conven.ional input/output devices include display devices,
on-line digital data transmission links, character sensing devices,
and pattern scanning techniques. Display devices are discussed in
detail In Sections 5.4 and 5.5 of this proposal. The present NTDS
system makes extensive use of displays and digital data links (2).

Digital data transmission Is covered in Section 5.6.

Extensive development efforts have been devo'ed to character
sensing devices in recent years (3, 4). An example of a specialized
commercial application is the use by many banks of magnetic ink characters
on checks. It is qulite possible that further improvements in more
generalized character sensing devices will provide equipment useful

for input purposes in future Naval Tactical Data Systems.

Developments in pattern or image scanning and recognition
techniques may be more important to future command and control systems.
This type of input coupled with internal computer pattern recognition
programs may permit the automatic interpretation of aerial photography
and other types of tactical imagery. One study in this area and some
of the problems invalved have been described by Holmes, lLeland, and
Richmond (5).

The Graphden device in the Army Tactical Operation Center is
an example of a unit that permits automatic input of graphical and

hand-drawn data (6). The TACDEN device in the same system is an
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example of an alphanumeric Message composer 'hat permitis keybouard

entry of data, formatiting, visual verificacion, and edi.ing.
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5.4 CONSOLE DISPLAY AND INTERROGATION

5.4.1 Requirements, Systems and Uses

The incorporation of individual visual display devices into a

computer system had its origins with the SAGE project and the NTDS. In
this application the primary requirement is to present the console operator
with a tactical situation, having a geographical relationship. From this
Information decisions are made by the operator and the computer working
together. The emphasis is the readout display and requires the hardware !
feature of line drawing to indicate, for example, vehicle tracks. Similarly,
such interest is exhibited with the FAA and NASA although with a somewhat

different purpose in mind.

At the opposite end of the spectrum of console applications is the
man/machine communication function typified by the query requirements of
Command and Control. An example |s the formulation of questions of a data
base concerning the status of forces and resources. An early contribution
in this area was the console development associated with the Air Force 117L
program. Here there was as much emphasis given to the input process as the
readout. Current interest in such devices pervade the systems being ’
developed by the NMCS, NORAD and 473L, all of which are developing operational

systems using display consoles for the basic task of human query and response.

Pertinent to this project will be the identification of application

areas together with user techniques to suggest to syStem planners the

potential of such devices and their limitations. It is, for example, important
to provide guidelines concerning such items as: j
a.) Amount of training required to operate a console; |
b.) Type of personnel (officer or enlisted) to be assigned as operators; |
c.) Degree of programming familiarity required;

d.) Degree of familiarity required concerning particular data base

content and structure;

e.) Possibility of remoting device from the processing center.

3
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5.4.1 Requirements, Systems and Uses (Continued)

In particular, the application areas would Include data editing,
data entry, data base query, system control, system maintenance, on-line
analysis, on-line monitoring, etc. The important result of this study
will be the identification of console features necessary for the execution
of the cited applications. Such consoles may range from a typewriter
keyboard to highly complex instruments such as the integrated console for
the 10C of 473L.

5.4.2 Equipments

As a result of the large amount of current interest in display
consoles several dozen manufacturers are now offering a variety of devices
for this purpose. These range from strictly CRT or TV readout monitors to
consoles which include background projection on the CRT (even with color),
full typewriter keyboards, light pens and, as in the case of TkW, ITT and
IBM, on-line modifiable labeling of special function keys (the so-called

overlay concept) .

Aside from such basic features the equipment environment also
involves detail features such as shown in Figure 53 for a number of

commercially available consoles.

A chart such as this can however oenly be useful If the physical

characteristics are related back to requirements. Hence it is necessary

to develop charts such as Figure 5-4 , where the applicability of

hardware features is shown for the indicated requirements of a specific

command and control system, the NMCS.

Associated with these equipment considerations is the important

question of console/computer interface. Here it will be necessary to indicate

problems and their solution involving:

a.) Desirability of standardizing logic of interface, e.g., [BM 729}V
tape interface;

b.) Effect of remoting consoles, e.g., cables, amplifiers, etc.;
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Information
TRW TRW General Dynamics | Data Display Inc. Electrada Products Corp. iTT
DC-400A 85 $C-1030 0D-13 Datacom 408-2 |_Integrated Console
KEYBOARD CHARACTERISTICS
Control Keys 45, Program Control| 20, Fixed Control*} 24, Fixed Control 8 46, Fixed Control 2, Fixed Control
Character Keyboard Full Typewriter | Full Typewriter None None Full Typewriter Full Typewriter Full Typewriter
Function Keys One Removable Two Removable None None None 4 62, Switchable sets
Overlay of 30 Keys |Overlays of 30 of 30 keys
Keys each
One standard, one
. ‘ Option
—
Status Indicators 24 30 i none 1
Audible Alarms None Yes No Yes No None
Blinking Signals 1 yes no Yes No None
Intensity/Defocusing Yes
CRT CHARACTERISTICS
Size of Scopes 1o j2'" X 16" 194 19 ™ 4" X 8" Two 19" Scopes
(23" tube) ‘
Number of Mesh Points 20 X 36 384 X 512 256 X 256 1024 X 1024 16 X 63 10 X 50 or
7X 72
Repetition Rate Program Control 30 or 60 cps Program Control Variable 60 cps 45 cps
max. 30 cps
Resolution Power 500 TV lines 4000 TV lines 1000 TV lines
Brightness 50 ft. 1. (in Lab)| 20 ft. |.
Registration + 24% Char. + 12% Char. + 20% Char. + 5% Char.
Height Height Helght Helight
Spot Size 20 mils 25 mils 20 mils 20 mils
Background Color Light Dark Park Dark Dark Light Dark
CHARACTER REPERTOIRE :
Number of Characters 62 62 64 46 Wired 64 64 64
‘ 18 Programmed
Size of Characters | v A .3 Variable - 100" + .015" Variable 221
' .125 to .375 .
Max. No. of Characters 20 x 36 = 720 32 x 64 = 2048 1000 16 x 63 = 1008 10 x 50 or
Displayed 7 x 72
Variation on Size None 2 levels Yes* 4 lLevels No No ’
e ———

* Options

FIGURE 5-. 'Part |}

CANDIDATE CONSOLE CMARACTERISTICS
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l information ,
TRV TRW General Dynamics | - Data Display inc. Electrada Products Corp. 177
DC-400A 85 SC~1090 DD~-13 Datacom 408-2 1504/3603/4000 Integrated Console
CRY USER FEATURES
Marker Programmed Hardware No Yes Avaijlable Yes
Tab Function for Marker Progranmed No No No Available No
Background Projection No No Available Yes No No Color
LINE DRAWING
Maximum Line Length N.A. wA 3 if Arbitrary| 2" Full N.A. N.A.
Direction
SPECIAL DEVICES
Light Gun No Yes* No Yes No No
Hairline Cursor No Yes* No No No No No
CONSOLE OVER-ALL
CHARACTERISTICS
Associated Buffer No 4096 Words, 9 Bits{ Available 2048 x 24 1 Drum or Core 3603 can Service Yes
12 1504's
Associated Hard Copy No Available No Yes No Available Yes
Localized Maintenance Yes Yes Yes* Yes Yes In 3603
Time Sharing Possibilities No No No Character Generator|No Yes
for Multiple Consoles up to 4 Consoles
Parity Check No Yes* Yes No Yes
CONSOLE PACKAGING
No. of Units 1 2 1 2 i 3 3
Size, Wxhxl 34" x 39" x 55" Console: 46" 33" x 47" x 66" 72" x 51" x 33" 1504: 14" x 14%
x 48" x 44" : x 26%
Buffer: 46" 3603: 41" x 64"
X 48 x 24 x 244
4000:
Power Requirements 117 Volts AC 115 Volts AC 115 Volts AC 208 Volts AC 115 Volts AC 1504: 117 Volts A(
3606: 117 Volts AQ
4000:
PRICE
Basic Unit Price $115K $25K | $150K to $143K $48K $23K to 8K Approx. $200K
With Basic Options m——— $157K to $122K $42K ——— ———- ~n—-
Rent No Yes Yes Yes
N — —— mana——
* QOptions

FIGURE 5-3 (Part 7}

CAMD IDATE COMSOLE CHARACTERISTIC!

!
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SYSTEM

BASIC INPUT

OUTPUT

IF ON CRT URATION

ASPECTS

DATA BASE INTERROGATION

SOF/MOP

Weapon Totals
Uncovered Targets

Weapon Status Summaries
Weapon Delivery Analysis

b3

X X X X

RDA

X

Point Target Detail

Fallout
Casualties & Facilities

Residuals

Damage
Attack Pattern

X
X X X x X X
X X X X X X

X X X X

X X X. X

X X X X X X

X X X X %X X

DISPLAY AND ANALYSIS

Composition of Ad Hoc Displays -
Player Participation in War Gaming

Scheduled Qutputs
Questions and Answers

X
X
X
X X X X

X X X X

X

RATA INPUT

NUDET Entry
Strike/Launch Entry

Exception Processing

Damage Reports
Message Accounting

X
x
x X X X

x

X X X

SYSTEM MONITOR & CONTROL

Queue Manipulation
Mode Selection
Equipment Environment & Diagnostics

Startup ,
Breékpoints for Rollback

x X X X

X X X X X

X X X X X

X X X X X

PROGRAM DEBUGGING & MAINTENANCE

Data Base Updating
Data Base Subsetting

Film Malntenance
Film Chip Library Maintenance

X X X

x .
X X X X X

X X X X X

X X X X X

X X X X

X X X %X X

Generate CRT Backgrounds

FIGURE 5-4

CONSOLE APPLICATIONS AND REQUIREMENTS
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Iﬁ Information
TRW TRW General Dynamics Data Display lInc. Elecirada Products Corp. 7T
DC~-400A 85 SC~1090 DD-13 Datacom 408-2 1504/3603/4000 Integrated Console
ASSOCIATED ASPECTS
MOD
Cus tomers RADC None NASA MITRE 438L U.S. Steel 473L
473L Lockheed 425L NSA GE
NMCS FAA NEL RADC Lockheed
JPL NPGS Blue Cross
NSA ~erojet
NASA, etc. Allstate
Wes tinghouse
Navy
Engineered Computer interface |CDC-160 NTDS 18M~-7090 {BM-7090 None RR=490 Librascope 473L
13M-1401 CDC-1604 STRETCH IBM-1401, 1410, Computer
RW=-400 $=2000¢ 7040, 650,
€DC-1604/160 1440, 7010
NCR=315
Delivery Schedule 6 monihs 8=9 months 90 days 9 months 5 months 6 months 6-9 months

Options

FICURE =% ‘Part =
CANDIDATE CONSOLE CHARACTERISTICS
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5.4.2 Equipments (Continued)

c.) Security of system when remoting;
d.) Possibitity of time sharing buffers and character generators
among several consoles;

e.) Need for interrupt capability in message.entry.

It will be desirable to consider alternatives in system configurations
since cost is related. There are several possible methods for tieing the
on-line device to the computer. The appropriate method for each appliication
must be determined during the system design when the system equipment is
! being specified. The various configurations are illustrated in Figure 5-5

and are:

| Configuration Description

| a.) &b.) The on-line device is connected to a buffered
or unbuffered computer 1/0 channel. Additional
devices may be connected to the same channel
up to some maximum number. Then additional
devices must be assigned to another channei.

c.) &d.) The on-line device is connected to a separate
buffer unit which in turn is connected to the
computer via an unbuffered or buffered 1/0
channel. Additional on-line devices may be
connected to the buffer unit up to some
maximum number.

e.) & f.) The on-line device is connected to its own
buffer unit which in turn is connected to the
computer via an unbuffered or buffered 1/0
channel. Each on-line device requires a
separate buffer unit.

The separate buffer units appearing in configurations c.), d.),

e.), and f.) perform such functions as automatic CRT display regeneration
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5.4.2 Equipments (Continued)

and character- by-character message accumulation for subsequent transmission

to the computer or on-line device.

Operational examples of these configurations inciude the following:
NMCS Developmental Center uses configuration a.) with the CDC-160 computer,
System 473L OTC uses configuration ¢.) with two consoles and the IBM-1401
computer. In this system the buffer can accommodate up to eight consoles;

MITRE uses approach f.) in tieing consoles to the Stretch computer.

Special timing - The special nature of the communication device

interface and possible electromechanical responses may impose special
timing requirements on the computer program. This depends upon how much of
the detailed bookkeeping and control is actually comiitted to hardware.
Following are some representative examples of special timing:

a.) Scanning - It may be necessary to insure the clearing out of
the communication device output reglister sufficiently often, say
every 200 milliseconds, if keyboard entry is to continue at
operator pace.

b.) OQutputs = Special devices may require output data that must meet
specified timings. This may be true for example, of electro-
mechanically driven devices where start/stop problems may arise.

c.) Refresh - In the case of display consoles, if automatic buffers
do not refresh the volatile CRT displays then the computer must
re-transmit the information sufficiently often, say every 20-25
milliseconds, so that the dispiay will not flicker.

Auxiliary storage - The requirement for rapid response and the

servicing of a number of communication devices, each actively
spread over a long period of time relative to the effective
computing rate, leads to the need for large capacity auxiliary
storage such as discs or drums. This store will hold programs,

working displays, and the basic data base.
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Equipments (Continued)
Ease of use - The programming system should provide as much

user-operator flexibility as possible. User simplicity and
flexibility should not be sacrificed simply to avoid complicated
‘"one time'' programming.

Flexibility and gqrowth - Usage of communication devices will

invariably lead to improvements in procedure and techniques, and
as new uses are found, the application areas will grow. Hence, it
will be desirable to frequently and easily modify current functions

and to add new functions to the programming system.

Programming Techniques

In designing the programming or software system for console

applications it is necessary for the planners to recognize characteristic

requirements and relate these to software/hardware tradeoffs. Such

considerations include:

Real-Time - The system must provide the information of interest
as It Is required. This refers to both the performance of the
total problem and the responsiveness of the system to individual
user-operator action. Since user-operator response and action is

involved, real-time is measured in human terms.

Large data base - Systems with on-line communication capabilities

~Invariably are systems involving large amounts of information in

a data base. Since man and his judgment are involved, there is
a requirement that this data be randomly accessable. Hence file

design storage medlia are important design considerations.

Many short demands - The programming system must be capable of

processing many short duration demands for service spread over a
comparatively long time span. These demands generate individual
information entries that are bullt up to comprise a complete
message. In turn, a number of messages may be connected to

form a complete transaction.
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Programming Techniques (Continued)

Time sharing of processor - Based on the preceding, there will

be available a considerable amount of processor capacity which
must be fully utilized to achleve system efficiency. This means
that time sharing and possibly multi-programming techniques must
be employed so that the processor capacity can be allocated to

the basic system tasks as required.

The basic system tasks and their requirements are:

Communication device servicing which requires a small percentage
of available capacity even when multiple devices must be serviced.
Executing functions initiated by completed operator messages or
requests which requires the majority of the available capacity.
Performing other computations, related to the total problem or
secondary in nature, which utilize any remaining capacity.

User orientation = The communication subsystems should be as

much user oriented and user understandable as possible. Hence,

it is desirable that the design, implementation, anc modification

of specific functions be as much ''professional’ programming
independent as possible. Optimally, the system should be manageable

by the user, once the basic programming has been accomplished.

It is possible to separate the application oriented tasks from
those tasks that are general purpose and apply to all on-line

system applications and processes. A division Is made between

the processes required in generating a message and the actual
procedures for executing the action that may be required. The
former concerns the mechanics of handling displays and composing
messages. The latter is concerned with actual file handling,
retrieval, processing, summarizing, and formatting. in this
discussion we restrict attention to the first aspect, the general

purpose processes.
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Programming Techniques (Continued)

The design objectives for the programming system are as follows:

Provide general capability and flexibility so that virtually all

applications can be accommodated.
Standardize techniques and procedures so that individual program

segments or subroutines can be shared by as many functions as |
possible.

Maintain order among contending users for the same files.

Service each station as if its operator were the only user

making demands on the processor.

Based on the above discussion the programming system must include:

Display Subsystem Executive Control

This program performs the basic scanning, sequencing, and queue
control for servicing the on-line devices. In addition, it links
to the Master Executive Control which may be supervising the total
processing system. The degree of complexity of the Executive
Control program will be greatly influenced by the presence or
absence of such hardware features as a real-time clock and external
interrupts. |

Function Monitor

This program maintains the history tables and establishes the
action sequences to be carried out as a function of the keys that
are depressed by the operator.

Utility Program Package

This is a collection of service routines used primarily by the
Function Monitor and Executive Control. The availability of these
general purpose programs precludes recoding of common functions.

User Language

This is the language which must be used by the application

programmer In writing his program. The system must provide the
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5.4.3 Programming Techniques (Continued)

programmer with the ability to express his program in both the
symbolic language of the computer, where each command generates
one machine Instruction, and in higher order languages, where

each command generates many machine instructions.

To be effective, the higher order language must possess the
following chief attributes:
a.) it must be powerful enough to express the application problem.
b.) It must be such that non-programmers can use it with a minimum
amount of training.
c.) it must be readily expandable so that new commands and functions

can be added.

The existence of a system as described above implies that
application programmers must conform to certain coding restrictions and
procedures so that ail of the possible programs can be accommodated by
this approach. While this may seem a disadvantage it is, In fact, a saving

grace since:

a.) It simplifies the programming because of the exlistence of service
routines.
b.) It simplifies the implementation of a new application since the

design must fit within the logical framework set forth by the

system.

The importance of the second point cannot be over-emphasized.
Without a well-defined organizational and procedural philosophy, the
programming design and Iimplementation of the individual application can

become much more complex and time consuming than is necessary.

Apart from the hardwere and software requirements for support of
an on-line console system it is also necessary to indicate the load which
display consoles will place on total system performance. This includes the

amount of core storage required on a continuing basis as a function of




P9958-079
Page 5= 25

5.4.3 Programming Techniques (Continued)

number of consoles, the expected amount of transactions at each console
translated to required machine time over a period of time, and the potential
traffic problems that may occur with regard to 1/0 transfers. With respect
to the latter point it will be desirable to prepare probability tables
reflecting waiting times for multiple console users for varying parameters.
An example of such a table for the specific case of a ten console system is

given in Figure 5-6. Here is assumed a service time of 1.5 and 0.9

seconds per request, with a thirty second interval between requests.

By using the theory associated with Poisson processes it is

possible to estimate the waiting time from knowing the service factor. This

number is the ratio of service time to total elapsed time between requests
and Is 1.5/30 or 0.05 for one of the cases. The results of the traffic

analysis are given in Figure 576.

The results show that a waiting time will exist 19% of the time
for the 0.05 service factor. Since the service time is 1,5 seconds the
average wait on the waiting line will be slightly under 3 seconds. For
the second model a waiting line will exisf about 7.4% of the time. The
average wait on the waiting line will be approximately one service time

of 1.5 seconds.

5.4.4 Lonsole Hardware Techniques

Hardware Techniques required in various types of console dis-
plays include buffer storage, symbol generation, cathode ray tubes,
photographic imagery, digital read-out devices (e.g. counter wheels,
NIXIE tubes, etc.), and hard copy printers. Newer techniques under
development are photochromic dynamic displays (7) and electro lumines-
cent displays (8). In using these hardware techniques to design console
display equipments such as those described in Section 5.4.2, it is
necessary to determine the proper trade-offs between characteristics such

as capacity, speed, legibility, resolution, brightness, color, contrast,




Probabitity of n consoles

requiring service Cumulative Waiting Probability
Number of Service Service Service Service
Number of Consoles Factor Factor Factor Factor
Consoles Waiting = .05 = .03 = ,05 = .03
0 0 .538 .712
1 0 .269 .214
2 1 121 .057 121 .057
3 2 .049 .013 .170 .070
4 3 .017 .003 . 187 .073
5 4 .004 .001 .192 .074
6 5 .001 .000 .193
7 6
1.000 1.000 . 193 .074
FIGURE 5-6

PROBABILITY OF N CONSOLES OF TEN
REQUIRING SERVICE AT THE SAME TIME

9Z-S 3bed
6L0~-8566d
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5.4.4 Console Hardware Techniques (Continued)

ratio, color capability, frame rate, and computer interface requirements
to determine the type of display that best meets the specific require-
ments of the problem. In different systems some of these character-
istics will be more important than others. The periodic regeneration
required in devices such as cathode ray tubes can be accomplished

by providing sufficient storage for an entire frame in the display
device or by periodically retransmitting the data from the computer.

In this case, a trade off Is possible between the complexity and cost

of the display devices on the one hand and the required computer time

on the other hand.

For future Naval Tactical Command and Control Systems, it
will be necessary to evaluate conventlonal display techniques, special
cathode ray tubes such as the Printapix and the Charactron, and newer
techniques such as the light valve projector, photochromic displays,

and electro-luminescent displays.

Cathode ray tubes will probably continue to be the dominant
form of display for consoles although electro-luminescent techniques
may be feasible by the time this planned Tactical Data System is to be
operational. The capabilities and potential Improvements in cathode
ray tube displays will be analyzed to provide a basis for determining
the design criteria for console displays. New cathode ray tube techniques,
such as the ability to project a photographic image on the face of the
tube to superimpose it over an electronic image, will be investigated.
The relative advantages and disadvantages of storage type tubes for
display versus standard cathode ray tubes with storage functions pror
vided by another memory (e.g., a magnetic drum) will be determined.
Any anticipated changes in the relative merits of the different tech-
niques by 1970 will be evaluated and recommendations will be made as

a guide for planning.
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5.4.4 Console Hardware Technigues (Continued)

Keyboard techniques for interrogation will be studied with
particular emphasis on the question of whether to use completely
free manual keyboards or to use keyboards with a format control imposed
on the operator. The methods of communications between the interro-
gation console and the computer, and the requirements for storage in the
interrogation console will have a direct effect on the type of keyboard

selected and the ease of using the console.
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5.5 GROUP DISPLAYS

5.5.1 Requirements and Uses

Group displays range from static tote boards emplioying manual
updating procedures to dynamic §ystems modified by computer signals.
These systems may have a response time varying from seconds if completely
electronic to several minutes if they employ electro-mechanical processes.
Photographic, electronic, or mechanical techniques may be used, or

combinations of them.

Typically, the requirements for such systems arise from the need
of making information available on a continuing basis for monitoring
purposes, as is done In NORAD, or for purposes of simultaneous view by a
group of individuals gathered together periodically as a decision making
body as, for example, the Joint Chiefs of Staff. |In this latter situation
formal briefings may be delivered or presentations given as a result of
ad hoc requests for information.

The translation of the various requirements and operating situations

to display hardware will be an important result of this portion of the study.

5.5.2 Equipments and Systems

To date military users have been dissatisfied and perhaps even
disenchanted with the group displays developed by industry. In terms of
review there are perhaps three systems in operational use typifying stable
aspects of techniques. These are the lconorama, Kelvin Hughes projection
system, and the Philco and IBM wall boards of the Defense Communication
Agency. The first of these affords color through the use of multiple
projectors. It is electro-mechanical and has been known to be unreliable
and Inflexible. The second represents a class of systems In which a
continuous roll of silver haloid film Is exposed by a small CRT which is
under computer control, development takes place, ahd the frame is available
for view in 15 to 30 seconds. The third is a static background with a -‘.
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5.5.2 Equipments and Systems

fixed number of neons whose on/off state and color selection is under the

control of the computer.

There is an interesting new family of group displays emerging.
They are probably best characterized by the fact that they employ photo~
graphic techniques. The process results in film chips (unmounted single
frames of 70 mm film) which can be projected and viewed as slides. Other
principal characteristics of these systems are as follows:

1. They are on-line with a computer. The computer performs such
functions as the selection of background slides and the selection
and placement of data on the slide.

They are used for periodic briefings of high ranking officers.

The processing consists of taking full color background slides

and placing overlay information in color on the background.

The number of symbols traditionally is 64.
Examples of this automatic slide generation type of equipment &re those
built by Ramo Wooldridge and International Telephone and Telegraph. In both
these samples the color separation process is used. Background pictures
can be taken with a color separation camera which provides three black and
white images repressnting each of the three primary colors. Yo view a
slide prepared by a color separation process white light is passed through
the three black and white images and then through appropriate filters to
reproduce the three primary colors. Projection of the three colored images

to produce one image provides full color reproduction of the original.

In these systems overlay information is placed on the background
by a photographic process involving the background films. It is usually
desirable to blank out the overlay information so that there will be mixing
of the colors of the overlay symbols with the background. Thils is a compliex

process but is accomplished, for example, in the Ramo Wooldridge system.

The Ramo Wooldridge systems uses Kalvar film which is exposed by
ultra violet light. This film has excellent environmental characteristics.

It can be developed very easily by simply heating it after exposure. The

three images of the color separation process are then prepared with the
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5.5.2 Equipments and Systems (Continugd)

Kalvar film and become one film, probabiy of approximateiy 70 mm size.

The major difference between the ITT and RW systems is in the
method of exposure of the film to place the overlay information properly.
The RW system uses a mechanical technique to position the characters on the
film. The ITT system uses a Charactron tube to position the figures. Since
the Charactron tube does not produce enough light for direct exposure of
the Kalvar film, an intermediate step of exposing silver haloid film must be
taken before the final film product can be obtained. Because the RW system
uses mechanical positioning its response time per chip is of the order of
1-2 minutes. The response time of the |TT equipment is on the order of

15 seconds.

[t is significent to note, however, that in nelther case of this
automatic film generation equipment has there been a satisfactory system
developed from an operational point of view. The RW machine s installed
in the basement of the Pentagon and |s used by the National Milltary Command
System Support Center. Although it works ""satisfactorily'' it does not have
the reliability needed for use by the Joint Chiefs of Staff. The ITT

machine is reportedly in a similar or worse state.

There is a question about the future and value of these types of
film generating equipments. When the ITT and RW contracts were let there
was a great deal of enthusiasm within the Department of Defense for systems
of this kind. This enthusiasm seems to have waned during the last year or

so, possibly because of the poor operational status of the equipment.

As a first step in developing an approach to displays it is
pertinent that users of systems described above (such as NORAD, SAC, NREC,
DCA, JCS) be consulted regarding the application and use of the equipment.
For example, it is known that the projection system at DCA, analogous to the
Kelvin Hughes system described above, is not used. On the other hand the
lconorama at NORAD is the main presentation for CINCNORAD.
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5.5.2 Equipments and Systems (Contlinued)

For systems such as described above it is intended to organize a

state of the art summary such as is suggested by the information in

Figure 5-7. In addition to the indicated information in this table the

results of the review and evailuation will be included.

Beyond this it will be most important to consider and evaluate the
work currently under way as, for example, the light valve at GE and the

I lluminated panels at RCA. Hardware techniques are discussed in Section 5.5.4.

In addition to such equipment reports there will also be a set

of conclusions regarding operating characteristics and how they are

reflected in the hardware, including considerations of:
speed - the time lapse between the generating of data and its
projection,
clarity - the ability to register and produce saturated
symbols,
reliability - the development and use of mean-time-to-failure
parameters,
cost - the total cost of implementation including programming

and offline procedures.

5.5.3 User and Programming Techniques

A significant aspect of making a display system operational is
the joint effort of the end product user, the output designer and the
programmer. Each affects the other and there is a continual feedback and

desire to modify, enhance, or make additions to the basic capability. In

such an environment it is mandatory that a programming system be specified
which has general purpose attributes and is modular. Hence, it is absolutely
essential that systems of the kind represented by the NTDS have, as a basic
element, general purpose retrieval programs and output generators. As an
example of a very desirabie system with these attributes we cite the FLEET

Intelligence System developed at CINCEUR and known by the name Formatted
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EQUIPHENT
(" (2) (3) (4) (5) (6) (7)
STORAGE AND RETRIEVAL YES YES WiTH HOOlFlCATlOﬂ NO NO NO LIMITED
COMPUTER TO SCREEN 1 SEC/CHARACTER
TIME (in seconds) 10-12 30-240 " REAL TIME 15 REAL TIME APPROX.
FILM RECORD COLOR COLOR COLOR BeW COLOR B&W COLOR
LINE DRAWING CAPABILITY YES YES YES YES YES YES YES
QUALITY ANALYSIS
VIEWING STATION NO YES YES NO NO NO NO
PROJECTOR LOCATED
REMOTE FROM GENERATOR YES YES NO NO NO NO NO
DELIVERED YES. YES NO YES NO YES YES
NUMBER OF SLIDES 3 plus 1 2 NA 2 NA Separate Projectors
REQUIRED FOR FULL COLOR background for each Color
NUMBER OF BACKGROUNDS
STORED IN PROJECTOR 100 200 300 0 - NA -
BACKGROUND ACCESS TIME
(in seconds) 1 4 4 - - - -
RANDOM ACCESS SELECTION YES YES YES NA BACKGROUND ONLY | =~ BACKGROUND ONLY
SYMBOL COLORS WHITE plus 3 BLACK, WHITE WHITE plus 5 BLACK, WHITE WHITE plus 6 BLACK, WHITE WHITE plus variable
plus 6 number (no black)
SYMBOL GENERATION TECHNIQUE CRT DRY CRT OIL FilM CRT DIRECT SCRIBED
Silver Halide Stencil Direct Silver Halide in Vacuum Silver Halide CRT Silver Mirror **
Kalvar to Kalvar Kalvar Projection
MASKING FOR UNAMBIGUOUS COLOR NO YES MANUAL ADJUSTMENT] NOA NO NO NO
RESOLUTION GO0D GOOoD VERY GOOD POOR GOOD POOR POOR
BRIGHTNESS GOOD GOOD GOOD FAIR GOO0D POOR FAIR
* Equipment: (1) Aeronutronic (5) tinternational Electric Corporation #*% Glass Slides Need to be Changed
(2) TRW DODDAC Full Color System (6) RcA 0f ten

(3) TRW Integrated Multicolor Display Console (7) Fenske, Fedrik & Miller lconorama

(4) GE Eidophor

FIGURE 5-7

COMPARATIVE CHARACTERISTICS OF SELECTED DISPLAY SYSTEMS
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5.5.3 User and Programming Techniques (Continued)

File System. With such programming systems it is only necessary to append
specialized formatting routines whenever display systems are appended to the
computer,

There are other problems however which the system pianners must
consider. These are wel! illustrated in the paper on the DODDAC system and
the complete system documentation of the DODDAC display?l In particular
the system planner must recognize and choose among the hardware/sof tware
trade-offs in the display/computer interface and with respect to the degree
of automatization desired. Amongst such items are:

a.) Are displays physically created, stored, and retrieved or are
they computer generated each time they are accessed?

b.) In what way are displays requested? What flexibillty in format
will there be?

c.) What feedback signals should there be from the display system
to the computer such that the entire system is integrated?

d.) What are the timing limitations, as, for example, in driving
a line drawing servo?

e.) Shalil backgrounds be digitized or on accessible hard copy?

Finally it will be desirable to present some typical configurations

and indicate their ablliity to satisfy the kinds of parameters system designers

will be expected to develop such as expected frequency of requests, expected
response times, type of characters or symbols desired, amount or density of

information to be supplied on individual presentations, etc.

*See References (9) and (10).
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5.5.4 Hardware Jechniques

Many of the hardware techniques for use in console displays
described in Section 5.4.4 are applicable to group displays. However,
group displays have the added requirement of bright, large screen
images. Techniques such as direct cathode ray tube viewing are,
therefore, not applicable. To date, projection systems using photo-
graphic images made from cathode ray tube exposures have been more
widely used for group displays. A study by the Rome Air Developnent
Center, ''Criteria for Group Displays Chains for 1962-65 Time Period"
(ASTIA 283390), recommends film base systems for group displays at
least through 1965. For a Naval Tactical Data System for the 1970-80
era, it will be necessary to determine whether film-based systems
will still be the best or whether newer techniques such as the light
valve projector, photochromic storage, electroluminescenl screens,
or other large screen display techniques will be feasible and more

desirable.

For optical projection systems, it is necessary to choose between
techniques such as conven.ional silver halide film, photochromic
film, Kalvar and other Diazo materials, zeographic processes, and
thermo=-plastic recording. Each of these techniques of fers some
advanlages that must be balanced against iis shortcomings with
respect to the requirements of the specific application. Most of
the display techniques investigated to date and their advuntages and
disadvantages have been covered in the proceedings of three symposia

on display systems (11, 12, 12).
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5.6 COMMUNICATIONS DATA HANDLING

5.6.1 Requirements, Systems and Uses

Today's tactical command and control systems are largely
communications handling systems. The emphasis on communications handling

will continue; it will be an essential ingredient of future systems.

In a general sense the data to be received by command and control
computer systems can be divided into two types, structured data and
unstructured data. Structured data refers to data which is highly formatted
and arrives at the computer at a known rate, known word structure and with
a pre-determined meaning of the digits. Unstructured data comes to the
computer for example as English language paragraphs, or as data implicitly
recorded in photographs. One of the prime examples of unstructured data
is intelligence information although some high level command information
might be unstructured as well. It is likely that most of the information
handled in tactical data systems will be structured. However, careful
consideration must be given to unstructured information for there will

undoubtedly be some of this to be handled.

Structured data is by far the easiest to handle. Decisions need
to be made on the equipment to perform the logic and electronic functions,
and consideration must be given to timing and synchronization. Unstructured
data needs decisions by people before it can be placed into the computer.
This decision process can be aided by on-line consoles where the computer
aids the man in the structuring process, ''telling' him how this is tc be
done step wise. The man can then extract the information for the computer

or correct garbling, and the like.

Much of tbe communications problem immediately relates to the
general Input/output problem which is discussed elsewhere. There are,

however, a number of operations which take place:
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Requirements, Systems and Uses (Continued)

Information is received at a communications terminal device,
1t is then multiplexed into the computer system probably

simultaneously with other communicating devices.

- The information is then buffered until it is ready to be

entered for use by the computer.

The message is then decoded and serviced.

Very frequently the message is logged and then the message
itself Is recorded.

Concerning the output of data, an output message is composed
and formatted and forwarded to a proper device.

After the usual operations of multiplexing and buffering, the

message is finally transmitted.

course, where the message is received on a short cycle basis

such as the receipt of radar data every 100 millisecond, there is no need

for certain operations such as logging.

Communications in systems have many functions. Some of these

are listed as follows:

1.

Due to physical and topographical requirments, information is
required to be transmitted from one position to another. An
example of this is radar horizon limitations which limit the
placing of radars.

Frequently it is desirable to have redundant computers for
reliability -- ;haf Is, In case one computer becomes inoperative
thus requirements for’communicationé are generated.

Frequently it is desirable to have communications from computer
to computer to allow a smoothing of the work load of the total

system of computers.

It Is usually necessary to use communications for centralization

of the command and to coordinate the entire tactical command and

control system.
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5.6.2 Terminal, Multiplexing, Storage and Buffering Equipment

One of the unresolved problems that has arisen with the use of
tactical command and control systems has been the determination of the
equipment configuration to perform the interface functions of terminal,
multiplexing, storage and buffering for conmunications and real-time
inputs and outputs. Figure 5-3 is a schematic of these interface

functions.

At one extremity it is recognized that terminal equipment is
required to perform the terminal funétions of digitizing and grouping of
information. At the other end the interface to the computer requires that
there should be a suitable electrical interface and that grouping of data
be performed that is acceptable to the computer. However, there are a
number of ways for performing the functions of multiplexing, storage and

buffering. The various technqiues are described in the following paragraphs.

Figure 5-9 is a schematic of the Saturn Stage |l checkout
system which is representative of the philosophy that requires that the
computer perform the bulk of the work for the interface functions. Simply
the system requires that the programmer program every function. A very
rapid and large amount of information, such as is developed when either the
flight contro! or engine test sequences are exercieed, requires that the
computer be dedicated to this function only. The program is required to
control the storage and buffering. The multiplexing in these sequences has
been built as part of the equipment. For less critical functions, the
programmer has to perform the muitiplexing by using a set of special addresses

in the desired sequence.

Figure 510 is a schematic of the PMR real-time data handling
buffer which is representative of the philosophy that reduces the workload
to the computer to a minimum. These systems receive the data automatically
and perform the functions of multiplexing storage and speed changing. At
the end of a complete data frame the computer is informed that a complete

data frame is now available.
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Terminal, Multiplexing, Storage and Buffering Equipment (Contlinued)

For shipboard command and control systems similar types of

missions are required. A problem arises as to which approach is best.

However, it is more p}obable that the approaches will be compromised for

optimum use of resources.

a.)

b.)

c.)

d.)

e.)

Cost - This factor has two aspects, the first is the

actual dollars invoived, and the second is the time expended

to develop, design and implement a system.

Reliability - The concept of reliability enters in the desire
to make the interface equipment as trouble-free as possible.

in general the simpler the functions the simpler the maintenance.

Computer Capacity - Although it is possible to assign to the

computer the interface function, an important factor is to
consider the basic workload of the computer. Will the incremental
addition of interface function seriously reduce the computer
capacity reserve? In the PMR example the Buffer, Synchronizer

and Reformatter were implemented because of the effect on computer
capacity reserve.0f course if the reserve is exceeded, then special
equipment and/or computer capacity has to be increased.

Programmer Workload - Related to computer capacity is also the

problem of computer programming workload. In the Saturn example,

the programming cost has become a significant factor. Programming
resources are relatively scarce so that some considerations to
husbanding these resources are important.

Flexibility = in developing, designing and implementing interface
functions there arises the need for frequent changes in requirements;
such as Input-output characteristics of timing volume, electrical
characteristics, available information about input characteristics,
and a host of other changeable specifications. The use of

special ized gear has to be considered as compared to the general
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5.6.2 Terminal, Multiplexing, Storage and Buffering Equipment (Continued)
purpose computer. The choice is not clear, especially if the

special gear has plugboards that are well designed to anticipate

changes.

The above cited factors indicate the extent of the problem and
indicate the areas in which further investigation should be made.

5.6.3 Programming Techniques

A specific programming subsystem is contemplated for handling
the communications data for both reception and transnission. Such a
subsystem Is in reality a kind of store-and-forward system from a functional

point of view.

Three kinds of programming pieces must be identified. First there

are the special input/output routines, including the programs permitting

flow of data into and out of the computer. Then there are the message

management programs which control buffer size, transmission checks, error

detection and correction routines, format control etc. Finally,there are
the programs that deal with content itself, determining the nature of the

message and their disposition. Actual operation with the data is relegated

to processing programs.

From the point of view of the system designer this programming
system is very much machine dependent for the first set. [t is communication
process dependent for the second, and is message oriented in the third.

Always,however, the programs will be specified modularly -- so that new

peripherals or new messages can be added without disrupting the entire system.

Among the processes that will be studied and specified are:
Redundancy checks

Fleld validation

Duplicate searching

Batch or single entry processing

Correction vs. re-transmission economics
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5.6.3 Programming Techniques (Continued)
Exception file processing
Message logging and accounting
Distribution
0f conslderable influence in this endeavor will be the efforts

already Inittated by the Navy to Improve the JOPREP message system in

addition to its own fleet and logistics reporting procedures. The current

efforts on AMPS at Ft. Ritchie is another important area which will influence

such considerations.

The result of the programming system design and selection of
techniques will then afford design parameters in terms of required buffer
sizes, processing times and, as a consequence, message throughput rates.
Hence if given the input loads, it will be possible to come up with a "‘best"
system concept where trade-offs may be made in computer memory size, speed,
auxiliary storage capability and computer organization. |t is, for example,
important to compare and evaluate the single processor approach versus the
de-centralized system, especially for the input process where a specific

computer may be delegated the communication function. Such systems are non

becoming more pronounced as evidenced, for example, by the IBM 7740 ana 7750,
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6. ARDWA 1QU

6.1 GENERAL

New and improved components and hardware techniques will play an
important role in obtaining greater capability, higher reliability,
and easier maintainability in computers and da.a systems for use in the
1970-75 area. New techniques that have already been proven feasible
will permit significant reduction in sice, weight, and power consumption.
These can be divided into two major categories - (1) basic components and
techniques; (2) integrated circuits and other baich - fabrication tech-

niques.

During the course of (his study both existing and fuiure componen.s
and techniques will be studied and analyzed to evaluate their relative
merit and po-ential effec. on the computer field. Their feasibility
and time of availability will be evaluated for .hose functions in tacti-
cal data sysiems for which each shows the greatest promise. The advantages
and disadvantages of different types of existing and future components
and techniques will be related to the requirements of the future Navy
Tactical Data System. Recommendations will be made as to which ones
offer the greatest promise in specific types of uses in the planned

sys tem.

Existing components and techniques are capable of providing suffi-
cient speed and performance capability for the planned tactical data
system. However, significant reductions are necessary and possitle in
the size, weight, maintainability, reliatility, serviceability, and
logistics requiremerts for digital equipment used in shipborne tactical
data systems. In this study, particular emphasis will be placed on
components and techniques that offer promise for improving maintain-

ability, reliability, and serviceability.
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6.2 BASIC COMPONENTS

A large number of digital components and techniques have been
proposed and investigated during the last few years. It is difficult
to evaluate the relative merit and value without a knowledgeable survey
of the state of the art for each component or technique conducted within

the framework of the specific applications in which they migh: be used.

At present, and for the foreseeable future, semiconductor elements
offer the best combination of feasibility, reliability, performance, and
cost for use as digital logical componen:s. However, considerable
research and development effort has been devoted to cryogenic components
O, 2y magnetic logic components (3), tunnel diode circuits (4,5),
kilomegacycle circuitry (6, 7), and other more novel techniques in recent

years.

W. B. Ittner, |!!, has pointed out that cryogenic techniques offer
promise in the memory area, but that their use as logical elements is
questionable(2). Tunnel diodes are practical circuit components. As
stated by Electronics magazine, ''Tunnel diodes have passed the stage
of being glamorous new semiconductor elements with great potential.
They've arrived! They are now just ano:.her element that the engineers
can choose from to build faster, more reliable, or more sensitive
circuits.'(8) Attention has been called to the problems of packaging,
interconnectors, and communications involved in the use of kilomegacycle

circuits;by D. J. Chesarek and others.(7)

New and radically different techniques, such as the use of lasers
and optical components, have been proposed and are being Investigated
(9, 10, 11). All types of advanced components .and, techniques should be
considered and evaluated for any computer or data processing system
planned to be operational in 5 to 10 years - even though at present
semiconductor integrated circuits appear to be the most feasible and
promising for that time span. 1t Is important that such consideration

and evaluations be conducted within the framework of a knowledge and

* Numbers in parentheses refer to the Bibliography at the end of
this section.
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6.2 BASIC COMPONENTS (Con'inued)

unders tanding of Lheir operational use to assure 'hat they offer

wor thwhile advantages for (he specific application. Their advantages
must be commensurate wilh their feasibility and state of development,
cost, and effect on reliabili'y and meintainability. The unique require-
ments of Navy shipborne applications will place different values upon

the various characteristics of new components and techniques . han will
commercial or fixed site applications. Therefore, it is ex.remely
important that these new components and techniques be investigated and
evaluated with particular reference to the environmental and operational

requirements imposed by their use in Naval Tactical Data Systems.

6.3 INTEGRATED CIRCU!ITS AND BATCH FABRICATION TECHNIQUES

Integrated circuits are not basically new components in the sense
that cryogenics or lasers are, but rather they represent radically new
me thods of fabricating and packaging conventional semi=conductor circuitry.
With integrated circuit techniques, complete circuits, such as flipflops
or multiple gate circuits, can be fabricated as a uni: and packaged as
a single component. This reduction in the number of discrete components
offers significant advantages in terms of improved reliability and reduced
size. When large volume production quantities are achieved significant
cost savings will also be realized as a result of the lower cost of the
use of batch fabrication techniques, the hand wiring within a basic
circuit package and much of the interconnectiion between closely related
circuits will be eliminated. Advances in integrated circuit techniques
have been accompanied by associated advances in packaging and fabrication

of Integrated circuit modules.

Integrated clircuits and the associated packaging techniques are not
speculative future developmenis. They are here today. Digital computers

utilitizing integrated circuits are now available that provide
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6.3 INTEGRATED CIRCUITS AND BATCH FABRICATION TECHNIQUES (Continued)

capabilities roughly equivalent to those of the AN-USQ-=20 in less than

one cubic foot.

Integrated circuit computers are currently in production (12, 13).
M. Weissenstern has predicted that by 1970 ''digital computers will be
most probably completely Integrated, including the memory, which will
probably be a very compact thin-film type' (14). A study by a Harvard
Business School team predicts that integrated circuits will take over
20% of the total circuit market by 1975 (15). For the Improved Minute-
man Computer (D37B) alone, over ''200,000 integrated circuits are currently

on order from four suppliers' (12).

The widespread use of integrated circuits will create a situation
In which the computer and other digital electronic sections of future
command and control systems will be an almost negligible part of the
system in terms of space requirements. This raises many interesting
questions for those planning future C&C systems - e.g. determining
trade offs between logic and storageequipment on the one hand and input/
output and display equipment on the other. In multi-computer systems, it
is much more feasible now to disperse the computing, data processing,
and logical hardware, placing some sections in different peripheral

devices such as displays or input units.

/ The impact of integrated circuits and associated packaging techniques
on future C&C systems must be carefully considered since these will un~
doubtedly have a profound impact on the planning of such systems. The
consideration of integrated circuits in this study will also serve to
emphasize areas in which increased development efforts should be devoted
to peripheral equipments such as displays, mass memories, and input/output

devices.




P9958-079 "
Page 6-5

6.4 RELIABILITY, MAINTAINABILITY, AND SERVICEABILITY

Paramount in the evaluation of any existing or new components or
techniques for an advanced Naval Tactical Data System will be their

effects on the reliability and maintainability of the system. The AN/USQ-

- 20 used in the present Naval Tactical Data System has an enviatle record

of reliability. However, inteyrated circuits discussed previously offer
the promise of even higher reliability within the time scale of the

tactical data system to be planned following this study.

With respect to serviceability, maintainability and logistics, the
widespread use of integrated circuits will greatly simplify the logis:ics
problem and the space required for spare parts. This widespread use will
facilitate maintenance by making feasitle the replacement of majur parts
of the computer if failure occurs. Such paris can then be repaired
independently of the operation of the mach.ne or sysitem. In a multi-
computer system, it may be feasible to carry a complete spare computer
which can be rapidly plugged in to replace another machine if fuaiture
occurs. Integrated circuits offer great promise for higher reliability,
better maintainability and serviceability, and simplified requirements
for logistics support. These factors will be given heavy weigh' in any
evaluations of components or techniques for future Naval Tactical Data

Sys tems.
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7. MEMORY TECHNIQUES

In any computer-based system memory hardware and sof tware

technology provides the basic framework on which the system is built.

Memory devices consistently cost 30 to 80% of the total cost of the

computer system. Too much high speed memory can cause costs to soar

while too little high speed memory, or poorly utilized high speed memory,

can cause system time response to soar. Much of the new computer hard-

ware and sof tware technique developments center around memory.

The Navy will undoubtedly contract for a new computer for

tactical systems in the next 2~3 years. Many of the ideas described

herein should be part of the specifications for that computer.

7.

OPERATIONAL CONSIDERATIONS

7.1.1 Memory Hierarchies and Types

There is an increased usage and complexity of memory hierarchies

in computers. In the past the high speed computer memory frequen.ly has

been augmented by auxiliary memory, such as the bulk storage of tapes and

drums. There is currently coming into view a more definite hierarchal

structure. This consists of various memories of speed and storage such

that there is a small amount of high peed storage, and successively larger

amounts of lower speed storage, with very large amounts of bulk storage

such as that provided by drums and discs.

be
of
in
At

One of the more interesting aspécts of this hierarchal strucuure
the technique for utillzing the various memories. There will undoubtedly
increased examples of automatic (no programmer intervention) refurbishing
high speed memories from bulk storage. Some of this has already appeared
the system design of the ATLAS computer with its ''word and page' concept.

the lower end of the speed spectrum are a number of very high speed
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7.1.1 Memory Hierarchies and Types (Continued)

registers with nanosecond access times. These registers were formerly
only the accumulators or quotient registers. |In today's new computers
there are larger numbers of these devices ranging up to 100 or so. In the
Navy's new USQ-20B and 667 NTD§‘computers, these registers are thin film
type. Tannel diodes have been advanced as good candidates for the ultra
high speed storage registers. A new area referred to under micro-
programmed computers in Section 4.4 is the read~only memory. The memory
is only capable of being read and cannot be written it. This is an
appropriate technique for implementing certain standardized computer
control operations which need not be changed or need be changed only
Infrequently. A close relative of this technique might be referred to

as the ''read-favor'' memory where the read cycle is far shorter than the
total read write cycle, such as in the Biax memory used as the high speed

memory of the PB400 computer.

7.1.2 Memory Operations

We have already referred in other sections to the interleaving
of memory accesses between the main computer and the input/output devices.
The data from the 1/0 device is therefore automatically multiplexed into

the computer. Every modern computer uses or should make use of this feature.

Another interesting memory operation technique which has not
seen extensive use,but is one in which interest is rapidly increasing,is
the ''overlapped accesses' technique. This technique allows a four micro-
second cycle memory to be effectively a one microsecond memory by over-
lapping the access of four Independent memory devices, that is, where each
one of the four has independent read-write circuitry. There are difficulties,
of course, in programming, and there is some question of the total efficiency
of such a system, since the four memories do not equal a one microsecond
memory because the accesses cannot always be sequenced exactly. McGee

(1) has made a very interesting study of this technique in a paper

* Official designations CP642B/USQ-20(V) and CP-667(KN-1)UYK

f
|
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7.1.2 Memory Operations (Continued)

presented verbally but not yet published. He arrives at an optimum

degree of overlap of the memory based on a number of assumptions.

7.1.3 Addressing and Searching

Brooks (B2) has described the latest techniques for address

specification. He describes truncation, indirection, indexing, and i
implication as being the four major techniques. Truncation gives an
address only to a certain level, and the remaining bits are Implicit
within some hardware or sof tware context. In indirection the address
specifies the location of the full effective address. Indexing refers
to augmenting the given address by the instruction counter content or
by the contents of a special register. Push down store machines, such ‘
as the KDF9 and Burroughs B=5000, use the push down store technique

which is an example of an implicated address.

Of very great interest to modern computer technology is the
associative memory or content addressable memorYﬁ Some of the earlier
thinking on this type of memory accomplished by Newell, Shaw and Simon
(3). In this paper, which was related to heuristic programming, list
structures were developed which connected one memory cell to another.
The first concept of associative memory was thereby developed. This

technique will also see many uses in the future.

Another related technique Is the content addressable memory.
There are a number of conventional ferrite core memories now specifically
designed to allow the searching of key bits of the memory in a short
lengtH of time -~ in almost the same length of time required to give
one specific word out of the memory. Also, cryogenic memory techniques
lend themselves very readily to a very rapid search of a sizatle memory

to select out the cell or cells according to certain keys.

In general, it seems clear that in the future memory cells will

*Associative memories are discussed further in Section 7.2.
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7.1.3 Addressing and Searching (Continued)

contain more information than simply the data information needed in the
computation. Candidate information to be contained additionally In a
memory cell are: type of data, priority of data, symbelic address of
information and number of times the data has been used. Some of these
techniques were described by Bauer (4) a number of years ago when he
explained how advanced memory techniques could be used in a conceptual

machine called Uliradatic.

Associatlive memory and list processing devices are now being
considéred aé building blocks for computers. |In a recent paper Prywes
(5) described a computer especially designed for multi-list processing and
used the ideas of the associative memory. In still another paper Seeber
and Lindquist (6) have described a highly parallel computer which utilizes

the associative memory concepts.

7.2 MEMORY HARDWARE TECHNIQUES

Magnetic drums and magnetic core memories are firmly entrenched
at present as the major forms of main internal storage. Magnetostrictive
delay lines are used in ‘at least two current machines. A number of new
types of memories are being developed. The most promising appear to

be thin=film memories and continuous-sheet cryogenic memories (7,8,9,10,11).

Magnetic thin films are one of the newer types of storage
techniques that offer promise for the fuwure and yet have been proved
feasible and are in operation today. At least one commercial computer and
several militarized computers available at this time use small thin film
memories for high speed ''scratch pad'' type operation (11,13). The use
of magnetic thin film memories in these machines is primarily to provide
a small high-speed memory of a few hundred words or less to mechanize

multiple high-speed registers requiring read-write cycle times of
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7.2.1 Ihin Fllm and Crvogenic Memories (Continued)

fractions of a microsecond. In one machine, a small magnetic thin
film memory is used effectively to mechanize multiple arithmetic and
control registers. |In another, a magnetic thin film memory is used to
provide a small high speed hultiplexed input/output buffer that also

serves as an internal ''scratch pad' memory.

It is antlcipated that the widespread use of magnetic thin film
memorles is approximately three to five years in the future. This, of
course, would make them avallable at the right time for inclusion in the
1970-80 era Naval Tactical Data System. At present, the use of magnetic
thin film memories is limlted to high speed small capacity applications
because of the cost of such memories and their present state of development.
Magnetic thin=film memories will replace magnetic core memories in many
operations where a linear select or word oriented type of core memory
would be used because of the speed requirements. Magnetic core matrix
memor ies are expected to continue their dominance of the applications
requiring random access memories with cycle times of two to ten micro-

seconds. However, it is believed that, in a few years, magnetic thin

film memories will take over those applications requiring random=-access
with cycle times below one microsecond.
/\\\'\
.,
Improvements in the cost of magnetic thin=film memories are \\
3

being made rapidly so that their cost can be expected to be competitive \
with linear-select or word=-oriented core memories in the near future. It i
is believed that the selection between linear-select magnetic core memoriesj
and thin=film memories will be made primarily on a basis of speed vs cost. ,
Because of the Inherent magnetic and electronic techniques involved, :
there is little cost saving in slowing down a magnetic thin=film memory f
to operate at speeds slower than one microsecond cycle time. On the {
other hand, there are significant cost penalties in trying to operate |
magnetic core memories at one mlcrosecond or less. As a result of Lhesgf
considerations, magnetic thin=film memories will be in widespread use f

during the time scale of the planned Navy Tactical Data System.
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7.2.1 Thin Film and Cryogenic Memories (Continued)

Another attractive feature of thin=film memories and continuous~
sheet cryogenic memories is that they are fabricated by batch fabrication
techniques. That is, the memories are not fabricated and assembled
element by element but rather groups of elements are fabricated in a
batch type process. As a re;ult, these types of memories are closely
related to integrated circuits discussed in Section 6 which also makes
use of a batched fabrication process. By the elimination of many manual
operations, batch fabrication will significantly improve the reliability
of thin film memories and continuous-sheet cryogenic memories in a manner
similar to that in which the reliability of logic circuits has been

improved by integrated circuit techniques.

It willlbe necessary to determine the appropriate criteria
and trade-offs for selecting this type of memory rather than a magnetic
core memory for certain applications. During this siudy, these factors
and criteria will be determined, and magnetic thin film memories will be
evaluated against other types of new high speed storage such as the
continuous-sheet cryogenic memory. The magnetic thin-film memory appears
the most promising and most immediate of the newer memory techniques,
but the possibility that another technique such as the continuous sheet
cryogenic memory will experience significant improvements and accomplishments
at an early data cannot be ignored. Therefore, it will be necessary to
consider and evaluate all of the new and proposed memory techniques on
the basls of performance and cost on dne hand and feasibility and

~avallability on the other hand.

7.2.2 Associative Memorijes

Considerable effort has been expended in the last few years on
associative memory techniques that permit locating information stored in
a memory on the basis of a part of the contents rather than on a unique

numeric address (14,15). For this reason, associative memories have
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7.2.2 Associative Memories (Continued)

obvious advantages in certain funcitions such as table look up or indexing.
However, there is a possibility that this type of memory may also lead to
completely new and different forms of machine organization. If large
scale, economic associative memories become available, we may find it
advantageous to organize machines using the memories as the main internal
memories in a completely different way from that in which machines with
fixed address memories have been organized in the past. For example, a
machine organization has been described by Davies (16)

that achievesa dispersed and highly parallel type of arithmetic and control
function as a result of the use of the loglical properties inherent in

associative memory cells.

A number of techniques have been proposed and investigated for
achieving an associative content addressed memory. The two that have
enjoyed the greatest interest and attention are those using multi=-
apertured magnetic core techniques (15) and those using cryogenic tech-
niques (14). The major problem to date with this type of memory has
been In achieving a large capacity memory at a reasonable cost. Small
associative memories are now available, but a careful investigation would
be required to determine whether associative memories of any signifi-
cant size will be avallable within the time scale of the planned Naval
Tactical Data System and at a price that would justify their use. At the
same time, a thorough conslderatibn Is required to determine whether
associative memories should be utilized in conjunciion with more conventional
type memories in a computer, or if associative memories should be utilized
as the main internal memory, perhaps with a radically different form of

internal machine organization.

Large associative memories will probably require batch
fabrication techniques to permit reasonable cost per bit for the storage

and logical capability Inherent in each element of the memory.
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7.2.3 Read-Qnly Memories

Read-only or non-destructive memories provide the ability to
store certain data in a form in which it can be read very rapidly without
danger of destiroying the stored information. There is an increasing
tendency to use a certain amount of read-only memory capacity in con-
junction with the computer's main Iaternal read/write memory. In read-
only memories writing is slower and more difficult than reading. Usually,
either the reading speed is much faster than in more conventional memories,
or the read-only memory is cheaper than read/write memories with equivalent
speeds. In many spaceborne systems, a large read-only memory (frequently
a permanent store memory) is used for storing the program in conjunction
with a small read/write scratchpad memory. This insures that the program
will not be destroyed by malfunctions In other parts of the system and
itvreduces the weight and power consumption required for the total memory
capacity. In some ground-based computers, a smaller read-only memory
has been used in conjunction with a large read/write main Internal
memory. In this latter application, the read-only memory is used only
to store constants, subroutines, or micro-instructions that are changed
relatively infrequently to permit much faster access to this type of

information than to information stored in the main memory.

Some of the major types of read-only memories that have been
used are the Biax memory (18), transfluxor memories (19), and twistor
memories (20). These three devices have been proved and are now operational.
These and the newer types of read-only memories and their possible
advantages and applications in Naval Tactical Data Systems should be
evaluated. Although it may be determined later that read-only memories
do not offer significant advantages in a Naval Tactical Data System.
These memories should be considered and evaluated as the candidates for

a possible component in the memory hierachy.
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7.3 MASS MEMORY

-

Naval Tactical Command and Con:rol Systems will require some
form of on-line mass memory for storage. some of the functions performed
by such a mass memory are:

1. Storage of alternate programs and subroutines for handling
interrupt conditions.

2. Storage of historical data and necessary programs to permit
remaining machines in the multi-compu.er systems to Lake over
the functions of the machine that has failed.

3. Storage of large volumes of data, each item of which may be

used infrequently = - e.g., intelligence information, characteristics

of enemy vehicles, etc.

4. Storage of short term historical information such as target
track histories.

5. Storage of information for displays that are used relatively

infrequently.

The major types of mass memory currently available are magnetic
drums, magnetic disc files, and magnetic card memories (21). These three
types provide the required combinaiions of large capacity, relatively
fast semi-random access, fast data :ransfer rates, and eraseability and
re-useability. They can be operated under direct on=line control of the
computer and arc addressable by the computer. Typical characteristics
for these types of mass memories are summarized in Figure 7-1. The
advantages and disadvantages of the major types of memories for commercial
applications were surmarized recently by Hobbs (22) as shown in Figure
7-2. Similar comparisons will be made with specific attention to mili-

tary requiremencts.

In addition to these types of mass memories, certain bulk
storage functions are commonly handled by high-speed magnetic tape units.
Magnetic tape is cheaper for off-line storage than the mass memories

discussed above. However, for on-line storage, where the tape reel is




* NOTE:

All figures shown for Woven Screen Memory
are estimates of future developments.

TYPE ON=-LiNE TYPICAL AVERAGE DATA REMOV- §{ MULTIPLE MAJOR MAJOR
OF CAPACITY ON-LINE ACCESS TRANSFER ABLE ACCESS ADVAN- DIS-
DEVICE PER=UNIT COSTS IN TIME RATE 1IN MEDIA | CAPABILITY TAGES ADVANTAGES
(CHAR.) CHAR 4 CH/ SEC.
 MAGNETIC 50 x 10° 0.1 20,300 LOW VERY SLOW
TAPE to ¢ 8 sec. to YES NO COST ACCESS
LOOPS 500 x 10 190, 000
LARGE 6.2 % 10° 2.0 15 ms 130, 000 FALT HiGH COST-
FIXED-HEAD to 5 to NO POSSISBLE ACCESS LOW
MAG. DRUMS 1.0 x 10 200,900 CAPACITY
~ , 6
MOV I NG=HEAD 4°°tx 10 0.3 100 ms 50, 300 LARGE MED 1 UM
MAGNETIC 55 X 10° to NO HO CAPACITY, SPEED
DRUMS O X 5 152,000 LOW COST ACCESS
FIXED-HEAD 10 x 10 0.5 20 ms 100,009 FAST
MAGHETIC Lo to NO POSSIELE ACCESS HIGH COST
DISC FILE 25 x 19 350, 000
I DIMENSION 10 x 10° 0.2 100 ms 100,900 LARGE MED 1 UM
MOVING-HEAD to o to MO POSSIZLE CAPACITY SPEED
MAGz D1SC: 150 x 10 400,000 [ LOW CO3T ACCESS
2 DIMENSION 10 x 10° 0.15 500 ms 50,000 ; LARGE SLOW ACCESS
MOV I NG -HEAD to . to NO NO : CAPACITY,
MAG. DISC. 150 x 10° 100,000 i LOW COST
w, . £
REMOVABLE- 2.0 x 10° 1.2 150 ms 80,900 YES POSSIBLE LARGE OFF- SMALL ON-
STACK (on=line) LINE LINE
DISC FILES 0.02(of f=1ine) CAPACITY CAPACITY
6 LOw CGS5T
MAGNETIC 5.5 x 10 1.9 200 ms 100,900 YLS NO LARGE OFF- SMALL
CARD « (on-line) LINE CAP., ON-LINE
FILES 0.002 LOW COST, CAPACITY
(off-line) DISCRETE
6 CARD
* WOVEN 1.0 x 10 9.0 10 ms 106, 000 NO NO FAST HIGH COST,
SCREEN o ¢ ACCESS, NOT CURRENTLY
MEMORY- 10 x 10 NON-MACH. AVAI LABLE
FIGURE 7-1  SUMMARY OF CHARACTERISTHCS OF MASS MEMORIES

01~-L obed
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TYPE OF MASS

DISADVANTAGES

Moving-Head Magnetic
Drums

Fixed-Head Magnetlc
Discs

Two=Dimension Moving-
Head Magnetic Discs

One-Dimension Moving-
desd Magnetic Discs

Remov it le=stack
Discs

Magneic Card Memory

foven 5Screen Memory

___ MEMORY ADVANTAGE S
Fixed-Head Magnetic Fast access, no mechanical
Drums head motion, high con inuous

data transfer rate

Large capacity, low cost per
bit, possibility of parallel
reading or writing from

mul tiple heads tc greatly
increasc instantaneous data
transfer rate

Fast access, medium capacity, no
mechanical head motion, high
continuous data transfer rate

Large capacity, minimum number
of heads, low cost per tit

Large capacity, possitility of
multipie simul taneous accesses

if heads are positioned in-
dependently, low cost ser btit
compared to fixed head units,
possibitity of paraliel reading
or wri.ing from multiple heads

to greatly increase ins&antanecus
data traensfer rate

Large off=~=line capacity, low cost
per bit of off-line storage,
combines on-line random-uccess
capability with large off-line
capaci ty

Lerge off-line capacity, low
cos: per bit of off=line storage,
combines on=iine random=-access
capability with large off=line
capaciry, individusi cards can

bte copied, replaced, or inseried.

Fastest access; nc mechunical mo-
tion ;

M
3

Low capacity, high cost per

kit, poorer volumetric efficien=
cy, large electronic switching
matrix, large number of heads

Poorer volumetric efficiency,
relatively large number of
heads for medium speed access
or slower access if fewer heads

High cost per bit of storage,
large electronic swiiching me=
trix, large number of heads

More complex positioning me-
chanism, cluwest access, slow
continuous data transfer rate

Relatively large number c¢f heads,
somewhat highar per
compared tc two~dimension disc
unit, medium speed access

coe v

Loty
o . [N Y

Limited on-line
cost per bit of

capacity, higher
on-line storage

Limited on-line capaciL.y, higher
cost per bit of on-iine scorage

Lower capacity, higher cost per
bit, not curren:ly available

FI3URE 7-2

ADVANTAGES AND DISADVANTAGES OF TYPES OF MASS MEMORIES
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7.3 MASS MEMORY (Continued)

kept on the tape unit, magnetic tape does not provide a significantly

cheaper form of on-line storage than some of the mass memories listed (22).

Magnetic tape suffers the severe disadvan.age of slow serial access.

Al though magnetic capes will continue to serve an important function as

an input/output media and cheap large volume off-line bulk storage, most

of the functions requiring on-line operation and fas: access time are
being taken over by large magnetic drums, magnetic disc files, and mag-

netic card memories.

Large fixed head magnetic drums provide storage capaci.y of

200,00 to 1,000,000 characters wich averaye access times of 15 milli-

seconds. Laryer magnetic drums with moving heads provide on-linc capaclty

up to 65 million characters with approximatel,; 130 milliseconds uverage

access time (24).

Fixed head magnetic disc files provide on=line capacities of
10 to 50 million alpha-numeric characters with average access times of
20 to 40 milliseconds (25). Moving head magnetic disc files provide
on=line capacities from 10 to 250 miilion alpha=-numeric characters with
average access times of 100 milliseconds. Some of these provide a

simul taneous dual access capability (26).

A new type of magnetic disc file provides a removable disc
stack with on-line capacity of two to three million alpha-numeric
characters and average access times of 150 milliseconds (27). However,
since the disc stacks can be removed, a large number of disc stacks can
be stored off-line. This type of device provides a compromise between
the advantages of magnetic disc files and magnetic tape-fast semi-
random access to a limited amount of on-line storage combined with
relatively cheap off-line storage of large volumes of data. Each disc
stack has approximately 1/3 to 1/4 the capacity of a reel of magnetic

tape but with about ten times higher cost.
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7.3 MASS MEMORY (Continued)

Magnetic card mass memories provide on-line capacities of

five to ten million alpha=numeric characters with an average access time
of approximately 200 milliseconds (28). 1t is anticipated that this
capacity can be significantly increased in the foreseeable future. The
magnetic card files are similar to the removable stack disc files in
that they combine a limited amount of fast access on-line capacity with
an almost limitless amount of off-line storage capacity. An improved
militarized magnetic card memory with increased capacity is now being

developed under a Navy Contract.

Since all of these types of mass memories involve rather deli-
cate and high precision electro-mechanical components, they are difficult
to adapt to a tactical military environment. This Is particularly :rue
of magnetic disc files. Some work has been done in adapting militarizec
airborne magnetic drum techniques to mass memories. One company is now
working on a large capacity militarized magnetic drum to provide capaci-
ties of approximately 15x106 alpha-numeric characters with an average
access time of 8 milliseconds. Another company is developing a militarized
flexible-disc file based on the Bernoulli principle. This unit will have
a capacity of 20x10% characters and an average access time of 25 milli-
seconds. The magnetic card memory is less susceptible to problems of
shock and vibration since the storage media is a stack of mylar cards with
a magnetic coating rather than large precision discs. The fact that the
mylar cards rather than the magnetic heads are moved in this type of
device also causes it to be better suited to the environmental conditions

of types of drums or discs that employ moving heads.

it Is likely in the long run that a static magnetic and/or
electronic mass memory will replace those involving mechanical motion.
It does not appear that such mass memories will be economically competi-
tive for commercial applications for a number of years. However, the

advantages that they offer in military applications in terms of speed
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7.3 MASS MEMORY (Continued)

and environmental characteristics may justify a cost premium that will
expedite their use by military systems. One example of this type of
memory is the woven screen magnetic memory being developed by at least
one company (28). Other possible techniques not involving the motion
of the storage media are magnetic thin-films, twlstors, cryogenic, and

photochromic techniques (30).

For a Naval Tactical Command and Control System for the 1970-
80 era, it will be necessary to consider all possible techniques with
particular emphasis on those that offer the greatest advantages in terms
of environmental characteristics as well as performance. The ability
to withstand shock, vibration, humidity and temperature condition
characteristics of shipborne naval operation will be most significant.
However, it will be important to make sure that techniques seriously
considered to use in a tactical data system will not only be feasible
but will also be developed to a proper point of performance, reliability
and cost in time to be available for use in the planned system. During
this study, techniques for obtaining mass storage will be studied and
recommendations will be made concerning the feasibility and time scale
for each and the areas where each type might be used to the greatest.

advantage.
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8. PROGRAMMING

8.1 ASSEMBLERS AND COMPILERS

8.1.1 Existing Structures and Programs

The task of programming command control to a great extent has
become almost tradition bound to the use of assembliers and other systems
which essentially use machine language. This tradition has arisen because
of the tendency by government agencies to restrict the computer contract
only to hardware items and perhaps include the implementation of an
assembler. To complete the programming chore, a separate contract is
usuaily let to impiement the command control system In which the contractor,
to minimize costs, accepts the existing program systems. The major exception
to this philosophy has been contracts implemented by Systems Development
Corporation in which they have recommended the use of JOVIAL first developed
in connection with the Air Force 4650 program. However, the Naval Tactical

Data System has used CS-1 and NELIAC compilers, as discussed below.

The justification for the infrequent use of advanced compilers has
been the judgment In the industry that only machine language coding is
adequate to meet timing and space restraints. Hence, the recommendation of
independent advisers has been to contract only for basic assemblers. Also,
many programmers of on-line systems believe that only machine language

programming can develop efficiently the codes for real-time functions.

This trend in the past has influenced most command control

systems. However, the Navy, to & great extent, has taken the lead in

stepping out of thls tradition by the following major efforts:

I. Compiler System (CS-1) - This is a compiling system implemented

for the Navy by UNIVAC to be used in the CP542A&B 'USQ-20 computers.
These computers have been, and will continue to be, important
computers in Navy systems., The compile system provides a very
large programming system in which many of the advantages of

compiling have been realized. In addition, In recognition of
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8.1.1 Existing Structures and Programs (Continued)

the characteristics of real-time command control systems, the
compiler is oriented to preserve computer hardware characteristics
fn space and irn instruction repertoire.

2. JOVIAL = The JOVIAL System has been designated by the CNO to be
the preferred programming system for command control systems,
much to the chagrin of the NELIAC touters. JOVIAL has been
described as an ALGOL System that has been adopted to command
control requirements. Its principal distingulshing fzature has
been the use of the Compool. The Compool has been implemented to
provide communications between several major segments of command,
control programs.

3. NELIAC -~ The NELIAC System has been sponsored 