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Preface 

In this decade, the field of parallel processing has exploded! This conference 
provides clear proof: in the early 1980's on the order of 100 to 125 papers were 
submitted annually; in contrast, over 400 papers were submitted this year. Such 
growth is both gratifying and challenging. On the one hand, it indicates a high and 
growing level of interest in parallel processing techniques and technologies. The 
resulting parallel systems are sorely needed to provide computing resources for ever 
more demanding applications in science, medicine, commerce, and industry. 

On the other hand, such growth also challenges the logistics implicit in 
organizing the conference. Consider, for example, the paper selection process: (1) 
papers are submitted to the program co-chairs, (2) the co-chairs reassign some 
papers to other pro9ram areas (based on the co-chairs' mutually agreed definitions 
of the subject areas), (3) at least three reviews are solicited for each paper, (4) 
as the program selection date approaches, additional reviews are solicited (on a 
"crash" basis) for those papers with fewer than three reviews, (5) each program co­
chair makes a tentative selection of papers and organizes them into potential 
sessions, (6) the three co-chairs merge their tentative programs, coalescing 
overlapping sessions, deleting orphan papers (those good papers that don't quite fit 
with others to form cohesive sessions), and continue to raise the acceptance 
standards to meet the conference size constraints, and finally (7) acceptance and 
rejection letters are sent to the authors. The difficulty of this process increases 
in proportion to the number of submissions, and in inverse proportion to the paper 
acceptance rate. 

For many conferences, a typical paper acceptance rate is 60% to 70%, in our 
case, we were limited by the conference facilities and by the desire that the 
proceedings be portable to a 45% acceptance rate. While such a low ·rate indicates 
that the papers that comprise this proceedings are of extremely high quality, it 
also indicates that many good papers had to be rejected. The impact is probably 
more profound on new entrants to the field and foreign (i.e., non-native English 
speaking) authors than upon experienced authors, which may give the appearance that 
the field has become "in-bred". This year's program committee has tried to avoid 
any such prejudice, but given our limitations, the program can only be viewed as a 
best approximation to the rapidly evolving state of the art of parallel processing 
in 1986. 

It has been our privilege to have received support from a large and dedicated 
assembly of reviewers as listed on the next page. Without their rapid assistance, 
the conference could not occur. It is also a pleasure to identify the secretaries 
that have handled the various filing, copying, correspondence, and countless other 
chores required to develop the program. Our sincere thanks go to: Jenine 
Abarbanel, Vicki Adame, Lauren Hall, Alice Harris, Shirin Mistry, and Elaine Smiles. 
The continuous support and encouragement of the Conference General Chairman, 
Professor Tse-yun Feng has been most gratifying. Most of all, we thank the authors 
for taking the time and effort to share their work with the parallel processing 
community. 

Program Co-Chairs: 
Kai Hwang 
Steve Jacobs 
Earl Swartzlander 
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AN AUTOMORPHISM OF A CLASS OF 
INTERCONNECTION NETWORKS 

WOEILIN 

Deputment ff lil«tria/ ~ 
The ~nnsy/vvJ.111 s1111e ll11fwrslty 

lhYWrslty Pilrk. PA J660Z 

ABSTRACT 

A class of interconnection !!Chemes, commonly referred to as multlstqe 
interconnection networks, Is proposed as a means, providing simultaneous 
connections among processing elements In multiprocessor systems. In this 
paper, we present an automorphism, with which the logical structure of the 
Interconnection networks can be changed. We show that the resulting logical 
structure of a network Is Isomorphic to Its physical structure. Por the purpose 
of demonstration, three popular networks are enmlned: baseline network, 
omega network and Indirect n-cube network. 

I. INTRODUCTION 

A class of multistage interconnection netvorts have been proposed, and 
many of them have been implemented for providing simultaneous, 
reconfigurable connections among processing elements In multiprocenor 
systems. These networks include baseline networld 11-131. flip networkHI, 
omega networkl5l and many others(6(-[8L Advantages oC these networks 
include COii effectiveneu, logaritbmic communicaUon delay, modular 
e1pansibility, and partitionabilit. The primary goal oC Ibis vork is to show that 
for each netvor.t oC Ibis class, there eiist a multiplicity oC lQllical network 
structures, vbich are isomorphic to its physical network structure. More 
specifically, ve viii present a one-to-one correspondence, vhich turns out to 
be an automorphism, changing logical structurn oC these networks. To 
illustrate Ibis idea, three popular multistage interconnection networks are 
chosen for demonstration: baseline network, Indirect n-cube network and 
omega network. 

The rest ol Ibis vork is organized 11 Collovs. In Section II, we will d89a'ibe 
the integration ol !be networks, including network components and general 
network configuration. In Seclion Ill, we viii present the definition ol a 
one-to-one correspondence. Section IV contains the proofs, showing !bat Ibis 
correspondence is an automorphism vith respect to the three netvorlcs. 

II. PRELIMINARIES 

2.1 Conllaaration al Hetwort1 
The multistage interconnection networks to be eiamined are characterized 

by three attributes: (I) switching element, (2) atr1DRement oC switching 
elements, and (3) permutation pattern between stqes of switching elements. 

(I )Switching element. These networks employ a 212 crossbar switch as a 
building block, as shown in Figure I. This 212 switching element has 
two inputs and two output, denoted X1, Xz. Y1, and Y2. It bas the 

capability or connecting !be input x1 to either !be output Y 1 or !be 

output Y 2• depending on the value of some routing bit oC the input X1. If 

the routing bit is 0, the input is connected to the output Y1, and if the 

routing bit is I, the connection is made to the output Y2. Input Xz or !be 

switch behaves similarly witb a routing bit. 
(2)Arrangement of switching element. These networks is composed of a 

logarithmic number of stages of switching elements; a network of sire 
N•2n comprises n stages ol switching elements. Furthermore, each stage 
comprises N/2 switching elements, 11 described above. Consequently, an 
interoonnection netvork of such a configuration bas H nt'IVOrk iDpuu 
and H Det'IVOrk outpuu and cont1lins (N/2 )l.og2N switching elements. 

[3)Permutation pattern betveen stqes of switching elements. In a 
network, tvo adjacent stages of switching elements are cascaded by a 
set of N communication lints, from the outputs of switching elements or 
the preceding stage to the Inputs of switching elements of the 

0190-3918/86/0000/0001 $01.00 © 1986 IEEE 1 

sua:eeding stage. In a netvork oC size N, there are (log2N)+ I levels of 
communication lints. Each level Is associated with a specific 
permutation pattern. It should be noted that these netvorks. however. 
are different in the permutation patterns betveen stages ot switching 
elements. In Section IV the permutation patterns ot each indlVidual 
netvork vW be described. 

2.2 Addrea11111 al networt1 
To facilitate describing the configurations or these Interconnection networks, 

a unllorm addressing !!Cheme Is presented. As shown in figure 2, In a network 
ot sire N-211• the netvork Inputs are addressed In a sequence from o to N-1. 
from top to bottom. In a similar way, the network outputs are addressed Crom 
o to N-1. Recall that an interconnection network or size N, 11 described In the 
previous subsection, contains n•log2N staaes oC switching elements and n+ I 
levels of linlcs. The addressing schemes of stages and switching elements are 
depicted as follovs. These n stages are labeled in a sequence from O to n-1 
with 0 for the leftmost stage and n-1 for the rightmost stage. Similarly, the 
levels of linlcs are labeled in a sequence from O to n. In each stage, the N/2 
switching elements are addressed from O to N/2-1, each of which can also be 
represented by an (n-ll-bit binary number of the form, s11_1s11_2._s1• In each 

stage, each switching element is associated vitb four communication lints; for 
a switching element labeled by s11_1s8 _2.-s1, the upper lint to the input X1 is 

addressed by an n-bit binary number, s8 _1s8 _2 ... s1o, and the lower one to the 

Input Xi is addressed by s8 _1s8 _2_s1 I. Similarly, the two lints Crom outputs 

Y 1 and Y2 are addressed by s8_1s11_2._sto and s8_1s11_2_s1 I, respectively. 

From topological point oC viev, these Interconnection networks are different 
In their permutation patterns betveen stages oC switching elements. To 
describe the permutation patterns of an interconnection network, the 
f olloving notation will be adopted: 

ll1!Yl•X. 

for a network of sire N-2°: 1"i specifies. the permutation of communication 

lints or level i (from the outputs of atqe i-1 to the inputs oC stage i ot 
switching elements). However, In the case oC i-0, the input domain ol ?I is the 
set oC netvork Inputs. Similarly, In the case ol i-n. the output domain ol ?I is 
the set ol netvork outputs. For Instance, if the permutation pattern of level i is 
a perfect shuffle permutation[ 12l then ve have 

lli(Y)•(2Y•l2Y/NJ l mod N, 

for all the outputs ol switching elements oC stage i-1. That is, the output, Y, ol 
stage i-1 is connected to the Input, ((2Y +]2Y /Nil mod N), ol stqe i 
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• • 
N 

Routing bit ot xl 1a o Routing bitot i:, i& l 

Figure 1 . A 2%2 switching elemenl. 
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Ill. THE DEFIRITIOR OF ( 

This is the purpose ol lllis sec:lioJI to derme a one-to-one correspondence, 

vbich turm out to be an automorphism, viUl respect to Uut multistaa• 
intercolllleCUon nenrorts. Also, ve vill present tvo Cunclions, vbich are used 
to reurange tile IVitcbillg elements and Uut topology ol Uut five netvorts. 

DBPINITION. Let S be a set ol n-bit binary numbers Crom 0 to 2n-1, or 
S-(O,l,...2n-1). And let C be a constant, O.!.CiZn-1. tc is a mappina Crom S to S. 

and tc IIl·Iec. for every IES. 
With tile definition above, ve now present the statement ol the problem to be 
inveltiaated as Collovs. 

ST ATJlllllllT OP TBB PROBLBll: IC ve relabel the netvort inputs and 
outputs ol a multistqe interconnec:tian netvort by l:p and 1:0' respect.ively, 

then there e:rists a vay ot reurllllina tile IVitcblna elements and lints sucb 
that tile topology ot tile reuranaed netvort is equivalent to that ol the 
orlalnal netvor.t. That is, both of the tvo topOJoales are lsomorplliC. 

To illustrate the statement above, an e1ample is aiVen in flaure 3. Consider a 
baseline netvor.t of SiZe I 6. vllose netvor.t inputs and outputs are relabeled 
throuall I; 11 and ~. respectively. Wllat ve intend to Sllov is that the tvo 

netvort topoloaie9 are isomorpllic. For coavenience, herelfter l:p:0 denotes 

-apply t, to the netvor.t inputs and l:o to tile netvor.t outputs ot a multlstaae 

netvort." 
Before presentina the proof that l:p:0 is an automorphism onto the 

multistaae interamnectlon network, ve further introduce tvo functions. vbicb 
will be used to rearranae switcbillg elements and their associated lints: 

11 IMOVB JI;: This: is a one-to-one correspondence. vhicb is used to 

rename the switcbina elements ol stqe i, accordina to some mapping 
rule. , 

(2)TWIST t:;: This ls used to intercbanae a pair ol inputs or outputs ol a 

switcbillg element of stqe i Associated with '!:;. there are tvo control 

bits c:,. and cy. vbich are used to specify the intercbanae on tile input 

II. 
10 
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3 14 
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0 13 

7 10 

6 II 

5 a 

ftgw"e 3. A beseUne network. whose ne~wort inpulS and outputs are permuled by l 11,,. 

side and the output side ol a switching element, respectively. As 
illustrated in Fiaure 4, there are four possible operations of t:i on a 

switching element: 
l.M1-livisl When c:,.·O and c,.·O, no operation is performed on the 

switcbillg element; 
2.I.d"l-lrisl Wheo c:,.•l and c,.•O, the input side ol the switcbillg 

element is twisted 180° countercioctvise; 
3.lli6f1t-11Vist. Wilen c.·O and c,.•O, the output side of tile 

• switcbillg is twisted 180° clockwise: 
4. Yertia/-IJip_ When c:,.·1 and c,.·1. the svitcbiD& element is flill!'al 

vertically. 

YI. m1 AUTOllOPBISll OP NBTWOHS 

In this section, ve prove that l:p:0 is an automorphism onto the three 

multistage Interconnection networks: baseline network. omega netvort, and 
indirect n-cube network. (However, only the proof for tile baseline network is 
presented, and the other two proofs for the omega netvort and the indirect 
n-cube netvort are omitted.) Throuahout the discussion, ve assume that 
I•In-IIn-z··.lo Is an input and Y·Yn-JY n-z···Yo Is an output of a swltcbia 
elemeoL For the reason ol uniform notation, llere ve define that 
t:_1IJ1_11Yll·l:p1YI and t:n(Jln(Ill·l:JII; that is, netvort Inputs are considered 

as the outputs of a virtual stage, Stqe -1, and similarly netvort outputs are 
coasidered as the Inputs of a virtual stage, Stage n. 

2 

llo-twtat i..rt-twill 

x, 0 Y, 
x,wY· 

x, Y, Xl y I 

c •• o.c,.-o C,.•l,C7-o 

Vertkal-flip 

x,S - 1-v, 
I I 

X1"°L - _r-Y1 

Ftgure 4. Four comblnaUons of JJ and"( on a switching 
element. 

'4.1 Baseline Netvor.t 
The permutation patterns of a baseline netvort of size N•Zn are defined by: 

lf ;(Yl·I.a-1 I.a-z-.Io 

r Y .a-1Y .a-z···Yo i·O. 

• fr11-1···Y11-l•1YoY.a-i·-Y1 l:siSD-1, 

ly.a-1Y11-2·-Yo i•n. (1) 
Let P and Q be tvo n-bit numbers, and P.p11_1p11_2_.p0, Q•q11_1q11_z-.q0. The 

function of Jli is to move a switching element (z .... 1z.a-z-·.z1l of stage i to a new 
location 

r<2 ... -1z11-z-.Z1ls (p11-1P11-2-P1l i•O, 

{ (Z.a-lZ.a-2...zl)s (q11-1·-Q11-iP.a-1·-P;.1l l:siSD-2, 

l(z11-1z.a-2··.z1le (q11-lq11-z-Q1l i•n-1. 
In terms of binary addresses of the communication lints associated vitb 
switcbillg elements ol stage i, tile function ol Jl; can be uplicitly desaibed by 

r<1.a-1I11-2·-.Io• (p11-1P11-z·-P10I i·O 

Jl;{I)•{ 1111-11.a-2··.Iole ( q11-1--Q11-1P n-1·-P;.10) I :siSD-2 

l(I.a-11.a-z·..Iole lq11-1q11-2-Q10I i•n-1 
and 

rlY11-1Y11-z·-Yol&I IP11-1P11-z-P10I i·O 

Jl;!YI•{ (y11-1Y11-z···Yole (q11-J···Q11-iP11-1-P;.10l l:siSD-2 

l(y11-1Y.a-2···Yol8 lq11-1q11-2-Q10l i·n-1. l2l 
In addition, t"; is defined by 

t:i{I).(111_1xn-2··.10le (O ... Op1l os~-1 
and 

t"i(Y). IY11-1Y.a-z···Yole !O ... Oqll+ll O:Si:sn-1. (3l 
The equivalent function of t:i, as defined above, is to left-twist all tile 

switching elements at stage i if P;• I and riaht-tvist the switching elements if 

q.a-i-l"I. With t:i and JI; above, ve now prove that there alvays eiists an 

equivalence relationship between a baseline network and its rearranged 
network by l:p:O" 

THEOREM 1. E:P:O' O,!.P,Q.!.Zn-1. is an automorphism onto a baseline network 
of size zn. 

Proof: Our approach is to show that after the switching elements of stage 
i-1 are rearranged by t"i-1 and JIJ-I• and the switching elements of stages i are 

rearranaed by t"; and Jli, the rules of (1 l still hold for all the lints of level i 
Thus we have 

r<Y.a-18 P.a-1llY.a-z8 P.a-zl ... (y,p Pol i·O, 

l!y,p q.a_1l1Y.a-l8 P,._1L (y1e p1l i•l, 

lf;!t:i-1<J1i-1<YllH <Ya-18 q.a-1l·-IY,.-i.18 q11.-i•1lly,p q,._il 

I (Y,.-;8 P,._1) ... !y18 P;l 2:Si:Sn-1. 

L(y,._18 q.a-1lly,._ze q,,_zl ... Cy,p qol i·n. 
Furthermore, ve have 

r!I,._11!1 P,._1l!x,._ze P.11-2'··· (Ifl8 Pol i•O. 

l!I,,_18 q,._1llx,._ze Pa-1) ... (I,P P1l i•I, 

T:;(Jli(Ill•{ Cx,._1e q,._1Ux,..1•1e qa-i•1l!x,._ie Q11.il 

I (x,.+1e Pn_1l-.(I,P pi) 2Si:Sn-1, 

L(111-1e q.a-1ll111-z8 q.11-zl ... Cxoe qol i•n. 

As a result, ve have lfi(t:i-t(Jli-t(Y)))•t"i(Jli(X)), for all Oilin. 0 
For instance, Figure s illustrates a rearranged baseline network of siZe 16 by 

E:11,; and t: as veil as JI as defined by (2l and (3l. Note that the reuranged 

network is topologically equivalent to the baseline netvor.k. 
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4.2 Oa .. a Network 

The permutatioll. patterns ol an omeaa netvcrt. ol size N•2n are described 
by: 

1Si(Y).1A-lla-z-Io 

r Ya-zYa-:t-Yo Ya-I 0:5JSD-I, 

·{ 
l Ya-1Ya-z-Yo i•n. (4) 

Let P and Q be two n-bit numbers, and P.pa-1Pa-2-Po• O-q,,_1qa-2-q1t The 
!Unction ot Jli is to move a switclling element (za-lza_z-.z1 J ol stage i to a new 
location 

r<za-1Za-z-..Z1Je (Pa-zPa-3"""Po) i•O 

{ (za-1Z..-z...Z1Je (Pa+z .. ·Poqa-1·-qa-il 1:5JSD-2 
l(zll·IZ11-z··.z1Je (q11·lq11-z-··q1) i-n-1. 

Jn terms ot binary addresses ol tile aimmunication .liDks. Jli can be desaibed 

bv 

rb11-11a-z··.IoJ& (p11-zP11-:t-PoOI i•O, 
Jli(Il·{ (I11-11a-z·-lo)t (p11-i-Z""·Poqa-1·-Q11-iO) l:ilin-2, 

L(111-1111-z-IoJe (qa-1q11-z··q10I i•n-1. 
and 

r<Ya-1Ya-z-Yol8 (p11-zP11-3"""Po0) i•O, 

JlilYH IY11-1Ya-z-Yol8 (Pa+z···Poq11-1-Q11-iOl l:ilin-2, 
l(y11-1Ya-z-Yol8 (q11-1q11-z-q10I i·n-1. ISl 

In addition, we define "t'i by 

1:'i(X)•(I11 .. 1Ia.-z-.J:ol8 (D-OPa.-i-1 l O:SiSD-1, 
and 

"t'i!Yl-ly a-1Ya.-z-Yol8 (O_Oqa+1l O:Si:Sn-1. (6) 

The equivalent !Unction oC "t'i, u defined above, is to Jert-tvist all tile 

nritcllina elements at stage i if P11+ 1•1 and rigl!t-tvist tile nritclling· 

elemenu if qa+i•I. Witll t'i and Jli above, we now prove tllat tllere always 
eiists an equivalence relations.bip between an omeaa network and its 
rearrimaed network by tp:lt 

TllJOUJI 2. tl':O' Og>,Qs.2n-1, is an automorphism onto an omeaa network 
ol sJze zn. 

4.3 llldirect n-Cube Nenrork 
In an indirect n-cube network ol size N-211. tile permutatioll. patterns ol n 

staaes ol lin.ts are defined by: 
lfi(Y)•I11-1111-z·-lo 

rY 11-1Y 11-z-Yo 
IY11-1-YzYoY1 

• {Ya-1 .. ·Yi•tYoY1-1-Y1Y1 

IY0Ya-z-Y1Ya-1 
ly0Ya-1Ya-z-Y1_ 

i-0, 

i•l, 

2:Si:Sn-2, 

i•n-1, 
(7) 

3 

Let P and Q be two n-bit numbers. and P.pa-tPa-z-Po and Q-qa-lqa-z-·Qo­
Tbe ful!Clion ol Jli ii to move a nritclling element lza-IZa-z-.%11 ol staa• i to a 
new IDc:ation 

IZ,,.1Za-z...Z1le (Pa-1Pa-z-P1l i•O, 
lz,,.1za-z-.z1)8 IPa-I···PMQl-1-Clol lSi:Sn-2, 

(Z,,.1 Z,,.z-.%1 le ( qa-Zqa-3"""Clol i•n-1. 
In terms ol tbe binary addresses ol aimmunic:ation lint.s usociated vitll 
nritclling elemenu ol staae i, we have 

and 

r11a-11a-z-Iol8 IPa-1Pa-z-P10l 
Jli(I>-{ !1a-11a-z...:i:ole (Pa-l ... pi•lql-1-Clo0> 

l(Ia-11a-z...J:ol8 (qll·Zqa-3"""QoO) 

r!Y,.-1Ya-z-Yol8 (Pa-1P,. .. z-P10l 

Jli!Yl-{ (Y4-1Y,..z-Yol8 (Pa-1···PMQH-CloOl 
L(Y11-1Y11-z-Yole 1qa-zq,,_3"""qo0l 

In addition, ve def"me 
t'1IIl·ba.-1Ia-z...:i:ol8 (O ... Opi) OSi:Sn-1 

and 

i-0, 
l:Si:Sn-2, 

i-n-1, 

i•O, 
l:Si:Sn-2, 
i•n-1. (8) 

t'1!Yl-1ya-IY11 .. z-Yole (0_0~) O:SiSll·I. (9) 
The equivalent fUDction ol t'i, u def".med above, is to left-tvist all ol tile 

svitcllina elements at stage i if P;•I and ri&llt-twist tbe svltcbing elements if 

qi· I. Witll t'i and Jli above, ve nov prove tllat there always elists an 
equivslence relations.bip between an indirect n-cube network and its 
rearranged network by tp:lt 

TBEOUJI 3. tl':O' Og>,Qs.Zn-1, is an automorp.bism onto m indirect n-cube 

network al size 2°. 

VI. COELUSIOll 

We have in-tell a __ ._ .arrespaadenat, tpq used to rename 
118\Vark inputa lllcl ou&pllla for a c:lul ol multilUle illc.nmnection netVGrb. 
I& is 1bn proved !bat a renamed network is isomorpbic to its pwat 118\Vart; 
that ii, t~ ii an autom«pbiam. The c:lul ol mulliatmp Udara>tlnec&ial 

networks we have sllcml includes baseline network, om11111 network md 
indirect n-cube network. To illultnte Ulat CP:Q is Ill automorpbllm, scbemes 

ol rarrlDlilll IVildlina eleMDU for ellCll -k are de.-ibed and 
demomtrllecl in detsil. 
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EFFECT OF ARBITRATION POLICIES ON THE 
PERFORMANCE OF INTERCONNECTION NETWORKS 

Laxmi N. Bhuyan 

Center for Advanced Computer Studies 
University of Southwestern Louisiana 

Lafayette, LA 70504-4330. 
ABSTRACT 

In performance evaluation of interconnection net­
works it is usually assumed that in case of conflicts a 
request is accepted with equal probability. This paper 
illustrates that this arbitration policy is discriminatory 
to remote or less frequent requests because they are 
rejected most of the time. The paper considers a 
favorite memory environment as an example and 
examines the network performance under various arbi­
tration policies. Equal Acceptance, priority to favorite 
and non favorite request policies are examined by 
defining three probabilities of acceptance. The net­
works considered are crossbar, multiple-bus and mul­
tistage interconnection networks. 

1. INTRODUCTION 
A tightly coupled multiprocessor is usually 

categorized depending on the interconnection network 

[
IN) that is used between the processors and memories 
1 . Such IN's can be broadly divided into: (a) Crossbar 
b ~ Multiple-bus ( c) Multistage interconnection net­

work (MIN). A crossbar interconnection allows all pos­
sible connections between the processors and memories 
[2]. When two or more processors try to access the 
same memory module only one of the requests is 
accepted and the others are blocked or rejected. A 
multiple-bus provides a fault-tolerant and cost effective 
interconnection between the processors and memories 
[3-5], but the number of simultaneous connections is 
dependent on the number 9f.:..buses. When the number 
of buses is sufficient, a multiple-bus has the same per­
formance as that of a crossbar. An MIN, on the other 
hand, is composed of several stages of switching ele­
ments (SE's) [6]. A conflict occurs when two or more 
requests contend for the same output of an SE. The 
cost and performance of such an IN is a reasonable 
balance between a shared bus and a crossbar. There is 
an extensive literature on the performance evaluation 
of these networks. All evaluations for synchronous 
multiprocessors measure Bandwidth (BW) which is 
defined as the number of memories remaining busy in a 
cycle. 

The BW does not give us an idea about which 
requests are accepted and which are rejected. For 
equally likely case when a processor generates a request 
that is equiprobably directed to all the memories, it 
may not be essential to know the above details because 
all the processors perform similarly in the long term. 
However, when the processors request different 
memories with different probaMlities, the equal accep­
tance (EA) rule appears discriminating because a pro­
'cessor with a remote request to a memory will be 
rejected most of the times. Rather, it should be given a 
priority over another processor which requests that 
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particular memory more often. Hence, the . p~evious 
analytical models of the BW do not reveal this 1~por­
tant information that is so practical of the multipro­
cessor operation. As we know, no closed form solu­
tions can be derived for general or arbitrary memory 
references. We will therefore restrict our analysis to 
favorite memory cases as depicted in Fig.I. For simpli­
city, we will restrict our analyses to N xN networks 
that connect N processors to N memories. Also, 
because of page restrictions some final equations will 
be given without derivations. 

In Fig.1, a processor P; requests its favorite 
memory MM; with a probability of m provided it gen­
erates a request. The processor requests all other (N-1) 
memories with a probability of 1-m • Assuming that 
those requests are uniformly distributed, the probabil-
ity that a processor requests any one of those memories 
is Po (l-m) where Po is the probability of its request 

(N-1) ' 
generation. When m > ~· it is called a favorite 

memory case and by putting m = ~· the analysis 
reduces to an equally likely case. The rate of request at 
a memory MM; is then p 0.m due to its favorite processor 
p. and Po (l-m l due to any other processor provided 

' (N-1) 
there is no conflict in the IN. 

2. ANALYSIS FOR CROSSBAR 
The crossbar allows all processor requests to 

reach the memory modules. If more than one request 
reach a particular memory, one of them is accepted 
and the others are rejected. Which one is accepted 
depends on the arbitration policy of the co~troller. The 
rate of refuest (Pf) at a memory MM; m an N xN 
crossbar is 7] : 

1 - m N-1 (1) 
Pf =1-(1-po.m)(l-Po·N-l) · 

The BW, given by N.pf, does not depend on the basis 
upon which the selection is made. The probability. of 
favorite acceptance (Pf•) at a memory due to EA pohcy 
is given by: 

m. (N-1) ( -{ 1-m )N ) (2) 
Pf•= N .(1-m) . 1 1 - Po. N -1 . 

m •rJm-1)) As For large values of N , J~Pf• =I-;;;- (1-e . an 
example, with Po= 1 and m = 0.8 , J~00 Pf• = 0.725 The 
probability of nonfavorite acceptance, 

p., =Pf - Pf•· (3) 
With Po= 1 and m = 0.8 , Jim p., = 0.111 . Since most of 

N-oo 
the time a memory receives requests from its favorite 
processor, the requests from the other processors will 
be mostly unsuccessful in an EA policy. In a practical 
design a selection policy is fixed and is based on ;;ome 
priority structure. It is therefore reasonable to assign a 
priority to the non-favorite requests for higher values 



of m. Hence, whenever there is a nonfavorite request 
at MM;, any request from P; will not be granted. We 
will assume that when more than one nonfavorite 
requests contend for a memory module, a random 
selection is made with an equal probability. A request 
from P, is granted only when there is no nonfavorite 
request. As a result the rate of request at a memory 
module due to its favorite processor is : 

1-m N-1 ( ) 
Pt• =pom(l-Po N-l) . 4 

The subscript n stands for priority to nonfavorite 
requests. With Po= 1 and m = o.8 , J~ .. Pt• = 0.655. 

The rate of request at MM; due to other processors is 
1 N-1 -m 

p •• =Pt - Po m(l - Po N - l ) · (5) 

With Po= 1 and m = 0.8 , lim p .. = 0.181. The Proba-
N-oo 

bility of Acceptance {PA} of a request is the ratio of 
the average number of requests accepted to the 
number of requests generated per cycle. Thus 

PA= BW =!L. 
Po *number of processors Po 

(6) 

We will define the Probability of Favorite Acceptance 
{PFA} as the ratio of the average number of favorite 
requests accepted to the number of favorite requests 

generated per cycle, 

PFA = Pt• (or Pt• ) . 
Po .m 

For the same example with Po= 1 and m = o.8, 

lim PFA = 0.906 for EA policy. 
N-oo 

= 0.819 for priority to Nonfavorite requests. 

Thus the Probability of Non-favorite Acceptance , 

PNFA = Pt - Pt• (or Pt• ) 
Po. (1-m) 

With p 0 = 1 and m = 0.8, 

lim PNFA = 0.555 for EA case. 
N-oo 

= 0.905 for priority to nonfavorite requests. 

(7) 

(8) 

Hence by adopting priority to nonfavorite requests 
there is a remarkable improvement in PNFA compared 
to the corresponding degradation in PFA • The rela­
tionship between these probabilities is given by 

PA = m . PFA + (1- m) .PNFA . (9) 

It is noticed from the above examples that by 
allowing a priority to the nonfavorite requests, the 
degradation in PFA is not substantial. Since the PA 
remains the same, the PNFA is increased to a large 
extent and for this particular example it jumps from 
0.555 to 0.905 as calculated earlier. However, if m is 
low, there will be a substantial drf!;radation in the PFA 
with priority to nonfavorite requests. Then EA policy 
should be adopted. If priority is assigned to the favor­
ite request, PFA is unity for all values of N and hence, 
the case is not considered. 

3. ANALYSIS OF MULTIPLE-BUS 
The BW analysis of multiple-bus architecture for 

the favorite memory case is given in [5J. There are B 
buses in the system that connect M processors to N 
memories for B :5 min(M, N). A bus is connected to all 
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the processors and memories. The arbiter (controller) 
cyclically allocates a bus to a memory that has an out­
standing request. The BW of the multiple-bus struc­
ture is clearly a function of the number of buses B. 
When B is equal to min(M, N), the architecture has the 
same BW as that of a crossbar [5]. When the buses are 
insufficient, there will be bus conflicts in addition to 
the memory access conflicts. Hence, the multiple-bus 
controller can be designed as a cascade of a crossbar 
controller for resolving memory access conflicts and a 
bus controller to allocate buses to the memories. As a 
consequence, we can enumerate the following control 
policies. ll Equal Acceptance - Equal Acceptance (EE) 

2 Equal Acceptance - Nonfavorite (EN) 
3 Nonfavorite - Equal Acceptance (NE) 
4 Nonfavorite - Nonfavorite (NN) 

For example, the EN policy states that EA rule is 
adopted for solving the memory access conflicts 
(crossbar controller) and Nonfavorite requests are given 
priority for the bus allocations. In case there are more 
than B nonfavorite requests, B of them are accepted 
with an equal probability. If there are less nonfavorite 
requests the extra buses are distributed to the favorite 
requests on an equally likely basis. This information is 
implicit in an arbiter policy and hence, is not expli­
citely mentioned in the above classification. 

For simplicity, again, we will consider only N x N 
multiprocessor system. When the BW BW, of such a 
crossbar is less than or equal to B, the bus controller 
allows a bus to each of the. selected requests and hence 
the system behaves as a crossbar. So for BW, :5B, the 
parameters derived in section II are true. For example, 
with N=16, Po= 1 and m = 0.8 , 14 buses are required 
for the multiple-bus architecture to have the same BW 
as that of a crossbar. When BW, ~B, the bus controller 
plays a major role in deciding which of the requests 
should be allocated the buses. However, the bandwidth 
for the multiple-bus (BWm) will remain equal to B 
because of bus deficiency. The overall probability of 
acceptance is : 

PA= Min(B,BW,). (lO) 
Po·N 

Hence, the following analyses are derived when 
BWm =B. 

(1) Equal Acceptance - Equal Acceptance {EE} case 

The rate of request at a memory due to favorite 
requests is given by Pt• in eq. (2). Hence N.pt• is the 
expected number of favorite requests out of N.pt 
requests accepted by the crossbar controller in total. 
With an EA policy at the bus controller, number of 
favorite requests allocated buses is !.£.!_ .B. The total 

Pt 
number of favorite requests generated at the processor 
side is Po.m.N. Hence, 

PFA = !.£.!_. __ B_ 
Pt Po.m.N 

(11) 

And similarly 

PNFA = !!!._ B (12) 
Pt Po-(1-m )N 

where Pt, Pt• and p., are given by equations 1, 2 and 3 
respectively. 



(2) Equal Acceptance - Nonfavorite (EN) case 
Total number of nonfavorite requests accepted by 

crossbar controller is p., .N. They are all allocated buses 
subject to availability. Hence, the number of successful 
nonfavorite requests is min(p .. . N, B). The number buses 
available for favorite requests is B-min (p ... N, B) 
Then 

PFA = B - min(p.,.N, B) 
Po-m.N 

and PNFA = min(p., .N, B) . 
pa(l-m)N 

(3) Nonfavorite - Equal Acceptance {NE} case 

(13) 

(14) 

All the nonfavorite requests are accepted by the 
crossbar controller. The rate of favorite request in this 
case is given by Pt• in equation (4). With an equal 
acceptance of Pt• .N favorite requests out of Pt .N 
requests by the bus controller, 

PFA = !2.... _B_ . (15) 
Pt Po·m.N 

The rate of request due to nonfavorite requests as 
selected by the crossbar controller is given by p.. in 
equation (5). With an EA policy by the bus controller, 

PNFA = !!!... . B . (16) 
Pt Po-(1-m)N 

(4) Nonfavorite - Nonfavorite {NN} case 
Here both the crossbar as well as the bus controll­

ers give priority to nonfavorite requests while making 
selection. All the nonfavorite requests are allocated 
buses subject to availability and their number is given 
by min(p •• . N, B ). Rest of the buses are allocated to 
favorite requests. Hence, 

PFA = B -min(p ... N, B) (17) 
Po-m.l'l 

and PNFA = min(p ••. N, B) 
pa(l-m)N 

(18) 

The PFA and PNFA for various selection policies, 
obtained for a 16X16 system, with Po= 1 and m = 0.8 , 
are plotted against the number of buses in Fig. 2 and 3 
respectively. It can be observed in Fig. 2 that degra­
dation in PFA is not substantial by giving a priority to 
nonfavorite requests. Moreover, the PFA linearly 
increases until it is saturated (after 14 buses) by the 
memory access conflicts. For EN and NN policies, bu8es 
are first allocated to nonfavorite requests. So the PFA 
remains zero until more buses are available. In Fig. 3, 
the PNFA increases linearly for EE and NE cases, but 
reaches saturation values quickly for other two policies. 
There is a substantial increase in PNFA from 0.555 to 
0.905 when priority is given to nonfavorite requests by 
the crossbar controller. 

4. MULTISTAGE INTERCONNECTION 
NETWORKS (MIN's) 

An MIN usually connects N processors to N 
memories through log.N stages of 2x2 switching ele-
ments (SE's). Each stage contains N such SE's. Exam-

2 
pies of such networks are Banyan, Omega, Cube and 
Baseline, etc. [6]. Although MIN's for M xN, with 
M'fN, systems have been proposed l8J, we would limit 
our discussion to N xN systems for simplicity. We will 
assume that each processor can access its favorite 
memory throu11;h a straight connection of the switches 
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on its path [71- A 2x2 SE in an MIN may have a 
built-in priority structure to resolve the conflicts or it 
may choose one of the contending requests based on an 
~A pol_icy. If a priority is given to straight connec­
tions, it may mean that more and more favorite 
requests will go through. However nonfavorite 
requests are rejected most of the time 'which should 
indeed be given priority over the favorite requests. We 
h::i-ve analyzed the MIN performance for all the three 
?ifferent case!!, namely : equal acceptance policy, prior­
ity to favorite requests and priority to nonfavorite 
reques~s. The analysis is an ~xtension of our previous 
analysis for EA policy [7J and is not given here because 
of space restriction. 

The BW obtained, with different priority assign­
ment in a switch, are plotted in Fig. 4 for Po= 1 and 
m =: 0.8 : The '[!>W of. an MIN is affected by the switch 
arbitration pohcy unlike the crossbar or multiple-bus. 
When a priority is given to favorite requests, more and 
more requests are accepted giving rise to an increased 
BW. With a priority to nonfavorite requests more 
conflicts occur in the network and the BW reduces 
considerably. With decrease in the value of m the BW 
i~ further reduced, but will be limited to an equally 
lik:ly case. In an equally likely case, the priority 
assignment has no effect on the BW. The probability 
of acceptance (PA), probability of favorite acceptance 
(PF A) and probability of non favorite acceptance 
(PNF A) can be easily determined. 

Unlike the crossbar or multiple-bus results the 
PA of an MIN is different for different arbitration' poli-
cies. This is evident from Fig. ·4 because PA = BWo • 

Th Po-N 
e PFA and PNFA for different policies are drawn in 

Fig. 5 a~d 6 respectively against the size of the MIN • 
As the size of the network increases, the probabilities 
reduce because of more and more conflicts. One can 
again observe th.at in a 1024X 1024 network, with Po= i 
and m = 0.8 , there is about 40 % degradation in PFA 

by adopting priority to nonfavorite requests (cross con­
nection) compared to an EA policy. However, the 
corresponding .PNFA increases by about 9 times in Fig. 
6. The PNFA is almost zero for large networks when 
priority is given to favorite (straight) connections. 

5. CONCLUSION 
The paper described the effect of various selection 

policies on the performance of crossbar, multiple-bus 
and MIN. The BW of crossbar and multiple-bus net­
works does not depend on the selection policy, but the 
probabilities of individual request acceptance do. It 
was shown that by giving a priority to remote or less 
frequent requests, the probability of their acceptance is 
dramatically improved. Unlike the above two net­
works, the selection policy in a 2x2 switch does affect 
the overall BW of an MIN. Although the BW 
decreases by giving priority to nonfavorite requests, it 
is an advisable policy because of the tremendous 
increase in PNF A. Overall, the paper described some 
interesting phenomena that were neglected before and 
are so practical for IN designs. 
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ABSTRACT 

This paper is concerned with demonstrating the topolog­
ical equivalence between two classes of computer architectures 
that support parallel computation, viz. Cube-Connected 
Cycles network (CCC) and Homogeneous Circular Shufile 
Network (HCSN). The latter is based on the Perfect Shufile 
Connection. By developing a suitable and common notation 
for addressing processing elements and specifying interconnec­
tions in the two networks, it is shown that these are topologi­
cally equivalent. The implications of such an equivalence are 
described. Known properties and algorithms about HCSN net­
works, in respect of routing, and fault tolerance, thereby, 
immediately become applicable to CCC networks. It is also 
shown that a large class of algorithms that run on a CCC net­
work can also be implemented, with slight modification, on an 
HCSN network. 

1. INTRODUCTION 

Within the context of para.lie! computation a number of 
computer architectures have been proposed. These include 
systolic arrays, associative processors, vector processors, SIMD 
machines with or without shared memory, and MIMD 
ma.chines. Our interest here is with SIMD architectures that 
do not share memory. An SIMD machine consists of a number 
of identical Processing Elements (PEs) each with its own local 
memory. The PEs communicate with each other through an 
interconnection network. A variety of such networks have 
been proposed, and parallel a.lgorithms to solve various prob­
lems on them have been developed. Hypercube, Mesh­
Connected, Cube-Connected Cycles (CCC), Perfect Shufile 
Connection (PSC) networks (see Figures 1, 2) are some of the 
networks that have been extensively studied (see references 
(l]-(3]). More recently, a Homogeneous Circular Shufile Net­
work (HCSN) was proposed and studied (see reference (4]). 
This network has PSC as its basis (see Figure 4). 

This paper demonstrates topological equivalence between 
the CCC network and the HCSN network. We develop a 
notation for addressing PEs in each of the networks and for 
specifying interconnections between PEs (see Section 3). This 
topological equivalence ha.s a number of implications for both 
HCSN networks as well as CCC networks. These relate to 
routing algorithms, fault tolerance and VLSI layout (see Sec­
tion 4). It is also shown that the equivalence is more than 
simply topological, in that the algorithms that run on an 
HCSN network also run on a CCC network. However, algo­
rithms that run on a CCC network may require minor 

modifications when implemented on an HCSN network. 

2. THE CCC AND HCSN NETWORKS 

A CCC is a network of identical PEs, where each PE has 
three interconnection ports. Ea.ch interconnection linking two 
PEs may be used for bi-directional transmission of operands. 
The CCC network has N=2h PEs, where l~k ~r+2', r ~1, 
and r is the smallest integer. Here each PE is addressed a.s m, 
O~m <N. A PE with an address m is alternatively 
represented as a tuple (I ,p ), such that m =1*2' +11, O~p <2', 
0:9 <2h-r. I and p have k-r bit and r bit representations, 
respectively. The interconnection between the PEs is 
described a.s follows: each PE has three ports, namely F, B, 
and L. Thus F(l ,p) is the F port of a. PE numbered (I ,p ), 
etc. The PE with address (/ ,p) is connected to the three other 
PEs as follows: 

(B (1,p ),F(l ,(p -l}mod2' )), 09 <2•-r, O~p <2' (l(a.)) 

(L (1,p ),L (I +e*2' ,p )), (l(b)) 

where e =1-2*bit, (I), and bit, (I) is the p-th bit of I. The 
notation used is as follows: (P ,Q) indicates a bi-directional 
communication link between the ports P, and Q of some 
PEs, while <P ,Q > indicates a uni-directional link from port 
P to port Q. (Note: The connection from F(l ,p) to 
B (1,(p +l)mod 2') is implied by (l(a)), above.) See Figure 2 for 
a.n example of a CCC network where N =32, k =5, a.nd r =2. 
Preparata, et al. (see reference (2]) have proposed a VLSI lay­
out for CCC networks. See Figure 3 for the layout of a CCC 
network where N =64, k =6, and r =2. Looking at the layout 
it is reasonable to generalize the CCC network by dropping 
the requirement that N =2'. Instead, we assume N =n logn 

where n is a. power of 2, and n ~2. As a consequence, ea.ch PE 
in a CCC is numbered (1,p ), O~I <n, O~p <logn, and the 
interconnections are 

(B (I ,p ),F (I ,(p -l)mod logn)) 

(L (I ,p ),L (I +e* 2' ,p )) 

where e =1-2*bit, (I). 

(2(a)) 

(2(b)) 

The Perfect Shume Connection (PSC) is a network of n 
PEs, where n is a. power of 2 and n ~2. Each PE has three 
ports 0, I, and L. The PEs a.re numbered as I, O~I <n. 
The interconnection is described as: 

<0(1),1(2*1mod(n-1))>,09 <n-1, (3(a)) 

f On lean Crom Department or Computer Science and Engineering, Indian Institute or Technology, New Delhi 
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<0 (n -1),J(n-1)> 

(L (I ),L (I +1)), I mod 2=0, O::;I < n. 

(3(b)) 

(3( c)) 

Based upon the PSC network, Tripathi and Huang (see 
reference [4]) have proposed a Homogeneous Circular Shuffle 
Network (HCSN). An HCSN network, parameterized by two 
numbers (b ,r ), has r columns with b •-1 processors in each 
column, with a total of r*b •-1 processors. We shall restrict 
b =2. Processors in an HCSN network are homogeneous with 
2 input ports and 2 output ports. The interconnection pattern 
is a 2-shuffle connection described below in terms of addresses 
associated with input (and output) ports. 

For a given column, the column-wide address of an input 
port (or an output port) is x, O~x <2', and given by its 
representation (xr-1>···,xol· The network-wide address of an 
input port (or an output port) x in column i, O~i <r, is 
( a,_1,. .. , I a;, ... , a 0), obtained by circularly left-shifting the 
column-address until the last tuple, x 0, is shifted into position 
i. The symbol "I" is put before a; to indicate the column of 
the input port (or the output port). Since, for various values 
of a;, the notation refers to the two input ports (or output 
ports) of the same processor, the network-wide address of a 
processor in column i is given by (a,_11 ••• ,a;+l, I ,ai-11···,ao)· As 
an example, if the network-wide address of a processor S is 
(0, I ,1,1), then its two input ports have addresses I (0, I 0,1,1) 
and J(O, I l,1,1), while its output ports are addressed 
0 (0, I 0,1,1) and 0 (0, I 1,1,1). See Figure 4 for an HCSN net­
work where b =2, and r =4. The interconnection in an HCSN 
network may now be specified: 

(o (a,_1, ... ,a;+l, I a; ,a;_11···1ao),J(a,_11···1ai+11ai, I ai-h···1ao~(4) 

3. TOPOLOGICAL EQUIVALENCE 

Before we demonstrate the topological equivalence 
between the CCC network with n logn PEs and the HCSN 
network, where r =logn, the following comments are made: 

(1) All interconnection links in a CCC network are bi-
directional, while in an HCSN network the links are 
uni-directional, that is data may flow along a link from 
an output port of a processor to an input port of some 
processor. 

(2) The notion of PEs in a CCC network and that of a pro­
cessor in an HCSN network is somewhat different. In an 
HCSN network a processor may operate on two data 
objects that it receives at its input ports, and upon pro­
cessing, produces two data objects at its two output 
ports. On the other hand, in a CCC network two PEs 
that are directly connected may communicate data with 
each other, and any processing on these data objects 
may be performed in either (or both) of the PEs. 

To reconcile the two notions, we may take either of the 
approaches given below: 

(A) Split each processor in an HCSN network into two PEs, 
each being associated with a pair of input port and out­
put port. Further, the two PEs are connected to each 
other by a bi-directional link (see Figure 5(a)). 

(B) Combine two neighboring PEs in a CCC network into 
one processor capable of operating on the data objects 
within the PEs (see Figure 5(b )). 
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We shall take the former approach. The resulting view 
of the HCSN network of Figure 4 is given in Figure 6. As 
such an HCSN network has r =logn columns, each contain­
ing n =2' PEs. Thus an HCSN network has a total of n logn 
PEs. Further, it is easy to see that an HCSN network is an 
unfolding of a PSC network with n PEs, the unfolding is to 
the extent of logn stages. The last stage is circularly con­
nected to the first. The addresses associated with the PEs 
thus obtained from splitting processors in an HCSN network 
may now be obtained from the network-wide address of the 
corresponding input port (or output port). To show topologi­
cal equivalence between a CCC network and an HCSN net­
work, we rewrite the address of PEs in the HCSN network as 
((a,_11 ••• ,a; , ... ,a 0),c ), where c is the column number, and is 
equal to the index where the symbol "I" appeared in the origi­
nal network-wide address. Each PE in an HCSN network has 
three ports, viz. I, 0 , and L. I is an input port, 0 is an out­
put port, and L is bi-directional. With this the interconnec­
tions in the HCSN network are described as: 

<0 (a ,c ),!(a ,(c -l)mod logn )>, 

(L (a ,c ),L (a +e* 2' ,c )), 

where e =1-2*bit, (a). 

(5(a)) 

(5(b)) 

The equivalence between the CCC network and the 
HCSN network is now evident. The CCC network and the 
HCSN network each have n logn PEs. That is, in the HCSN 
network there are n PEs in each of the logn columns, while 
in a CCC network there is a hypercube of n cycles each con­
taining logn PEs. The processors in them are numbered as 
(l ,p ), O~I <n, O~p <logn. The interconnections are identical 
(see interconnections (2) and (5), above). The only difference is 
that in an HCSN network the interconnection from an output 
port to an input port of a PE is uni-directional: 

4. IMPLICATIONS OF EQUIVALENCE 

There are a number of implications of the above topolog­
ical equivalence. First, a VLSI layout for an HCSN network is 
now evident. In fact, the layout of Figure 3 i'!I a layout for the 
HCSN network of Figure 6, or equivalently that of Figure 4. 
The layout has an area n*(n-1), or more precisely 
0 (N2/log2N). If the known layout for CCC networks is of 
minimum area, then the layout for HCSN networks is also 
optimal. 

From the layout of Figure 3 it is evident that an HCSN 
network, and similarly a CCC network, has a recursive 
definition for certain values of n. Further, an HCSN network 
is symmetric not only with respect to a column (because of 
circular connection), but is also symmetric with respect to a 
PE within a column. The latter is a consequence of the fact 
that in a CCC network any cycle of PEs may be assumed to 
be at the origin of the hypercube. This symmetry allows one 
to make statements about the HCSN network assuming that 
a PE has an address (0,0) "without loss of generality", and 
enables one to provide new and simpler proofs for known 
results for HCSN networks in respect of routing algorithms 
and fault-tolerance analysis. 

Properties that have been developed for the HCSN net­
work now readily become applicable for CCC networks. One 
set of results known for the HCSN network are in respect of 
message routing using control tags (see reference [4]). A con­
trol tag, which is part of the message header, is a sequence of 



control numbers. The first remammg control number is 
extracted from the control tag upon receipt by a PE, and is 
used to select the outgoing route or link. The rest of the con­
trol tag is used to guide the routing following this PE. When 
the control tag is empty, the message is at its destination. 

Algorithms can now be obtained for routing data through .a 
CCC network using a scheme discussed above. Further, 1t 
can be shown that the length of a control tag is no more than 
2*logn in a CCC network with n Iogn PEs. Also, results in 
respect of fault-tolerance of HCSN networks can be applied to 
CCC networks. 

In view of the topological equivalence, an HCSN network 
may be treated as an implementation of a CCC network (pro­
vided bi-directional communication between B and F ports of 
a CCC network is not insisted upon), or vice versa. And, since 
a Perfect Shuffle Connection (PSC) network can always simu­
late ;i,n HCSN network, it is reasonable to expect that most 
algorithms for CCC networks are similar to those for PSC 
networks or even for Hypercube networks (see references [1), 
[2], and [5]). 

The equivalence between HCSN networks and CCC net­
works is more than simply topological. For sure, any algo­
rithm that runs on an HCSN network may be made to run on 
a corresponding CCC network. The reverse is, however, not 
true. The reason why such functional equivalence cannot be 
established is that, in a CCC network, transmission of data 
between PEs within a cycle is instead bi-directional. The 
latter implies a capability of processing data objects contained 
in neigh boring PEs within a cycle. 

Preparata, et al. (see reference [2]) have presented a gen­
eric DESCENT algorithm that is useful in solving a large 

0 

Figure 1 The Hypercube and PSC networks. 

class of problems, including Bitonic Merge, FFT, Sorting, 
Matrix operations. This version of the algorithm for CCC net­
works is immediately applicable to HCSN networks. A 
difficulty, however, does arise in implementing the operations 
on data objects within PEs of a cycle, viz. LOOPOPER(.). An 
alternative implementation of LOOPOPER for HCSN net­
works can be obtained. This algorithm assumes that transmis­
sion is uni-directional, but that each PE is capable of storing 
Jogn data objects. The time complexity of the DESCENT 
algorithm running on an HCSN network can be shown to be 
the same as that when it runs on a CCC network. The conse­
quence of this is that many algorithms available for CCC net­
works can now be suitably recoded for implementation on 
HCSN networks. 
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Figure 5(a) Splitting a processor into two interconnected 
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Figure 4 An HCSN network. 

Figure 5(b) Merging of two interconnected PEs into a pro- Figure 6 The HCSN network of Figure 3 with each proces-
cessor. sor split into two PEs. 
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ABSTRACT We analyze the random delay experienced by 
a message traversing a buffered, multistage packet-switching 
banyan network. We find the generating function for the dis­
tribution of waiting time at the first stage of the network for 
a very general class of traffic, assuming messages have discrete 
sizes. For example, traffic can be uniform or nonuniform, 
messages can have different sizes, and messages can arrive in 
batches. For light to moderate loads, we conjecture that 
delays experienced at the various stages of the network are 
nearly the same and are nearly independent. This allows us 
to approximate the total delay distribution. Better approxi­
mations for the distribution of waiting times at later stages of 
the network are attained by assuming that in the limit a sort 
of spatial steady state is achieved. Extensive simulations 
confirm the formulas and conjectures. 

1. INTRODUCTION 

Buffered interconnection networks are receiving increas­
ing consideration for use in parallel computers. They are 
integral components of several machines currently under 
development, including the Cedar machine at the University 
of Illinois [7), the NYU Ultracomputer at New York Univer­
sity [9), and the RP3 machine [17) at IBM, where they are 
used to interconnect processors to shared memory. In order· 
to study the multitude of options available in actually build­
ing a machine, it is extremely useful to have formulas that 
approximate the performance of an interconnection network. 
In fact, formulas derived in a previous paper by two of the 
authors [12) have been heavily used in designing both the. 
NYU Ultracomputer [9) and RP3 [15). While simulation 
results are often more accurate, they are time consuming and 
expensive. In this paper, we analyze the random delay experi­
enced by a message traversing a buffered, multistage packet­
switching banyan network, for a very general class of traffic. 
For example, traffic can be uniform or nonuniform, messages 
can have different sizes, and messages can arrive in batches. 

Interconnection networks connect processing elements to 
memory modules through stages of switches (Figure 1). Early 
work in describing these networks was done by Goke and 
Lipovski [SJ, Lawrie [14), and Patel [16), among others. For 
more full explanations of interconnection networks see [6] or 
[18), for example. There have been a number of performance 
analyses of interconnection networks (e.g. [4,5,12,13)). 

The basic building block of an interconnection network 
is a k-input, s -output (k X s) buffered switch (Figure 2). 
Each input port can accept one packet per clock cycle, and 
route it to the appropriate output port. Each output port 
has a FIFO buffer. Conflicts between messages simultane­
ously routed to the same output port are resolved by queue­
ing the messages. We idealize this structure by assuming that 
the output buffers have infinite length. While this is clearly 
infeasible in practice, it is well known that, for light to 
moderate loads, moderate sized buffers provide approximately 

Part of the work was done while the first author was at 
the University of Illinois. The first author was supported in 
part by a grant from IBM. 
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the same performance as infinite buffers. We also assume 
that each output port buffer can accept any number of mes­
sages from the input ports in a clock cycle, and that arriving 
messages do not interfere with departing messages. Each out­
put port can be viewed as a discrete queueing system. 

We make the following probabilistic assumptions con­
cerning traffic at the first stage of a network: 
(1) The number of messages arriving at successive cycles 

to an output port are independent, identically distri­
buted random variables. These random variables may 
have a different distribution at different ports, and are 
clearly dependent from port to port. 

(2) The service requirements (the number of cycles 
required to forward a packet) for successive messages 
at an output port are independent, identically distri­
buted random variables. This distribution may vary 
from port to port. 

Constant service time is usually the appropriate assumption 
for interconnection networks realized with synchronous logic. 

Assuming that the traffic is uniform (e.g. each request is 
equally likely to go to each output node) and that at each 
cycle a packet arrives at an input node with a fixed probabil­

.ity p , the expected delay has been computed [12]. This 
analysis is based on Little's identity, and it is not obvious 
that it can be extended to obtain more information about the 
delay distribution, such as the variance. Such information is 
quite important for two reasons: First, to obtain good perfor­
mance on a parallel machine, it is not sufficient to have a low 
expected memory access time; high variance will impede per­
formance, as it is often the case that the speed of the slowest 
processor dictates the system speed. Second, as we discuss in 
Section 5, the variance can be used to obtain an approximate 
formula for the waiting time distribution of a message 
through the entire network. 

Exact formulas for both the average and variance of the 
·waiting time at the first stage when all messages take a single 
cy,ele to service were obtained in a previous paper (13). This 
was used to obtain approximate formulas for longer messages 
of constant size. Using stronger methods we obtain in this 
paper exact formulas for the average and variance of the wait­
ing time at the first stage for long messages of constant size; 
in fact, we obtain the entire distribution of waiting times for 
any discrete service time distribution. In the previous paper 
(13), we also suggested a method for analyzing the waiting 
time at later stages of the network, by assuming that the out­
put of a queue can be modeled by a Markov process; the 
approximations were in practice hard to obtain and not very 
accurate. This paper gives an alternative method for approxi­
mating the waiting time at later stages; it is easy to use and 
provides extremely good approximations, as evidenced by a 
comparison to simulation results. 

In Section 2, we analyze the performance of the first 
stage of an interconnection network, by calculating the z -
transform of the distribution of waiting times. This enables 
us to compute higher moments of that distribution. In partic­
ular we present explicit formulas for the expected value and 
variance. In Section 3, the formulas are used to find the 
expected value and variance of the waiting time under various 



standard assumptions. For light to moderate loads, we con­
jecture that waiting time experienced at the the later stages 
of the network are nearly the same as for the first stage. In 
Section 4, we obtain better approximations for the waiting 
time at the later stages. In Section 5, we discuss how to 
analyze the total delay through the network. Section 6 gives 
some concluding remarks. 

2. ANALYSIS 
Our model for the first stage of switching comes under 

the general rubric of a discrete time queueing system. We 
compute in this section the z -transform for the waiting time, 
and use it to derive the expectation and variance of the wait­
ing time, for general discrete service and arrival distributions. 
The solution method we use was indicated by Kobayashi and 
Konheim [11]. We are not, however, aware of a complete 
solution to this problem in the literature. As will be seen in 
the remainder of this paper, for the queueing systems we are 
interested in, it is useful to carry out the calculations in their 

.entirety. 
We start with some definitions. Let >.. be the average 

number of arrivals at any cycle and m be the average service 
time of a message. The traffic intensity is then p = m >... 

Let /; be the probability that j messages arrive at any 
cycle, and 

Then 

00 • 

R (z) = E /; z' 
j=O 

R 1(1) = >... 

Let g j be the probability that a message requires j time 
units to serve and 

Then 

U(z) 
00 • 

E g·z' 
j=O J 

U'(l) = m . 

THEOREM 1: Let w be the steady state waiting time for a 
message. The z -transform of the waiting time distribution of 
an output queue at the first stage is 

t (z) E(zw) 

1-m >.. 1-z 1-R (U(z)) (1) 
).. R(U(z))-z 1-U(z) 

PROOF: Let sn be the unfinished work at the end of the 
n th cycle, an number of messages arriving at the n th cycle, 
and en be the total service time for messages arriving at the 
n th cycle. Let s , a , and c be the steady state variables 
corresponding to sn , an , and en . Note that 

• E(z •) = E(z n) = R (z), 

00 00 . 

E(zc)= EE(zcla=j)f; = E(U(z))'/; =R(U(z)), 

and 

j=O j=O 

sn = max(O,sn_1+cn -1) . 

Since en is independent of sn _1 we obtain the identity 

E(z') = E(za+c-lls>O)P(s>O) 

+ E(z c -l Is =0,c >O)P(s =0,c >0) 

+ E(z 0 Is =0,c =O)P(s =0,c =0) 
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Let 

E(z c )E(za-l Is >O)P(s >0) 

+ E(zc-l I c >O)P(s=O)P(c=O) 

+ P(s =O)P(c =0). 

00 • 

ll1(z) = E h-z' 
j=O J 

E(z 6 ) • 

The previous identity implies 

ll1(z) = R(U(z))(ll1(z)-ho) +h R(U(z))-R(U(O)) 
z 0 z 

so that 

+ hoR (U(O)), 

h 0(1-z )R ( U (0)) 
w(z) = R(U(z))-z 

We compute, using L'Hospital's rule, 

so that 

and 

ll1(l) = l = ho:_~~O)) 

1-m).. 
R (U(O)) ' 

ll1(z) = (1-z )(1-m >.) 
R (U(z ))-z 

Since the arrival process is memoryless, arriving batches 
see the steady state unfinished work distribution s . Thus the 
steady state waiting time for a message w = s + w 1, where 
w 1 is the steady state service time for messages arriving at 
the same cycle, but served first. We have 

E(zw) = E(z')E(zw') = ll1(z)E(zw'). 

Let d be the steady state number of messages that arrive at 
the same cycle with any message, but a.re served before it; let 
t/J(z) = E(z d ). Then, using the same derivation as before, we 
get 

E(zw') = t/J(U(z)). 

We shall now compute t/J(z ). The probability that any 
message arrives in a. batch of j messages is equal to j /; / >.. 
Thus 

· P(d=j) ~ P(d = . I message arrives in a) k f / >.. 
LJ J batch of k messages . " 

so that 
t/J(z) 

l:=j+l 

00 1 
E k(kf,, />-), 

k=j+l 

_!_ f f '" zi 
), j=O k=j+l 

1 00 k -- E/,, (z -1) = 
>.(z-1) k=l 

00 1:-1 
.!.. Eh E z; 
), A:=l j=O 

R (z)-1 
).. (z - 1) · 

The z -transform of the waiting time distribution is 

t (z) E(zw) = w(z)t/J(U(z)) 
1-m >.. 1-z 1-R (U(z )) 

).. R(U(z))-z 1-U(z) 

(1) 

D 
In principle this gives the complete distribution of the waiting 
time. 



COROLLARY 2: 

E(w) = t'(l) 

COROLLARY 3: 

mR 11(1) + >-.2 U"(l) 
2>-.(1-m >-.) 

Var( w) = t 11(1) + t 1(1)-(t 1(1))2 

(2) 

(6m >-.R 11(1) + 4m 2>-.R 111(1) + 6>-.3 U11(1) 
+ 4>-.3 U 111(1)) (1-m >-.) - 3m 2R 11(1)2(1-2m >-.) (3) 

+ 3>-.4U"(1)2 +6>-.R 11(l)U"(l) 
12>-.2(1-m >-.)2 

(The derivation of t 11(1) used six applications of L'Hospital's 
rule, and took Macsyma all night on a minicomputer.) 

s. EXAMPLES 
We now apply the above formulas to derive the expected 

value and the variance of the waiting time for messages in 
several standard and important queueing systems. Note that 
the expected value formulas only give the waiting time of a 
message. To obtain the delay of a message in a queue, one 
must add to these formulas the service time. For the queue­
ing systems in this section, message arrivals are independent 
of queue length. Thus, the variance of the delay of a message 
in a queue is simply the sum of the variance of the waiting 
time and the variance of the service time. 

8.1. Service Time One 

Suppose that all messages take exactly one unit of time 
to be serviced. Then m = 1 and U (z) = z. Thus, 

U'(z) = 1 and U"(z) = U"'(z) = 0. 

Substituting into Eq. (1), we obtain 

t(z) = E(zw) = l~).. ~fz~l 
Substituting into Eq. (2) we get 

_ R 11(1) 
E(w) - 2>-.(1->-.) 

and substituting into Eq. (3) we get ~ 

(4) 

Var w = 2(3R 11(1) + 2R 111(1))>-.(1->-.) - 3(1-2>-.)(R 11(1))2 5 
( ) 12>-.2(1->-.)2 ( ) 

We analyze some special cases of this for k-input, s -output 
(k Xs) switches. 

S.1.1. Uniform Traffic, Single Arrivals 

Suppose that each input port has a probability p of 
receiving one message at each unit of time, and that each 
incoming message has an equal chance of going to any of the 
output ports. Then 

This quickly yields 

R (z) = ( 1-; + P: r . 
Calculating R 1(1), R 11(1), and R 111(1) and substituting into 
Eqs. (4) and (5) yields 

E(w) 

1 (1 - -)>-. 
k 

2 (1 - >-.) 
(6) 
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and 

Var(w) 
(1-f) >-. [6 - 5>-.(i+f) + 2>-.2(1+f )l 

12 {l->-.)2 

S.1.2. Bulk Arrivals 

(7) 

In many systems the size of a message exceeds the size of 
a transmission packet; a message is transmitted in several 
packets. These packets arrive at the first stage of the net­
work in one bulk. This can be modeled as in the previous 
example, except arrivals at input ports are in batches. 
Assuming a constant batch size of b messages, 

p pzb ( )
k 

R (z) = 1 - s + - 8 -

Using Eqs. (4) and (5), this gives 

and 

E(w) = 

1 (b-1) + (1--)>-. 
k 

2(1->-.) 

b 2-1+2>-.(b 2+2-~)-5>-.2(1--1 )+2>-.3(1--1 ) 
k k2 k2 

Var( w) = ----------::------~ 
12(1->-.)2 

These agree with our previous formulas for the case b = l. 

S.1.3. Nonuniform Traffic 

In many practical situations each input is likely to have 
a distinct favorite output port (e.g. the output port connect­
ing a processor to its private memory - see [l]). We assume 
that k = s . (It is not hard to generalize this for k =f s, but 
the equations become quite lengthy.) We do assume bulk 
arrivals. Each input port sends arriving messages to its favor­
ite output port with probability q, and sends them with pro­
bability (1-q )/k to each output port (including its favorite 
output). The distribution of messages at the output ports is 
the product of two terms: the first term accounts for normal 
messages and is essentially the same as given in 3.1.2, with p 
replaced by p (1-q ); the second term accounts for favored 
messages. We get 

R (z) = (1 _ p 1-q + p 1-q z b )k -1 
le k 

(l-p(q+l~q)+p(q+l~q)zb). 

Substituting into Eq. (4), 

).. (1- q2)(1- .!..) + b - 1 
le E(w) 

2 (1 - >-.) 
Note that, for q = 1 we get E(w) = 0, and for q = O we 
obtain the same formula as in 3.1.1 (with k = s ), as it 
should be. The general formula for the variance is quite 
lengthy. 

S.2. Constant Service Times 

We now consider the situation when messages can have 
one of several constant service times. We will only consider 
uniform traffic and single arrivals. Thus, as in Section 3.1.1, 

R (z) = ( 1-; + ~z r . 



3.2.1. Single Size 
First, suppose that each message takes exactly m units 

of time to transmit. This will occur, for instance, when each 
message is composed of an equal number { m) of packets, and 
the constituent packets of a message are transmitted at con­
secutive cycles. Then 

U(z) 

The traffic intensity is now 

p = mpk 
8 

Substituting into Eqs. (2) and (3), we obtain 

p(m _ _!_) 
k 

E{ w) = 2(1-p) 

and 

Var(w) = 

[ 
(1-T) [6m - 5p(l+T) + 2p2(1+T)] l 

P +{m-1)[2(2m-1)-p{m+l)] 

12 {1-p)2 

These coincide, for m = 1, with the equations of 3.1.l. 

3.2.2. Multiple Sizes 

(8) 

(9) 

Now suppose there are n service times m v ... ,mn, and 
service time m; occurs with probability 9; . This will occur 
when there are different kinds of requests. For example, read 
requests are likely to have different sizes than write requests. 

We get 

Thus 

n m-
U (z) = E 9,- z' 

1 

kp n 
P = -Em·9· 

S 1 I I 

Substituting into Eq. (2), we obtain 

E(w) 

n 1 
>.I; m;(m; - k)9; 

1 

n 1 
pEm;(m; -k)9; 

1 

2 (1-p) n 
2 (1-p) E m,- 9; 

1 

The formula for the variance could also be obtained, but it is 
quite lengthy and not particularly enlightening. 

4. LATER STAGES 

We do not know how to analyze the later stages exactly 
as the inputs at successive cycles are not independent. We 
have, however, developed some very useful approximate for­
mulas for the average and variance of the waiting time. 
These are based on two observations: First, as we progress 
through the network, the waiting time statistics quickly 
approach a limiting distribution. Second, nearly every wait­
ing time distribution in queueing theory has an average on 
the order of 1/(1-p) as p tends to one; that is, if w; (p) is the 
average waiting time at the i th stage, and w 00(p) is the limit 
as i gets large, we expect Jim (1-p)w 00(p) to exist. We calcu-

p-->l 
lated w 1(p) exactly in Section 3, and we expect w 1{p) and 
w 00(p) to have similar qualitative properties, i.e., they should 
depend on most parameters in roughly the same way. Hence, 
it seems reasonable to estimate 

def w 00(p) 
r(p) = w1(P) . 
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It is clear that r (0) = l. We use simulations to estimate 
r {1/2), and then simply linearly interpolate to obtain to 
obtain a value a such that 

r (p) = 1 +a p. {10) 

Then 

w 00(p) = (1 + ap) w 1(p). 

We will also generalize the formulas to take into account the 
dependence of w,- (p) on the stage, the switch size, and the 
message size distribution. This method of interpolation was 
previously applied to queueing systems by Burman and Smith 
[3] using light and heavy traffic theory. The light traffic limit 
is obvious in our case. We do not have a heavy traffic 
analysis for our process, so we rely on simulation instead. 

Using the same ideas, we can obtain an approximation 
for the variance. Let v; be the variance of the waiting time 
at stage i, and v 00 be the variance in the limit. Since the 
formulas for variance have one higher power of p, we expect a 
good approximation of v 00(p)/v 1(p) to contain (at least) one 
higher power of p, i.e. we obtain a quadratic interpolation for 
the variance. The variance after several stages can be 
approximated by 

v 00 = (1 + a p + b p2)v 1 , 

where a and b are constants to be determined. 

In the remainder of this section, we obtain our expres­
sion for the waiting time and variance in step-by-step general­
izations. We first estimate them for uniform traffic when 
messages have size one, then size m , and then general size. 
Finally, we consider nonuniform traffic. 

4.1. Service Time One 

Consider service time one, 2X2 switches, single arrivals, 
and uniform traffic. For p = .5, w 1 = .25 {Eq. (6)), and, 
from. the simulations in Table I, w 00 seems to be about .3. 
Substituting into Eq. {10) and solving for a gives a = 2/5. 
Thus, we find r (p) = 1 + 2p /5, so the waiting time 

w = {1 + 2P) p 
00 5 4 (1 - p) 

Table I compares the simulation results with our formulas. 
The waiting time values in the ANALYSIS row are from the 
exact formula for the first stage (Eqs. (6) and (7)), and the 
waiting time values in the ESTIMATE row are from the 
above approximation for the waiting time in the limit. Note 
that the approximation seems to be slightly low for p small 
and slightly high for p large. More complete simulation 
results (not included for brevity) show that r (p) is actually 
slightly concave. An even better estimate could be obtained 
by using a quadratic approximation. 

Using the same technique for 4X4 and 8X8 switches 
gives a a bit less than .2 and a a bit less than .1, respec­
tively (see Eq. (6) and Table 11). This suggests that the above 
formula can be {crudely) extended to k Xk switches by 
linearly including k as a parameter. This gives the waiting 
time 

w = 00 

1 (1 - -) p 
(1 + 4p) k 

5k 2 {1 - p) 
(11) 

Table II compares the simulation results with our formulas. 

In Tables I and II it looks as if w; approaches w 00 

geometrically. 'I:'his suggests a formula of the form 
r; (p) = 1 + (1-a' - 1){r (p)-1) for some a< 1, yielding 



1 (1- -) p 
(1 + 4P(l-ci-1)) k 

5k 2 (1- p) 
(12) 

as the expected waiting time at the i th stage. Looking once 
again at the formula for k = 2 and p = .5 (Table I), gives 
a= 2/5 as a good approximation. It turns out that this 
value of a works reasonably well for general k and p . For 
brevity, we do not explicitly compare this formula to the 
simulations (although the interested reader can easily do the 
calculations). It is by no means surprising that, for a given p 
and k, W; approaches w 00 geometrically; what is perhaps 
surprising is that a single value of a works well for all p and 
k. 

Applying the same techniques to variance, we find that a 
reasonable formula· for the variance after several stages is 

2 
"00 = (1 + ...£.... + 2p ) 

2k k 

(1-t)P [6-5p(l+t)+2p2(l+t)J (13) 

12(1-p )2 

(Since this is only an approximation and since the simulation 
results do not give exact answers, there is quite a bit of free­
dom in choosing coefficients a and b for the p and p 2 terms. 
Other choices will surely work just as well or better.) We can 
also estimate the variance at stage i to be 

"; = (1+(...£....+ 2p2)(1-ai-l)) 
2k k 

where a = 2/5. 

(1-i) p [6- 5p (l+i) + 2p2(1+i)J 

12{1-p )2 

4.2. Single Service Time 

(14) 

Consider the case when messages have a single constant 
size. Our model of the first stage is not a particularly good 
model for the later stages: At the first stage a source after 
sending a message can send a new message on the next or any 
later cycle. At later stages, since sources are outputs from 
queues, once a source sends a message, that source will not 
send a message for at least m cycles. This will tend to reduce 
queueing delays at the later stages. 

Later stages can be better modeled by assuming that 
messages take one cycle to be processed, but the cycle time is 
m times as long. Following [12], we use the formula for ser­
vice time one (Eq. {11)), and, for a fixed p, multiply the time 
to process a message by a factor m , and also multiply the 
average number of packets per cycle by m . In other words, 
for a fixed traffic intensity p, the cycle time is m times as 
large. This gives the average waiting time 

(1- .!..) m 2p 
(1 4mp) k (15) 

w 00 = + 5k 2 {1 - mp ) 

For m ~ 2, this formula is a reasonable approximation at all 
stages after the first, and, of course, we have an exact formula 
for the first stage. Table III compares the simulation results 
with our formulas. 

Let us examine the behavior of the interior stages in 
light traffic. If we allow m to increase and p to decrease 
with mp = p constant, then in time scaled by m , the first 
stage output queues become M/D/1 queues with arrival rate p 
and service time 1. (Actually, the well-known waiting time 
statistics of M/D/l queues can be obtained as limits of (8) 
and (9).) Now the interior stages are not precisely M/D/l 
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queues in this scaling, because the packets output from previ­
ous stages must be spaced by at least m time units. 
Nevertheless, it is clear that in light traffic the interior stages 
will resemble M/D/1 queues, but the congestion will be lower 
than at the first stage, since packets will be very unlikely to 
collide with other packets from the same source. That is, the 
congestion will be as if the arrival rate were (1-1/k )p. Using 
the M/D/1 light traffic results 

(1-.!..)p 
E(w) -+- + O(p2) 

and 

(1-.!_ )p 
Var(w) = -+- + O(r}). 

Our approximations should have these properties, too. Eq. 
(15) does satisfy this. 

To obtain an approximation for the variance, we argue 
as before: start with formula for the variance at the first stage 
for unit size messages (Eq. (7)), multiply by m 2, change p to 
mp, and then use the light traffic analysis and the simula­
tions to interpolate. Our heuristic formula is (see Eq. (13)) 

( 2 Gip C2P2 ) 
" 00 = 3+-k-+-k-

(l-+) m3p [6- 5mp (Ht)+ 2(mp )2(1+t)J 

12(1- mp )2 

where 2/3 was obtained from light traffic analysis. Light 
traffic analysis is a limiting case for m large; in practice we 
found that 7 /10 works better than 2/3 for small and 
moderate message sizes. We match the constants C 1 and C 2 
to simulation results, giving 

2 "oo = 2-(1+ 2mp +~) 
10 3k k 

(1-.!_) m 3p [6 - 5mp (1+.!_) + 2( mp )2(1+.!_ )] (16) 
k k k 

12(1- mp )2 

This approximation is still slightly low for m small, as can be 
seen in Table III. Better approximations can be obtained for 
each individual value of m; in particular, Eq. (13) is a much 
better approximation for m = 1. As with waiting times, for 
m ~ 2, this formula can be used to approximate variances 
for all stages after the first. 

4.3. Multiple Service Times 
As in Section 3.4.2, suppose there are n service times 

m 1, ... ,mn, and service time m; occurs with probability 9;. 
n 

The average service time is m = E 9; m; . To obtain an 
i=l 

approximate formula for the average waiting time, replace the 
size of all messages by their average size m and use the 
approximate waiting time formula from the previous section 
(Eq. (15)). This gives the average waiting time 

(1 - .!_) m 2p 
(1 4mp) k 

w 00 = + 5k -2-(l ___ m_p_)_ 

The values obtained from this formula tend to be a bit 
low. The reason is that we are approximating multiple size 
messages by their average size. Since we are able to calculate 
everything at the first stage exactly, we know how much off 
such an assumption would be at the first stage: simply the 



ratio of the actual expected waiting time and the waiting 
assuming all messages have their average size. Assuming this 
ratio is fairly constant at the different stages, multiplying the 
above formula by this ratio gives a very good approximation: 

1 n 1 
(1- k)mv.E m;(m; - k)g; 

w = (l + 4mp) ____ ,_=_1 ____ _ 
00 5k 2(1-mp)(m-T) 

An approximate formula for the variance 11 00 could be 
obtained similarly, but, as with the variance formula for the 
first stage, it is quite lengthy. We have, however, obtained 
numerical values from both variance formulas, i.e. for 11 1 and 
v 00• Table IV compares the simulation results with our for­
mulas. 

5. TOTAL DELAY 
Once we have formulas for the expected value and vari­

ance of the waiting time at a stage, these can be used to 
obtain approximations for the total waiting time. The 
expected value of the total waiting time is simply the sum of 
the average waiting time at the different stages. In particular, 
for messages of size one, summing the w; in Eq. (12) approxi­
mates the total waiting time for an n stage network as 

1 

( 
4p 1 - an ) (l - k) P 

n 1 + Sk(l - n (1-c:r)) 2 (1 - p) ' 

where c:r = 2/5. For m ~ 2 the average total waiting time 
can be approximated as the average waiting time from the 
first stage (Eq. (8)) plus n -1 times the waiting time at the 
later stages (Eq. (15)), which is 

1 (m - -)mp 
k + 

2 (1- mp) 

(1-.!.)m 2p 
4mp) k 

(n-1) (1 + ----sk 2 (1- mp) 

If the waiting times from stage to stage were indepen­
dent, as is the case with Poisson arrivals and exponential ser­
vice times, the variance of the total waiting time would sim­
ply be the sum of the variances at the different stages. Simu­
lations show that waiting times at neighboring stages have 
fairly low correlation, and the correlation seems to drop 
geometrically as stages become further apart. Thus summing 
the variances should be a good approximation. 

To obtain a better approximation, note that the total 
variance is actually the sum of the covariances between 
stages. Let 11;; be the covariance between stage i and stage 
j . Covariances seem to drop geometrically as stages become 
further apart. In particular, the 11;; can be approximated as 
follows: 11;; = 11;, v; ,i +l = av;, 11; ,i +2 = abv;, 
11; ,i +a = ab 2v;, 11; ,i +4 = ab 3v;, where 
a = (1- 2mp) amp and b = (1 - 2mp)/k. Now summing 

5 5k 5 
all of the covariances approximates the total variance as 

n ( 2a(l- bn-i)) 
.E 1 + 1-b v; . 
l=l 

For m =1, we use the 11; from Eq. (14). Form >l, 11 1 is the 
true variance for the first stage (Eq. (9)), and 11;, i >1, can be 
approximated by the formula for 11 00 (Eq. (16)). Tables VI 
and VII compare the simulation results with our formulas. 

The distribution of waiting times seems to be about the 
same for all stages. If the distributions were independent, 
then by the central limit theorem, the total waiting times for 
a large number of stages could be approximated by a (trun-
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cated) normal distribution, whose sum is the sum of the 
expected values and variance is the sum of the variances. 
The central limit theorem actually holds under much weaker 
hypotheses than independence (see, for example, [2]), and we 
expect it essentially to apply here. Now, typically in queueing 
systems, the distribution of waiting times has an exponential 
or geometric tail. Thus, for few stages, we expect a gamma 
distribution with the proper expected value and variance to 
be even a better a.pproximation. Figures 3 and 4 show an 
incredibly good match between the gamma and the observed 
distributions, especially at the tails. The gamma distributions 
were formed with the means and variances given by the esti­
mates from Tables VI and VII. In practice, these moments 
and the tail of the waiting time distribution are the quantities 
of interest; we believe our formulas are accurate enough for all 
practical purposes. 

So far we have obtained formulas for the total waiting 
time. In order to obtain the total delay in the network one 
has to add to the total waiting time the total service time. If 
service time is one, then the total service time is simply the 
number of stages. In general it is the sum of service times at 
the successive stages. 

The waiting time at one stage may depend on service 
time at a previous stage. However, the correlation is weak, so 
that these random variables are stochastically nearly indepen­
dent. Thus, the variance of the total delay is approximately 
the variance of the total waiting time plus the sum of the 
variances of the service times. If the service times are con­
stant, then their variances are zero, so the variance of the 
total delay is exactly the variance of the total waiting time. 
In general, the distribution of the total delay can easily be 
approximated by looking at ·the distributions of individual 
service times and the distribution of the total waiting time. 

8. CONCLUSION 
We have analyzed the delay experienced by a message in 

a buffered, multistage, packet-switching banyan network. For 
the first stage, we were able to derive the complete distribu­
tion of the delay for a very general class of distributions, 
assuming messages have discrete sizes. The result is quite 
general: for example, one can use it to derive the Pollaczek­
Khinchin formulas for M/G/1 queues. The result was used to 
determine exactly the average and variance of the delay for 
several commonly considered distributions. Using the delay 
formulas for the first stage, we developed extremely good 
approximations for the average and variance of the delay at 
later stages. Finally, this allowed us to obtain good approxi­
mations for the full distribution of the total delay of a mes­
sage through the entire network. 

In order to approximate the delay after the first stage, it 
was essential to have good formulas for the delay at the first 
stage. It was only by building on them that we were able to 
make educated guesses as to the delays at later stages. 

One aspect of our results that is worth stressing is the 
dependency of waiting time on the message size m : For a 
fixed traffic intensity p, the average waiting time increases 
linearly in m (see Eqs. (8),(15)), and the variance increases 
quadratically in m (see Eqs. (9),(16)). Thus, while using 
larger messages may save the overhead of duplicating the 
same routing information over several packets, it may 
dramatically increase delays in all but very lightly loaded net­
works. This point has already been made in [9,12,13], but 
does not seem to be widely appreciated. 

While our simulations seem to indicate clearly that aver­
age waiting time at successive stages converge, it would be 
nice to be able to prove this result formally, i.e. to show that 
aver,;i.ge delay at successive stages can be bounded, indepen­
dent of the network size. 
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p =0.2 p =0.5 p =0.8 

E Va:r E Va:r E Va:r 

ANALYSIS 0.0625 0.0602 0.2500 0.2500 1.0000 1.6000 

91=0.0 91 = 0.25 91 = 0.5 91 = 0.75 91 = 1.0 

92 = 1.0 92 = 0.75 92 = 0.5 92 = 0.25 92 = 0.0 

p = 1/16 _1!_ = 1[14 _JI_ = l_L12 _JI_ = 1/10 p = l_L_8 

SIMULATION E Va:r E Va:r E Va:r E Var E Va:r 

1st stage 0.0625 0.0602 0.2501 0.2503 0.9946 1.5824 ANALYSIS 3.750 33.50 3.464 29.30 3.083 23.94 2.550 16.94 1.750 7.50 

2nd stage 0.0657 0.0639 0.2809 0.3042 1.1884 2.3589 SIMULATION 
3rd stage 0.0670 0.0656 0.2929 0.3267 1.2537 2.6956 
4th stage 0.0676 0.0663 0.2970 0.3359 1.2772 2.8459 
5th stage 0.0676 0.0663 0.2985 0.3391 1.2807 2.8554 
6th stage 0.0675 0.0662 0.2992 0.3409 1.2874 2.9004 
7th stage 0.0679 0.0667 0.2997 0.3428 1.2877 2.9138 
8ths~e 0.0682 0.0669 0.2996 0.3410 1.2912 2.9227 

1st stage 3.752 33.77 3.461 29.16 3.092 24.11 2.552 16.98 1.749 7.46 
2nd stage 2.454 19.53 2.255 16.64 2.039 13.72 1.706 9.87 1.199 4.67 
3rd stage 2.417 18.95 2.235 16.43 2.010 13.48 1.691 9.67 1.197 4.70 
4th stage 2.405 18.88 2.241 16.45 2.018 13.51 1.689 9.75 1.204 4.76 
5th stage 2.392 18.73 2.256 16.83 2.025 13.58 1.696 9.89 1.193 4.68 
6th stage 2.409 18.09 2.249 16.64 2.023 13.65 1.691 9.78 1.202 4.76 

ESTIMATE 0.0675 0.0656 0.3000 0.3438 1.3200 2.9440 7th stage 2.408 18.01 2.249 16.62 2.016 13.50 1.690 9.71 1.199 4.76 

Waiting times and variances: p varying (k = 2, m = 1, and q = 0). 
Table I. 

8th stage 2.396 18.68 2.238 16.41 2.023 13.70 1.695 9.78 1.196 4.70 

ESTIMATE 2.400 18.67 2.238 16.58 2.018 13.84 1.700 10.08 1.200 4.67 

Waiting times and variances: m 1 = 4; m 2 = 8; and 

p, 9 1' and 9 2 varying with p = .5 (k = 2 and q = 0.0). 

k =2 k =4 k =8 Table IV. 

E Va:r E Var E Va:r 
ANALYSIS 0.2500 0.2500 0.3750 0.4375 0.4375 0.5469 

SIMULATION _!L = 0.0 !L = 0.25 _!L = 0.50 _!L = 0.75 

1st stage 0.2501 0.2502 0.3740 0.4350 0.4371 0.5465 
2nd stage 0.2812 0.3048 0.4005 0.4941 0.4532 0.5848 

E Var E Va:r E Var E Va:r 
ANALYSIS 0.2500 0.2500 0.2344 0.2344 0.1875 0.1875 0.1094 0.1094 

3rd stage 0.2928 0.3258 0.4060 0.5055 0.4559 0.5934 SIMULATION 
4th st~ 0.2977 0.3372 0.4067 0.5112 0.4562 0.5934 1st stage 0.2501 0.2502 0.2341 0.2340 0.1886 0.1890 0.1093 0.1089 

ESTIMATE 0.3000 0.3438 0.4125 0.5195 0.4597 0.5982 2nd stage 0.2811 0.3047 0.2598 0.2771 0.2041 0.2136 0.1138 0.1157 

Waiting times and variances: k varying (p = .5, m = 1, and q = 0). 
Table II. 

3rd stage 0.2919 0.3240 0.2683 0.2934 0.2087 0.2218 0.1174 0.1200 
4th stage 0.2967 0.3330 0.2730 0.3036 0.2116 0.2275 0.1171 0.1200 
5th stage 0.2983 0.3387 0.2741 0.3050 0.2117 0.2275 0.1172 0.1209 
6th stage 0.2992 0.3399 0.2739 0.3030 0.2108 0.2265 0.1160 0.1185 
7th stage 0.2998 0.3436 0.2754 0.3069 0.2100 0.2256 0.1163 0.1190 

m =2 m =4 m =8 m = 16 
.E...= U,4 P = 1.LS p = 1.L16 1!... = lJ.32 

8th stage 0.3000 0.3426 0.2748 0.3079 0.2085 0.2228 0.1162 0.1195 
ESTIMATE 0.3000 0.3438 0.2695 0.3003 0.2063 0.2227 0.1148 0.1196 

E Va:r E Va:r E Va:r E Va:r Waiting times and variances: q varying (p = .5, k = 2, and m = 1). 
ANALYSIS 0.750 1.500 1.750 7.500 3.750 33.50 7.750 141.50 Table V. 

SIMULATION 
1st stage 0.749 1.500 1.750 7.535 3.752 33.68 7.791 142.58 
2nd stage 0.588 1.158 1.203 4.708 2.435 19.23 4.889 77.35 
3rd stage 0.592 1.186 1.198 4.710 2.412 18.81 4.815 74.71 ESTIMATE SIMULATION ESTIMATE SIMULATION 
4th stage 0.601 1.217 1.200 4.718 2.402 18.77 4.807 75.27 
5th stage 0.603 1.230 1.203 4.736 2.402 18.81 4.772 73.90 
6th stage 0.601 1.224 1.206 4.800 2.401 18.77 4.788 74.72 
7th stage 0.600 1.219 1.200 4.754 2.399 18.79 4.773 73 .. 78 
8th stage 0.603 1.234 1.204 4.777 2.396 18.73 4.778 74.35 

ESTIMATE 0.600 1.167 1.200 4.667 2.400 18.67 4.800 74.67 

E Va:r E Va:r 
3 stages 0.822 1.033 0.825 1.018 
6 stages 1.717 2.426 1.723 2.377 
9 stages 2.617 3.864 2.624 3.775 

12 stages 3.517 5.307 3.528 5.180 

E Va:r E Va:r 
3 stages 4.15 20.47 4.15 20.73 
6 stages 7.75 40.06 7.75 41.42 
9 stages 11.35 59.66 11.34 62.20 

12 stages 14.95 79.26 14.93 82.99 

Comparison of predictions with simulations: Comparison of predictions with simulations: 
Waiting times and variances: p and m varying with p = .5 (k = 2 and q = 0). k = 2, p = .5, m = 1, and q = O. k = 2, p = .125, m = 4, and q = O. 

Table III. Table VI. Table VII. 
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Abstract - A new interconnection network, the Snep­
tree, is investigated. The Sneptree consists of 2" - 1 identical 
nodes and each node has four links. The links are connected 
to form an augmented complete binary tree where the outgo­
ing links of the leaves are connected to all the nodes in the 
network. We prove that a complete binary tree with arbitrary 
size can be mapped onto a Sneptree optimally. Hence, the 
Sneptree is well suited for distributed computations with tree­
structured computation graph, such as divide-and-conquer and 
backtracking. One type of Sneptree, which contains two dis­
joint spanning cycles and is thus called the Cyclic Sneptree, is 
of particular interest since it can simulate a fully unbalanced 
tree optimally, such as a left/right skewed tree. 

A recursive method is given to generate the H-structure 
layout of the Cyclic Sneptree. The number of crossings and 
the length of the longest wires in the H-structure layout are 
analyzed. A message routing algorithm between any two leaf 
nodes is presented. The routing algorithm, which is of O(n) 
complexity, gives a good approximation to the shortest path. 
The traffic congestion in the nodes at the upper levels is also 
significantly reduced compared to the binary tree case. 

1. Introduction 

Due to the development of VLSI technology, it is now 
possible to construct powerful computers by connecting thou­
sands of small identical processors into a so-called "processor 
network." Each processor has independent control and local 
memory. Hence, each processor can run its own program in­
dependently and asynchronously. Synchronization and com­
munication are done by message passing between neighboring 
processors. The computation is distributed over the network. 
Hence, high concurrency can be achieved. 

Many different interconnection networks have been stud­
ied, such as the binary tree [1,11], the mesh, the systolic array 
[4], the boolean n-cube [10], etc.. Some machines are ded­
icated to some special applications; some are designed as a 
general purpose computing engine. One interesting problem 
which hasn't been investigated profoundly is the mapping of 
the computation graph onto the implementation network, and 
in particular the mapping of an over-sized problem onto a fixed 
size network to keep the load of each processor balanced. In [7], 
a double-twisted torus simulates an unbounded mesh perfectly. 
The torus introduced a homogeneous processor network which 
relieves the boundary problem from a regular mesh so that a 
bigger mesh can be mapped onto this network automatically 
and optimally. 

In this paper, another homogeneous processor network is 
presented. The Sneptree [12] is a class of augmented binary 
trees with homogeneous nodes. Each node, including the root 
node and the leaf node, has four links. The links are con­
nected such that a complete binary tree of arbitrary size can 
be mapped onto the Sneptree optimally. 

t This research was sponsored by the Defense Advanced Research 
Projects Agency, ARPA Order No. 3771, and monitored by the 
Office of Naval Research under contract number N00014-79-C-0597 

The binary tree has the property that the distance between 
any two nodes is at most 2 log2 n, where n is the size of the 
tree. Such a network is called "logarithmic." The Sneptree is 
an expanded binary tree with more links in each node. Some 
connection patterns of the Sneptree are regular and symmetric 
and hence well suited for VLSI implementation. Furthermore, 
it can simulate an unbounded binary tree so that it is best for 
divide-and-conquer type applications. There are some other 
augmented binary tree networks been investigated, such as 
the X-tree[2], the Hypertree[3], and the De Bruijn Network[9]. 
Those networks are different in their connection patterns and 
applications. The comparison between the Sneptree and other 
networks will be given in the conclusion. 

In section 2, the definitions of the Sneptree and the Cyclic 
Sneptree are given and different connection patterns are pre­
sented. The mapping of a complete binary tree onto the Snep­
tree is proven to be optimal in section 3. Like a binary tree, the 
Sneptree can be laid out into an H-structure plane nicely. Sec­
tion 4 presents a recursive method to construct the H-structure 
Sneptree. In section 5, a routing algorithm that routes a mes­
sage from a leaf node to another leaf node is presented. In the 
conclusion, the Sneptree is compared to other networks, and 
future research directions are discussed. 

2. Definition of the Sneptree 

Definition: An n-level Sneptree is a complete binary tree of 
2" - 1 nodes, links directed from root to leaves, augmented 
with 2" additional Snep links directed out of the leaves, such 
that each node has 4 incident links: 2 directed in and 2 directed 
out. Each node in the tree has an incoming Sneplink, except 
for the root, which has 2 incoming Sneplinks. 

Notice that the Sneptree is defined to be a directed graph 
here for easier understanding. In the real implementation, the 
links should be bidirectional. Furthermore, we call the outgo­
ing link which points to the left descendant of a node the "left 
link" and the one pointing to the right descendant the "right 
link." 

There are many possible ways to connect those 2" 
Sneplinks. One example of a planar connection is shown in 
Figure 1. This connection is not of particular interest because 
it ends up with a very unbalanced mapping for a highly unbal­
anced binary tree, such as a left skewed tree. Another type of 
Sneptree whose Sneplinks are connected to form two spanning 
cycles (i.e., Hamiltonian Cycles) renders an optimal mapping 

t Present address: Ametek, Computer Research Division, 610 N. Figure 1. A Three-level Sneptree 
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for a foft(right) skewed tree of any size (i.e., a linear array). 
This special type of Sneptree is called the Cyclic Sneptree. 

Definition: A Cyclic Sneptree is a Sneptree containing two 
link-disjoint spanning cycles. The "left cycle" contains only 
left links and the "right cycle" contains only right links. 

Theorem 1. There are [(2"-1 -1)!]2 connection patterns for 
the n-le11el Cyclic Sneptree. 

The proof is given in [6]. Notice that many of these 
[(2n-l - 1)!]2 connection patterns are isomorphic because the 
left and the right links are indistinguishable in practice. 

Figure 2. A Three-level Cyclic Sneptree 

Figure 2 shows one connection pattern of the Cyclic Snep­
tree. The numbers attached to the nodes show the node or­
dering in the left spanning cycle. Symmetrically, the right 
spanning cycle of Figure 2 can be represented by node se­
quences (1,5,7,6,2,4,3,1). Such a connection pattern is regular 
and symmetric and it can be generated recursively from the 
smaller structures. This connection pattern is not planar; the 
two crossing Sneplinks between two adjacent subtrees make 
it possible to extend one subtree to the other subtree. This 
particular Cyclic Sneptree is chosen due to its regularity and 
extensibility, which are crucial properties for VLSI implemen­
tation. Another connection pattern with the same properties 
is compared in the conclusion. We'll show later that the con­
nection we choose here is better than the other one. 

3. Mapping of a Binary Tree onto a Sneptree 

The mapping from a complete binary tree onto a Sneptree 
is independent of the connection patterns of the Sneptree. In 
other words, no matter how the Sneplinks are connected in 
a Sneptree, the mapping of a complete binary tree is always 
optimal. This is not true for an incomplete binary tree. The 
performance of the mapping of an unbalanced tree is affected 
by the connection pattern of the Sneptree. 

Before describing the mapping performance, we shall de­
fine the computation graph and the implementation graph first. 
The computation graph represents the structure of the dis­
tributed computation and the implementation graph repre­
sents the network topology of the parallel machine. Cell and 
node are the names for a vertex of the computation graph and 
the implementation graph, respectively. An optimal mapping 
is defined as a mapping such that (1) the adjacent cells are 
mapped onto the adjacent nodes, and (2) the number of cells 
in a single node differs by at most one. 

From now on, we assume that the computation graph is 
an m-level complete binary tree, the implementation graph is 
an n-level Sneptree and m ;:::: n. Again, a cell denotes a node 
in the binary tree and a node denotes a node in the Sneptree. 
For this particular mapping problem, we use two figures to 
measure the mapping performance. The first figure is the total 
number of cells mapped onto one single node, so-called the load 
factor, which indicates the total work load of each node. The 
second figure is the number of cells of the same height in the 
binary tree mapped onto one single node, which is an useful 
measure when the computation wavefront goes downward and 
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upward in the tree so that only the nodes at one particular 
level are active at a time. In the following, we are going to 
show that both measures are minimal for the mapping of a 
complete binary tree onto a Sneptree. Therefore, the mapping 
is optimal. 

In an n-level complete binary tree, the root is at level 0 
and the leaves at level (n-1). The height of a node is defined 
to be the distance of that node to the leaves. The height of a 
binary tree is the distance of the root to the leaves, which is 
(n-1) for an-level complete binary tree. The above definitions 
also apply to a Sneptree. 

The optimal mapping from a complete binary tree onto a 
Sneptree is to map the root of the binary tree onto the root of 
the Sneptree and the two children of a cell onto the two direct 
descendants of a node. 

Theorem 2. All the nodes in the Sneptree contain the same 
number of cells of one particular le11el, say k, except that each 
node at (k mod n) le11el contains one more cell, when mapping 
an m·le11el complete binary tree onto an n-le11el Sneptree, m2:;n 
andO $ k < m. 

Proof: If k < n, one cell will be mapped onto one node at 
the k-th level in the Sneptree. For k ;:::: n, the theorem can be 
proven by observing the construction of the Sneptree. A node 
at the j-th level of the Sneptree has two direct ancestors; one 
is its father at (j-1)-th level, and the other is a leaf, i.e. a node 
at the (n-1)-th level. Moreover, the number of cells of level 
k which are mapped onto this node is the sum of the cells of 
level (k-1) which are located in its direct ancestors. In other 
words, 

j>O (1) 

where Tk (j) is the total number of cells at the k-th level of the 
binary tree which are mapped onto one node located at the 
j-th level of the Sneptree for 0 $ k < m and 0 $ j < n. 

The root node, i.e., the node at the 0-th level, has no upper 
level and its two direct ancestors are both from the bottom 
level, i.e. the (n-1)-th level. Combine with Eq.(1), Tk(j) can 
be recursively defined by 

where n $ k < m and 0 $ j < n. For k < n, 

if 0 $ k < n,O $ j < n /\ j =f k; 
if 0 $ k < n, 0 $ j < n /\ j = k. 

By induction, we assume that the theorem holds for k, 
k;:::: n. Let k = q x n +r, then Tk(r) = Tk(j) + 1, for all j and 
j =f r. We now prove that the theorem holds for k + 1. From 
Eq.(2), when r =f n - 1, 

Tk+1((k + 1) mod n) = Tk+1(r + 1) = Tk(r) + Tk(n - 1) 
= 2 x Tk(n - 1) + 1, and 

Tk+l (j) = Tk((j - 1) mod n) + Tk(n - 1) 

= 2 x Tk(n - 1), j =I- (k + 1) mod n. 

If r = n-1, 

Tk+1((k + 1) mod n) = Tk+l(O) = Tk(n - 1) + Tk(n - 1) 
= 2 x Tk(j) + 2, and 

Tk+l(j) = Tk((j- 1) mod n) + Tk(n - 1) 
= 2 x Tk(j) + 1, j =I- (k + 1) mod n. 



Therefore, Tk+1((k+l) mod n) = Tk+l(j)+l,j =F (k+l) mod 
n, holds for any k. 

By induction, the theorem holds. I 

Theorem 3. All the nodes at the top {m mod n} levels of the 
Sneptree contain the same number of cells, Similarly, the rest 
of the nodes also contains the same number of cells and the 
amount is one less than that in the top level nodes, when map­
ping an m-level complete binary tree onto an n-level Sneptree, 
m~n. 

Proof: Let T(j) be the total number of cells mapped onto a 
node at the j-th level of the Sneptree, i.e., T(j) = I:;:'::Q1 Tk(j). 
Let m = q x n+r and consider a node at one particular level j. 
Such a node contains one more cell at (n + j)-th, (2n + j)-th, 
... , and (q x n + j)-th levels respectively than the nodes not 
in level j, when j::; r. In other words, there are q such levels 
in the binary tree, in which one extra cell is assigned to the 
nodes at level j, for j ::; r. For j > r, there exists only q - 1 
such levels. Therefore, we can conclude that all the nodes at 
the top r = ( m mod n) levels of the Sneptree contain the same 
number of cells, Similarly, the rest of the nodes also contains 
the same number of cells, and the amount of cells is one less 
than that in the top level nodes. I 

Corollary 4. Fork= n,n + 1, ... ,m - 1 

{ l 2n2~ 1 JI 
Tk(j) = 

l2n2~ 1J+1, 

and 

{ l~: =: J + 1, 
T(j) = 

l2m - lJ 
2n -1 I 

if 0::; j::; n - 1 and 

j =F k mod n 

j= kmod n. 

for 0 ::; j < ( m mod n) 

for (m mod n) ::; j < n. 

The above corollary can be derived immediately from The­
orem 2 and Theorem 3. We now get to the conclusion which 
has been addressed at the beginning of this section. 

Theorem 5. The mapping of a complete binary tree onto a 
Sneptree is always optimal for any connection patterns of the 
Sneptree. 

From the above discussion, it is clear that an arbitrary size 
complete binary tree can be mapped onto a Sneptree optimally 
no matter how it is connected. On the contrary, the perfor­
mance of mapping an unbalanced binary tree is dependent on 
the connection pattern of the Sneptree. 

Theorem 6. A left or right skewed tree of any size can be 
mapped onto the Cyclic Sneptree optimally. 
Proof: The theorem is true from the definition of the cyclic 
Sneptree. I 

Remark A linear array of any length can be mapped onto 
the Cyclic Sneptree optimally if we map the linear array onto 
the left cycle or the right cycle of the Cyclic Sneptree. 

4. Layout of a Cyclic Sneptree 

In this section, we discuss how to layout a Cyclic Snep­
tree (shown in Figure 2) on a plane. From now on, we call the 
Cyclic Sneptree in Figure 2 "Sneptree" since all the discussions 
in Section 4 and 5 are based on this particular connection pat­
tern. The H-structure layout for a binary tree [8) is modified 
to layout a Sneptree. The recursive rule to generate the layout 
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is described. Also, the number of crossings and the length of 
the longest wires are analyzed. Finally, we will present a way 
to extend the size of the Sneptree by connecting two identical 
smaller Sneptrees. 

Recursive Generation of H-structure Layout 

Like the binary tree, the Sneptree can be laid out into an 
H-structure plane. Because of the Sneplinks in the Sneptree, it 
is not that straightforward to build the H-structure Sneptree. 
The major concern is to minimize the number of crossings in 
the layout and keep the length of the Sneplinks as short as pos­
sible. With the two criteria in mind, a recursive construction 
algorithm is designed. 

(b) 

Figure 9. Two basic three-level H-Sneptrees 

The n-level Cyclic Sneptree can be constructed recursively 
into an H-structure layout with two given basic three-level 
H-Sneptrees, A3 and B3 (Figure 3). In Figure 3, the node 
numbering is compatible with that of Figure 2. The dangling 
arrows out of node 3 and node 7 are the two links incident into 
the root in a regular 3-level Cyclic Sneptree. These two links 
are dangling in order to extend to bigger structures. 

Let's define two basic operations on the layout G: 

(a) mirror along x axis : oz 
(b) mirror along y axis : Gii 

The recursive rules are as follows: 

1. Construct two 3-level H-structure Sneptrees A3 and B3 as 
shown in Figure 3. A3 is the one we intend to construct 
and Ba is an auxiliary layout to be used in constructing 
bigger Sneptrees. Now we like to construct An for all n ~ 3 
and Bn for n ~ 3 and n odd. 

2. Given two k-level H-structure Sneptrees, Ak and Bk, 
for k ~ 3 and odd, the (k+l)-level and (k+2)-level H­
structure Sneptrees can be constructed as shown in Figure 
4. A (k+l)-level Sneptree, Ak+l> can be constructed by 
two k-level subtrees, namely Ak and Bk. And a (k+2)­
level Sneptree, Ak+2• can be constructed by four k-level 
Sneptrees, Ak, Bk, BZ and A%. The auxiliary (k+2)-level 
Sneptree, Bk+2> can be constructed by A%, Bk, A~ and 
Bk. 

(a) Ak+1 (b) Ak+2 (c) ~+2 

Figure 4. Construction of Ak+l• Ak+l and Bk+2 

For example, a 4-level Sneptree is constructed by connect­
ing A3 and B3 to an extra node and by directing the Sneplinks 
as shown in Figure 5.a. Notice that A3 is planar and B3 has 



one crossing. A4 has five crossings due to the introduction of 
new links, including the two links incident to the root, shown 
as dotted lines in Figure 5.a. The dotted arrows into the root 
node should be connected to the two dangling links coming 
out of the leaf nodes to make it a complete 4-level Sneptree. 
A 5-level Sneptree can be constructed as in Figure 5.b. There 
are in total eleven crossings in the layout; five in the left half of 
the graph, which is exactly A4 except for the two links of the 
root coming out to the right; four in the right half as shown 
in the figure and two from the incoming links (dotted lines) or 
the root in the middle of Figure 5.b. 

(b) As 

Figure 5. Construction of A4, As using A:i and Ba 

Since the Cyclic Sneptree is not planar and the Sneplinks 
are not of constant length, we would like to know the number 
of crossings and the maximum length of the Sneplinks. 

Theorem 7 gives the number of crossings in A,. and B,.. 
B,. has one more crossing than A,. and both figures are ap­
proximately 3/8 of the total number of nodes in the Sneptree. 
The two crossings introduced by the incoming links of the root 
node in A,. are not counted. The proof of Theorem 7 is given 
in [6]. 

Theorem 7. The number of crossings in A,. is 3x (2"-3 -1) 
and the number of crossings in B,. is 3 x (2n-3 - 1) + 1. 

Assume that any single node in the layout is a square with 
area a, i.e., each side of the node is Va in length and the 
wire width is negligible compared to Va· The area of the 
H-structure Sneptree is the function of node area a and the 
height of the Sneptree n. The zero wire width assumption is 
reasonable because the number of wires passing through any 
two adjacent nodes in the layout is bounded by a fixed number. 

Furthermore, we assume that the four links of each node 
may be pulled out of any side of the node. Two or more links 
may come out of the same side. The length of the wire con­
necting two nodes is the shortest distance from the center of 
one side of the source node to the center of the nearest side of 
the other node. The wire has to route around all the nodes in 
the way. 

Theorem 8 shows that the length of the longest internal 
wire in an H-layout Sneptree is about 1/4 of the width of the 
layout. It is only {3/2)../(i. longer than the longest wire of the 
H-layout binary tree of the same size. The proof of Theorem 
8 is given in [6]. 

Theorem 8. The longest internal wires of an n-level H­
structure Sneptree are the two wires connecting the root and 
two leaf nodes at the left and the right corners. The length is 

{
../(i.(3 X 2n/2- 3 + 1/2), 

1,. = ..;a(2Cn-a)/2 + 1/2), 
2..;a, 

n > 3 and even 
n > 3 and odd 
n~3 
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Extension of the Sneptree 

From the above discussion, it is clear that we can layout a 
Sneptree of any size onto a single chip as long as the chip capac­
ity is not exceeded. Here we present a method to extend the 
Sneptree by connecting two identical H-structure Sneptrees, 
which is modified from the recursive construction technique of 
binary tree from a single chip proposed by [5]. 

m 

Figure 6. Extension of the two (m-1)-level 
Sneptrees to an m-level Sneptree 

Let one chip consist an (m-1)-level H-structure Sneptree 
with four dangling links and a single processor with its four 
links. Two of the four dangling links in the Sneptree are out 
of the leftmost and the rightmost leaf nodes, respectively. The 
other two are the incoming links to the root node. There are 
eight connectors in a single chip as shown in the solid box in 
Figure 6. 

Figure 6 illustrates how to connect two such chips into 
an m-level Sneptree. The resulting layout contains one m-level 
Sneptree with four dangling links and a single processor, which 
is now able to extend to bigger structures recursively. 

5. Routing Algorithm for Leaf Nodes 

In this section, a leaf node routing algorithm for the Snep­
tree is presented. It is motivated by the opportunities to map 
a linear array onto the leaf nodes of the Sneptree and to utilize 
the Sneplinks to shorten the communication distance between 
two arbitrary leaf nodes. 

The design of the routing algorithm is constrained by the 
following criteria: communication distance (to find a route as 
short as possible), congestion constraint (to use the extra links 
to avoid traffic jam at the upper level nodes), and time con­
straint (to keep the routing time as low as possible). 

The time to route a message from a node x to another 
node y is the sum of the message transmission time and the 
processing time at the source node and each intermediate node. 
Let tp and tc be the time of one processing step and the time 
of one message transmission between adjacent nodes, respec­
tively. Suppose< z = zo,zi, ... ,z.1:-i.z.1: =!I> is the route 
which the message is sent through and f(i) is the number of 
processing steps necessary to compute the following route at 
the intermediate node Zi· The total routing time is 

A:-1 

Lf(i)t,+kxtc 
i=O 

(3) 

In an n-level binary tree, k is bounded by 2(n - 1) and /(i) 
is constant for all i so that the routing time is O{n). Notice 
that the bitwise operations, such as detecting if one node is in 
the subtree of another node, is assumed to take constant time. 
In a Sneptree, it is obviously that the shortest distance of any 
two nodes is not longer than that in the binary tree due to 
the Sneplinks of the Sneptree. Hence, the second term, k, of 
Eq.(3) for the Sneptree is smaller than that for the binary tree. 
To keep the total routing time for the Sneptree in the same 



order of magnitude as for the binary tree, we have to keep 
f(i) constant in the intermediate nodes. As a consequence, 
the algorithm can't always find a shortest route. It finds a 
route which is shorter and less congested than the one in a 
pure binary tree in O(n) time. 

The leaf node routing algorithm is presentoo in the follow­
ing subsection and the program is given in (6). 

The Routing Algorithm 

Before describing the algorithm in detail, we shall first 
define the breadth-first normal ordering of the nodes. 
Definition. The breadth-first normal ordering is an address­
ing method for a binary tree. The nodes in an n-level binary 
tree are numbered from 1 to 2" - 1. The root node has address 
1, and the left descendant and the right descendant of a given 
node :r: have addresses 2z and 2z + 1, respectively. 

Suppose that each address is represented by an n-bit bi­
nary number; the addresses of the left and the right descen­
dants of a nonleaf node are derived by shifting its address one 
bit to the left and adding 0 or 1 to it. 

With such an addressing scheme, the binary address of the 
lowest common ancestor of any two leaf nodes can be easily 
decided, which is an n-bit binary number with leading zeros 
followed by the common prefix of the binary addresses of the 
two leaf nodes. Furthermore, the binary addresses of the left 
and the right corner leaf nodes of a subtree with height h have 
h trailing O's and h trailing l's, respectively. 

In our routing algorithm, the source node computes and 
selects the shortest route between the source node and the 
destination node. Then, a four""varia.ble message Carries all the 
routing information necessary for a receiving node to determine 
the next node on the route. The intermediate nodes need not 
recompute the shortest routes. 

Suppose a message is sent from a leaf node x to a leaf 
node y in a Sneptree of height n. Without loss of generality, 
we assume x<y; i.e., node xis to the left of y. Let A be the 
lowest common ancestor of x and y, B and E be two direct 
descendants of A, and triangles BCD and EFG be the two 
subtrees containing x and y (see Figure 7). In the sequel, UV 
denotes the shortest path between two nodes U and V, and 
IUVI represents the length of this path. Four possible routes 
between x and y are (xB,BAE,Ey), (xD,DE,Ey), (xB,BF,Fy) 
and (xD,DEABF,Fy). The lengths of these four routes are 
jxBl+IEyj+2, lxDl+IEyl+l, jxBl+IFyj+l, and lxDl+IFyjH, 
respectively. In order to find the shortest route among the four 
candidates, we need to compute jxBI ,jEyj, jxDj, and jFyj. No­
tice that jxBI and jEyj are bounded by the height of the triangle 
BCD (or EFG), and jxDI and jFyj are bounded by twice of the 
height of the minimal subtree containing x and D (or y and F). 
The routing algorithm takes advantage of the Sneplinks within 
the triangles to find the shortest paths xB,xD,yE, and yF. 

Figure 7. Four Possible Routes Between x and y 

The length of xB (or y E) can be computed recursively. The 
shortest distance between B and a leaf node is 2 regardless of 
the height of B. The leaf nodes that have distance 2 from B are 
the two inner comer leaf nodes of the two subtrees of node B, 
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and the shortest paths take one of the treelinks to a descendant 
of Band then take the Sneplink to the leaf (see Figure 8.a). 
Let a and b be the two direct descendants of B and let c and d 
be the two comer leaf nodes that have distance 2 from B. Then 
the leaf nodes that are at distance 3 from B are the nodes at 
distance 2 from nodes a or b, as well as the nodes at distance 
1 from nodes cord. There are six such nodes: two (al and 
a2 in Figure 8.b) are at distance 2 from a, two (bl and b2) 
at distance 2 from b, and cl and dl are at distance 1 from 
c and d, respectively. Applying this technique recursively, we 
can find the shortest path between any leaf node and node B. 
The shortest path xB for an arbitrary leaf node x is a path 
starting from node B, following the treelinks down to a certain 
level of the tree, then taking the Sneplink to a leaf node and 
following the shortest route from this leaf node to node x (see 
Figure 9.a). 

To find xB, the algorithm finds a sequence of leaf nodes 
whose binary addresses differ from x only in trailing bits, and 
their trailing bits are all l's or all O's. Those leaf nodes can 
be routed to node B through a Sneplink so that the distance 
to B is shorter that the height of B. The length of a route 
from x via one of such leaf node, say z;, to B is the sum of 
the shortest distance of x to z; and the distance of z; to B. 

B B 

M 
(a) 

Figure 8. The Leaf Nodes with Distance 2 or 3 from Node B 

B 

Figure 9. The Shortest Paths xB and xD 

After all such routes have been computed, the shortest one 
is the candidate to the shortest route of xB. If the shortest 
distance is longer than the height of B, then the direct route 
from x to B (going upwards through treelinks) is the shortest 
route. For instance, let the binary address of x be 00111010, 
where we ignore the leading bits that are the common prefix 
of the binary address of x and y because they are irrelevant 
in computing xB. The height of B is 7 so that the shortest 
distance of x and B won't exceed 7. The first leaf node which 
can take advantage of one of the Sneplinks is z1=00111011 (z1 
is derived by changing the LSB of x to 1), which is of distance 
1 from x and 6 from B by taking the Sneplink. Hence, the 
distance is 7 by routing through z1. The second leaf node 
is z2=00111111, which happens to be node c in Figure 8.a 
and has distance 2 from B. The distance of x and z2 can be 
computed recursively and it turns out to be 4. Therefore, the 
distance of xB by routing through z2 is 6, which is shorter 
than 7. Since there are no other leaf nodes which can take 
advantage of the Sneplinks, we can conclude that the shortest 
route of xB is from x to z2, taking the Sneplink to the right 
descendant of B, and then up to B.The length of the shortest 
route is 6. 



The distance of xD can be derived during the computation 
of xB. Let the lowest common ancestor of x and D be t, the 
right descendant of t be s, and the leaf node at the other end 
of the Sneplink out of s be u. Then, the route (Bs,su,ux) is one 
of the candidates for the shortest path Bx. Hence, the distance 
of ux is computed while computing xB and the shortest path 
between x and Dis (Ds,su,ux) whose distance can be derived 
immediately (see Figure 9.b). 

In the computation described above, we need to find the 
shortest route from x to another leaf which is a corner node of 
a subtree containing x. Again, this distance can be computed 
recursively. For instance, to route xu in Figure 9.a, we try to 
find a sequence of leaf nodes starting with x and ending with 
u. Each pair of adjacent nodes in the sequence has Hamming 
distance 1. We now route the message through the nodes in 
the sequence. The distance from x to any intermediate node 
can be computed recursively by the previous value. Let u be 
a right corner leaf node of a subtree and let the node sequence 
be (x = xo,xi, ... ,x,1: = u), where xi is derived from xi-l 
by changing the least significant 0 of Xi-l to 1, and k is the 
Hamming distance of x and u. Notice that the address of u has 
m trailing l's, where m is the height of the minimal subtree 
containing x and u. The recurrence relation is 

(4) 

where j is the position of the bit that differs in Xi-1 and Xi· 
All the bits to the right of the j-th bit of Xi-1 and Xi are l's 
(Figure 10). The shortest route from Xi-1 to Xi takes the left 
Sneplink of Xi-l to an ancestor node of Xi and then takes the 
right tree links down to xi. The distance is j, i.e., the height 
of the lowest common ancestor of Xi-1 and Xi· Furthermore, 
the shortest route between xo and Xi could be either the route 
(xoxi-1> Xi-1Xi) or the route containing only treelinks and 
passing through the lowest common ancestor of xo and Xi (the 
distance of this route is 2 x j). In the previous example, the 
shortest route from x=00111010 to xz=OOllllll is taking the 
Sneplink to leaf node x1 =00111011, then Sneplink again to the 
ancestor of x2 and taking the right treelinks down to x2. The 
distance is l(x to xi)+3(x1x2)=4. 

Figure 10. The Shortest Path Between Xi-1 and Xi 

Similarly, if u is a left corner leaf node (with trailing O's), 
lxul can be derived by computing the distance of x and a series 
of intermediate nodes whose addresses are derived by changing 
the least significant nonzero bits of x to 0 until it reaches u. 

Now, we can select the shortest path among the four 
candidates, (xB,BAE,Ey), (xD, DE,Ey), (xB,BF,Fy) and 
(xD,DEABF,Fy). So far, all the computation and decision 
being made are accomplished at the source node x. To achieve 
O(n) time performance, we don't want to repeat the computa­
tion in any other intermediate nodes along the route. Hence, 
the routing information should be sent to the intermediate 
nodes to guide them to select the proper next node along the 
route. It appears that a four-variable message is enough to 
carry the route information and avoid extra computation. 

When the shortest route goes through xB, two figures are 
needed to guide the route. Suppose the message is routed from 
x to another leaf node u, then take the Sneplink to a nonleaf 
node v and send up to node B, (Figure 8.b), we first need to 
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know the route information of xu. If the route xu follows the 
treelinks up and down to some intermediate leaf node, (i.e., 
when 2j is the smaller one in Eq.(4).) we record the highest 
point of this route, otherwise it is zero. The second figure we 
need to know is the distance of Band v. Let's call these two 
figures ml and hl. When xB contains treelinks only, ml is 
zero and hl is the height of node B. Similarly, m2 and h2 are 
the corresponding information needed to describe the route yE. 
Furthermore, we need a direction flag to guide the message to 
either the left descendant, the right descendant or the father 
node. 

When route xD is in the shortest path, the only infor­
mation we need to know is the highest point that the route 
reaches through the treelinks. (i.e., when 2j is the smaller one 
in Eq.(4).) Let's call it 11 and when the route contains no 
upward treelinks, l1 becomes zero. Similarly, 12 is the corre­
sponding information needed to describe route y F. 

Let a four-variable message be (le11ell, dir,le11el2, dest). In 
general, the routing information for the route in triangle BCD 
is carried in the first two variables of the message. The third 
variable carries the information for the route in triangle EFG. 
The last variable is always the destination. More specifically, 
le11ell carries the value of l1 or ml depending on which route 
is selected. Variable dir is usually a three-value variable used 
to select the next node in the route when a leaf node or the 
highest nonleaf node is reached. When xB is selected, hl is 
also carried by dir. Variable le11el2 carries either the value of 
h2 or 12 depending on whether yE or yF is selected in triangle 
EFG. The value of m2 has to be reproduced by a specific node 
in route Ey when Ey is selected, since there is no room to carry 
the value in a message. That specific node is the lowest nonleaf 
node traveling down from E through treelinks, from where the 
route takes the Sneplink to a leaf node and then takes the 
shortest route to y. Such a node corresponds to node v in 
route xB (see Figure 9.b). The second variable is also used to 
select one of the four possible routes. When dir is used to carry 
the direction information of the route in the triangle BCD, the 
route information for node A,B and E is carried by the fourth 
variable instead. For instance, the value of the fourth variable 
is negative when yF is selected. The routing information for 
triangle EFG will be resumed at node A,B or E by moving the 
information carried by the third and the fourth variables back 
to the first two variables. 

Performance 

The computation time in the source node xis O(n). When 
Ey is selected, one of the intermediate nodes along route Ey 
needs to reproduce the value of m2 in k steps, where k is the 
height of this specific node. When xB is selected, a few nonleaf 
nodes along the route need to compute the height of the lowest 
common ancestor of themselves and the destination node. Such 
bitwise operation is again assumed to take constant time. In 
conclusion, only the source node and at most one intermediate 
node need to do some computation in O(n) time. From Eq.(3), 
we can conclude that the routing algorithm takes O(n) time to 
route the message from the source to the destination. 

The result of the routing algorithm gives a good approxi­
mation to the shortest path of xy. Furthermore, the routing al­
gorithm always find the shortest path within the triangle ACG. 
This routing algorithm uses only the links local to the minimal 
subtree containing the source and the destination nodes. The 
Sneplinks external to this subtree are never considered. As a 
consequence, the two Sneplinks of the root node are never used 
for routing. Because of this restriction, the routing algorithm 
does not always compute the shortest path. (For example, the 
route from the left comer leaf to the right corner leaf has a 
distance 2, whereas our algorithm chooses a route of length 
twice the height of the tree.) However, this restriction has 



many advantages. The algorithm is simple and yet computes 
nearly optimal routes, and the traffic of the upper level nodes 
is reduced. 

In a binary tree, the nodes at the upper levels are the 
most congested nodes because half of the leaf nodes have to 
route through the root node to communicate with the other 
half of the leaf nodes. In case any leaf node is communicating 
with all the other leaf nodes, the root node has to transmit 
about half of the messages and the nodes one level down the 
root have to transmit 5/8 of the messages. Then, the traffic at 
each node decreases level by level from 13/32, to 29/128, .... 
In a Sneptree, four routes may be chosen to route a message 
between two arbitrary leaf nodes and only two of them pass 
through the lowest common ancestor of the two leaf nodes. 
Assuming the four alternatives are equally possible, the traffic 
at the common ancestor is reduced to a half of the binary tree 
case and the traffic at the nodes one level down the common 
ancestor is reduced to three quarters since three of the four 
routes pass through that node (see Figure 7). In case any leaf 
node is communicating with all the other leaf nodes, the traffic 
at the top level nodes become 1/4, 7 /16, 19/64, 43/256, ... 
of the total amount of messages. The figures show that the 
traffic at the top level nodes is reduced to about a half of the 
binary tree case. The actual figures depend on the height of 
the Sneptree. The traffic at the nodes of the same height is no 
longer the same and the exact figures need more analysis. 

The simulation result shows that the average routing dis­
tance of any two leaf nodes is getting closer to the optimal 
average distance when the Sneptree is bigger. The simulation 
also shows that for some specific communication patterns, the 
routing result is almost optimal, such as shift by 2k operations, 
i.e. routing one leaf to another leaf at 2k distance apart. Fig­
ure 11 shows the optimal results and our routing algorithm 
results of the average distance of any two leaf nodes and the 
average distance of a perfect shuffie operation. Figure 12 shows 
the average distance of shift by 2k operations, the curves for 
routing results and optimal results overlap in Figure 12. 

6. Conclusion 

The Sneptree is a versatile interconnection network for 
distributed computation. The boundary problem of a binary 
tree is eliminated in the Sneptree so that the mapping of an 
over-sized computation tree is done automatically. Moreover, 
a complete binary tree of arbitrary size can be mapped onto 
a Sneptree optimally. And a left/right skewed tree can be 
mapped onto a Cyclic Sneptree optimally. 

The Sneptree is also suitable for VLSI implementation. 
It is possible to build a Sneptree of any size in a single chip 
with area proportional to the total number of processors. The 
H-stru~ture layout of the Sneptree is regular and can be re­
cursively constructed. The number of crossings due to the 
extra links is proportional to the number of nodes of the Sne?­
tree. The longest wire length is about the same as that m 
an H-structure binary tree. Furthermore, the Sneptree can be 
expanded easily by connecting two or more chips together. 

The leaf node routing algorithm allows us to take advan­
tage of the extra links in the Sneptree. Hence, a shorter and 
less congested route between any two leaf nodes can be f~und 
in O(n) time. The routing algorithm gives ~ good appr?x1~a­
tion to the optimal solution. In some special communication 

k • It . pattern, such as shifting by 2 , the average routing resu ~ 
almost optimal. Besides, the traffic at the upper-level nodes is 
reduced to about a half of the traffic in a pure binary tree. 

Comparison with Other Networks 

Like the Sneptrees, the X-tree (2] is an augmented binary 
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Figure 12. The ave. routing dist. of shifting by 2k ops. 

tree with identical nodes. Three ports per node, four ports 
per node and five ports per node are considered. The degree 
of each node is not fixed but the maximal degree is limited 
by the number of ports per node. Besides the binary tree 
connection, the extra ports can be connected arbitrarily. The 
main purpose of the X-tree is to provide fault-tolerance and 
uniform message traffic. 

The Hypertree (3] is a binary tree with extra horizontal 
links (i.e., the links connecting the nodes located at the ~ame 
level). The horizontal links provide a set of n-cube connections. 
Four ports per node and five port per node are considered. 
Similarly, the main concern of the Hypertree is to pro~ide fault­
tolerance and shorten the distance between two arbitrary leaf 
nodes. 

De Bruijn Networks [9] are a class of fixed degree logarith­
mic networks with arbitrary number of nodes and degree. A 
De Bruijn Network with (2" - 1) nodes and degree 4 happens 
to be a Sneptree. Such networks are good for a communica­
tion network since the optimal routing path can be decided 
with local information and fault-tolerance is easily provided. 

Comparing with the other similar networks, the Sneptree 
is the only network which can simulate an over-sized binary 
tree. The X-tree and the Hypertree contain extra links between 
sibling nodes so that it can simulate ring connection or n-cube 
connection. They cannot handle the mapping of an over-sized 
problem well. The de Bruijn network with degree 4 is one 



type of Sneptree. The connection pattern is neither cyclic, 
symmetric nor regular. There is no way to layout the network 
or extend the network. 

Different Connection Patterns 

From Theorem 1, we know there are many different con­
nection patterns for the Cyclic Sneptree. It will be interesting 
to compare the performance of different connection patterns 
of the Cyclic Sneptree in terms of the communication distance 
and the mapping performance of an unbalanced tree. 

(a) (b) 

Figure 19. A Planer Cyclic Sneptree 

Figure 13.a shows another Cyclic Sneptree. the numbers 
attached to the nodes show the node ordering in the left span­
ning cycle. Symmetrically, the right spanning cycles can be 
represented by node sequence (1,5,4,3,2,7,6,1). Such connec­
tion pattern also has regular structure and hence can be gen­
erated recursively. It is interesting to observe that this connec­
tion is planar if we switch the position of the leaf node pairs 
(3,7) and (6,4) as shown in Figure 13.b. Comparing the Cyclic 
Sneptree shown in Figure 2 with this one, the latter one (Fig­
ure 13.b) contains four duplicate links, i.e., (2,3), (4,5), (3,4) 
and (6,7) while the former one (Figure 2) has only two du­
plicate links, i.e., (3,4) and (6,7). The duplicate links prevent 
the Sneptree from connecting more nodes together. Hence, the 
second connection pattern doesn't perform as well as the first 
one in terms of communication. 

There are many other connection patterns for the Cyclic 
Sneptree, some of them may perform better than the one we 
chose in terms of the communication distance between arbi­
trary two nodes and the mapping performance of an unbal­
anced tree. But only the two connection patterns discussed 
above can be constructed recursively from the smaller Snep­
trees without breaking the internal Sneplinks in the smaller 
structures. This property is important for VLSI implementa­
tion. 

Figure 1.l. A three-level Exchange Sneptree 
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The Exchange Sneptree is a different type of Sneptree. In a 
Exchange Sneptree, the outgoing Sneplinks of the leaves in the 
left half of the Sneptree are directed to the incoming Sneplinks 
of the nodes in the right half plus one incoming link of the 
root, and similarly for the other half of the Sneplinks. · 

One example of the Exchange Sneptree is shown in Figure 
14. This connection is symmetric but neither extensible nor 
cyclic. This connection has a very nice property: no matter 
which node the root is mapped onto, it results in a nearly opti­
mal mapping for a complete binary tree. As a consequence, we 
found that mapping performance of a unbalanced binary tree 
onto such a Exchange Sneptree is better than the same map­
ping onto a Cyclic Sneptree. The properties of the Exchange 
Sneptree need further investigation. 
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Abstract: Non-uniform traffic distributions in a multi­
stage network characterized by "hot spots" - destina: 
tions getting more than their share of traffic-can cause 
dramatic reductions in the maximum throughput of the 
network. In this paper we develop an analytical model 
predicting how long a "hot spot" must be persist in 
shuffle/exchange networks before its its full effect is felt. 
The model predicts that hot spots will disrupt network 
traffic severely in a very short time: 10 to 50 instruction 
execution times in a shared-memory machine. This result, 
verified by simulation, leads to the conclusion that if 
stringent measures are not taken to ensure uniformity, the 
performance of large multistage networks will be sub­
stantially worse than has been previously predicted. 

1.0 Introduction 
Multistage interconnection networks with distributed 
routing have often been proposed as a means of connect­
ing large parallel or distributed computing systems. 
However, for such networks it has been shown that sta­
tistically non-uniform traffic patterns-patterns contain­
ing a hot spot [6] that gets more than its share of the 
traffic-can cause severe performance degradation for all 
network traffic, not just traffic to the hot spot. For ex­
ample, as little as 0.125% imbalance in a 1000-way net­
work can limit network throughput to less than 50% of 
its maximum value. This is independent of network 
topology, redundant paths, or mode of use of the network 
(e.g.: message passing, shared memory, circuit vs. packet 
switching, etc.). This effect was discovered in the IBM 
RP3 project [5,1,4], and first reported in [6]. It was also 
reported there that the technique of "combining" mes­
sages in the interconnection network could solve the 
problem for some cases of interest. 

However, the analysis and simulation reported in [6] 
does not address a crucial issue: Over what time interval 
must a non-uniform pattern be sustained in order to reach 
tree saturation? This is important, because it is a critical 
measure of how uniform the traffic must be to avoid hot 
spot problems. Statistical uniformity is much more easily 
achieved when averaged over hours (for example) than 
when averaged over microseconds. 
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We address that issue here by developing a model, 
verified by simulation, of how long a hot spot must persist 
before its effects are fully felt. This provides a lower 
bound on the interval over which uniformity must be 
measured. 

Unfortunately, the result is that the required interval 
is quite short indeed. For example, with a 1024-way net­
work of 4-way switches containing 4-element queues, a 
0.125% hot spot non-uniformity will have its full effect 
within (approximately) 10.to 50 times the minimum time 
to traverse the switch. (See Figure 4.) 

We can only derive a crude lower bound for the time 
for a network to recover from a hot spot; that appears to 
be a more complex process. However, both that lower 

bound and our simulations demonstrate that the recovery 
time is much longer than the onset time. 

Before deriving these results and comparing them 
with simulation, a brief overview of the hot spot effect 
will be given. A discussion of possible remedies, and of 
our conclusions, ends the paper. 

2.0 Hot Spot Contention and Tree Satu­
ration 
Here we summarize the results presented in [6], with a 
slight addition. 

Consider a two-sided packet-switched multistage 
network, with p ports on each side, connected to message 
sources on one side and message sinks on the other, such 
as the Omega network [3] illustrated in Figure 1. 

Suppose the traffic pattern is initially uniform, with 
messages emitted from each source at a rate r 
(0 S r S 1). Then, at some time afier a steady state has 
been achieved, the traffic pattern is altered to direct a 
fraction h, 0 S h S 1, of all references are aimed at a spe­
cific sink: the hot sink. I.e., each source emits r(l - h) 
messages uniformly distributed, and rh messages to the 
hot sink. h is the hot spot rate. As a result, the hot sink 
receives two components of traffic: r(l - h) from the 
uniform background, and rhp from the hot spot. 

If h is large enough, the rate into the hot sink will be 
unity due to the rhp term. If this happens, the queues in 



the network switch closest to that sink will fill. This 
causes the preceding switches' queues to fill; then the next 
preceding; etc. Finally, a tree of switches rooted at the 
sink and extending to every source is saturated. This is 
called tree saturation, and is illustrated by the marked 
switch queues in Figure 1. 

Once tree saturation is in effect, every message from 
any source to any sink must cross the saturated tree and 
so is delayed. In effect, all the network traffic is gated by 
the speed at which the single hot sink can dispose of its 
messages. In the steady state, this occurs when the total 
traffic rate into the hot sink (r(l - Ii) + rhp) equals unity. 
In [6] it was shown that this has a dramatic effect as the 
system is scaled up in size, as noted in the examples cited 
in the present paper's introduction. In the steady state, 
hot spot effects are independent of network topology, fi­
nite queue size, etc. (However, the timing analysis pre­
sented here does depend on these factors.) 

Beyond what was presented in [6], we note here that 
tree saturation is a finite queue effect. But in order to 
eliminate it, the queues in the final stage of the network 
must be large enough to accommodate the maximum hot 
spot traffic of the entire system. In other words, their size 
must be equal to M x the number of network ports, where 
M is the maximum number of messages that can be si­
multaneously outstanding from each source. Thus if 
queue sizes are taken into account, the total network size 
has another factor equal to the number of network ports. 

This raises the network size to O(M x .N1 log N), rather 
than the usually-cited O(Nlog N). The factor of .N1 ne­
gates any size advantage over a full crosspoint switch. 

3.0 Modelled Behavior 
The network behavior modelled here assumes that the 
network is initially in a steady state with uniformly dis­
tributed traffic flowing through it at a rate r. At time 0, 
all the sources simultaneously change their traffic patterns 
to include a hot spot. r does not change, but a fraction h 
of r sufficient to cause tree saturation is now directed at 
a hot sink. The throughput of the network now declines 
until at a time Tit reaches a steady-state minimum caused 
by tree saturation. We wish to estimate T as a function 
of r, h, network size, etc. 

Packet switching is assumed, with one packet per 
message. In the analysis, one time unit is required for a 
packet to move from one switch to the next. For reasons 
explained later, the results shown in the figures are scaled 
to be in units equal to the minimum time to traverse the 
switch. 

4.0 Model of Onset 
It is convenient to imagine the messages sent to the hot 
sink after time 0 as being colored red, and all other mes­
sages colored white. The total rate at which each source 
emits red messages is 
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h r(l - h) 
R=r, +--p--

R is not simply rh because 1/p of the messages from the 
uniform background are sent to the hot sink, where p is 
the number of network ports. 

Rather than dealing directly with the complex dy­
namics of message flow through the network, we will 
count the red messages in the network. On the one hand, 
the number N of red messages is a function of time and of 
their total arrival and departure rates from the network 
as a whole. On the other hand, when tree saturation is 
reached there is a steady-state number N of red messages 
in the network that is a function of the input traffic and 
the amount of buffering available. So equating Nin both 
formulations can tell us how long it takes to reach satu­
ration. 

4.1 Arrival and Departure 
To estimate the arrival and departure rates, we make a set 
of assumptions that, overall, amount to the general as­
sumption that the onset of tree saturation happens fast 
and suddenly - too fast and suddenly for the internal 
dynamics of the network to have much effect on arrival 
and departure rates until the point of saturation is 
reached. 

We assume that the total arrival rate of red messages 
is constant (i.e., is Rp) until tree saturation is reached; and 

then it drops instantly to the tree saturation value. Under 
this assumption, the number of red messages generated by 
time T is simply RpT. Our simulations do not verify a 
constant arrival rate: the input rate does decline with 
time. Nevertheless the final results are adequate. 

For the departure rate, we assume the following: 
At T, the first red messages enter the first switch 

stage. They make their way through the tree of switches 
that will be saturated, gradually becoming more and more 
concentrated, until they reach the hot sink. Then: 
1. Until the hot sink is reached, there is no effect on the 

rate at which messages are transported. The first red 
messages reach the hot sink at a time D(r) that equals 
the average delay through the network at a total input 
rate of r. 

2. At D(r), the concentration of red messages is imme­
diately sufficient to saturate the hot output port; i.e., 
after D(r) that port emits messages at a rate of unity. 

3. After D(r), all the messages emitted by the hot output 
port are red. 
While somewhat unrealistic, these assumptions are 

conservative. They overestimate the departure rate, and 
thus indicate that the saturated tree fills with red mes­
sages sooner than it actually will. 

With those assumptions, the number of messages 
that have left the network at time Tis simply T- D(r). 
Then, since the number of red messages arriving by time 
Tis RpT, N = RpT + T- D(r). Solving this for Tyields 



K is the size of each individual switch, i.e., number of in­
put and output ports, so K; is the number of switches at 
each stage that lie within the saturated tree. q is the size 
of each queue; (K + q) is the total storage available for 
messages aimed at the hot spot in each switch stage. (The 
additional K is due an additional buffer on each input port 
used in the simulation; this is discussed later). 

For each switch at stage i in the saturated tree, miX; 
is the fraction of red messages in its queue during steady­
state tree saturation: 

. AR; 
mlX·=-----

1 AR;+ AW; 

AR; and Aw; are respectively the arrival rates of red and 
white messages at stage i: 

p 
AR;=R x-. 

K' 

because p/K' is the number of sources in the subtree 
leading to each switch in stage i. 

Recall that r(l - h) is the total rate of uniform back­
ground traffic, part of which is directed at the hot sink. 
Since there are K; possible destinations for the cool traffic 

T= N- D(r) 
Rp-1 

The denominator becomes zero as the combinations of R 
and preaches a point inadequate to sustain an output rate 
of unity. I.e., as that point is approached the time to sat­
uration approaches infinity, which is expected. 

To estimate D(r) we use the well-known formula for 
the average queue length in a switch stage (2): 

B(r) = r ( 1 - -1 ) 
2(1 - r) K 

Where r is the steady state rate and K is the number of 
ports of each switch in the network. Then 
D(r) = S(l + B(r)). Because it assumes infinite queues, 
B(r) will again produce conservative results (faster trans­
portation than reality) for high total rates r. 

4.2 Steady-State Population 
In the steady state of tree saturation, N is the sum of the 
number of red messages n; at each network stage (we 
count stages from 0, starting at the stage closest to the 
sinks): 

S-1 

N= LK; x (K + q) x mix; 
i=O 

at stage i, and one of them is the hot sink, the fraction 
above follows. 

If we substitute back into the expression for mix;, 
substitute the original expression for R, and simplify, we 
obtain 

Hp+ 1 
mix;=---­

Ilp + K; 

where H = h/(l - h), the ratio of hot to cool packet 
generation. 

Finally substituting back into T, with slight simplifi­
cation, we get 

T= 

( (K + q)%K;mi~)- S(l + B(r)) 

Rp-1 

5.0 Simulation 
To verify the above model, we ran simulations of the sit­
uation described above for a number of cases. These re­
sults are plotted with the analytical predictions in 
Figure 2 through Figure 4. 

The switches simulated had two non-standard char­
acteristics that match those of [6], and serve to make the 
simulated network act more like the ideal network mod­
elled: 
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1. Each output queue can simultaneously accept K mes­
sages in one time unit. While fairly realistic for 
K = 2, this is undoubtedly unrealistic for larger 
switches. 

2. Each input port to a switch has an additional one­
message lookaside buffer that is not counted in the 
queue size. This allows the queues to be more fully 
utilized, since without it there must be K empty posi­
tions in every queue of a switch for any of the switch's 
predecessors to be enabled to send messages. This is 
the source of the additional K buffers per switch that 
was included in the prior analysis. 
A complication arose in deciding what to measure as 

the time at which the switch reaches saturation. Our for­
mula effectively assumes that all the queues in the satu­
rated tree fill up simultaneously, and this is clearly not the 
case. What we did was find, from the simulations, the 
average red message occupancy of the queues in steady­
state tree saturation. Then the time to saturate was taken 
to be the time at which 80% of that steady-state value 
was reached. 80% was chosen because at approximately 
that value there is a single message slot unused in each 
queue. 

All plotted points are the means of 200 simulation 
runs each. 

6.0 Results 



A surprisingly short amount of time is required to reach 
tree saturation. 

Figure 2 shows the time to tree saturation as a 
function of the initial uniform background rater for val­
ues of h ranging from 0.125% to 16% in factors of two. 
It assumes a 64-way Omega network where each 2-way 
switch has queues of size 4. The time unit is not T as de­
rived above, but rather T/S, the minimum time required 
for a message to traverse the switch in one direction; in 
our formulation, that equals the the depth of the network. 
This unit was chosen for two reasons: First, it allows 
meaningful comparison across different network and 
switch sizes; it turns out that, when expressed in this unit, 
the time to saturate is relatively constant across network 
and switch sizes (10-50, for 4 element queues). Second, 
in a shared memory system, it is typically comparable to 
the time required to execute a single instruction in a 
processor. (It is not identical to the time required to per­
form a complete memory reference; that time includes 
two trips across the network-request and reply-as well 
as memory access time and other delays.) 

The dotted lines at the top of the figure mark the 
minimum background rate below which each plotted hot 
spot rate will not cause tree saturation; this is equivalent 
to the maximum rate sustainable with the associated hot 
spot rate. Thus the graphs can be interpreted as follows: 
Pick a given initial background rate (point on the lower 
axis). Proceed vertically to the curve corresponding to 
the hot spot rate of interest. The time that curve indicates 
(shown on the vertical axis) is the amount of time re­
quired for that hot spot rate to drive the network 
throughput from the initial rate to the asymptote associ­
ated with the hot spot rate (dotted line). 

Figure 3 shows the same information, but in this 
case for a 256-port network with 4-way switches. 
Figure 4 shows the predicted results for a large (1024 
port) network; this was not simulated. As can be seen, the 
onset time is very short. 

As can be seen, our predicted results match the sim­
ulated results reasonably well except for two situations: 

· very high r in the 256-port network; and very low r in the 
64-port network. At high r in the 256-port network we 
are pushing the actual maximum capacity of the network 
and would expect all the approximations we are using to 
break down. At low r in the 64-port network, there is a 
breakdown in our assumptions about total arrival and de­
parture rates: Onset is a more diffuse process with more 
time for complex internal feedback effects. However, in 
this case our estimates are on the optimistic side. 

7 .0 Recovery Time 
Figure 5 shows the throughput of a 64-way network as a 
hot spot of 16% is applied and then removed within a 
total background rate of 0.4. As can be seen, the recovery 
time is substantially longer than the onset time. A ra­
tionale for this follows. 
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Intuitively, many sources "cooperate" to saturate 
the tree; but only one sink (the hot one) operates to elim­
inate saturation. The time to recover "normal" traffic 
flow should be related to the time to remove all red mes­
sages from the switch after the sources stop generating 
them. If the hot output port runs at the maximum rate 
(unity), this time is simply equal to the steady-state count 
of red messages N during tree saturation, derived previ­
ously. This is longer than the time to saturation, since the 
onset time Tis (N - D(r))/(Rp - 1). One might imagine 
that after a time 2mixs_1N/ K, for K-way switches, all the 
switches closest to the sources would be clear; so after 
that time, 1 - 1/K of the traffic would resume its normal 
rate. Then after an additional time equal to 2mix5 _ 2N/ K, 
1 - 1/ K2 of the traffic will resume its normal rate; etc. 
The slow rise of throughput shown in Figure 5 tends to 
indicate that something like this is occurring. However, 
we have not yet compared this to simulation results, and 
consider it unlikely to be correct, for the following reason: 
Until all the red packets are gone, they should tend to de­
lay uniformly distributed messages that happen to be di­
rected to the hot sink; and by filling queues, this will 
affect other messages. This may cause continued con­
gestion even after all the red messages have left the net­
work. 

8.0 Discussion 

The time required to reach tree saturation is distressingly 
short. What points of leverage can be used to improve the 
situation? 

Increasing the switch size (K) actually makes the 
situation worse: Even when, as we have done, the units 
are the depth of the network-giving larger switches a 
large advantage-smaller switches saturate more slowly. 

Increasing the queue size also helps. But the queue 
size is a linear factor in the total saturation time, so very 
large queues are necessary to make a substantial differ­
ence. E.g., to get saturation time up to the range of 100 
switch traversals, queues on the order of 40 elements are 
needed. This is unreasonable with present technology. 

The addition of redundant paths will also help, but 
only because the total queue storage available rises with 
the number of paths. So this decrease is also linear. 

One thing that certainly can help is over-design, in 
the sense of using the network only at at traffic rates less 
than the rates where the expected hot spot activity will 
cause tree saturation. This adds significantly to the ex­
pense of the network. Furthermore, at present there is 
little experience available to define exactly what degree 
of non-uniformity to expect in general. 

As discussed in [6], "combining" of identical mes­
sages within the switch nodes themselves can eliminate 
the problem completely. However, combining only works 
when the the hot spot is caused by references to identical 
entities at the sinks (e.g., identical memory locations). 



When the hot spot occurs. because many sources are ac­
cessing many different entities that happen to occupy the 
same sink, combining cannot help. What may help in that 
case are techniques to ensure that non-identical references 
are scattered uniformly among the destinations, such as 
the combination of interleaving and randomization used 
by RP3 [5]. How well this will work in practice is not yet 
known; if it does, simultaneously using both this tech­
nique and "combining" (also present in RP3) may solve 
the problem, at least for shared memory systems. It is not 
obvious at this time how to solve the problem for systems 
based on other computational models. 

Global control over routing can avoid the problem 
completely, of course, as discussed in [6]. 

To summarize: 

1. Very little perturbation, over a very short time, can 
drastically reduce network throughput. 

2. Recovery after the perturbation takes much longer 
than than the onset of the problem. 
This leads to the conclusion that multistage networks 

with distributed routing are unstable under non-uniform 
traffic loads, in the sense that they tend to "fall into" tree 
saturation easily. For large networks in particular, e.g., 
networks of size 512 or greater, if stringent measures are 
not taken to maintain a uniform traffic pattern, swift on­
set and slow recovery makes it very probable that at least 
partial tree saturation will always be present; and thus 
large multistage networks may not perform anywhere near 
as well as has previously been predicted. 

--~--..,.....Saturated queues and buffers 
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Figure 1 : An 8x8 shuffle-exchange network, depectin9 
the saturation coused by a hot sink. 

Figure t. An 8-port Omega network. The marked switches are saturated, as discussed in 
the text. 
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Time required to saturate a 64-port Omega network: The switches have 
queue size 4, and 2 inputs and outputs. The solid curves are the predicted 
values for h ranging from 0.125% to 16% by factors of 2. the dots connected 
by dashed lines show simulation results. The dotted lines show the sustainable 
throughput after tree saturation for the values of h used. 
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Time to saturate a 256-port Delta network: The switches have queue size 4; 
other elements are the same as Figure 2. 
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Figure 5. Onset and Recovery from a Hot Spot: Hot spot percentage, throughput, and 

delay as a function of time. The network is the same as Figure 2's, and the hot 
spot is 16%. The arrows indicate the time for onset and recovery. 
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Abstract 

Concurrent requests to a shared variable by many processors 
on a shared memory machine can create contention that will 
be serious enough to stall large machines. This idea has been 
formalized in the "hot spot" traffic model [PfNo85], where a 
fixed fraction of memory requests is for a single shared vari­
able. "Combining,'' in which several requests for the same 
variable can be combined into a single request, has been sug­
gested as an effective method of alleviating this contention. 
The NYU Ultracomputer [GGKM83] and the IBM RP3 
[PBGH85] machine use "pairwise" combining, in which only 
two requests for the same variable can be combined at a 
switch. We study the effectiveness of combining. In particu­
lar, it turns out that pairwise combining cannot handle hot 
spots if the machine size is large enough. We suggest ways 
to overcome this weakness. 

1. IJitroduction 

The popularity of shared memory parallel computers, 
where processors and memory modules are interconnected 
through a multistage network, can be seen in several current 
projects, including the University of Illinois Cedar machine 
[GKLS83] [KDLS86], the NYU Ultracomputer [GGKM83] 
[EGKM85], and the IBM RP3 machine [PBGH85]. Sharing 
the memory in a parallel computer suggests that there is a 
possibility of many processors requesting the same variable 
at the same time (concurrent requests). This can create 
congestion in a machine, and the congestion becomes more 
serious as the number of processors in the machine (machine 
size) increases. To reduce congestion, when several requests 
directed at the same shared variable meet at a switch, they 
can be combined into a single request, which is forwarded 
toward the shared memory. When the response from the 
memory returns, the switch satisfies all of the requests, one 
at a time. The idea of reducing the congestion in this way, 
known as "combining," has been suggested as an effective 
way of allowing concurrent requests to a common location; 
combining can be found in the Columbia CHoPP [SuBK77], 
the NYU Ultracomputer, and most recently the IBM RP3 
machine. (See [KrRS86] for a general discussion of what 
types of memory requests can be combined.) 

This work was supported in part by the National Science Founda­
tion under Grant No. US NSF DCR84-10110, and the U.S. 
Department of Energy under Grant No. US DOE DE-FG02-
85ER25001. Part of this work was done while the second author 
was at the University of Illinois. 
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Pfister and Norton [PfNo85] suggested that the 
effectiveness of combining could be studied with the "hot 
spot" traffic model: a fixed fraction of the total memory 
traffic is concurrent requests to a single shared variable. Hot 
spots capture the effect of all of the processors continually 
accessing a common variable. Pfister and Norton argue that 
hot spots will seriously degrade the performance of any 
machine that lacks combining, and that this effect is quite 
general. They also discuss how well the hot spot model cap­
tures reality. 

In this paper, we study the effectiveness of several 
different combining schemes. In particular, we will see that 
the pairwise combining scheme used in the NYU Ultracom­
puter and in the IBM RP3 machine is not powerful enough 
to handle hot spots. We suggest ways to modify their 
designs in order to overcome this weakness. 

2. The Model 

There have been many studies on the performance of 
multistage interconnection networks for processor-memory 
connection (see [Sieg85] and the references therein). One 
common traffic model for these studies is: A stream of 
memory requests from each processor is an independent, 

identically distributed random process; each processor's 
requests are uniformly distributed to all of the memory 
modules. This uniform traffic model does not capture the 
effect of traffic with requests to a single shared variable. To 
represent such traffic patterns, we use the hot spot model 
[PfNo85]: each request has a (finite) probability q of being 
headed to the same shared variable. The hot spot model is 
nonuniform in the sense that the requests are not uniformly 
distributed onto the memory modules. There are two types 
of request streams: the noncombinables, which are uniformly 
distributed to the memory modules as in the (usual) uniform 
model, and the combinables, which are headed to the same 
shared variable (and hence the same memory module). 

We consider a buffered square banyan network [GoLi73] 
as the multistage network for interconnecting the processors 
and the memory modules. Square banyan networks include 
Omega networks [Lawr75] and Delta networks [Pate81]. 
(For details and general characteristics of multistage net­
works, see, for example, [Feng81], [KrSn82], [Sieg85].) 

A network is composed of n stages of 2X2 (crossbar) 
switches with FIFO queues (i.e. buffers) at each output port. 
We assume that the network is packet-switched and synchro­
nous, so that packets can be sent only at times tc, 2tc ,. .. , 
where tc is the network cycle time. Without loss of general­
ity, we assume tc = 1. We make the following further 



assumptions: 

• Each request is a single packet. 

• Each queue can accept at each cycle up to two distinct 
requests, one from each input port. If at some cycle a 
queue has only one free location and two requests are 
directed to it, the queue randomly accepts one of the 
two (the other request remains on the queue of the pre­
vious stage). 

• The enqueuing process of a request and the dequeuing 
process are overlapped (i.e. while the request in front of 
the queue, if there is one, is being removed, other 
requests can be inserted onto the queue). 

• The service time of a request in a queue is the same as 
the cycle time. So, the delay of a request at a switch is 
the number of requests ahead of it in the queue. 

• Each processor has an infinite queue for requests. If a 
request is blocked from entering the first stage it is 
placed on the queue, and the processor continues issuing 
requests. 

A square banyan network has a complete tree leading 
from the processors to each memory module (Figure 1). The 
tree that combinable requests traverse will be called the fan­
in tree. Our main concern is with the average queuing delay 
in the fan-in tree. 

Combining works as follows: When several combinable 
requests meet at a switch they are combined into a single 
request, which is forwarded toward the shared memory. A 
record of this is kept at the wait buff er. When the response 
from the memory returns, the switch satisfies all of the 
requests, one at a time (and the record is removed from the 
wait buffer). To concentrate our attention on queuing 
delays, we assume in Sections 2-6 that wait buffers have 
infinite size. Also, we will consider the delay of a request 
only from the processors to the memory modules, tem­
porarily ignoring the delay on the return trip. Section 7 con­
siders finite wait buffers, and their effect on the delay of a 
request in both directions of the network. 

We will distinguish queue size and queue length. Queue 
size is the number of requests a queue can store at one time. 
We use infinite queue to mean that the queue size is infinite, 
and finite queue to mean that the queue size is finite. 
Queue length is the number of requests stored on a queue at 
some particular time. We will use equivalent definitions for 
wait buffer size and wait buffer length. 

We consider several different combining schemes. In 
each case, we will consider what happens both with finite 
queues and with infinite queues. Infinite queues provide a 
nice yardstick to compare the more practical finite queue 
schemes. For finite queues, unless otherwise specified, we 
will always consider queue size four. This is large enough so 
that for the traffic loads considered, the performance under 
uniform traffic is almost as good RS with infinite queues. 

A network is stable if in steady state average delays in 
the network are uniformly bounded. This is an important 
property of a network. Under the uniform traffic model, 
buffered multistage interconnection networks are generally 
believed to be stable for "light" traffic (see 
[KrSn83],[KrSW86]). 

We assume that at each cycle each processor issues a 
request with probability r, i.e. r is the rate of requests. 
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Each request has probability q of being a combinable 
request. Let re be the rate of combinables (i.e. hot spot 
requests), and r n be the rate of noncombinables. Then 

re =qr and rn = (1-q)r . 

Let r i be the rate of requests at the stage i of the fan-in tree 
( r 0 = r ). Let r; and r ~ be the rate of combinable requests 
and noncombinable requests, respectively, at the stage i of 

the fan-in tree (re0 =re and rn° =rn). 

3. No Combining 

In this section we will consider the performance of sys­
tems without combining. It is obvious that the combinables 
will create congestion in the network. The question is, how 
much will this degrade performance? 

3.1. Infinite Queues 

Assume the queues have infinite size and there is no 
combining. Recall that the rate of requests at the first stage 
is rn =r(l-q) and re =rq. Since there is no combining, the 
rate of combinable requests keeps doubling at each stage 
approaching the root of the fan-in tree. In particular, the 
rate of requests at stage i will be 

i i 
r = rn +2 re . 

For any finite value of re, after several stages, the requests 
will be arriving at each queue at a greater rate than the 
queue can forward them. Networks large enough to see this 
effect will be unstable. For example, consider the case of 
r =0.25 and q =0.01. Even with q so small, by the ninth 
stage the arrival rate of the combinables alone will be 
re = 1.28, so the queuing delay will be unbounded. 

In practice one expects short intensive periods of "hot 
spot" contention. If there are not too many stages of the 
fan-in tree in which the rate of requests is greater than one, 
the system may still provide acceptable performance. Only 
the combinable requests will suffer extraordinary delays, 
along with the relatively few noncombinable requests travers­
ing the fan-in tree near its root. 

3.2. Finite Queues 

With finite queues the situation is worse. Pfister and 
Norton [PfNo85] noticed a very interesting phenomenon they 
call tree saturation. When the queue at the root of fan-in 
tree becomes full, the two queues feeding it can no longer 
send requests to it. They too will become full and stop the 
four queues feeding them from sending requests. Eventually 
the entire fan-in tree will consist of full queues. All of the 
queues at the same level of the fan-in tree can together 
satisfy combinables only at the same rate as the root satisfies 
them. In other words, at the ith level from the. root, each 
queue can satisfy combinables only at a rate 1/2' as fast as 
the root does. Sq, although each queue at this level has on 
average only 1;2' as many combinables as the root, with 
respect to combinables the queues are not progressing any 

faster. Thus, progress of the whole system is governed by 
the service rate at the "hot spot"; noncombinables will suffer 
delay proportional to the queue size on each stage of the 
fan-in tree traversed. 

Kumar and Pfister [KuPf86] have observed that a rela­
tively short period of hot spot contention will produce tree 



saturation. Furthermore, after the processors stop issuing 
hot spot requests, the network takes a long time to return to 
normal. 

4. Pairwise Combining 

Ideally, one would like to combine all of the combin­
ables that reside concurrently on a queue. This, however, 
makes the combining process complicated, and also creates 
congestion at a wait buffer when the response returns from 
memory. To simplify the combining process and to avoid 
contention at the wait buffer, the NYU Ultracomputer and 
IBM's RP3 machine support combining only a pair of 
requests at a switch. This section studies the effectiveness of 
such pairwise (or two-way) combining. 

4.1. Infinite Queues 

We did simulations to check the effectiveness of pair­
wise combining with infinite queues. Our concern is "'.hether 
congestion at the hot spot still occurs. (Recall that r; is the 
traffic load of combinables from each input port of a switch 
at stage i of the fan-in tree.) In our experiments, r; 
increased rapidly until r n +r; reached 1.0 (see Figure 2). 
This shows that with pairwise combining and infinite queues 
large networks are unstable. 

The reason for congestion even with combining is that a 
combinable request does not always encounter another com­
binable request to combine with. Whenever a combinable 
request does not combine, it will be added to the traffic of 
the combinables coming out of the queue. Thus, the rate of 
combinables will necessarily increase towards the root of the 
fan-in tree. It is conceivable that this rate approaches some 
limit less than 1-rn, in which case the network would be 
stable. However, our experiments show this simply does not 
happen: the rate of combinables increases without bound. 

4.2. Finite Queues 

It may seem a priori that finite queues will always pro­
vide worse performance than infinite queues, since infinite 
queues have more storage capacity. However, this is not 
necessarily so: Suppose at stage i of the fan-in tree, a queue 
becomes full. Then, the two queues at stage i -1 of the fan­
in tree feeding this queue will become blocked (at least for 
requests destined to the full queue). This will increase the 
chances of these two queues becoming full, thereby blocking 
the queues at stage i -2 that feed them, and so on. Thus, if 
the rate of requests is large enough to create congestion at 
the root of the fan-in tree, the whole fan-in tree will tend to 
become congested. The overall affect on a message travers­
ing the fan-in tree will be that its total delay will be fairly 
large at every stage, which contrasts with infinite queues 
where the delay is large only near the root. This means that 
combinables will spend more time near the leaves of the fan­
in tree, and therefore have more chance of combining near 
the leaves. This will reduce the traffic rate of combinables 
which in turn will improve the overall performance of the 
network. (Recall that with pairwise combining, if a combin­
able traverses a stage without combining, it increases the 
rate of combinables for all later stages.) 

We performed simulations on networks of nine stages 
with finite queues and pairwise combining. The queue size 
was assumed to be four. For the traffic of r =0.6 and 
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q =0.1, we observed tree saturation: the average wa1trng 
times at each stage of the fan-in tree was approximately 
equal to the queue size. Waiting times of requests at each 
processor's queue seem to increase without bound as the 
number of network cycles simulated increased. Although we 
did not observe tree saturation for lower traffic loads, we 
expect that it would occur in larger machines. (See Figure 
3.) 

Since the probability of combining increases as a com­
binable request stays in a queue longer, larger sized queues 
should help combining, which in turn can help avoid tree 
saturation. One might think that the tree saturation 
reported here conflicts with the results of Pfister and Norton 
[PfNo85], where pairwise combining was effective in handling 
hot spots with queue sizes of only four. Although there were 
some minor differences in our two models, which could 
account for the different results, the main difference was that 
they were simulating a network with only six stages. We 
believe that adding a few more stages to their network would 
produce tree saturation and make their network unstable. 
Minor changes in switch design cannot overcome the inherent 
weakness of pairwise combining, at least not without making 
the delays at each stage of the fan- in tree unacceptably long. 

5. Unbounded Combining 

Unbounded combining allows any number of combin­
ables to be combined into a single request at a queue. 

Although the combining of the Columbia CHoPP is very 
similar to unbounded combining, our study is not directly 
applicable CHoPP because of its "repetition filter memory", 
which allows the combining of incoming requests with 
requests already in the wait buffer. 

We have done extensive simulations of networks with 
infinite queues and unbounded combining. The networks 
seem to be stable and provide reasonable delay irrespective 
of the machine size and the traffic load. The traffic of the 
combinables adds only slightly to the average queuing delay 
of the noncombinables alone. It seems that unbounded com­
bining eliminates the contention on the fan-in tree because 
there can be at most only a single combinable request wait­
ing in a queue at any given time. 

Simulations show that with unbounded combining, 
finite queues provide only slightly larger delay than do 
infinite queues. When compared to infinite queues, delays 
are just about the same at the first few stages and slightly 
larger at all the later stages. 

6. Bounded Combining 

We have so far considered two extreme combining 
schemes: unbounded combining and pairwise combining. 
Unbounded combining provides good performance, but seems 
to be expensive (even to approximate); pairwise combining 
suffers from tree saturation, but is relatively easy to imple­
ment. We suggest a compromise scheme, bounded combin­
ing, where more than two, but at most a predetermined con­
stant number of, combinables can be combined into a single 
request at a queue; in k-way combining the bound is k. 
Bounded combining is easier to implement than unbounded 
combining; the hope is that it will provide approximately the 
same performance. The question is, how large does k have 
to be? 



In the experiments with unbounded combining, we 
observed that a combinable request coming out of the 
switches at the later stages represents on average only 
slightly more than two combinables. This suggests that 
three-way combining, i.e. at most three combinables can be 
combined into a single request at a queue, will be effective. 
Simulations show that three-way combining performs almost 
as well as unbounded combining for both finite and infinite 
queues (see Figure 4). This indicates that pairwise combin­
ing may be slightly too restrictive with respect to the 
number of combinables it supports. 
7. Wait Buffers and Return Queues 

Up until now we have considered the delay of a request 
only from the processors to the memory modules. For the 
return trip, there must be two return queues exiting each 
switch passing responses from the memory modules towards 
the processors. The performance of a network will be sensi­
tive to the size of these return queues. We have assumed 
that the size of wait buffers is infinite. This is unrealistic in 
practice. The wait buffer size is an important factor for 
good performance, because combining cannot take place if 
the wait buffer is full. 

A combining of k requests is represented as k-1 pair­
wise combinings, i.e. it uses k-1 wait buffer locations. When 
the response returns from memory, all k-1 locations are 
immediately freed and the k response messages are placed on 
the return queue. 

This section considers the effect of wait buffer size and 
return queue size on queuing delay. Our main concern is to 
determine the proper size of wait buffers and return queues 
for three-way combining to obtain performance close to that 
of unbounded combining with infinite return queues and 
infinite wait buffers. 

7.1. Infinite Queues, Returns Queues, and Wait 
Buffers 

To get an idea of the appropriate size of wait buffers, 
we measured the average length of the buffers assuming 
infinite queues, return queues, and wait buffers. Although 
the unbounded and three-way combining schemes avoid 
congestion by inserting more combinables into the buffer at a 
time than pairwise combining, our simulations show that the 
average length of the buffers with pairwise combining is 
actually unbounded while it is quite moderate with three­
way combining (see Figure 5). The reason for this is that the 
average length of the buffers is proportional to queuing 
delays. 

Suppose combining takes place in a switch at stage i of 
an n-stage network. Then, a record of the combining will 
remain in the wait buffer until a response from the memory 
arrives at the switch some time later. So, the average length 
of the wait buffer is determined by the average number of 
combinings and the average number of cycles until the 
memory responds. Let c1 be the average number of combin­
ings per cycle a.t the switch and t; be the average response 
time from memory (to the switch) for a combinable request. 
Then, the wait buffer is a queuing system with arrival rate c; 

and service rate 1/t1. The arrival rate C; is determined by 
the traffic load and the position ( i) of the switch in the net­
work. The service rate is determined by the queuing delays 
at stage i and later stages. Given fixed traffic load and fixed 
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network size, the average length of the wait buffer will be 
unbounded if there is severe enough congestion at later 
stages for C; ~Ijt1 . 

Since the service rate 1/t; is smaller for switches closer 
to processors, one may worry about the average length of the 
wait buffers at earlier stages. However, this is counterbal­
anced to some extent by the fact that there is less contention 
in the earlier stages so that fewer combinings take place. 
Notice that the wait buffer lengths become unbounded as the 
network size increases, for any fixed arrival rate c; at the 
wait buffer, irrespective of the combining scheme. The wait 
buffer size needs to grow with the network size. 

7.2. Finite Queues, Return Queues, and Wait 
Buffers 

To see the effect of small wait buffer sizes, we did simu­
lations with queues pf size four, infinite return queues, and 
wait buffers of size six. As can be seen in Figure 6, three­
way combining with "small" wait buffers performs as badly 
as pairwise combining does. The reason is that the buffers a.t 
the later stages are almost always nearly full, and three-way 
combining effectively changes to pairwise combining. 

To see the effect of small return queue sizes, we did 
simulations with queues of size four and infinite wait buffers. 
It turns out that, for three-way combining, return queues of 
size, four are not large enough to provide good performance. 
This may seem surprising, since (forward) queues of size four 
are sufficient, and the responses are just returning along the 
same path that the original request traversed. The reason is 
that on the return path combinables are returning in bursts, 
since a. combinable response can split into two or three 
responses. Thus, each return queue in a switch is effectively 
a queuing system with the same traffic intensity as the (for­
ward) queue in the same switch, but with fewer, larger-sized 
packets. The former system will provide worse performance 
and require larger queue sizes (see [KrSW86]). With three­
way combining, return queues of size of ten obtained approx­
imately the same performance as infinite return queues. 

In our experiments for moderate traffic loads, return 
queues of size ten and wait buffers of size fifteen seem to be 
large enough to obtain performance close to that of 
unbounded combining with infinite sized queues and wait 
buffers (see Figure 7). Neither return queues of size eight 
and wait buffers of size fifteen nor return queues of size ten 

and wait buffers of size ten produced good performance. 

8. Conclusion 

Sha.red memory machines have the potential of conges­
tion due to concurrent requests to a shared variable. Since 
hot spot contention becomes more serious as the machine 
size grows, congestion can severely degrade the performance 
of "large" machines. To avoid potentially serious conges­
tion, pairwise combining was suggested in the NYU Ultra.­
computer and IBM RP3 machine as an effective way of elim­
inating congestion. 

We studied the hot spot traffic model, where a fixed 
fraction of the total memory traffic is for a single shared 
variable. As observed by Pfister and Norton [PfNo85], large 
networks with finite queues and no combining suffer from 
tree saturation. With finite queues, even pairwise combining 
has the potential of tree saturation creating unbounded delay 



no matter how "light" the traffic load is, for large enough 
machines. If hot spots are a real-life phenomenon, pairwise 
combining as suggested for the NYU Ultracomputer and the 
IBM RP3 machine is too restrictive. Three-way combining 
resolves the congestion. It remains to be seen whether 
three-way combining can be realized efficiently in hardware. 

A combining network must be carefully balanced. 
There are many parameters: the network size, the bounded­
ness of the combining, the queue size, the wait buffer size, 
the queue size on the return path, etc. It. is not obvious how 
any particular choice of these parameters will behave. For 
example, we have seen that changing finite queues to infinite 
queues, which one might expect would improve performance, 
can actually degrade performance. 

One must be very careful in interprt>ting our results. 
We do not believe that processors are likely to concurrently 
access the same shared (synchronizitt.ion) variable for 
extended periods of time. If hot spotR are only transient, i.e. 
if there are short, intensive periods of h..->t spot contention, 
pairwise combining may very ·Nell combine enough to pro­
vide acceptable performance. One might consider the 
(steady state) hot spot model suggested by Pfister and Nor­
ton to be a conservative worst case scenario. 

We have restricted our attention to square banyan net­
works composed of 2 X2 switches, and to r:1essages of length 
one. We believe our results generalize to other network 
topologies, other switch sizes, and other message size distri­
butions. Any interconnection network will have to have a 
tree, maybe implicitly, leading from every processor to any 
given memory module. This will create the possibility of 
tree saturation when there are hot spots, but also the oppor­
tunity for combining. With k Xk switches, it seems that k­
way combining is not enough; some fraction slightly higher 
than that will be necessary. Longer messages seem to 
increase the amount of combining, but not enough to avoid 
tree saturation with only pairwise combining. 
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Abstract 

This paper examines the issue of shared memory emulation for 
performance prediction of applications running on multiproces­
sors. It emulates memory contentions of different target mul­
tiprocessors on a given multiprocessor. This approach provides 
not only the average performance measures, but also the instan­
taneous values of memory contentions which are essential to 
find bottlenecks of user's application programs. 

An algorithm producing an exact emulation result is presented 
and its implementation trade-oft is discussed. To solve these 
problems, a heuristic approximation approach is introduced. 
Experimental results on a uniprocessor -system show the ap­
proach gives a reasonable accuracy. In order to alleviate the 
emulation overhead, parallel implementation of the algorithms is 
investigated. 

1. Introduction 
With the advent of commercial parallei processors we enter a 

new era of proliferation of parallel computation models for 
problem solving. One of the known characteristics of such en­
deavors deals with the nonlinear performance behavior of paral­
lel programs with respect to the speed-up ratio as a function of 
the numb~r of processors. As it is practically and economically 
not attractive to build a new parallel processor each time we 
may want fo evaluate a parallel application on a new architec­
ture with a different number of processors, emulation tech­
niques are employed. Such techniques are likely to generate a 
ratio of 50,000 to 100,000 per one multiprocessor instruction 
step. Hence, the emulation process itself has to be executed in 
parallel on a multiprocessor. 

As we look closer at the nature of this emulation, one can see 
that multiprocessor systems share some of their resources such 
as memories, buses and 1/0 devices to facilitate p~rallel access. 
Sometimes, an access to a shared resource has to be serialized 
because the shared resource may be occupied by another ac· 
cess. This situation is called contention and is related to all of 
the shared resources. The more processors a multiprocessor 
system has, the more accesses it requires in unit time, so the 
probability of contentions is increased accordingly. In general, 
due to the contention phenomenon mentioned above, the per-
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formance of an application will not be. improved linearly with the 
number of the processors. 

A practical approach to this issue is an emulation facility run· 
ning on a host multiprocessor and emulating bus and memory 
contention of another multiprocessor. When contrasted with 
the performance modeling methods, the emulation method 
provides, aside from better accuracy, instantaneous perfor­
mance profiles. The performance modeling provides, in 
general, statistical average performance profiles which are in­
sufficient to accurately indicate detailed user application perfor­
mance bottlenecks. 

In this paper we are exploring the problem of emulating shared 
memory multiprocessors on shared memory multiprocessors, as· 
well as indicating and evaluating algorithms for achieving this 
proposed goal. 

2. Basic Structures 

2.1. Memory Access Model 
First, we define the memory acce$s mechanism of the target 

multiprocessor. The multiprocessors we want to emulate are 
shared memory multiprocessors. .In this system, global 
memories and processors are connected by a shared bus. 
These memories are divided into several banks, called memory 
modules. Access requests are transmitted from each processor 
to the destination memory module through the shared bus. 
Then, read/write operation is taking place with results returned 
from/to the memory module. 

Because there are more than one .processor and each 
bus/memory can accept only one request at each cycle, an ac­
cess request may have to wait if bus or destination memory is 
servicing another request. 

2.2. The Emulation Problem 
Suppose we have a host multiprocessor system with P proces­

sors. An user of this system may want to know how much per­
formance improvement of the user's program will be gained if 
there are more processors in this multiprocessor system. The 
purpose of the emulation facility is to provide such a virtual mul­
tiprocessor system within the host multiprocessor system. More 
specifically the goal and the problem can be defined as follows; 

The goal: 

Performance prediction for applications running 
on a target multiprocessor when the number of 
processors are larger than that of the host mul· 
tiprocessor. We are interested in the instantaneous 



values for the performance vector. 

The problem: 

1. Emulation of bus and memory contention for a 
shared-memory shared-bus multiprocessor. 

2. Do step 1 using a multiprocessor with a fixed num­
ber of processors. 

If we consider N processes (N > P), each of which is to be 
assigned to each of N processors of the target multiprocessor 
system, they can not be executed at once on the P processor 
multiprocessor system. Therefore we adopt a divide-composite 
approach to this problem. The emulation algorithm proposed 
here consists of the following three steps; 

1. Divide N processes PROC1 • • • PROCN' which are 
to be assigned to N processors of emulated mul· 
tiprocessor, into K groups 0 1 ···OK' each group 
has P processes. That is: 

PROC1 · • · PROCP-+ 0 1• 

PROCP+ 1 · · · PROC2P-+ 0 2 

PROC(K·1)P+ 1 • • • PROCN -+ OK 

2. Execute P processes in each group on the P 
processors for a certain fixed time span T. During 
execution construct the memory access profile con­
sisting of time stamp, process id and memory 
module id. (See Fig. A) The ·data collection 
mechanism will be disussed in Section 3. 

3. Composite memory access profile for multiproces· 
sor of N processors from K individual profiles of 
0 1 ···OK. (Also see Fig. A) This is done by 
eliminating bus/memory contentions among 
groups. Details of this part will be explained in Sec­
tion 4. 

Step 2 and 3 are iterated until all processes are terminated. 

2.3. Related Works 
Several performance prediction methods based on statistical 

models have been discussed elsewhere. [1]· [3] In these 
methods, distribution of memory requests is assumed to be a 
statistical distribution and fixed all over the period. Statistical 
models are quite useful for general case analysis of multiproces­
sor systems and when performance averages are sufficient, 
however application programmers may want to know the perfor­
mance of their own programs rather than of the generalized 
program, as well as the instantaneous values of the perfor­
·mance measures in order to deal with performance bottlenecks. 

The purpose of our research is to provide application 
programmers a way of performance prediction for their 
programs. Memory access distribution of such programs will 
vary time to time and process to process, and these irregularities 
will cause adaptability problems for statistical models. Alter­
nately, we present an emulation mechanism for memory contefl· 
tion. The novelty of this work is related to the availability of 
instantaneous values for contentlons for a specific user applica­
tion, as well as the use of a mu.ltiprocessor for emulating a mul­
tiprocessor. 
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3. Data Collection Mechanism 
Since the memory access profiles have to be constructed in 

parallel with the execution of a user's application program, the 
data collection procedure should be performed without affect­
ing the application program. Toward this end, a hardware sen­
sor which is transparent from the user's program is preferable to 
its software counterpart. If memory access data is collected by a 
software sensor, the overhead time for the sensor may disturb 
the execution of the application program and the emulation 
result will be different from the exact solution. 

4. The Composition Algorithm 
In this section we will present two versions. of algorithms, the 

first is simple and produces an exact emulation, however it re­
quires an infinite memory space. The second one is a modified 
version of the first algorithm which can be implemented within a 
bounded memory space. However, it provides an approximation 
of the problem. 

4.1. The First Algorithm 
Compared with the bus and the memory access, lhe bus cycle 

is the shortest of the two. Accordingly, we will consider the bus 
cycle as the unit of time; we call it time slot. Intuitively, the algo­
rithm goes on as follows (see also Fig. B as an example): 

At first, read K profiles into memory. These profiles are con­
structed during execution phase and stored somewhere. 

Attimeslot 1: 

•Accesses of time 1 (in Fig. B, "a", "e" and "i") in 
those profiles are considered as candidates. 

•Select one ("a") from the candidates and have un­
selected accesses ("e" and "i") wait for the next 
slot. 

In general at time slot t: 

• Accesses which are not selected in the previous 
stages and accesses which have time stamp t are 
considered as candidates (for example, at time 3 
"i","f","b" and "i" are candidates). 

• For each candidate, check whether it is- ready to be 
requested by the process. This check is done by 
seeing the time slot when the latest access of the 
process was accepted. 

•Also check whether the destination memory module 
is ready to accept it by comparing memory cycle 
and the access interval. 

• Select one from the candidates which passes the 
above feasibility check and have· others wait for the 
next time slot. 

• Each candidate has priority for selection. Priority is 
based on the group to which it belongs and the 
original access time stamp. Priority on groups is 
dynamically changed to emulate round robin 
strategy of multiprocessor system. 



After the time slot T (end of cycle): 

• We have a composite profile of length T and a set of 
accesses which are not yet selected, called 
overflows. To proceed to the next time slot (T + 1), 
memory access profiles for the next cycle are 
needed because some accesses in the next cycle 
can be performed in the next time slot. So, 
overflows are combined with the memory access 
profiles of the next cycle and considered as the in· 
put for the next cycle. In Fig. B, access "I" and "m" 
are overflow accesses of the first cycle (t = 1 · • • T) 
and should be considered as candidate accesses at 
the top of the next cycle (t = T + 1). 

Continue the above procedure for the next cycle 
(t = T + 1 · · · 2T) and so on. 

4.2. The Second Algorithm 
Although the algorithm described in the previous section is 

straightforward and produces exact emulation result, we should 
do some modifications when its computer implementation is 
considered. 

At the end of every cycle(t = T,2T · · · ), we have a set of 
overflows. The amount of overflows can be estimated by the 
difference between the number of access requests (Req) and the 
capacity of the shared bus (Cap) when Req > Cap. The over· 
flows should be added to the requests for the next cycle. When 
Req and Cap are constant over cycles and Req > Cap, we have 
the following relation: 

I Oveljlow) = I Oveljlowj_1 J + Req- Cap 

where I Oveljlow) denotes the amount of overflows after j-th 
cycle. Thus, 

I Overflow) = j( Req - Cap). 

Since the above relation shows the amount of overflows grows 
monotonically and infinitely, the overflows will eventually be· 
come too large to keep them in memory. 

To overcome this problem, we modified the algorithm so that it 
suspends reading the next profiles until the amount of overflows 
becomes smaller than the limit instead of reading them at the 
end of each cycle. 

The modified version of the algorithm may overlook access 
requests because some of the access requests are not read into 
memory. This will cause overestimation. However, the degree 
of overestimation is considered to be fairly small for the follow· 
ing reason. At first, overflow accesses have higher priorities 
than accesses in the next profiles because of the first-in first-out 
nature of the selection strategy. And, the greater overflows be· 
come, the less likely it is that the next access can not be 
selected from overflows. This means that if we have moderate 
amounts of overflows, composition procedures can produce 
good approximation results without reading the next profiles. 

5. Experimental Results 
In order to evaluate both versions of the algorithm, we have 

experimented with the proposed algorithms. Since the mul· 
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tiprocessor system on which the emulator will run is currently 
under construction [4), we implemented the algorithms on a 
VAX 11/780 and simulated the behavior of the emulation using 
various simulated access profiles at different request rates 
generated from random distribution. The access rates of 
profiles are arranged to vary from time to time. 

Experiment results for the case of P = 100 and N = 200 (i.e., 
emulating 200 processors on a multiprocessor system with 100 
processors) are shown in Fig. C. In this figure, the results of the 
first (exact) version and modified (approximated) algorithm are 
indicated by circle and box, respectively. In the approximated 
version of the algorithm, the limit of overflows is set to 2T (T:time 
span). 

Fig. C shows the relation between required bus access fre­
quency, which is the total of· frequencies of all groups, and 
resulted (composed) bus access frequency. In the ideal case, 
the relation between them follows the dashed line in Fig. C. 
However, in general, the actual relation is the dotted line below 
the ideal line. The maximum difference of composed access 
frequency between the first and modified algorithm is about 
1.5%. This shows that the modified (approximated) algorithm 
gives a good approximation of the first (exact) algorithm. 

6. Outline of Parallel Implementation 
In this section, we discuss the implementation of the emulation 

algorithm in a multiprocessor. In Fig. D, the algorithm is 
described in a pseudo programming language. It has a triple 
nested loop for time slots, groups and candidate accesses in 
each group. Within the inner double loop each candidate ac­
cess is examined as to whether processor and memory are 
ready for access. If more than one access are feasible at a time 
slot t, one access is selected based on the priority mentioned 
earlier. 

Notice that feasibility check procedures for candidate ac­
cesses are mutually independent, allowing. these procedures to 
be invoked simultaneously. The number of accesses to be 
checked ( = the number of procedures invoked) becomes large 
and increases in proportion to the number of emulated proces­
sors. However, if candidates are allocated to the processors in 
the descending order of their priorities, unnecessary check 
procedures can be suppressed. Simultaneous feasibility check 
and priority-based processor allocation will make the check pro­
cedure work within a small number of .iterations and also will 
make the algorithm work nearly in proportion to the length of 
time regardless of the number of emulated processors. 

The experimental program on a uniprocessor (VAX 11 /780) 
takes about 20sec. to compose two memory access profiles of 1 
ms; that is, emulation time I execution time ratio is 20 sec. I 2x1 
ms = 10,000. But, from the above discussion, we can expect 
high performance gain when the algorithm is finally imple­
mented on a multiprocessor. Basically, search processes can 
run concurrently if they belong to the same time slot, and, even 
if they belong to a different time slot, they can run in parallel 
under the control of shared variables. If, for example, we imple­
ment the algorithm on a multiprocessor with 100 processors and 
gain 50 times performance gain, then the emulation overhead 
will be alleviated to 10,000 /50 = 200. 



7. Conclusion 
In this paper, ·we have presented two versions of a shared 

memory emulation algorithm for multiprocessor systems. The 
first algorithm can emulate exactly but requires an infinite 
amount of memory. Then, we modified this algorithm to 
eliminate this implementation problem. The modified version re· 
quires a finite amount of memory and experiment results show 
that the modified algorithm can be a good approximation for the 
the first algorithm. Also, the algorithm proposed here is suitable 
for parallel processing. 
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1• composition for one cycle •I 
procedure composition 

if bufferspace is enough then read nextproflle; 
1• loop for time slots •I 

fort:= 1 to T do begin 
1• loop for groups •I 

for all groups i do begin 
1• loop for candidate accesses •I 

for all candidate accessj do begin 
1• check process and memory •I 
1• access intervals •I 

feasiblechecl<(access[i,j]}; 
end 

end 
if more than one feasible accesses found 
then selectone based on priority; 

remove the selected access from the buffer; 
if bufferspace becomes enough 

1• perform suspended read •I 
then read neKtprofite; 

end 
end composition; 

Figure D: Description of the Composition Algorithm 
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Abstract - - This paper describes a set of 
experiments designed to measure the behavior of the 
Butterfly Parallel Processor in the presence of memory 
"hot spots". The experiments were motivated by a 
paper by Pfister and Norton [3] that reported results 
from simulation studies on multistage switching 
networks for shared memory parallel processors. Their 
results indicated that, for machines with a large 
number of processors, very slight non-uniformities in 
memory reference patterns can lead to severely 
degraded performance for the entire machine, including 
processors that avoid referencing ·the hot memories. 
The results were explained in terms of a phenomenon 
called "tree saturation" where traffic to the hot 
memories backs up into the switch and interferes with 
other switch traffic. The experiments reported here 
show that those results do not generalize to the 
Butterfly Parallel Processor. The access time for a 
memory that contains a hot spot is degraded, but the 
presence of the hot spot has little effect on the 
performance of programs that avoid the hot memory. 
Furthermore, tree saturation does not occur in the 
Butterfly Switch. 

INTRODUCTION 

This paper describes a set of experiments that 
measure the behavior of the Butterfly Parallel 
Processor [2] in the presence of memory "hot spots". 
The experiments were motivated by a paper on memory 
hot spots by Pfister and Norton [3] that presented 
results of simulation studies of the switching network 
for RP3, a research parallel processor being developed 
at IBM Yorktown Heights. 

The simulation results showed that non­
uniformities in memory reference patterns, which make 
certain memories "hot", can have a devastating effect 
on the performance of an entire machine, including 
processors that avoid referencing the hot memories. 
Pfister and Norton explained their results in terms of a 
phenomenon called "tree saturation", where traffic to 
the hot memories backs up into the switch and 
interferes with other traffic, including that to non-hot 
memories. Their results indicated that for machines 
with a large number of processors (>=100) even slight 
non-uniformities in reference patterns can lead to 
tree saturation and severely degraded performance for 
the entire machine. 

Pfister and Norton claim generality for their 
results, stating that they apply to all multistage 
blocking networks. Furthermore, their paper claims 
that attempts to avoid the problem, such as prov1dmg 
multiple paths through the network, do not really help. 
Finally, the results are used to motivate the use of a 
second, combining switch in the RP3 architecture. 

The switching networks studied by Pfister and 
Norton were multistage shuffle exchange switches 
similar in topology to the switch used in the Butterfly 
Parallel Processor. However, there is one key 
difference in switch operation: the switches studied 
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were "blocking", whereas the Butterfly Switch is not. 
In a blocking switch, when contention for an output 
port of a switching element occurs, the path from the 
source to that switching element is held until the 
desired output port can be obtained. When contention 
for an output port occurs in a non-blocking switch, 
the message encountering the contention is rejected 
(to be retransmitted later) and switch resources 
associated with it (i.e., the path to the point of 
contention) are released. When the message is 
retransmitted, it again competes with other messages 
for switch resources. 

Thus, like the switches studied by Pfister and 
Norton, the Butterfly Switch is multistage. However, 
unlike them, it is non-blocking. Because the Butterfly 
Switch is non-blocking, the behavior of a program on a 
Butterfly system can be expected to be less severely 
affected by non-uniformities in memory reference 
patterns {caused either by the program itself or by 
other programs on the machine). 

Nonetheless, obvious questions to ask are: how 
does the Butterfly Parallel Processor perform in the 
presence of memory hot spots? Does it exhibit tree 
saturation? Does the architecture break down in large 
configuration for programs whose memory reference 
patterns exhibit moderate or even very slight non­
uniformities? 

The experiments described below show that the 
results presented by Norton and Pfister do not 
generalize to the Butterfly Parallel Processor. The 
access time for a memory that contains a hot spot is 
degraded, but the effect of switch contention is very 
small, even when severe non-uniformities in memory 
reference patterns are present. The experiments 
indicate that tree saturation does not occur in the 
Butterfly Switch. 

THE BUTTERFLY PARALLEL PROCESSOR 

This section presents enough information about 
the Butterfly Parallel Processor to understand the 
experiments described in this paper. More information 
about the Butterfly machine can be found in [2]. 

The Butterfly Parallel Processor is composed of 
processors with memory and a multistage switch that 
interconnects the processors. A Butterfly system can 
be configured with from l to 256 processors. One 
processor and memory are located on a single board 
called a Processor Node. All Butterfly Processor Nodes 
are identical. Collectively, the memory of the 
Processor Nodes forms the shared memory of the 
machine. All memory is local to some Processor Node; 
however each processor can access any of the memory 
in the machine, using the Butterfly Switch to make 
remote references. From the point of view of an 
application program, the only difference between 
references to memory on its local Processor Node and 
memory on other Processor Nodes is that remote 



references take a little longer to complete. (The 
typical memory referencing instruction takes about _6 
microseconds when the data referenced is remote and 
about 2 microseconds when it is local.) The speeds of 
the processors, memories, and switch are balanced to 
permit the system to work efficiently in a Wide range 
of configurations. 

Each Butterfly Processor Node contains a 
Motorola MC68000 microprocessor (or a MC68020 with a 
MC68881 floating point co-processor), at least 1 MByte 
of main memory, a co-processor called the Processor 
Node Controller, memory management hardware, an 1/0 
bus, and an interface to the Butterfly Switch. 1/0 
connections can be made to each Processor Node, 
making 1/0 configuration very flexible. 

The Butterfly machine supports a very efficient 
operation for transferring blocks of data from one 
Processor Node to another. The block transfer 
operation is implemented by Processor Node Controller 
microcode. Once initiated, a block transfer occurs at 
the full 32 MBit/second bandwidth of a path through 
the Butterfly Switch. 

THE EXPERIMENTS 

Two experiments were conducted to measure the 
performance of the Butterfly Parallel Processor in the 
presence of hot spots. The objective of the first 
experiment was to time execution of a typical program, 
first in an environment without any hot spots, and 
then in one where N processors were used to generate 
a hot spot. A matrix multiplication benchmark program 
[1) was chosen. The objective of the second 

experiment was to determine the effect hot spots have 
on typical memory references by systematically 
measuring the behavior of the machine under non­
uniform memory reference patterns. This was done by 
timing remote read, write, and block transfer 
operations for various memories, first in an 
environment without any hot spots, and then in an 
environment where N processors were used to generate 
a hot spot. 

Hot spots were generated in two different ways: 

1. Via read and write references. N processors 
were used to make a given memory hot by 
reading and writing the same location in that 
memory. This was accomplished by having 
each processor execute the tight loop: 

for (i • e; i <count; i-++) 
• hotmemp • • hotmemp; 

where hotmemp is a pointer (short •) to a 
location in the hot memory. 

2. Via block transfer. N processors were used 
to make a given memory hot by using the 
block transfer operation to copy data from 
that memory to their local memories. This 
was accomplished by having each processor 
execute the tight· loop: 

for ( i • e; i < count: i++) 
Do_bt (hotmemp, localp, numbytes); 

where Do bt initiates a block transfer that 
moves nu~bytes bytes from the location 
beginning at hotmemp in the hot memory to 
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the location beginning at loca.lp in the 
processor's local memory. 

The -difference between these two methods is in the 
duration of the switch messages they generate. Simple 
read and write references use the switch in 2 
microsecond bursts. Each iteration of the loop 
generates 3 messages, 2 for the read and 1 for the 
write. Block transfers are broken into 256 byte 
packets, each of which uses the switch in 64 
microsecond bursts. Each iteration of the block 
transfer loop generates 2 messages for each packet, a 
short request message and a 64 microsecond response 
message. 

Although all Processor Nodes in a Butterfly 
system are functionally equivalent, there is a . 
distinguished King Node that is special in two ways: it 
is the node to which the console terminal is connected; 
and it controls the machine while the operating system 
is being booted. Because a terminal handler and 
window manager run on the King Node, it appears 
about 8%-10% slower than the other nodes to 
application programs. To ensure that the 
measurements were not affected· by the processing 
requirements of the terminal handler and window 
manager, the King Node was avoided in both 
experiments. 

The experiments were run on a 128 processor 
Butterfly system. When the experiments were run, 16 
processors had been temporarily removed to con;figure 
several smaller systems, leaving 112 processors in the 
system. Since the King Node was not used, 111 
processors were available for the experiments. The 
switch for this system has 4 columns (stages) of 4-
input 4-output switching elements, and is configured 
to contain 2 paths between each pair of Processor 
Nodes. 

EXPERIMENT f.!.! MATRIX MULTIPLICATION 

The matrix multiplication program was timed in a 
number of environments: 

1. Without any hot spots. 

2. With a hot spot generated by read and write 
references, using only cool memories for the 
matrices. That is, both the hot memory and 
the memories of processors used to generate 
the hot spot were avoided. 

3. With a hot spot generated by read and write 
references, using both the hot memory and 
the cool memories for the matrices. 

4. With a hot spot generated by block transfers, 
using only cool memories for the matrices. 
As in (2) above, both the hot memory and the 
memories of processors used to generate the 
hot spot were avoided. 

5. With a hot spot generated by block transfers, 
using both the hot memory and the cool 
memories for the matrices. 

For runs involving a hot spot, 100 processors 
were used to generate the hot spot. This left 11 
processors with cool memories. 



Matrix Size • 192x192 

Time (Hconda) 
Number proceaaora. 

2 4 8 11 

No hot me111ory 65.73 32.73 16.37 8.22 

Hot me111ory - 188 proce•aor• doln9 
•imple read/write references 

Avoid hot memory 66.82 32.97 16.67 8.47 6.27 
(11 cool 11e111orlea) 

UH hot memory 87.55 33.72 17.19 8.67 8.39 
(11 cool m .. orle• + hot ..,.ory) 

Hot me11ory - 1ee processor• doln9 
788 byte block tran•fer• 

Avoid hot memory 86.97 33.13 Ul.82 8.H 8.25 
(11 cool me11orle•) 

UH hot me11ory 92.91 48.51 23.42 12.95 8.99 
(11 cool me11orle• + 1 hot 11nory) 

Table 1: Data from matrix multiplication benchmark program. 

All runs used square matrices of size 192x192. 
This size was chosen because: 

1. The run time for the matrix multiplic~tion is 
lona enouah to give statistically interesting 
results, and short enough to run a series of 
experiments. 

2. The matrix multiplication benchmark is 
written in a way that makes analysis of the 
results simpler when the matrix dimensions 
are multiples of 6 (see below). 

The data obtained by timing the matrix 
multiplication benchmark on successively larger 
processor configurations for each set of experimental 
conditions is shown in Table 1. 

Discussion 

When the matrix multiplication program avoids the 
hot memory, the presence of the hot spot has 
negligible impact on the program's performance: there 
is less than 1% increase in execution time. When the 
program uses the hot memory, the impact depends 
upon the way the hot spot is generated. There is a 
small increase in run time when the hot spot is 
generated by read and write references (2. 76% in the 
single processor case) and a substantial increase when 
the hot spot is generated by block transfers (40% in 
the single processor case). Since block transfer 
operations keep the memory busy longer than single 
read and write references, this result is not surprising. 

Switches for larger Butterfly machines are 
typically configured with alternate paths to make the 
machine resilient to failures in switching elements 
(which almost never occur) and to reduce contention 
within the switch. For example, as mentioned in the 
previous section, the switch for the 128 processor 
machine used in these experime:its has one alternate 
path (for a total of two paths) between each pair of 
nodes. The data presented above was collected with 
the alternate switch paths enabled. Measurements 
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were also made to determine the sensitivity of the 
timing data to alternate paths by repeatin1 the 
experiment with the alternate paths disabled. 

Use of alternate paths within the switch makes a 
small difference. When the hot spot is generated by 
read and write references and the hot memory is used, 
the program runs about 1% slower when the alternate 
paths are disabled. When the hot spot is generated by 
block transfers and the hot memory is used, the 
program runs about 2 1/2% slower when the alternate 
paths are disabled. 

The following is an analysis of the program's 
behavior when running on a single processor in the 
presence of a hot spot generated by block transfers. 
It shows that the increase in execution time is due 
almost entirely to the increase in time required to 
access data in the hot memory. 

The matrix multiplication proeram uses the 
block transfer operation to make local copies 
of matrix rows and columns before accessing 
the individual elements to multiply and add. 

To multiply matrices of size 192x192, 36864 
dot products must be computed. The program 
is written to compute dot products in groups 
of 36. This involves 12 block transfer 
operations to obtain 6 rows and 6 columns. 
Thus, 12 block transfers yield 36 results, each 
result r·equiring 1/3 block transfer. 
Therefore, the program performs 12288 block 
transfer operations. 

Twelve memories were used to hold the 
matrices, one of which was hot. Therefore, 
1/12 of the block transfers can be expected 
to be delayed due to the hot spot. The block 
transfer delay from a hot memory was 
measured separately by timing a 768 byte 
block transfer from a cool memory, and then 
timing it again when the memory was made hot 
by 100 processors doing block transfers from 
it: 



Reference times (microseconds) 

read write bt-f rom bt-to 
256 768 256 768 
bytes by tea bytes by tu 

No hot memory 

remote 15.41 7.87 111.38 317 .17 112.00 339.26 

Hot memory - 100 processors doing simple read/wr i le references 

cool memory 16.70 8.75 112.35 316.20 113.94 340.19 
hot memory 701 .93 306.80 473.99 1393.59 276.61 ·470.09 

Hot memory - 100 processors doing 768 byte block transfers 

cool memory 15.95 9.02 112.88 315.97 113.26 335.85 
hot memory 17410.04 153.30 8178.84 25820.95 254.55 827 .14 

Table 2: Data from remote reference experiment. 

Time to block transfer 
768 bytes (microeeconde) 

No hot memory 322.18 

Hot memory 25885.81 
100 proceesors doing 
768 byte block transfers. 

Therefore, the additional time for the matrix 
multiplication program to perform block 
transfers from the bot memory should be 
about: 

(1/12) • 12888 • (25885.81-322.18) • 26.18 seconds 

The measured increase in the execution time 
for the matrix multiplication program for a 
single processor was 

92.01 - 65.73 • 26.28 seconds 

Thus, the performance degradation resulting from the 
bot memory is due almost entirely to contention at 
that memory. The effect of switch contention on 
program performance is negligible, even with severely 
non-uniform memory reference patterns. 

Note that communication (accessing remote 
memory) accounts for about 6%1 of the execution time 
of the matrix multiplication program. Our experience 
with the Butterfly Parallel Processor is that 
communicatiOn typically accounts for 4%-10% of the 
execution time for an application. Because a relatively 
small part of total program execution time is due to 
communication, remote memory reference times must be 
severely degraded before memory bot spots can have a 
signficant effect on overall program performance. The 
purpose of the second experiment was to measure the 
effect memory bot spots have on remote memory 
references as opposed to overall program performance. 

EXPERIMENT ~ REMOTE REFERENCES 

The second experiment timed references made 
from a given processor node to memory on every other 
processor node. Four types of references were timed: 

1. Single word (4 byte) read references; 

t - • p; 

where t is a variable in local memory and p 
is a pointer (int •) to the word to be read. 

2. Single word (4 byte) write references; 

• p - t: 

where t is a variable in local memory and p 
is a pointer (int •) to the word to be 
written. 

3. Block transfer of data from the remote 
memory; 

Do_bt (remotep, localp, numbytea) 

where remotep is a pointer to a block of data 
on a remote node to be copied, localp is a 
pointer to an area in local memory, and 
numbytes is the number of bytes to be copied 
to local memory. 

4. Block transfer of data to the remote memory; 

Do_bt (localp, remotep, numbytes) 

where localp is a pointer to a block of data 
in local memory to be copied, remotep is a 
pointer to an area on a remote node, and 
numbytes is the number of bytes to be copied 
from lcical to remote memory. 

The measurements for a given reference type were 
made by timing a tight loop that included the memory 
reference: 

Start_t imer; 
for ( i • 0; i < loopcount: i*) 

t.ioke_reference; 
Stop_t imer; 

In addition, the empty loop was timed to measure loop 
overhead: 

1 - 100% • (12288 blk xfera • 322.18 microsec/blk xfer) / (66.02 sec). 
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Start_t l11er; 
for (i • 8; I < loopcount: I++) 
Stap_tlMr; 

Runs that involved hot spots used 100 processors 
to aenerate the hot spot. Therefore, in those runs 
there was 1 (remote) hot memory, 10 (remote) cool 
memories, 1 (local) cool meaory, and 99 (remote) 
memories for processors generating the hot spot. 

The timin& data in Table 2 shows average times 
for one iteration of the memory referencin& loop for 
the various memory reference types under the 
conditions indicated. For the first set of data, which 
was collected without any hot spots, the "remote" 
reference times were computed by averaging the loop 

· times measured for each of the 110 remote memories 
and dividing by loopcou.nt. Data from the hot memory 
measurements was treated similarly. For example, the 
"hot memory" reference times were computed by 
dividing the measured times through the reference loop 
by loopcou.nt; and the "cool memory" reference times 
were computed by averaging the loop times for the 10 
cool memories and dividing by loopcount. Loopcou.nt 
for- this data was 10000. The loop overheads for each 
of the conditions were measured as described above, 
and factored out of the data. That is, the times 
presented exclude the measured loop overheads. 

Discussion 

When there is a hot memory, references to cool 
memory are slowed down slightly. This is probably due 
to contention within the switch; switch messages used 
to reference cool memory collide with the switch 
messages used to make the memory hot. 

When there is a hot memory, simple references to 
cool memory are slowed down about the same amount 
as block transfer references to cool memory. For 
example, remote reads from a cool memory when the 
hot. spot is generated by read and write references are 
slowed by 1.29 microseconds (16.70 versus 15.41), and 
256 byte block transfers from a cool remote memory 
are slowed by .97 microseconds (112.35 versus 111.38)2. 
This is not surprising since the slow down is due to 
the increased time for initiating successful message 
transmission through the switch, and the increase is 
independent of message size. 

References to th.e hot memory are substantially 
slower. For most types of references a memory made 
hot by block transfers is slower than one made hot by 
read and write references. The major exception is that 
simple writes are slower when the memory is made hot 
by read and write references than when it is made hot 
by block transfers (306.80 versus 153.30). This is due · 
to the buffering strategy in the Processor Node switch 
interface which, in effect, gives preference to simple 
writes: when the memory is hot due to read and write 
references, the write being timed must compete with 
the writes making the memory hot; whereas when the 
memory is hot due to block transfers, there are no 
other writes to compete with. 

CONCLUSIONS 

The principal conclusion to be drawn fr-om these 
experiments is that the results reported by Pfister and 
Norton do not generalize to the Butterfly Parallel 
Processor. While memory contention has an important 
effect on proeram performance .in a Butterfiy system, 
switch contention does not. 

The matrix multiplication experiment showed that 
non-uniformities in memory reference ·patterns have 
very little effect on the behavior of a program that 
avoids the hot memory. When the hot memory is 
avoided, its presence has virtually no effect on a 
program's performance, even if the non-uniformities 
are larae. 

If a program uses a hot memory, the performance 
degradation due to the hot memory depends on the 
extent to which the hot memory is used by the 
program. That is, the program is appreciably slowed 
only when it references the hot memory. Although the 
memory reference experiment showed slight slow down 
in references to the cool memories, the matrix 
multiplication experiment showed that the slight slow 
down has negligible impact on overall program 
performance. 

There is no evidence that the tree saturation 
phenomenon described by Pfister and Norton occurs in 
the Butterfiy Switch. Severe non-uniformities can lead 
to a small increase in contention within the switch, but 
the saturation effect simply does not occur. 
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ABSTRACT 

When a large number of processors try to access a 
common variable, referred to as hot-spot accesses in [6], 
not only can the resulting memory contention seriously 
degrade performance, but it may also cause tree satura­
tion in the interconnection network which blocks both 
hot-spot and regular requests alike. It is shown in [6] 
that even if only a small percentage of all requests are to 
a hot-spot location, these requests can cause very serious 
performance problems, and networks that do the neces­
sary combining of requests are suggested to keep the 
interconnection network and memory contention from 
becoming a bottleneck. 

Instead we propose a software combining tree con­
cept and show that it is effective in decreasing memory 

;contention and preventing tree saturation because it dis­
tributes hot-spot accesses over a software tree whose 
nodes can be dispersed among many memory modules. 

. Thus it is an inexpensive alternative to expensive com­
bining networks. 

1. INTRODUCTION 

A large, shared-memory multiprocessor system like 
Cedar [1], the Ultracomputer of NYU [2], or the RP3 of 
IBM [3], may contain hundreds or even thousands of pro­
cessors and memory modules. Multistage interconnection 
networks such as the Omega network [4] or its variations 
[5] are usually employed to provide communication 
between these processors and memory modules. 

In these systems, any variable shared by these pro­
cessors will create memory contention at some memory 
modules. Those shared variables could be locks for pro­
cess synchronization [15], loop index variables for parallel 
loops [12], etc. Even though accesses to these shared 
variables (called hot-spot accesses in [3,6]) may account 
for a very small percentage of the total data accesses to 
the shared memory (typically less than 1~% are observed 
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in most applications), this memory contention can create 
a phenomenon called tree saturation [6], and can cause 
severe congestion in the interconnection network. It is 
shown [6,14] that tree saturation due to hot-spot conten­
tion can seriously degrade the effective bandwidth of the 
shared memory system. 

Various schemes like combining networks used in 
the IBM RP3 [3] and NYU Ultracomputer [2], or the 
repetition filter memory in the Columbia CHoPP [7] has 
been proposed to eliminate such memory contention. 
The basic idea of these schemes is to incorporate some 
hardware in the interconnection networks to trap and 
combine data accesses when they are fanning in to the 
particular memory module that contains the shared vari­
able. Because data accesses can be combined in the 
interconnection network, it is hoped that memory con­
tention at that memory module can be eliminated. 

However, the hardware required for such schemes is 
extremely expensive. It is estimated [6] that the extra 
hardware increases the switch size and/or cost by a fac­
tor between 6 and 32, and this is only for combining net­
works consisting of 2X2 switches. With kXk switches (k 
> 2), the hardware cost will be even greater. The extra 
hardware also tends to add extra network delay which 
will penalize most of the regular data accesses that do 
not need these facilities, unless the combining network is 
built separately as in RP3 [6]. 

Furthermore, the effectiveness of the combining net­
work depends very much on the extent to which such 
combining can be done. If such combining is restricted 
as described in [8], i.e., if the number of requests that can 
be combined is restricted to k in a kXk switch, then the 
effectiveness of the combining network can be limited. 
Unless this combining is unrestricted, tree saturation can 
still occur even in a combining network [8]. 

In this paper, we are studying this problem from a 
different perspective. We assume a shared memory mul­
tiprocessor system like Cedar [1] with a standard, 
buffered Omega network providing interconnection [9], 
and without expensive combining hardware. In addition 
we use a hardware facility in the shared memory modules 
to handle necessary indivisible synchronization opera­
tions for the shared variables [10]. Regular memory 



accesses bypass this hardware without delay and, hence, 
will not be penalized. Each memory module will handle 
~emory accesses, including those ·memory accesses to 
shared variables, one at a time. 

To eliminate memory contention due to the hot-spot 
variable, a software tree is used to do the combining. 
This idea is similar to the concept of a combining net­
work, but it is implemented in software instead of 
hardware. We will show that this scheme can achieve 
quite satisfactory results as compared to more expensive 
hardware combining. 

2. HOT-SPOTS AND TREE SATURATION 

The phenomenon of how hot-spot accesses can cause 
tree saturation is briefly described here. For a more 
detailed analysis and discussion, please refer to [6]. 

Assume N is the number of processors in the sys­
tem, and there are also N memory modules in the shared 
memory system. Each processor issues r requests to the 
shared memory per network cycle (0 ~r ~1). Among 
those requests, h percent of the requests are hot-spot 
requests. Thus, in each network cycle, there are Nrh 
hot-spot requests and r(l-h) normal requests directed to 
the ''hot" memory module for a total of Nrh + r(l-h ). If 
each memory module can accept 1 request per network 
cycle (i.e., the maximum rate), the maximum network 
throughput per processor is 

H=l/(l+h(N-1)) (1) 

._and the total effective memory bandwidth for the shared 
memory system is 

B=N/(l+h(N-1)). (2) 

Fig. 1 shows B as a function of N for various h . 
. This clearly shows that in a system with 1000 processors, 
hot-spot traffic of only 1 % can limit the total memory 
bandwidth B to less than 10%. 

Notice that this discussion assumes that hot-spot 
requests can continue to be issued from a processor even 
if that processor still has an unsatisfied hot-spot request 
pending in the network. In many applications this is not 
true, because hot-spot requests are usually related to 
some kind of synchronization operation: A processor usu­
ally has to wait for the outcome of the synchronization 
operation before it can issue another request to the syn­
chronization variable. So, the issuing rate from a proces­
sor is inherently limited. We will address these issues in 
more detail in later sections. 

3. SOFTWARE COMBINING TREES 

To illustrate the principle of a software combining 
tree, let us assume that we have a variable whose value is 
N and that we want each processor to decrement this 
variable so that when all processors are finished, the 
value will be zero. This is a common way of making sure 
all processors are finished with a given task before 
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Fig. 2. A tree with fan-in = 10 to the hot-spot location. 

proceeding with a new task, for example, and is one 
cause of hot-spot acces8es. Now suppose that instead of 
one single variable, we build a tree of variables, assigning 
each to a different memory module, as shown in Fig. 2. 
If N = 1000 and assuming a fan-in of 10, we have 111 
variables each with value 10. We partition the proces­
sors into 100 groups of ten, with each group sharing one 
of the variables at the bottom of the tree. When the last 
processor in each group decrements its variable to zero, it 
then decrements the value in the parent node. Thus, we 
have increased the total number of accesses from 1000 to 
1110, but instead of having one hot spot with 1000 
accesses, we have 111 hot spots with only 10 accesses 
each. It should be clear that this will result in a 
significant improvement in throughput rate and 
bandwidth, and the simulations we describe later verify 
that !ven if we account for the increase in total accesses, 
the improvement is still quite significant. It should also 
be clear that a three-level tree with fan-in equal to 10 is 
not necessarily optimal, but that the optimal point 
depends on access times and on other factors. 



Another basic operation that can be implemented 
with a software combining tree is busy-wait. Here it is 
assumed that processors are waiting for a shared variable 
to change in some way. Presumably some other proces­
sor will cause this change. We build a combining tree as 
before, this time assigning one processor to each node in 
the tree. Each processor monitors the state of its node 
by continually reading the node. When the processor 
monitoring the root node detects the change in its node, 
it in turn changes the state of its children's nodes, and so 
on until all processors have detected the change and are 
able to proceed with the next task. 

This idea, in a sense, is not very different from a 
hardware combining tree built from lOXlO switches, 
except that the combining buffer that would be inside 
each switch now resides in a shared memory module in a 
software combining tree. One distinct advantage for a 
software combining tree is that we can tune our perfor­
mance by changing the fan-in of each node without 
incurring any hardware cost. 

3.1. Modeling of Software Combining Tree 

We will classify hot-spot accessing in two ways. 
First, accesses will be limited or unlimited depending on 
whether a given processor can have only one or more 
than one hot spot request outstanding. We let T/ denote 
the number of outstanding hot-spot requests. Second, 
the number of accesses will be fixed or variable depending 
on whether the total number of accesses is fixed, or 
whether the total number varies depending on the 
number of conflicts or some other factor. For example, 
assume we are adding a vector of numbers to form a 
sum. Then each processor can have more than one out­
standing request to add an element to the shared sum, 
but since we assume the addition is done indivisibly by 
logic in the memory, the total number of requests gen­
erated by all the processors is fixed. This case is 
unlimited-fixed. A case like that described earlier where 
processors are decrementing a counter to see who is the 
last processor is limited-fixed. A third example is illus­
trated by busy waiting where the processors may all be 
waiting for one processor to complete some task. Each 
processor continually reads the value of a shared variable 
until the value changes, for example from zero to one. 
Thus the number of requests to the hot spot depends on 
how soon the variable gets reset, and this case is limited­
variable. Notice that a barrier synchronization [11] can 
.be implemented by a counter decrement (limited-fixed), 
followed by a busy wait (limited-variable) triggered by 
the final processor which decrements the counter. 

When we implement combining trees for hot-spot 
accesses, it is important to minimize the possible memory 
contention, and so it is preferable that all shared vari­
ables in a software combining tree (i.e., the nodes of the 
tree) reside in separate memory modules. The largest 
combining tree we can construct for a hot spot is a tree 
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with minimum fan-in, i.e., a fan-in of 2. The total 
number of nodes in a combining tree with N leaves is 
N/2 + N/4 + · · · + 2 + 1 = N-1. Hence, it is always 
possible to spread those nodes across N separate memory 
modules. Our simulations in this study assume all of the 
nodes in a software tree to be in separate memory 
modules. 

We also assume the following system configuration: 
(1) There are two identical, back-to-back, uni-directional 
Omega networks: one is for traffic from processors to the 
shared memory; the other is for traffic from memory 
returning to the processors. Both networks are packet­
switching, pipelined networks. 
(2) Each network consists of 2X2 switching elements with 
an output buffer of finite size at each output port of a 
switching element. The fan-in capability of each output 
port is 2, i.e., it can accept two simultaneous requests 

. from its two input ports. One request is forwarded to 
the next stage and the other is stored in the output 
buffer. If the output buffer is full, no more requests are 
accepted by the output port. In our simulations, we 
assume the size of the output buffer to be 4. 
(3) When a software combining tree is used, accesses to a 
shared variable are distributed over the nodes of a tree 
instead of a single shared variable, and additional 
memory accesses are needed to access these nodes in the 
tree. This occurs both in a counting operation where the 
last processor to decrement a node must also decrement 
the parent node, and in the busy-waiting case where each 
processor except at the leaves must propagate the state 
change to the node's children. These extra accesses are 
accounted for in our simulations. 
(4) All requests are of the same length. In our simula­
tions, we assume each request consists of only one packet. 
(5) The access time of a memory module is 1 network 
cycle, i.e., the time for a request to go through a switch­
ing element when no conflict exists. 
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3.2. Possible Overhead in a Software Combining 
Tree 

As mentioned earlier, constructing a software com­
bining tree creates many shared variables. Therefore, 
more hot-spot traffic is created even though that traffic 
generates less memory contention. 

As before, let us assume that the hot-spot rate from 
a processor is rXh, and the software combining tree has 
a fan-in of k for each node. For fixed-type access pat­
terns, the fractional increase in hot-spot traffic will be 

logtN-1 1 l-(k/N) 
E rh/k = rh( ). 

1=1 
k-1 

When k 2, the increased hot-spot traffic is 
rh(l-2/N), which approximates the original hot-spot 
traffic for large N. This means that the hot-spot traffic 
can not be more than doubled after all of the extra hot­
spot traffic is included. As we will see later in our simu­
lations, the decreased memory contention will more than 
offset the increased hot-spot traffic if h is less than 30%. 

For variable access patterns, the additional accesses 
caused by the combining tree are difficult to quantify 
because the number of accesses is not fixed to begin with. 
In practice, since busy-waiting is often the cause of vari­
able access patterns (with 1J = 1), and the number of 
accesses for a busy-wait operation depends on how 
quickly the state change is propagated to the children in 
the tree, the total number of accesses could even be less 
than that required by a single shared variable because 
the state change can be propagated more quickly by the 
combining tree than by N accesses to a single shared 
variable. 
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Fig. 5. Average delay versus bandwidth for a size 256 network. 
(h varies Crom 0 to 32%) 

4. BOUNDS ON BANDWIDTH 

4.1. Unlimited Hot-Spot Requests per Processor. 

In a packet-switching Omega network, with finite 
buffers in each switching element and with hot-spot rate 
h = 0, we still cannot achieve 100% memory bandwidth 
because of conflicts in the network [9]. These conflicts 
are also possible if a crossbar switch is used. If we 
assume R to be the maximum request rate reaching a 
memory module when no hot-spot exists, then in a steady 
state, R is also the maximum request rate allowed for a 
processor. Therefore, we can consider R to be an abso­
lute upper bound on the bandwidth per processor. 

The value of R depends on the network buffer size, 
the length of a request, and the network switch size, etc. 



[13]. However, as h increases, the request rate to the hot 
memory module, i.e., r(l-h) +rhk, will increase from R 
to 1. Tree saturation will occur when the request rate to 
the hot memory module approaches 1, and the maximum 
processor request rate r will decrease. Hence, we have 

R :$r(l-h) +rhk :$1. 

By rearranging the above equation, we have the follow­
ing: 

R/(l+h(k-1)) :$r :$1/(l+h(k-1)) 

1/l+h(k-1)) is equal to 1 when h is 0. Since the 
absolute upper bound is R (R :$1) as discussed before, 
we can have a tighter upper bound by using R, i.e., 

R/(l+h(k-1)) :$r :$R. (3) 

Notice that Eq. (3) also shows a lower bound for the 
maximum processor request rate r when a software com­
bining tree is used with a fan-in of k, and 1/ is unlimited, 
i.e., even when 1f is unlimited, the maximum bandwidth 
cannot be worse than NR/(l+h(k-1)). 

We obtained R from simulations, and in Fig. 3 we 
plot lower bounds for various system sizes with h varying 
from 0% to 32%. Notice that those curves are in a very 
narrow range, i.e., the lower bound in Eq. (3) seems to be 
tight at least for systems up to size 1024. The top dotted 
line in Fig. 3 shows R, the maximum bandwidth we can 
get when there are no hot-spot requests. 

The degradation factor in Eq. (3) is l+h(k-1). This 
degradation factor is independent of the system size and 
reaches a minimum when k = 2. Given unlimited hot­
spot requests, i.e., 1/ 2:'.: 1, the optimal software combining 
tree for maximum memory bandwidth has a minimum 
fan-in of 2. 

4.2. Single Hot-Spot Request per Processor 

If the hot-spot request rate is limited ( 1f = 1 ), then 
there cannot be more than N hot-spot requests in the 
system at any time. For systems with instruction look­
ahead or with data prefetching capability, regular 
requests still may be issued while a hot-spot request is 
pending. However, this case is not different· from that of 
unlimited hot spot requests with a very small h : when h 
is very small, it is unlikely that there will be more than 
one hot-spot request pending at any time. 

Hence, when 1/ = 1, we will only consider the case 
where no additional requests, hot or regular, are issued 
by the processor when there is a pending hot-spot 
request. Thus, the bandwidth depends on the delay of 
the hot-spot requests. The request rate from the proces­
sor is further restricted by any increased delay. If a 
software combining tree is used to eliminate the memory 
contention caused by the hot-spot requests, the limiting 
factor for the memory bandwidth will only be 1/i the 
inherent nature of the hot spot that prohibits further 
processor requests. 
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During a long period of time T, there will be rT 
requests generated from a processor, among which rhT 
requests are hot-spot requests. The processor will be 
barred from issuing any request for a total period of 
rhTC, where C is the average round-trip delay for a 
hot-spot request. The processor can issue a request only 
for a total period of T-rhTC. Within that period, 
r(l-h )T regular requests are issued. Hence, the real 
issuing rate for regular requests is r(l-h )T /(T-rhTC). 
This rate can not be greater than 1, i.e., 

r(l-h)T/(T-rhTC) :$1. 

This equation can be rearranged to obtain an upper 
bound for r: 

r :$1/(1-h+hC) (4) 

As expected, the maximum rate of r is greatly 
dependent on the hot-spot delay C. This bound gets 
tighter as the hot-spot rate h gets larger. When h = 1, 
the equality in Eq. (4) will hold. Fig. 4 shows this upper 
bound for various hot-spot rates h with minimum hot­
spot delay of C = 2log2N. For N = 1000 and h = 8%, 
the upper bound will be around 40% of the total 
bandwidth. Notice that the upper bound in Eq. (4) is 
valid even for a hardware combining network because it is 
a bound imposed by the inherent nature of the hot-spot 
request (i.e., 1/ = 1 ). 

5. SIMULATIONRESULTS 

To study the effectiveness of a software combining 
tree, we performed several simulations for N = 256, with 
h varying from 0% to 32%. Fig. 5 shows the delay and 
maximum bandwidth when neither a software combining 
tree nor a hardware combining network is used. Follow­
ing each curve from left to right, each point represents a 
larger value of r. As shown in [6J, while r increases, 
bandwidth increases while delay stays relatively constant 
up to a point of saturation. After the saturation point, 
bandwidth ceases to increase while delay gets worse. 
This clearly shows low bandwidth and increased average 
network delay results. The maximum bandwidth of 
0.63N is achieved when h = 0. 

Fig. 6 represents .fixed-type access patterns with 
unlimited 1/, and shows the use of a software combining 
tree to reduce hot-spot contention. The fan-in's for the 
software combining trees are varied from k = 16 to 2. 
The improvement is quite significant compared to the 
result in Fig. 5(a). According to Eq. (3), the minimum 
degradation factor for the bandwidth can be obtained 
when the software combining tree has the minimum fan­
in. In Fig. 6 we can see that when k = 2, the degrada­
tion is indeed the smallest. 

As presented in section 3.2, the hot-spot traffic can 
be nearly doubled by the extra hot-spot traffic created by 
the software combining tree with the minimum fan-in k 
= 2. In Fig. 6 h is indicated as the original hot-spot 
request rate; the results shown there already include. all 
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Fig. 6. Average delay versus bandwidth for unlimited-fixed 
access patterns. (N = 256, h varies from .o to 32%) 
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extra hot-spot traffic. This shows that with an original 
hot-spot request rate of 16%, the degradation remains 
small. The elimination of the hot-spot contention, 
indeed, more than offsets the results of increased traffic. 

Fig. 8 represents limited-variable access patterns, 
wherein no additional requests are issued by a processor 
while it has a hot-spot request pending, but the total 
number of requests allowed over time is not fixed. The 
upper bound on the bandwidth given in Eq. (4) will 
depend on C, the average delay of the hot-spot requests. 
The value of delay C includes the overhead from travers­
ing the software tree, busy waiting in the intermediate 
nodes, and the possible memory contention. From these 
figures, we can see that the optimal fan-in k for the 
software tree is no longer k = 2, but rather at around k 
= 4. The increased fan-in k allows for a lesser number 
of levels of nodes in the tree, thus reducing the time 
required for requests to traverse the tree. 

Furthermore, when h increases, the upper bound in 
Eq. (4) becomes tighter. There is less traffic in the net­
work due to the restriction that no more requests will be 
issued when a hot-spot request is pending. In this case, 
the turnaround time for a request can actually be 
improved as Fig. 9 shows. 

We also simulate some cases for fixed-type access 
patterns with ri = 1 (Fig. 7). If we take into account the 
fact that busy waiting is not required in this kind of 
access pattern, we can see that the results are quite simi­
lar to those from our simulations of variable-type access 
patterns discussed above. In fact, the average hot-spot 
request delay, i.e., C in Eq. (4), is smaller in this case. 
Also, as shown in Eq. (4), we can expect an improved 
maximum rate r. 

The lower dotted lines in Fig. 5 through Fig. 9 are 
.the average delay of a request through the network 
assuming the buffer size in each switching element is 
infinite. These values are calculated based on the analyt­
ical model in [16]. 

6. DISCUSSION 

Our simulations show that the software combining 
tree effectively eliminates tree saturation caused by hot­
spot contention. However, the main purpose of the 
software combining tree differs slightly from the original 
purpose of the hardware combining networks [2,6]. 

Hardware combining networks were originally pro­
posed to speed up hot-spot requests by combining those 
requests in the interconnection network and in this way 
eliminate memory contention at the hot memory module. 
Because such memory contention creates the serious side 
effect of tree saturation that can adversely affect even 
regular requests [6], such requests must also be processed 
through the hardware combining network. Although it 
alleviates the problem of tree saturation, hardware com­
bining can cause extra delay in processing regular 
requests. 
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Fig. 8. Average delay versus bandwidth for limited-variable 
access patterns. (N = 256, h varies from O to 32%) 
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Fig. 9(b). Average delay of hot-spot requests versus 
bandwidth for limited-variable access patterns. 

(N = 256, h varies from 0 to 32%) 

Software combining trees seem to effectively relieve 
regular requests from the side effect of tree saturation, 
without the expense of hardware combining networks. 
·The beneficial side effect from this scheme is that the ser­
vice time of hot-spot requests decreases. Theoretically, 
this improvement cannot be as good as a hardware com­
bining network with unrestricted combining capability: 
in a software combining tree, a hot-spot request must 
traverse the interconnection network logkN times, 
whereas in a hardware combining network the request 
must traverse the network only once. However, in a real 
implementation, unrestricted combining in a switch is 
impossible due to the complexity of the switches in a 
hardware combining network. This will inevitably 
hamper the e:t.fectiveness of a combining network [8], and 
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also introduces increased delay due to the extra 
hardware. It is difficult to determine at what system size 
requirements necessary to prove the hardware combining 
network to be the optimal method of speeding up hot­
spot requests. The effect of the somewhat slower hot- · 
spot requests will have on total system performance, if 
the rate is very small, also remains to be seen. 
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Abstract 

The method of simultaneous iteration with shift 
is extended to extraction of m-eigenpairs of a 
general eigenvalue problem of large order n, 
n>>m, in a parallel processing environment. The 
algorithm combines the power method and the 
Jacobi technique and reduces to performing four 
basic operations: decomposing a banded matrix 
of order n into upper and lower triangular 
factors; forming a product of matrices that may 
be banded, rectangular or square; extracting all 
eigenpairs of m-order problems by a generalized 
Jacobi technique; and forward/backward 
substitution. 

Parallel implementation of the algorithm is 
discussed in detail. The analysis accounts for 
computation and communication costs, and 
utilizes a parallel processing architecture of 
the ensemble type. Expressions for the 
computational efficiency and speedup are defined 

as a function of the problem and hardware 
parameters. Selected representative problems 
exhibit efficiencies ranging from 60% to 98%. 

1. Introduction 

Parallel processing is particularly attractive 
for large computationally intensive problems 
where hours of sequential computing might be 
reduced to minutes of parallel computing. 
Unlike vector computers such as the Cray or 
Cyber 205, parallel computers of the ensemble 
type, such as the Cosmic Cube[l] and the 
CHIP [ 2] , require the use of computational 
strategies that permit decomposing the solution 
of a problem into concurrently executable 
computational tasks (or processes). Each task 
is executed on one processor which is a member 
of a network of communicating processors that 
operate in parallel. Communication between 
tasks is inevitable, since all tasks contribute 
to the solution of a single problem. However, 
such communications must be minimized in order 
to achieve the full potential of these 
machines. This offers the challenge of 
restructuring existing algorithms and 
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discovering others so that they are best suited 
for the parallel processing environment. 

To this end, the present work addresses a 
strategy for the parallel extraction of the 
eigenpairs of the general eigenvalue problem: 

(1) 

where A and B are Hermitian banded matrices of 
large -;;rder ~ and half bandwidth b<<n. As is 
the case in many technologically important 
problems, the interest here is in computing only 
the set of eigenpairs (.>.,e,x,e), ..e-1, ... ,m 
residing within a prescribed range .>.i.;:;.>.,e~.>.u, 
where m<<n. For this class of problems, a 
mixture of power methods and the Jacobi 
technique appears to be most suitable, and is 
therefore explored herein. 

2. Power Methods 

When .!! is positive definite, the general 
eigenvalue problem in (1) may be reduced to the 
standard form: 

A x='Ax - - - (2) 

Furthermore, if Q(~) and ~(·~r) denote any 
polynomials of ~ "; it can be shown[3] that 
(Q(~) ~(~) -l)r, r - integer, has the same 
eigenvecto.!js as t/ , with eigenvalues 
(Q(.>.i)R(.>.i)) r, provided that det g,(,6.)7' 0. By 
starting with any vector ~· iterations of the 
type 

g,<,6.> !C-6>-l .eic-1 = !k 
(3) 

k 1,2, ••• 

lead to (4) 

where !p is the pth eigenvector of (1) such that 

llQC'A. )/R('A. >II max = llQC'A /RC'A >II <5> 
L L i=l,2 1 ••• p p 

The algorithm implied by (3) is a power method 
which enables one to extract the eigenpairs of 
(1) selectively. For example, by taking 

Q( ~) ., I - ~ 
R(A ) = ( .A - 'A I) ,.., ,..,, .., o- (6) 

where .>.0 is a prescribed shift, (3) and (5) 
reduce to the method of inverse iteration with 
shift: 



2)c =!it/max <.?it> k = 1,2,... (7) 

and 111/(A. - A >llmax = Ill/CAP - \>II (8) 
1 0 i=l,2, ••• 

The iterations will converge to the eigenvectors 
with eigenvalues closest to the shift A0 • 

It is known that when A and B are Hermitian 
(i.e.,b-hH, !}-AH), all elgenvai~es Ai-~i• 
i - 1,2, ... ,n are real; and if J.: and§ are also 
positive definite then Ai >O for i = 1,2, ... ,n. 
When A and B are Hermitian, if the labels of the 
eigen~alues - are such that Al < A2 < ... < An• 
then by Sylvester's law of inertia of quadratic 
forms[3], it may be shown that the index p of, 
the converged eigenpair is such that: 

p = ~· if AP < A0 

p • ~ + 1 • if A p > A 
0 

(9) 

where ,, 'is the number 
in the factorization: 

of negative diagonals di 

. 'B ' 
(A - A B) = U diag (d.) U 
- o- ,.. 1 -

(10) 

Equivalently, 'l'is the number of pure imaginary 
diagonals of the upper triangular matrix !! in 
the Cholesky factorization of: 

(A - A B) • u8u 
- 0 - --

(11) 

The algorithm given by (6), (7) and (8) can also 
be carried out with m iteration vectors, 2'.k• 
simultaneously. In this case, instead of the 
normalization in (7) ·one may orthonormalize the 
set of m vectors, Yk• with respect to ~ and ~· 
This can be done either by Gram-Schmidt, Givens 
or Householder orthogonalization; or by 
replacing .Yk with an orthogonal set of m-basis 
vectors .Ek which span the same subspace, Sk, as 
Jk· In the latter scheme, the orthogonality 
property is derived from satisfaction of the, 
relation between the projected operators A and B 
onto the Sk subspace. This is accompli;hed by 
the following recursive relationship: 

(12) 

and the transformation 

k • 0,1,2, ••• ,Kmax (13) 

Initially, for k - 0, Xk is any set of m 
linearly independent vectors. For succeeding 
steps, 2k is determined so as to satisfy the 
eigenvalue problem of order m<<n: 

(14) 

in which, 

!it = ~(! - Ao !) !k i 
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Normalization of 9k with respect to ik• i.e., 
(9k !k 9£-I) is enforced such that 

ft! .Yt = .! (15) 

With Equations (12) to (15), the 
eigenpairs are assured to converge to: 

resulting 

Lim Et= C!1i• !2l ••••• !ntl]K 
k~m max 

(16) 

Lim diag(°it) = 
k =>m , (17) 

).ml - ).o)K jiag(All - Ao ' ).2l - Ao , ••• , 
max 

where the indices 1.t, 21!, ... ,m.1! are those of Ai 
of (1) which reside nearest the shift A0 • 

3. Generalized Jacobi Technique 

The generalized Jacobi technique[4] is most 
suitable for obtaining all eigenpairs of the 
reduced general eigenvalue problem in (14). In 
the generalized Jacobi, both hk and !k are 
diagonalized simultaneously by a sequence of 
orthogonal transformations of the form: 
A. . • PT PT PT A. p P P 

.-lt,r+l -r -2 -1 ;;;.lt -1 -2 -r 

B • PT 
-k,r+l -r 
where Er is a rotation matrix: 

l 

p • 
-r 

.• 

l 

1 j 

p 
-r 

( 18) 

( 19) 

Each transformation in (18) involves one pre­
and post- multiplication, and will simulta­
neously reduce to zero the symmetric 
off-diagonal terms (ij) and (J'i) f o l.:k,r+l and 
.!!k,r+l if: 

where 

aij = wl/e ~ij = ....,2/e 

2 1/2 

W3 fi(w3) ] 9 = 2"" + (sign w3) ~ 2"" + Wl w2 

wl • (Ajj Bij - Bjj Aij>k,r 

w2 = (Aii 8ij - 8ii Aij>k,r 

w3 • (Aii 8jj - B~i Ajj>k,r 

(20) 

A single transformation as defined above will 
result in changing only the row and column pairs 
·of .hk and Dk corresponding to the ij pair of 
Equation (19) in the manner listed in Table (1). 
All -remaining terms of Ak, r and !k, r remain 
unchanged, until subsequently operated upon by a 
transformation involving their row or column 
pair. In the "cyclic" generalized Jacobi 
technique used here, no attempt is made to 
determine which off-diagonal' term is largest so 



TABLI (1) 

Chang•• ln die l,j row• and c.ol.na of A1t.~l and h,r+l clue CO • 
slngl• tre1111forutlon U11lng .?r of Equation (19) 

11-• ?! !i.,r !r !! !t.r !, 

ii <•u • •~1 "JJ • Z 8ji "1j>k,r 

jj <Ajj • •:j "u • z "tj "1J >k,r 

<•u • •~1 1 jj • z 8 j1 11j>k,r 

2 
(ljj • "ij 1u • z "1j 81j>k,r 

ij • jl 0 

' • l,:t, ...•• 6 # i 

u • 61 <&u • •jt 'J61k,r 

Ji • ij (&j6 • "1j "u >k,r 

'# j 

0 

<•u • 8Ji 1J6>k,r 

(IJ6 • "tJ 1u 1k,r 

as to reduce it to zero first. Instead, all 
off-diagonal terms are operated upon in row 
major order, sweep after sweep. As such, 
diagonalizing the m x m matrices Ak and §k of 
(14) will require several sweep;, Jmax; each 
sweep consisting of m(m-1)/2 orthogonal 
transformations of the type in (19). As the 
number of sweeps increases, both ~k r+l and 
!k r+l will approach their diagonal torm, in 
which case the eigenpairs are simply: 

diag <°it> = diag (A11tB1i>k,r+l 

.9t = !1 E2 • • • !r diag (l/./B~\,r+l 
4. Parallel Implementation of Simultaneous 

Iteration 

Preliminaries~ 

(21) 

The steps of the algorithm described in ·Section 
2 are summarized in Table (2). The algorithm 
consists of four essential operations: (i) 
decomposing a banded Hermitian matrix of large 
order n into upper and lower triangular factors; 
(ii) forming the product of matrices that may be 
banded, rectangular or square; (iii) extracting 
all eigenpairs of the m-order problem by a 
generalized Jacobi and (iv) solving for the 
unknowns of an algebraic set of equa-tions by a 
forward pass, and then by a backward pass. 

The objective of this section is to construct 
parallel implementation strategies for the above 
steps, and to derive expressions for the speedup 
and efficiency of the individual steps and of 
the complete algorithm. The speedup and 
efficiency are the most common measures for 
evaluating the performance of algorithms on 
N-identical processors operating in parallel. 
Both measures are related. The speedup is the 
ratio of the time required to execute a given 
algorithm on a single processor computer to the 
time required to execute the same algorithm on a 
parallel processing computer composed of N 
processors of the same type. The efficiency is 
defined as the speedup per processor. 
Equivalently, the efficiency is the ratio of 
time spent in computation to the total time 
required for computation, interprocessor 
communication and idling, if any. 
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TABLE (2) 

Slaultaneo1111 Iteration Algorithm 

Solution SttD 

1. 

2. 

3. 

4. 

5. 

'· 
7. 

B. 

Obtain th!! triangular factor• of 
(!·Ao!!>-11."Ji 

Choo•• •·indapandant vectors llo-1?1• 
xz,. .. •!alo and sat diag (D).1 -0 

Construct the product Zk-1-<!-~!!>!k• tt-o 

Coapute .61.-Yl.'!k-l 

~!!k 

!le-!~ 
Extract a orthonomal elgenpalrs of 
.!!& - .!!I& dlag <Di.> 

Coapute Ytc-!k9k 

9. Convergence check: lf l<Dic·Dic-1>Alu«, 
Ht llk""l!J.•!2 • • • • oJ5a)k 

diag(Dic + .\0 )-dlag(.\1, ... , Aa>k• axit 
otherwise continua• 

10. Fora !k-l!!k 

11. Vith a forward pus coapute lk+l froa 
!!Hxk+l-~k 

12. Vith a backward pa•• coapute .¥k+l froa 
~i-!k+l 

13. Set k <-- k+l and o to 4 

l J 
Nll = lJ 
l::,_u: l I 
Nil= lI ......... 
l 3[) .. ll -·· .... ( J ~ ,,,. [ J .... . .... 
[)iJ.[] 

Nll-11 
ft&• ...... 

NlJl= rJ 
""" ...... 
Nllt= l1 
... " I'\& .. 

To quantify the complete processing costs, two 
architectural parameters, q and µ., are used. 
The computational cost is characterized by q, 
which is defined as the time required to perform 
a floating point operation. One floating point 
operation is assumed, on the average, to consist 
of a multiplication followed by an addition. 
The cost of interprocessor communication is 
characterized by µ., which is defined as the 
ratio of the time required to transmit one 
floating point number from one processor to its 
nearest neighbor, to the time required to 
perform a floating point operation. In the 
current state-of-the-art computers, µ. is of 
order unity. The cost of propagating data 
through a network of N-processors depends on the 
transmission speed µ.q, communication topology 
among processors, the number of data items to be 
transmitted, and whether all processors should 
receive the same data or each should receive 
different data. In computers such as the Cosmic 
Cube, the time required for transmitting v 
floating point numbers to N-processors is[S]: 

(22) 

if the same v data items are sent to all N 
processors, and 

T2 z (v + N - 2) µq (23) 

if different processors are sent different sets 
of v data items each. 

In the following, operations on matrices of 
large order are reduced to operations on smaller 
partitions of size s. It will be assumed that 
l<s<<b. Further, by proper padding with zeros: 



Mod(n,s) 0 
Mod(b,N) 0 
Mod(b,s) 0 

and 
b 2Ns <<n (24) 
ns n/s 
bs b/s 2N 
nN = 1 + Int ((ns-1)/N) 

i. Parallel Matrix DecomJ;losition 

Two strategies were given in Reference [ 6) for 
the parallel implementation of decomposition of 
a banded Hermitian matrix of large order, n, 
into its triangular upper and lower factors 
u, uH. These stratagems use two different 
interpretations of the Cholesky factorization. 
Their performance is nearly equal. With the 
definitions and notations outlined above, the 
time required to factor an n x n matrix with 
half bandwidth busing N-processors is [6): 

Ti = qns~ [2(1 + ~) + ; (10 + ~)] (25) 

where the coefficient of µ is due to 
interprocessor transmission of data. -\Expression 
(25) as well as others to be developed in 
subsequent sections are required for estimating 
the efficiency of the entire algorithm. 

ii. Matrix Product 

Three schemes for 
C = ARB are given 
;hethe; A and 
rectangul~. 

performing the matrix product 
in this section, depending on 
~ are banded, square or 

a. Inner Product of Two Rectangular Matrices 

Let A and B be n x m matrices, each of which is 
partitioned into blocks /;i, lh; i = 1, ... , ns 
with block size s x m. Assuming that each of 
the N-processors can store (2ms+m2) floating 
point numbers, the inner product may be 
expressed by: N 

c = L: £0. (26) 
l!.=l 

~ 
where ~AH B 

= ~ .... (k-l)N+I!. -(k-l)N+I!. (27) 

k=l 

~ 
C - ~AH B 
-!!. - ~ -(1!.-l)~+k ~(l!.-l)~+k 

k=l . 

or (28) 

The choice between placing the operands t:i and 
.~i in the N processors according to 
i - (k-l)N + 1 of Equation (27), or 
i - (1-l)nN + k of Equation (28) may be 
dictated by the step previous to the matrix 
multiplication. With N processors, N values of 
£1, 1=1, ... ,N can be computed in parallel. Each 
processor performs nN serial floating point 
operations on their operands. No interprocessor 
communication is needed, and all ~1 are 
completed in a time of order nNm2q(l+s). The 
cascade sum of all .~l is performed next 
according to Equation (26) in a time 
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proportional to m2q(l+µ)log 2N during which the 
final results are collected in the host 
computer. The total cost of the inner matrix 
product is, therefore: 

a 2 ] 
Tii = m q [~ (1 + s) + (1 + µ) log2 N 

b. Product of a Rectangular Matrix by Square 
Matrix 

(29) 

Let A and B denote n x m and m x m matrices, 
resp;'ctively. Again, assuming that each 
processor can hold (2ms+m2) floating point 
numbers, and that only A is partitioned into 
s x m blocks ~i; i-1,. ~.,ns, the product may be 
written as: fi-~i~ (30) 

where the resulting product f; is conformably 
partitioned as f:_ into fi blocks. Since ns>N, 
the parallel implementation of Equation (30) can 
be accomplished by assigning each processor the 
task of computing nN of the fi partitions 
according to either 

-Cn = ~(k-l)N+I!. ! or C = A B 
x. -!!. '-(1!.-l)~+k ,.., (31) 

k = 1,2, •••• ~ 

To begin with, the same B and the appropriate 
partition of h as defined~by Equation (31) must 
reside in each processor. Then all processors 
perform their products simultaneously in a time 
of order (nNm2sq). The final results, now 
available in N partitions in the 
N-processors may be transmitted to the host 
computer in a time proportional to µq(sm+N-2). 
Therefore, the total cost is: 

b - 2 )] Tii - q [~ m s + µ (sm + N - 2 (32) 

c. Product of Banded by Rectangular Matrix 

Here A is n x n banded matrix 
bandwidth, b, partitioned into ns 
blocks according to Equation (24). 
hand, B is rectangular n x m 
row-wis; into ns rectangular blocks, 
s x m. For parallel implementation, 
C =AB may be written as: 
N """'"'N 

C. = ~ C.n 
-1 ~-1x. 

l!.=l 

with half 
x ns square 
On the other 
partitioned 
each 
the product 

(33) 

i=l, ... ,ns; j-i-2N+4(1-l)+k; and 1=1, ... ,N 

For a given row partition i, the appr~p:iate 
s x s partition A· j and s x m partition of l!j 
corresponding to"' 1 k-1 must reside in the 
appropriate processor 1-1, ... ,N accordin~ to the 
indices above. The product and partial sum 
defined by Equation (33) are then comp:ited. in 
parallel using N processors. When this is 
repeated sequentially for k-2, 3 and . 4.' one 
obtains the results of the ith row partition of 
c. Other row partitions are processed in 
;equence for all i-1, ... ,ns and the final sum is 
continually accumulated in one processor. The 
completed results are performed in time 



T~. = nmq (4s + µ log2 N) 
11 (34) 

iii. Parallel Generalized Jacobi for Extracting 
the Eigenpairs 

The fact that each of the (m/2)(m-l) trans­
formations of (18) and (19) systematically 
annihilates the ij,ji terms of ~k•r+l and 
~k r+l• and thereby causes only their respective 
ith and jth rows and columns to change, suggests 
considerable concurrency in a parallel imple­
mentation of the generalized Jacobi. By 
selecting a set of m/2 non-overlapping pairs of 
i,j indices, it is possible to perform m/2 
parallel transformations on hk,r and m/2 similar 
transformations on ~k,r· The process is 
repeated (m-1) times, each time using a 
different set of non-overlapping indices. 
Completion of all (m/2)(m-l) transformations 
constitutes a typical Jacobi sweep that may be 
repeated until diagonalization is achieved. 

For example, the first set of m/2 trans­
formations may be P1(1,2), P2(3,4), ... , 
Pm;2(m-l,m). Their execution will result in: 

!i.,r .. /2 • 

!!12<• _ l,•> ... !~<3,0 .rio,2> ~.r ! 1U,2l ! 2(3,4l ... !.12<• - 1,11) 

!i.,r+m/2 • (35) 

!!,2<• - l,•) ... !i<3,4) .!!~U.U !J.,r !10,2) .!!2(3,4) ... !.12<• - 1,ml 

Suppose that N-m/2 processors are used to 
perform Equation (35). Each processor may be 
assigned one pair of the (1,2),(3,4), ... 
indices, for which it needs to store only the 
corresponding row and column pairs of hk,r and 
~k,r; i.e., a total of 4m values. Considering 
any two processors ,, and e' the interaction 
between any two transformations £~(i,j) and 
g~(p,q) of the m/2 transformations m (35) is 
visualized schematically by the dotted (i,j) and 
dashed (p,q) rows and columns in (36): 

I 

' I 
•••••• t ••••••••• t •••. 

• I 
I 

I I 

- ·-·---+-----·---+-----
' • I 
I I 
I I 
I I 

• I I 
....... t ........... t •••• 

I ' 
I 

' I 
-- +- --'i'-----· --- t- - --

• I • I 
I • I 
I I 

I 

p j 

p 

(36) 

J 

As indicated by Table (1), the ii,jj,ij, and ji 
terms of rows i and j residing in processor 'I 
are affected only by transformation with 
P'l(i,j). However, all other i6 and j6 terms 
(6-1, ... ,m; 6fifj) are affected by column 
changes stemming from the remaining [ (m/2) -1) 
transformations. For example, the ip, iq, jp, 
jq terms are changed not only by P,,(i,j), but 
also by Pe(p,q), thus becoming: 
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I 

(Aiq)k,r+m/2 = Aiq + «pq Aip 
I I 

(Ajp>k,r+m/2 = Ajp + Bqp Ajq 

(A. )k /Z =A: + « A: JQ ,r+m Jq pq JP 

where from Table (1), 6 assumes p or q: 

Ai1 =(A. +13 .. A.)kr,'A: =(A.+« .. p 1p J1 JP , JP JP 1J 

A'. = (A. +IL A. )k j A• = (A. + « .. 1q 1q Jl JP ,r jq JQ 1J 

(37) 

A. )k ip ,r 

A. )k r 1q t 

However, because the m/2 indices do not overlap, 
each of the [(m/2)-1) transformations affect 
different terms of rows i and j. 

Instead of computing the eigenvectors at the end 
of the last sweep according to (21), data trans­
mission can be eliminated if the eigenvectors 
are continuously updated at the same time that 
.b-k and ~k are transformed by the P's. Only the 
simple scaling by diag (1/ ~i)k r+l is 
deferred to the end. Similar to (35), an 
intermediate matrix of eigenvectors 2k is 
updated by m/2 transformations !l····•.!'m/2: 

Q = Q pl p2 ••• p /2 .. k,r+m/2 -k,r - - -m (38) 

In a parallel implementation of Equation (38), 
using m/2 processors each storing a row pair 
gi6• ,9j6• 6-1, ... ,m with non-overlapping i and j 
indices, each processor updates four terms 
associated with each of the m/2 trans­
formations. For example, the following four 
terms of the i,j row pair residing in any of the 
m/2 processors will be changed by a typical 
transformation !e(p,q): 

(Qip>k,r+m/2 • (Qip + Bqp Qiq>k,r 

(Qiq>k,r+m/2 = (Qiq + «pq Qip>k,r 

(Qjp>k,r+m/2 = (Qjp + Bqp Qjq>k,r 

(Qjq>k,r+m/2 s (Qjq + «pq Qjp>k,r 

(39) 

Again, since the m/2 indices do not overlap, the 
transformations in (39) affect different terms 
of rows i and j of g. All processors can 
perform Equation (39) simultaneously on 
different rows. Thus, with N-m/2 processors, 
each storing two rows of each of hk• ~k and llic 
corresponding to a pair of non-overlapping 
indices, the steps of the parallel generalized 
Jacobi technique are summarized as follows: 

1. Each of the m/2 processors computes one pair 
of rotation coefficients aij and Pji according 
to (20). This requires 12q computational 
resources. 

2. Each processor sends the two values of ai1• 
Pj i of Step (1) to all other [ (m/2) - ) 
processors in the network. In doing so, (m/2)µq 
resources are consumed. 



3. Each processor updates: (a) its ii and jj 
values of the current rows of ~k and »k 
according to the first two expressions of Table 
(1) using its own aij and Pji; (b) the 
remaining terms of its current rows of hk and ~k 
having column indices pq that match the rotation 
coefficients supplied by other processors in 
Step (2). Equations (37) are used for this 
purpose; (c) all terms of the stored pair of 
rows of gk having column indices which match the 
m/2 pair of rotation coefficients. This is done 
according to Equation (39). 

This 3-part step requires (12+12m+2m)q 
resources. 

4. A new set of m/2 pairs of rows with unique 
non-overlapping indices is acquired by the m/2 
processors. This may be done by a systematic 
row exchange according to the scheme described 
in Appendix (A) . According to this scheme, 
corresponding rows of ~k and Ilk are exchanged 
among processors, while the gk rows remain 
stationary in their original processors. This 
requires 2mµq resources. 

5. One Jacobi sweep is completed when Steps (1) 
to (4) are repeated (m-1) times, at which time 
the current values of off-diagonals in the 
current rows of .bk and !k are tested for 
smallness according to: 

2 -& 
(Aio/Aii Ajj)k ! 10 

2 -& 
(A.~/A .• A .• )k < 10 

Jo 11 JJ -

0 1,2, ••• ,m (40) 

A "pass" is reported to halt the sweeps when all 
off- diagonals are small enough, and when all 
eigenvalues computed according to Equation (21) 
pass the convergence test 

110:. - o-!:110::111 ! 10-& (41) 
11 11 11 k 

A total of 12mq resources are required each time 
the above convergence tests are performed. 

6. Final collection of the converged eigen­
values and vectors from all N=m/2 processors 
requires 2.5 mµq resources. 

Assuming that on the average Jmax - sweeps are 
needed for convergence, computation of the m 
eigenvalues and vectors by the parallel 
generalized Jacobi requires total computer time 
of the order: 

T ... ~ m2q (14 + 2.5 µ) Jmax 
111 

iv. Forward and Backward Passes 

When solving for the n x m unknowns ~ in 

(42) 

(43) 

a forward pass is first required to find y, 
then a backward pass is performed to compute ~; 
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(44) 

All t:. y, ~H are n x n with half bandwidth bs 
partitioned into ns rows. Each row is 
partitioned into bs column blocks of size 
s x s. Similarly, C, Y and X are n x m 
rectangular matrices, '°;i.1so partitioned into ns 
rows 9i• Xi and 1$i; i-1, ... ,ns• each of size 
s x m. From Equations (44): 

i-1 

!i = .!!~! [ £i - 'E .!!ik 1J 
k=i-b +l s 

and 

x. 
-1 

-1 = u .. 
-11 

i+b -1 

[r1 - ~ Eik~J 
k=i+l 

(45) 

(46) 

With N-bs /2 processors, Equation ( 45) may be 
executed in parallel for a typical row partition 
i-1, ... ,ns in five substeps. To begin with, as 
a result of performing the forward pass of Equa­
tion (45) on the (i-l)th row partition, two sets 
of Y and U partitions will have been st~red in 
each proce~sor (except the first). For example, 
processor #l will have stored Qi• ~ii• Ji-1• and 
Yi,i-1; processor #2 will have stored 
Xi-2• .Yi i-2• Xi-3 and ~i i-3; and processor #N 
will have stored !i-bs• Yl,i-bs• !i-bs+l• and 
.!Ji i-bs+l· During the first substep, all 
prbcessors simultaneously multiply and add their 
contents. Thus, a typical processor such as #2 
computes -<Yi i-2 Xi-2 + Yi i-3 Xi-3) • and #N 
computes - <Yi' i-bs Xi-bs + !ii i-bs+l !i-bs+l) · 
The exception 'is processor #l which performs 
-(-£i + Yi,i-1 !i-1). The time required for the 
first substep is of order 2ms2, and the result 
is a partial sum residing in each processor. In 
the second substep, the cascade sum .of the 
partial sums in all N processors is formed by 
adding the m x s contents of pairs of processors 
in the lower-numbered processor of each pair. 
This requires simultaneous passing of one m x s 
data block between the next neighbor processors 
of each pair. As a result, the full cascade sum 
of the quantity in parenthesis in Equation (45) 
is readily accumulated in processor #l in total 
time of the order (l+µ(msq)log2N. 

In the third substep, processor #l computes Xi 
by multiplying Yii by the total sum obtained in 
the second substep in time of order ms 2q/2. All 
other processors remain idle during this 
substep. The purpose of the last two substeps 
is to store the needed data in the appropriate 
processors in preparation for performing the 
forward pass on the (i+l)th row partition. 

Thus in the fourth substep, all Xi blocks are 
shifted one storage location toward the 
higher-numbered neighboring processor. For 
example, Ji-1 is transferred from processor #l 
to processor #2; Xi-2 replaces ii-3 in the same 
#2 processor, while Xi-3 is transferred to 
processor #3 to replace Xi-4; simultaneously 
Xi- 4 replaces Xi- 5 in processor #3 while ri- 5 is 
transferred to processor #4 to replace 



!i-6• ... ,etc. This is done in parallel by all 
processors on s x m data blocks in time 
proportional to msqµ. In the last substep, two 
s x s blocks CJJik and ]Ji, k-1> are downloaded 
from the host computer to each of the 
N-processors, where k-i, ... ,i-bs+l. This 
requires communication time proportional to 
(2s2+N-2)qµ. The total time required for 
performing the forward pass of (45) on ns row 
partitions consists of the above five substeps 
repeated ns times, and is denoted by T~v· 

Trv : nmq [~ s + log2 N + µ (2 + log2 N)) (47) 

As can be seen from Equations (45) and (46~, the 
time required for the backward pass Tiv is 

B F essentially the same as (47), i.e., Tiv-Tiv· 

5. Algorithm Efficiency and Speedup 

By summing the results of Equations (25, 29, 32, 
34, 42, and 47), the total time, T, required to 
complete the algorithm is found to be of order: 

T = nmq [(«0 + «1 Kmax) + µ <B0 + B1 Kmax)J (48) 

where «0 = 2s (2 + s/m) 

"l [13s + 2 log2 N + ~ (~n + 14 Jmax + 2 log2 N)] 

Bo (log2 N + lOs/m) 

B1 = [4(1 + log2 N) + ~ (2.5 Jmax + 2 log2 N)] 

The coefficients a 0 and {30 , respectively, are 
computation and communication costs associated 
with Steps 1 through 3 of Table (2). These are 
fixed and do not depend on the convergence rate. 
On the other hand, a1 and /J1 are, respectively, 
computation and communication cost per 
simultaneous iteration k-1,2, ... ,Kroax· Both a1 
and fJ1 are functions of the parameters b,m,n,s,N 
as well as the maximum number of Jacobi sweeps, 

Jmax· 

According to our previous definitions, 
algorithm efficiency e* and speedup g*, are: 

"o + "1 Kmax 

and g* = e*N 

the 

(49) 

To illustrate the behavior of the efficiency e* 
in Equation (49), the representative values of 
problem parameters in Table (3) are considered. 
Because contributions of the maximum number of 
required Jacobi sweeps, Jmax• to the 
coefficients a1 and a2 (and consequently to e*) 
is made negligibly small by the small ratio of 
m/n, Jmax is arbitrarily taken equal to ten in 
subsequent discussions of e* and g*. However, 
contributions of the maximum number of 
simultaneous iterations, Kmax• to e* is not as 
obvious. In Figure (1), the efficiency e* is 
depicted for the three sets of parameters labled 
"A" in Table (3) for the range of 
Kma.x-0, 1, 2, 5, 10. As is observed from Figure 
(1), the efficiency of the parallel algorithm 
becomes rather insensitive to values of Kmax in 
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TABLE (3) 

Selected Problem Parameters 

A B c 

n 16384 4096 4096 

b 2048 512 256 

N 128 64 32 64 32 16 64 32 16 

s 8 16 32 4 8 16 2 4 8 

m 256 128 64 128 64 32 128 64 32 

their upper range. The total time, T, of 
Equation (48) behaves linearly with Kmax beyond 
the initial Steps 1 through 3 of Table (2). 

In Figure (2), Kmax-10 is used to construct 
Equation (49) graphically for cases A, B and C 
of Table (3). As illustrated, the algorithm is 
more efficient for larger problem order n and 
bandwidth b. The speedup can readily be 
obtained from Figure (3) by the simple 
multiplication g*-Ne*. For example, using 128 
processors in parallel, Case A can be solved 
more than 100-times faster than with a single 
processor. 

6. Conclusions 

A parallel algorithm is described for extracting 
m eigenpairs of generalized eigenvalue problems 
of large order n>>m. The algorithm combines 
power methods with a generalized Jacobi 
technique, both of which are known to have good 
convergence properties. Concurrency is 
introduced by partitioning the computational 
work load among N-processors during an initial 
one-time factorization step and during 
successive iterations. As Equation (48) 
indicates, the first is functionally dependent 
upon a 0 and {3 0 while the second is dependent 
upon a1 and /J1. As the number of required 
iterations Kmax increase, the iterative part of 
the calculations dominates the required 
computational resources as well as the 
efficiency and speedup of the algorithm. This 
is illustrated by Figure (1). In terms of 
efficiency and speedup, the algorithm performs 
best for problems with larger order n and 
bandwidth b. 
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Five bas le operations are defined in the following table: 

Orr I Description 

abift j indices to 
tbe ri1llt 

z abift j indices up 

'>..v'">'>.-x.v if >.-x2l 
•>Pr+>.-x.v if >.-x<l 

3 abift j iadicea down 

4 

s 

'>..v'">P>.+x,v if >.+x!r 
•>>.+x-r,v if >.+x>r 

exchange j of P>. v 
witb i of P>..v.x· 

dia1onally excbance i 
of P>.,v witb j of P>.+x,v 

3,2 

5,6 7,8 5,1 7,3 
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EFFICIENCY FOR SELECTED PROBLEM 
PARAMETERS IN TABLE (31 

Start with a set of m/2 non-overlapping set 
of i,j indices in fach processor P).,v• 
e g m-32 N-m/2-r, r-4, ).-1,2, ... ,r, 
v~1:2 •... ,r: so that P11(1,2), P12(3,4), ... 
p44 (31,32). This is the first of the (m-1) 
combinations. 

II. Generate (r2-l) combinations of (i,j) as 
follows: 
1. Do (r-1) times 

a. apply operation #l, (r-1) times 
with x-1 

b. apply operation #3, once with x-1 
2. Repeat operation #l, (r-1) times with 

x-1 

III. Generate (r2-l) combinations as follows. 
1. Apply operation #4, once with x-1 • 
2. Do (r-2) times 

a. apply operation #2, (r-1) times 
b. apply operation #4 with x-(r-2), 

or #l with x-(r-2) (alternate 
between the two). 

3. Apply operation #2, (r-1) times with 
x-1. 

4. Apply operation #5 with x-1,2, ... , 
(r-2). 

5. Apply operation #2 with x-(r-2)· 
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Abstract -- This paper deals with the devel­
opment of multiprocessor simulations from a 
serial set of ordinary differential equations 
describing a physical system. The identification 
of computational parallelism within the model 
equations is discussed. A technique is presented 
for identifying this parallelism and for parti­
tioning the equations for parallel solution on a 
multiprocessor. Next, an algorithm which packs 
the equations into a minimum number of processors 
is described. The results of applying the pack­
ing algorithm to a turboshaft engine model are 
presented. 

Introduction 

Multiple processors, operating together to 
solve a single problem, can, in many cases, 
decrease the time of calculation. This is impor­
tant i~ time-critical applications, such as real­
time simulation, where this technique can provide 
computational rates unachievable on a single 
processor or allow the use of lower cost hardware 
to provide the necessary computational capabili­
ties. For certain classes of problems it is 
possible to configure a network of microcomputers 
to achieve the same throughput rate as a large 
mainframe computer at a lower initial and ongoing 
maintenance cost. 

The parallel processing concept has opened 
new areas of research and development in hard­
ware, software and theory. Some efforts spon­
sored by NASA Lewis are described in Refs. [l] 
to [6]. Techniques for developing mathematical 
models that can be solved efficiently on parallel 
processors is a key area of study. The first 
step in developing these multiprocessor models 
is to identify parallelism within the mathemati­
cal formulation of the problem. This requires a 
data flow analysis of the problem's equations and 
will identify the "critical path" and the minimum 
achievable calculation time. The next step is 
to arrange, or "pack" the noncritical path com­
putations on the minimum number of processors so 
as to make maximum use of the available computing 
resources. 

This paper presents a method of partitioning 
and packing equations for multiprocessor solu­
tion. Reference [6] gives a more detailed dis­
cussion of these techniques, including a 
comprehensive example of applying them to a 
turboshaft engine model. 

Computational Parallelism 

A mathematical model of a physical system 
consists of a set of equations which describe, 
to some degree of accuracy, the response of that 
system to external influences (driving functions) 
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over a limited range of operation. This range is 
defined in terms of the maximum and minimum values 
of the driving functions and, if time dependent, 
the maximum frequency or maximum rate of change 
of these functions. Generally, the object of this 
modeling effort is to provide a simulation of the 
physical system. 

The prerequisite to developing parallel 
processor simulations is to be able to identify 
the parallel computational paths contained in the 
model. In general, a dynamic model can be pro­
grammed on a digital computer as a set of N 
computationally sequential equations of the form 

XK(ih) = fK[Xm(ih), Xm((i - l)h), ••• , u(ih)] 

where XK(ih) is the result of the Kth equa­
tion at time ih. Here, h denotes the simulation 
time step or update interval of the model calcula­
tions. The arguments ~(ih) are the current 
values of the results of preceding equations in 
the model (i.e., m = 1 to K - 1), and Xm((i 
- l)h) are the past values of the results of all 
equations in the model. The argument u repre­
sents values obtained from sources external to the 
model which are always available at the start of 
the model computation sequence. The functional 
relationship between ~ and its arguments is 
represented by fK. Assuming an equation is an 
indivisible computational unit, then the parallel­
ism in the model is determined by the arguments 
of each equation. That is, two equations, or sets 
of equations, can be computed in parallel within 
an update interval if their arguments are inde­
pendent of the results of the others computed in 
that interval. 

For example, a model of the form 

X1(ih) = f1[X3((i - l)h)] 

Xz ( ih) • fz [X1 ( ih)] 

X3(ih) = f3[Xz(ih), X3((i - l)h)] 

contains no parallelism since X3(ih) requires 
x2(ih) and Xz(ih) requires x1Cih). These 
calculations must be done serially. However, the 
model 

X1(ih) = f1[X3((i - l)h)] 

Xz(ih) = fz[u(ih)] 

X3(ih)"' f3[X1(ih), Xz(ih), X3((i - l)h)] 

does contain parallelism since X1 can be 
computed at the same time as Xz. 

Parallelism due to decoupled or loosely 
coupled equation sets is easily identified from 



the physical nature of the model. A more dif­
ficult task is the identification of parallelism 
in a set of closely coupled equations, where the 
process dynamics dictate the use of 'current argu­
ments in solving for equation results. For 
instance, suppose a model contains the following 
set of equations: 

X1(ih) = f1[X5((i - l)h), u(ih)] 

X2(ih) =.f2(X5((i - l)h)] 

X5(ih) 

X3(ih) = fJ(Xi.(ih)] 

X4.(ih) = f4[X1(ih), X2(ih)] 

f5(X3(ih), X4(ih), X5((i - l)h)] 

The variable X1 can be computed at the start 
of the calculation interval, since it is a func­
tion of the past value of X5 and the external 
variable u. X2 may also be computed at the 
start of the interval. However, the calculation 
of X3 must be delayed until X2 has been 
determined, the calculation of X4 must be 
delayed until both X1 and X2 are determined, 
and the calculation of X5 must be delayed until 
both X3 and X4 have been determined. As 
shown in Fig. l(a), three computational paths can 
be identified which can be assigned to three dif­
ferent computers in the simulation. Note that 
"wait states" have been inserted to insure the 
currency of the arguments. That is, equation 
calculation is delayed until current argument 
values become available. The X3 calculation 
is shown to be delayed slightly for the transfer 
of X2• The shaded areas (time slots) in 
Fig. l(b) indicate the time available for result 
transfer to computer number 1. The calculation 
of X1 and X3 can take place anywhere in 
the time slot. 

The detection of this type of computational 
parallelism can become burdensome when the equa­
tion set becomes large. The technique, however, 
can be automated. Related to this problem of 
partitioning is the problem of allocation (i.e., 
packing these paths into a minimum number of com­
puters without extending the update time). Fig­
ure l(b) demonstrates packing of the paths defined 
in Fig. l(a). Arbitrary calculation times of 
TX1, TXi., TX3, Tl14, and TX5 have been assigned 
to the equations producing results X1 through 
X5, respectively. The time TX1 includes the 
t:Une required to obtain the value of u. Note in 
Fig. l(b), that, because of the calculation times, 
the Xi - X4 - X5 path is critical in that it con­
tains no idle states. This path, therefore, dic­
tates the minimum possible update time (AT = TX2 
+ TX4 + TX5). The paths x1 and X3 are assigned 
to separate computers. Packing in this example 
is a trivial task, since the X3 calculation 
can be moved onto computer number 2 to be cal­
culated during the idle period, as shown in the 
figure. 

In many cases, efficient packing requires 
shifting equations in their time slots. This 
causes a ripple effect on the time slots of other 
equations which can complicate the packing 
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problem. Because of the nature of the packing 
problem, a unique solution to the development of 
a packing algorithm does not exist. There are 
many ways to pack most parallel models. 

In the following sections partitioning and 
packing algorithms that have been developed at 
NASA Lewis are discussed. These algorithms were 
tested with a model of a turboshaft engine and 
detailed results are presented in Ref. (6]. 

Partitioning 

To begin the discussion of the partitioning 
algorithm, certain terms should be defined. A 
mathematical model is a set of equations, written 
to define the characteristics of a physical system 
to some desired degree of accuracy. A program is 
a sequential set of digital equations and support­
ing information (e.g., variable and constant def­
inition) which define the mathematical model 
within the constructs of a programming language. 
A path is a subset of these equations which, 
because of interrelationships between arguments 
and results, contains no parallelism. Partition­
ing is the transformation of the program equations 
into a number of paths which may be calculated in 
parallel. Packing is the combination of paths 
into a minimum number of processors (computers) 
which provide computation of the model within a 
prescribed update interval. The critical path is 
the longest path and the prescribed update inter­
val must be greater than or equal to the calcula­
tion time of the critical path. 

In this discussion of partitioning it is 
assumed that a program is given. That is, these 
equations, when executed serially, provide the 
required results. No assumptions are made con­
cerning the parallelism of computational opera­
tions contained in the program equations. 

contains parallelism (i.e., a*y can be calculated 
in parallel with b*z) which will be ignored since 
we are concerned with partitioning at the equation 
level and not parsing. For purposes of this dis­
cussion, the above equation will be considered as 

x = f(a, y, b, z) 

where f is some single operation. Therefore, 
equations will be assigned to paths in their 
entirely and not broken up into more primitive 
result-argument relationships. 

As indicated in the last section, partition­
ing requires the establishment of result-argument 
relationships for the serial set of equations in 
order to develop computational paths. It is also 
necessary to know the calculation time of each 
equation. The program must be processed to pro­
vide this information. For this effort, the 
result-argument relationships and the calculation 
time information are outputs of the multiprocessor 
programming utility RTMPL [2], (3]. The primary 
function of this utility is to translate a struc­
tured program of the mathematical model into 
assembly language for the simulation processor(s). 
As an option, the utility also provides 



information on the result and arguments of each 
equation, the processor operations necessary to 
obtain the result, and the processor calculation 
time for each operation. For the equation 

x = y + z 

The processor operations to compute·the equation 
are: load register Rl with z (requires 8 time 
units), add variable y to Rl (16 time units) and 
store Rl as the value of variable X (8 time 
units). This type of information is generated for 
each equation in the program. 

Consider the close-coupled example in the 
previous section. The first step in the parti­
tioning process is to convert utility generated 
information into the form needed for partitioning. 
Dependent arguments are those which are the 
results of previous program equations calculations 
in the update interval (e.g., X1 is a dependent 
argument of x4). These are the drivers for 
partitioning since their current values are 
required before the computation sequence can con­
tinue. The independent arguments u and X5 
do not affect partitioning since only past values 
are used. The calculation time for each equation 
is determined by adding the calculation times of 
the given processor operations. 

The time at which an equation can start is 
determined by the arguments and calculation time 
of each equation. The first equation of a set 
only has independent arguments and thus, can 
always start at time 0 (measured from the begin­
ning of the calculation update interval). It can 
never require results from calculations in the 
current update interval since none are yet availa­
ble. An equation can end at the time obtained by 
adding its calculation time to the time it can 
start. The general formula for obtaining this 
time is 

CANSTART(RESULT) = MAX(CANEND(ARG 1), 
CANEND(ARG 2), ••• , 0) 

CANEND(RESULT) = CANSTART(RESULT) + 
CALCTIME(RES11LT) 

where ARGl is the first dependent argument, etc. 
This formula is applied sequentially to each equa­
tion in the program. 

Once these attributes have been established 
for each program equation, the identification of 
computational paths contained in the program can 
begin. The algorithm used for path identification 
is shown in Fig. 2. Its purpose is to identify 
all sequences of equations which contain no 
parallelism and which must be computed serially. 
These paths are organized into a linked list 
called PATHLIST. The paths in PATHLIST are 
ordered in terms of decreasing path calculation 
time. Therefore, the first path in PATHLIST is 
the critical path. To form a path, the algorithm 
selects the program equation, having the maximum 
CANEND time, and which has not already been 
assigned to a path. This is the result equation 
of the path. The next equation selected is the 
one which produces a result used as a dependent 
argument of the result equation. If more than one 
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equation result is used as a dependent argument, 
then the one with maximum CANEND time is selected. 
The selected equation then is inserted in front of 
the result equation in the path. The path forma­
tion process continues until an equation is 
inserted which has no dependent argument equations 
which are not already assigned to a path. Paths 
are formed until all program equations have been 
assigned. 

Partitioning has been discussed in terms of 
equations that produce val~es of variables. 
Often, mathematical models contain statements that 
do not produce values. Two common examples are 
conditional statements (e.g., IF ••• THEN ••• 
ELSE) and command statements (e.g., I/O opera­
tions). The calculation time of such a statement 
must be combined with a preceding or following 
equation. This could impose limitations on pro­
gram structure and is a subject for future study. 

Packing 

The partitioning process produces a number 
of paths consisting of equations which must be 
computed serially and a table of information on 
each equation. The final task in the process of 
formulating a multiprocessor model is to pack the 
paths for assignment to a minimum number of proc­
essors. The first path in our list has the larg­
est calculation time due to the partitioning 
algorithm. This is called the critical path and 
its calculation time is. the minimum time in which 
the model can be computed no matter how many proc­
essors are used. The number of paths identified 
through partitioning is usually greater than the 
minimum number of processors necessary. 

The minimum number of processors necessary 
to implement a multiprocessor simulation depends 
on how fast the simulation must be computed. This 
update time must be specified prior to packing. 
The simulation time step h , is usually based on 
stability and dynamic accuracy requirements. For 
real-time applications, the update time ~T 
must be equal to h. The update time also 
specifies when the computations must end. The 
first step in packing is to determine when each 
equation must end using the specified update time. 

To determine when an equation must end, we 
begin with the state variables (defined here as 
those variables whose current values are not used 
as arguments in the model, but appear as results 
of model equations). The state variable computa­
tions will be the last computations performed, and 
thus must end at the prescribed update intervals. 
The calculation of equations which are dependent 
arguments of these variables must end no later 
than the time at which the state variable calcula­
tions must start. The times when subsequent equa­
tions in the result/argument string must end are 
similarly determined. Since a variable can be 
used as a dependent argument in more than one 
equation, care must be taken that the earliest 
time, arrived at after all paths are analyzed, is 
used to specify when that equation must end. 

We now have determined when an equation can 
start, can end, and must end. These are termed 
equations attributes. Since the paths are serial 
they can also be assigned these attributes: A 



path can start when its first equation can start, 
a path can end when its last equation can end, a 
path must end when its last equation must end, and 
additionally, the calculation time of a path is 
the summation of the calculation times of its 
equations. This is sufficient information to pack 
the paths. 

The solution to the packing problem is not 
unique in that many arrangements of paths in proc­
essors can result in a satisfactory solution. 

The packing algorithm, shown in Fig. 3, was 
designed to achieve the minimum number of proc­
essors. Other requirements which may be imposed, 
such as memory size limitations and inter­
processor data transfer limitations were not 
imposed on the algorithm. 

As input, the algorithm requires: (1) that 
all paths be specified in a linked list called 
PATHLIST in order of decreasing calculation time; 
(2) that the required update time of the simula­
tion, 6T, is specified and that the attributes 
of each equation and path (CANSTART, CANEND, 
MUSTEND, CALCTIME) have been determined as 
described above. 

The packing algorithm creates processors as 
needed and inserts paths from PATHLIST according 
to a hierarchy of relationships between existing 
equations in a processor and the equations in the 
unpacked paths. When a processor is created, the 
path with the longest calculation time in PATHLIST 
is inserted. Next, the paths which are related 
to paths already in a processor are tested to see 
if they fit (see discussion of TESTFIT algorithm 
below). If so, they are inserted, if not, they 
are placed in a carry-over list. 

Then, paths in pathlist which are unrelated 
to the equations in the processor are tested. If 
one of these is inserted, unrelational testing is 
ended and relational testing begins again. When 
no other paths can be inserted into a processor, 
another processor is created. This process con­
tinues until all paths in PATHLIST are inserted 
into a processor. 

Relational testing is prioritized. All 
unpacked paths which provide critical arguments 
are tested first. (A path is considered to pro­
vide a critical argument if the result of the last 
equation in the path (EL) is an argument of a 
processor equation (EP) and 

MUSTEND (EL) = MUSTEND (EP) - CALCTIME (EP) 

Next, other related paths are tested. Then paths 
in the carry over list (which was formed from 
paths which were related to equations packed into 
previously formed processors, but not yet packed) 
are tested. 

Paths are tested for insertion on an equation 
by equation basis using the test fit algorithm 
shown in Fig. 4. First the attributes (CANSTART, 
CANEND, MUSTEND, AND, CALCTIME) of all program 
equations are saved. This is necessary because 
inserting an equation into a processor can cause 
a ripple effect on the attributes of other equa­
tions. If the whole path does not fit, any equa­
tion of the path, inserted into the processor, 
must be removed and the attributes of affected 
equations restored. 
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The ripple effect is illustrated in Fig. 5. 
Assume a processor contains two equations (A and 
B) and that it has been determined that equation 
(C) can be inserted between them. The calculation 
time of each equation is shown as the shaded 
areas. For packing purposes, the calculation of 
each equation can take place anytime between its 
CANSTART time and its MUSTEND time. 

The space available for C is the difference 
between the time at which B must end and A can end 
minus the calculation time of B. Equation C will 
be inserted to start directly after A can end. 
The calculation of B will be delayed until C can 
end. Note that the difference between the MlJSTEND 
and CANEND times of A and C have been reduced to 
zero by the positioning of C, and that the time 
difference for B has been reduced. The primary 
impact of these changes is to reduce the space in 
the processor available for packing other paths. 
There is also a secondary impact of equal impor­
tance. By increasing the times at which C and B 
can end, any unpacked equations which use these 
equations as arguments have their starting times 
delayed. Similarly, by reducing the MUSTEND times 
of A and C, the MUSTEND times of any unpacked 
arguments of these equations are moved up. These 
effects tend to reduce the slot sizes of unpacked 
equations restricting the range of time into which 
they can be packed into a processor. Also, these 
ripple effects may introduce computational gaps 
within unpacked paths. 

After the attributes are saved (Fig. 4), the 
equations within a path are ordered in terms of 
decreasing CANEND times for insertion testing. 
That is the latest equation will be tested first 
and the earliest last. 

The processor equations are arranged in 
sequential order where EP(l) is the earliest 
equation and EP(n) is the latest equation. 
Testing to determine if a path equation (E(i)) 
can be inserted into the processor involves the 
identification of all slots between any two proc­
essor equations (EP(j - 1), EP(j)) where the 
equation fits. The processor end points (i.e., 
EP(j) = EP(l) and EP(j - 1) ·= EP(n)) must also 
be considered. Because of the argument and result 
relationships between E(i) and the processor 
equations it is required that the range of proc­
essor equations be limited for testing purposes. 
Let the end points of the range be designated by 
EPE and EPL (the earliest and latest processor 
equations respectively, before which E(i) may 
be inserted). This range is established as fol­
lows: If E(i) is an argument of a processor 
equation, then EPL is the earliest processor 
equation of which E(i) is an argument (EPE = 
EP(l)); if any processor equation is an argument 
of E(i), then EPE is the one following the 
latest of these and EPL is the last processor 
equation plus one (end point); if E(i) is 
unrelated to any processor equation, then EPE = 
EP(l) and EPL is the last processor equation 
plus one. 

Once the range of testing has been estab­
lished, all slots within that range are tested to 
determine if E(i) fits. The fit criterion is 
as follows: 



1. If EP(j) = EP(l) then CANEND* (E(i)) 
CALCTIME (E(i)) else CANEND* (E(i)) = CANEND 
(EP(j - 1)) + CALCTIME (E(i)); 

2. If CANEND* (E(i)) < CANEND (E(i)) then 
CANEND* (E(i)) = CANEND (E(i)); 

3. If EP(j - 1) = EP(n) then MUSTEND* 
(E(i)) = AT else MUSTEND* (E(i)) = MUSTEND 
(EP(j)) - CALCTIME (EP(j)); 

4. If MUSTEND* (E(i)) > MUSTEND (E(i)) 
then MUSTEND* (E(i)) = MUSTEND (E(i)); 

5. If [[CANEND* (E(i)) < = MUSTEND (E(i))] 
and [CANEND* (E(i)) < = MUSTEND* (E(i))]], then 
E(i) fits. 
The asterisk indicates the attributes of E(i) if 
it were inserted into the slot between EP(j - 1) 
and EP(j). 

If it is established that E(i) can fit in 
more than one slot, the testfit algorithm proceeds 
to select the slot into which E(i) best fits. 
The best fit criterion is as follows: 

If a slot exists such that 

CANEND* (E(i)) - CALCTIME (E(i)) -
CANEND (EP(j - 1)) = 0 

then this slot is selected. Otherwise, the latest 
slot which maximizes 

[MUSTEND* (E(i)) - CANEND* (E(i))]. 

is selected. 
This criterion provides for efficient packing 

by eliminating processor idle time if possible, 
and if not, then the ripple effect from insertion 
is minimized. 

Once a slot is selected, the equation is 
inserted and the attributes of all program equa­
tions are updated to reflect the insertion. If 
any path equation cannot be inserted into the 
processor, path equations which have already been 
inserted are removed from the processor, the 
original attributes are restored to the program 
equations and the Test Fit algorithm ends. 

Results 

The packing algorithm was progrannned in 
Pascal, along with the partitioning algorithm. 
It was then tested on a turboshaft engine model. 
The results, in terms of percent processor utili­
zation, are presented in Table I. The first 
column is the update time AT specified prior 
to packing. It is given in terms of machine 
cycles. In this case, four processors were 
required. The second column gives the number of 
processors required for packing. The remaining 
columns show the percent utilization of the update 
time in calculating each processor's assigned 
equations. The first specified update time (5666 
cycles) was the minimum possible time and cor­
responds to the critical path calculation time. 
The second update time selection (10 000 cycles) 
required two processors. Note that the percent 
utilization of the last processor in each case 
exceeds the sunnnation of time available on the 
other processor(s). The algorithm, therefore, 
functioned satisfactorily. 
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Since the packing algorithm does not account 
for data transfer times, it is possible that the 
available time between when a variable is computed 
on one processor and when its value is required 
for computation on another processor will be less 
than the time required to transfer the variable 
between the processors. The effect of this will 
be to increase the effective calculation time of 
the packed simulation, and therefore, to increase 
the minimum achievable update time. Data transfer 
effects may be significant for multiprocessor sys­
tems with inefficient data transfer.mechanisms or 
for simulations that require large volumes of data 
transfer between processors. Future work in the 
development of a packing algorithm should include 
a study of the effects of data transfer. While 
these effects will increase the critical path time, 
and therefore, the minimum update time, proper 
consideration of data transfer will minimize this 
increase and provide far more efficient packing. 

Concluding Remarks 

The algorithms and considerations presented 
for partitioning and packing mathematical models 
for calculation on parallel processors have sim­
plified the development of multiprocessor simula­
tions at Lewis. Evaluation of the packing 
algorithm will continue as other multiprocessor 
simulations are developed. Work on a completely 
automated progrannning package is in progress, 
which will take a structured serial statement of 
a mathematical model, detect this parallelism, and 
provide load modules for the required number of 
processors. 

The authors welcome discussions of the tech­
niques presented in the paper, related techniques, 
and developments in the many other aspects of 
multiprocessor simulation. 
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TABLE I. •· PACKING ALGORITHM RESUT.TS FOR TURBOSHAFT EllGIRE MODEL 

Update Processors 
time required 
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19 568 1 
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lbl Packing. 

Processor percent utilization 

}' number 1 P number 2 

100 98 
99 98 
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Com uter #3 

Walt x~ 
Compu e x3 

P number 3 

97 ----

Add path 
to 

PAntLIST 

P number 4 

53 ----

Find unassigned equation 
with maximum can end 
time IEil 

Create a new empty path 

Mark program equation, Ei, 
as assigned to a path. Insert 
it into the path as the first 
equation 

Create the set of equations 
whose results are dependent 
arguments of Ei and are still 
unassigned ana have CANEND • 
CANST ART (Ei I 

Figure 1. - Partitioning and packing closely coupled equations. 
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No Does the set contain 
any equations 

Find the set equation wh lch 
maximizes path execution 
time 

Figure 2. - Path identification Algorithm. 



start 

Are there any paths 
in PATHLIST7 

Find PATHLIST path with 
Ion est calculation time (Pj) 

Create a new processor 
and insert Pi. 
Delete Pi from PATHLIST 

Transfer carryover set 
to working set, R. 
Carr over set is emp 

Copy PATHLIST 
working I isl, WL 

p 1----~ 

Create the set. S, of all 
paths in P ATHLIST, which 
are related" to equations 
in the processor. Delete 
them from WL, if there 

Create the set, C, of all 
paths in S, which provide 
critical arguments'' of 
any processor equation. 
Delete them from s 

*see explanation in test. 

Figure 3. - Packing Algorithm. 

Does WL contain any paths? 

Find path in WL with longest 
calculation time (Pi)· 
Delete Pi from WL. 

Did path fit in processor? 

Delete the path 
from PATHLIST 

Figure 3. - Concluded. 
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Yes 
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No 

Does the set, C. con ta in 
any paths? 

Does the set. S, contain 
an ths? 

Does the set, R, contain 
any paths? 

Edit R set to remove any 
paths already packed. 
Transfer R set to C sel 
R set is em 

Transfer S set to C set 
S set is empty 

Find C path with largest 
calculation time (Pj) 

Did path fit in processor? 

Place Pi in carryover set 
if not already there. 
Delete Pi from C set 

Delete Pi from PATHLIST 

Figure 3. - Continued. 

No 
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Save attributes* of 
all program equations. 

Copy P; equations to workinq 
list, EL. ordered in terms of 
decreasing can end times 

Ei is first equation in EL. 
Delete E· from EL. 

Is Ei an argument of 
an processor equation? 

Find earliest processor equation 
which uses Ei as an argument 
(£PU. EPE is first equation 
in processor 

Find all slots* from EPL 
down to EPE into which 
Ei would lit* 

Yes ,,,----------... Are there any slots? 

Apply best fit criteria* to select 
slot. Insert Ei into processor. 
Revise all program equation 
attributes 

No 

*See explanation in text 

Path lits in processor 

EPL is last equation in 
processor + one*. EPE 
is first equation in 
processor 

Is any processor equation 
an ar ument of Ei 

Find latest processor 
equation which is an 
argument of Ei (EPEl 

Remove any Pi equations from 
processor. Restore program 
equation attributes. Path does 
not fit in processor 

Figure 4. - Test lit Algorithm. 
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MUSTEND (c) 
CANSTART (bl 

Processor before inserting 
equation 

Equation to be inserted Processor after insertion 

Figure 5. - The affect of insertion on equation attributes. 
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Abstract 

The specification of arithmetic expressions by 
means of (i) ambiguous context free grammars and 
(ii) context sensitive grammars is considered. A 
CSG is developed which selects the balanced tree 
most suitable for parallel execution. The pos­
sibilities of parsing an arithmetic expression by 
using the grammar and constructing a replacement 
syntaxanalyser module for a parallel compiler are 
discussed. 

Introduction 

In recent years much work has been done on the 
problem of "balancing arithmetic trees, Ashoke [4] 
Evans and Williams [8] and Evans and Abdollazadeh 
[7]. The principle behind this process being to 
divide an arithmetic expression into two parts of 
comparable computational 'size' which can then be 
evaluated at the same time on different processors 
and thus reduce the time required to evaluate the 
entire expression. The smaller subexpressions 
formed as a result of this dissection can then 
be treated in a similar fashion until we reach a 
level at which such processing is uneconomical or 
unnecessary. 

Until now the algorithms have relied on 
explicit knowledge of the special (algebraic) 
properties of the arithmetic operators involved. 
Because we would like to be able to apply our tree 

·manipulations to parts of a program other than 
arithmetic expressions we restrict the properties 
used to (i) associativity of certain like oper­
ators and (ii) precendence of multiplicative 
operations over additive ones. These properties 
not only prove to be the most useful, but also 
appear in numerous other constructions within 
high-level languages and lend themselves to 
specification by formal grammars. 

After preliminary discussion of relevent 
segments of language theory and of the structure 
of arithmetic expressions we derive suitable gram­
mars for two classes of arithmetic expressions. 
We conclude the paper with a discussion of how 
this work may be extended to more general situa­
tions and the problem assoicated with parsing the 
languages generated by these grammars. 

Some Elements of Language Theory 

The grammars presented later in this paper are 
related to a new class of operator precedence 
grammars. In order to facilitate their descrip­
tion some terminology is required. This is 
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fairly standard and can be found elsewhere (eg Aho 
and Ullman [3])) but is included here for complete­
ness. In these definitions we assume familiarity 
with basic set theory. 

A phrase-structure grammar (PSG) is an 
algebraic structure consisting of an ordered 4-
tuple (N,T,P,S) where N and Tare non-empty finite 
alphabets of non-terminal symbols and terminal 
symbols respectively such that NhT= 0 and NUT=V 
where V is called the vocabulary of G. P is a set 
of productions, Ft:V+xv* and, assuming the symbol + 
not to be in V, (ci,S) EP is usually written as 

CJ + 8 

Finally SEN and Sis called the start symbol. 

Given w,yEV*, then w directly derives y if 
w=z1uz2 and y=zivz2 where z1,z2,vEV*, uEV+ and 
u +v EP and is wr1 tten as W=4Y. 

If now w and y are words over V and there is 
a finite sequence wo,w1,w2 •••• wr where wo=w, 
Wr=Y and Wi-1 •wi ( i =l, ~·. ,r) then we say that w 
derives y, written as w •y. l>t>reover if CJET* and 
S ~ then CJ is a sentence generated by G. Thus 
the language, L(G) generated by G is {x:xET* 
CJVcjl s:f!>x}. Where G is IJ.nderstood we can define 
L(X)={x:xET*, XEN and X~}. 

Let G=(N,T,P,S) be a PSG as described above. 
such a grammar is called Chomsky Type O. If each 
element of P is of the form z1uz2 + z1vz2 where 
zi.z2 EV*, uEN and VEV+ then G is said to be 
context sensitive (a CSG), or Chomsky Type 1. An 
alternative restriction is that if w+y EP then w 
and y should be such that 1 <I w I <ly I • 

If the replacements may be carried out re?ard­
less of context then we may replace 'contexts z1 
and z2 by the empty string, A, and obtain the 
weaker restriction that if w+yEp then WEN and yeV+. 
This restriction is satisfied by context-free or 
Chomsky Type 2 grammars, (CFG'S). 

An important subset of CFG's is the so called 
operator grammars. These are grammars in which 
all productions are such that no two non-terminals 
are adjacent in any right-hand side of a produc­
tion. For the definition of precedence relations 
and operator precedence grammars, see [3]. The 
symbols <•, = and •> denote precedence relations 
and provided that at most one such relation holds 
between any two elements of TU{$} then the associ­
ated operator grammar is called an operator 
precedence grammar. 



Structure of Arithmetic Expressions 

For any expression we need to consider all 
admissible tree structures and from these select 
one most suitable for parallel execution. We say 
a tree is admissible if, by evaluating the sub­
expressions in the order defined by corresponding 
subtreees, evaluation of the expression associated 
with the entire tree is arithmetically correct for 
all legal assignments of numerical values within 
the expression. 

Example: For the expressions 7 - 3 + 2 the 
tree in Figure 1 (a) corresponds to the valuation 
(7 - 3} + 2 = 6 and is admissible, but the tree in 
1 (b) infers the calculation 7 - 3(+2} = 2 and is 
i nadmi ssi bl e. 

Eventually it will be necessary to specify the 
processing of arbitrary well-formed arithmetic 
expressions consisting of identifiers a, b, c, ••• 
etc., each associated with a numeric quantity, the 
operators +,-,*and/, and the usual parentheses. 

However, mindful of the desire to be able to 
extend this methodology to manipulation of other 
aspects of programming languages we shall concen­
trate on expressions most amenable to the process 
being developed here. Identification of the rele­
vent algebraic properties is readily achieved by 
examination of the rules of elementary arithmetic. 

Our concern is with expressions involving 
quantities of type real. Mathematically, the 
reals are an infinite set of numbers on which the 
two operations of addition (+} and multiplication 
(*} are defined. Computationally, any implementa­
tion of real arithmetic uses only a (comparatively, 
very small) finite set of numbers and often encoun­
ters situations where the result of an addition or 
multiplication is simply not defined; resulting in 
overflow conditions(aJ and hopefully a halt in the 
proceedings. 

Using parentheses to indicate the desired 
order of evaluation, the field of real numbers R 
is subject to the followi~axioms: 

1. Addition is commutative 
a+b = b+a for all a,bE:R 

2. Addition is associative 
(a+b}+c = a+(b+c) for all a,b,cE:R 

3. There is a specific xE:R such that 
x+a = a for all aE:R 

x is called zero and usually written O. 
4. For each ae:R there corresponds an element b £R 

such that 
a+b = O 

b is the additive inverse of a, usually 
written -a or (-a). 

5. Multiplication is commutative 
a*b = b*a for all a,b £R 

(a) this is in contrast to calculations suffering 
loss of accuracy due to round-off error. When 
specific orders of evaluation are required in 
order to minimize this effect, parentheses can 
be used as noted below. 
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6. Multiplication is associative 
(a*b)*c = a*(b*c) for all a,b,cER 

7. There is a specific yE:R,{0} such that 
y*a = a for all aER 

y is the multiplicative identity and is 
usually denoted by 1. 

8. For each aE:R\{O} there is an element CER such 
that a*c = 1 

9. Multiplication distributes over addition 
a*(b+c) = (a*b)+(a*c) for all a,b,cER. 

Subject to the calculations being carried out 
within the limits determined by an implementation, 
the arithmetic is fully and strictly as defined 
by these nine rules. However, in order to make 
the expressions more easily understood various 
conventions are adopted. First, subtraction and 
division are introduced and defined in terms of 
additive and multiplicative inverses viz. 

def def 
a-b = a+(-b} a/b = a*(b-1) 

Second, in order to reduce the necessity for 
some parentheses, it is assumed that multiplica­
tion (and hence division) take precedence over 
addition (and subtraction) 

ie a*b+c means (a*b}+c and a+b*c means a+(b*c} 

Following the concepts of admissibility and 
generalization we choose not to allow tree trans­
formations based on commutativity or distributi­
vity. This is because these properties are very 
special and hence do not easily generalize. They 
are also of questionable benefit in reducing 
execution time of expressions, (see Abdollahzadeh 
[1] for details). In terms of tree transforma­
tions the manipulations are as in Figures 2 and 
3 respectively; commutativity requires reordering 
of leaves in the trees and distributivity involves 
deletion/creation of terminal and non-terminal 
nodes. 

Axioms 3,4,7 and 8, involving identities and 
inverses, serve to define the auxiliary operations 
of subtraction and division. If these operations 
are not implemented directly but via the process 
of constructing inverses then they need not be 
considered further. Notwithstanding this fact 
most computers have explicit subtraction (and, 
getting away from most micro-processors, division) 
instructions which are more awkward to manipulate. 
The subtraction operation being subject to the 
derived rules as follows. By definition 

x-y-z = x+(-y}+(-z) 

This second expression can then be evaluated 
either as 

or, as 
(x+(-y}}+(-z) = (x-y)-z 

x+((-y)+(-z)) = x+((-l)*y+(-l)*z) 
= x+(-l)*(y+z) = x-(y+z} 

It therefore follows that both the trees in Figure 
4 are admissible for this expression and to be 
consistent with our earlier remarks on tree 
tramsformations we reject the form in Figure 
4 (b). This emphasises the left associativity of 
subtraction. Similar arguments apply to division. 



This leaves us with the associativity of addition 
and multiplication. and the precedence of 
multiplication over addition. 

We now turn our attention to the grammatical 
specification of admissible trees for arithmetic 
expressions that allow associative transformations 
and assist in the selection of the admissible tree 
most suitable for parallel execution. 

Expressions Involving a Single 
Associative Operator 

The classical grammar central to our 
considerations is: 

E+E+TIT • T+T*PIP • P+(E) II 
Gi involves two operators and hence we shall 
initially only use one layer of it, namely the 
sub-grammer G2· 

E+E+TIT (Grammar G2) 

The sentences derived from E in G2 are of the form 
T, T+T, T+T+T, ••• etc. 

Moreover a typical derivation in G2 is 

&i>E+"'Fl>E+T+"'Fl>E+T+T+T=i>E+T+T+T+T=1>T+T+T+T 

with the derivation tree in Figure 5 (a). 

The corresponding arithmetic tree is given in 
Figure 5 (b). 

Symbolically (ie syntactically rather than 
arithmetically). L(G2)=CT(+T)n:n~}. Now this 
language can also be written as {(T+)nT:n ~} and 
this gives rise to a syntactically equivalent 
grammar G3· 

E+T+EIT (Grammar G3) 

However the underlying syntactic structure. 
and therefore any 'natural' semantic ordering. 
associated with G3 is as shown in Figure 6. 
Figure 6 depicts the G3 derivation of the same 
sentence as in Figure 5. 

In grammar G2 the left recursion [3] indicates 
the left associativity of addition and gives rise 
to the precedence relation + •> +. Similarly the 
right recursion in G3 yields right associativity 
and + <• +. Notice also that both G2 and G3 are 
unambiguous and hence there is only one adm1ssible 
semantic structure for any sentence in each of the 
grammars. However. since addition is associative 
(rather than just left- or right-associative). 
there are. in non-trivial examples. very many 
admissible trees. To enable syntactic generation 
of these trees we combine G2 and G3 into G4 

E+E+TIT+EIT (Grammar G4) 

Now G4 is ambiguous and gives rise to, amongst 
others. the five semantic trees depicted, in Figure 
7. 

G4 incorporates the precedence relations + <• + 
and + •> + and leads to the definition of an ex-
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tended precedence relation, namely •> • Formally: 
within an operator grammar. given terminal (oper­
ator) symbols a and b, we say that a and b are of 
corrparable precedence (written a •> b) iff a <• b 
and a •> b. Thus. from G4 we may obtain the 
precedence table in Figure 8. 

In fact G4 can generate all admissible trees 
for sentences in L(G2) but by the deterministic 
nature of context-free parsing algorithms. even 
when acting on ambiguous grammars. such algorithms 
will always give a tree similar to those in Figure 
5 (b) or 6 (b). It is argued elsewhere, Evan and 
Adbollazadeh [7] that the most suitable tree for 
parallel execution of the expression T+T+T+T+T 
is that given in Figure 7 (b) and we now set about 
the problem of isolating this particular tree from 
all admissible trees for the expression. 

Limiting consideration to expressions built 
from the addition of terms (T) we can always over­
come the selection problem by the inclusion of 
syntactic sugar in the form of parentheses. Of 
course. this is cheating. expecting the programmer 
to analyse the expression for himself, however it 
helps to motivate the grammatic constructions that 
will eventually lead to automatic balancing. 

Explicitly, using parentheses to indicate the 
tree structure, the expressions En involving n 
terms (Ti) and n-i operators are: 

Obviously, when the value of n is not a power 
of 2. we cannot represent the structure of the 
expression En by a tree which is balanced and in 
which all subtrees are balanced. In such cases 
we balance the subtrees from left to right. 
(the rationale for this is given in Evans and 
Abdollazadeh [7]). To particularize our use of 
the word 'balanced' we define its use in two 
technical terms. Both of these are recursive and 
they recurse with respect to the height of a tree. 

The height. h(t) of the binary tree t is such 
that. 

(i) h(t) = 0 if tis a tree associated with 
an expression involving no operators. 

and (ii) h(t) = max(h(ti). h(t2))+i if t is com­
posed of two subrees ti and t2• joined 
by the binary operator op. ie t=ti op t2• 

A complete balanced binary tree (CBBT) of 
height n is (i) any tree of height n=O. or (ii) 
a tree corresponding to the expression ti op t2 
where ti and t2 are CBBT's of height n-i. 

It follows immediately that the CBBTs 
associated with the language CT(+T)n: n~} are 
those derived from expressions En where n=2m for 
some m. ie trees of height m involving n operands. 

A (left-to-right) balanced binary tree (BBT) 
is either (i) a trivial tree of height 0 or (ii) 
t1 op tz where t1 is a CBBT and t2 is a BBT and 
hltl)>lllt2). 



A consequence of the definition of BBTs is that 
the BBT involving n operands is of height p where 
2P-l<n<2P; moreover, by isolating non-trivial 
CBBTs in parentheses as soon as such a structure 
is recognized, we can deduce the form of any BBt 
while processing it from left to right. Using 
multiplicative notation to indicate duplicity of 
structure the process can be written explicitly 
as: 
Ei = T, E2 = T+T={E1+E1}=2E1, E3 = 2E1+E1={E2}+E1 

E4 = {E2)+E1+E1={E2}+{E1+E1)=E2+E2}=2E2 

Es = {E4}+E1, E6 = {E4}+{E1+E1)={E4}+2E1={E4)+(E2) 

E1 = {E4}+{E2}+E1{=(E4}+E3}, Es= (E4}+(E2}+(E1+E1 

and En 

~(E4}+(E2}+(E2)={E4}+2E2={E4)+{E4}=2E4 

2E p-1 
{ 2 
E +E 

when n=2P 

where 2p-l <n<2P 
2p-1 q 

and q<2p-l 

Diagrammatically the balanced structure of E6, E1 
and Es is indicated in Figure 9. 

As will be seen from the right subtrees of the 
diagrams in Figure 9, if the tree is complete {E2 
in Figure 9) but of a smaller height then the left 
subtree {E4 in Figure 9 (a), then the height of 
the right tree is increased by one (E3 in Figure 9 
(b}) and the previous subtree inserted as the left 
part (E2 in Figure 9 (b)). Otherwise we step down 
the right subtree to find its largest complete 
component and perform the same process at a lower 
level. It therefore follows that a 'balancing' 
grammar needs to keep track of the heights {or at 
least the difference between heights) of adjacent 
subtrees. 

Recall that the height of the balanced tree 
for En is p where 2P-l<n<2P and its structure is 
given by E2p-1+Eq where q,2P-l. Hence the (2P-l)th 
operator is at the top of the tree, the (2P-2)t~ 
operator is one level lower, the (2P-3)th operator 
is two levels lower, and so on. 

The grammar, G5 mimics our structuring process 
in so far as whenever a BBT is completed it is 
surrounded by 1 ( 1 and')'. Also, when it is 
required to increase the height of a tree to 
accommodate more operands {as in Figure 9 {a) and 
(b}} this is effected by joining two trees thus: 

(CPBT) + (BBT) 

- even trivial trees, ie terms, are bracketed by 
our grammar-, granunatically we reduce '}+('to+ 
by a suitable production. Before giving the gram­
mar and describing its use, we note that in order 
to clarify the difference between actual and 
terminal symbols and synthetic structure­
indicators we have used 0 and C (open and close) 
in place of 1 ( 1 and 1 ) 1 • To aid parsing$ is 
used as an end marker. 

G5 = { {X,S,E,P,0,C}, {+,T ,$}, Q,X} 
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where Q = {(l} E+T, 
( 4) P+CPO, 
{ 7) S$ +OE$ , 

(2) P++, {3) OEC+EPE, 
(5) $+C$, (6) PE$+CPE$, 
(S) S$ +OS$, (9) X +S$ } 

Now we apply G5 to the reduction and structuring 
of E1. Recall E1 = T+T+T+T+T+T+T $ 
and that it should be structured (see Figure 9 
{b}} as E1 = {{T+T)+{T+T))+({T+T)+T}$ 
in which the right subtree is a CBBT of height 2 
and the left subtree is a BBT of height 2 result­
ing in h(E7)=3. The expression can be analysed 
{the reverse process to derivation) as follows: 

(21) T+T+T+T+T+T+T$ 
( ) EPE+T+T+T+T+T$ 
{3) OEC+T+T+T+T+T$ 
(4) OECPOEC+T+T+T$ 
{5) OEPEC +T+T+T$ 
(6) OOECC PEPE+T$ 
(7) OOECC POEC+T$ 
(S) OOEC P EC+T$ 

(9) OOEC P ECPE$ 
(10) OOEC P EPE$ 
(11) OOEC P OEC$ 
{12) OOE P EC$ 
(13) 00 OEC C$ 
{14) 00 OE $ 
(15) S$ 
{16) x 

Productions {l) and (2) of Q {which we shall 
refer to as Qi and Q2 ••• ) simply encode T5 and 
1 +1 symbols and are used freely throughout the 
reduction. Stages 1, 2 and 3 transform 'T+T' 
into 'OEC' represesnting a CBBT of height 1 by 
means of Q3• The next 'T+T' is similarly treated 
giving (No 4) 'OECPOEC'. Production Q4 now 
removes the reverse brackets ')+{' represented by 
'CPO' and then using Q3 again we obtain {No. 6) 
'OOECC' which corresponds to a CBBT of height 2. 

Now the string generated by E2 in Figure 9 {b) 
is transformed into 'EPE' and then 'OEC' in stages 
6 and 7. The central plus, now P, then causes 
partial combination of these CBBTs. However, the 
two E's in No. S do not combine because they are 
not of the same height, the second being too low. 

The last term comes into play at No. 9. 
Because E1 cannot be completely balanced we need 
to apply special productions to cater for the 
incomplete subtree E3. Production Q6 erases the 
superfluous 'C' enabling the right-hand subtree to 
be incorporated with the preceding E (No. 11) Q4 
then performs the last proper reduction with two 
trees of height 2 (No. 12). The final stages 
using Qs, Qs and Q9 remove peripheral bracket 
tokens and achieve the start symbol X. 

Pictorially the parse is set out in Figure 10. 

We can now extract the desired admissible tree 
structure from this parse by translating from Q 
to a related set of context-free productions Q'. 
This is simply done by ignoring all structuring 
symbols and trivial productions. Hence we have: 

Q Q' 

E + T E +T 
p + + p ++ 

OEC + EPE E + EPE 
P +CPO 
$ + C$ 

PE$ + CPE$ 
S$ +OE$ s + E 
S$ + OS$ 
X + S$ x + s 



Applying this translation to Figure 10 gives 
the context-free parse in Figure 11 and further 
simplication trivially gives us G6 defined by the 
productions 

E+E+EIT (Grammar G6)• 

Consequently the sequence of applications 
of reductions Q3 and Q1 in grammar G5 gives a 
balanced parse from the grammar G6• Figure 11 
is, as required, a syntactic equivalent of the 
semantic structure in Figure 9 (b). 

Expressions Involving Two Associative Operators 

The construction of the context-sensitive 
grammar G5 from the context-free grammar G4 can 
be mirrored for any language based on a single 
associative operation. Hence, we could for 
instance take G1 

E+E+EIT, T+T*PIP, P+(E)II (Grammar G1). 

and slice off the second, multiplicative, layer 

T+T*PIP 
and then add extra productions to allow both left 
and right-associativity. Thus, to generate L(T) 
we have T+T*PjP*TIP 
or alternatively T+T*T P • 

To deal with more than one such operator is 
more complicated and methods for the construction 
of grammars to cope with the general situation are 
currently under review. Of more immediate concern 
is the case noted above. We know that, by con­
vention, multiplication has a higher precedence 
than addition and hence whenever these operators 
are adjacent in an expression we need to ensure 
that any tree balancing takes account of these 
precedence relations. Of course for any sub­
expression involving only one kind of operator 
the method of section 3 can be used. 

To illustrate how these operators inter-relate 
with each other and with the tree-balancing 
processes we give an example. To aid description 
of multiplicative sub-structure we shall use Tn 
to represent a sub-expression involving n operands 
combined multiplicatively, and to aid analysis 
we use '$' as a delimiter rather than just a 
terminator for the entire expression. 

Example: Consider the expression, I1+I2+I3*I4*l5 
which should be parenthesised thus: 

As before the reduction starts by formin~ I1+I2 
into a (C)BBT of height 1. However, the '* 
following I3 prevents I3 from being immediately 
included in an additive BBT of height 2, and 
causes a multiplicative tree to be formed from 13 
and I4 and subsequently I0 is also included. In 
order that the correct combination should be 
achieved we need to check both operators adjacent 
to non-peripheral operands. In this particular 
situtaion we could use productions such as 

T+I (E)+ +T+T+ 
to prevent incorrect manipulation of I3. 
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Because '*' has the highest precedence of 
(arithmetic) operators present in the expression 
we can invoke the balancing of multiplicative 
trees without reference to '+' and hence we use 

(T) + T*T 

Indeed, when an operator of highest precedence 
is used, no checks on the types of adjacent oper­
ators are required except in the case when the 
operator in question is not associative. In 
parsing terms the delimited expression 

$I1+I2+I3*l4*I5$ 
can now be reduced to $(E2)+(T2)*I5$ 
and then to . $(E2)+(T2)*T1$ 

The (incomplete) multiplicative tree must now be 
reduced. This can be done in several ways. 
Following the strategy used in the additive gram­
mar, G5, we can enforce left to right balancing by 
removing the right-hand bracket from '(T2)' and 
allowing the replacement bracket to be created at 
the extreme right of the expression. In conse­
quence we have the productions 

*T+)*T and )$+$ 

However, this gives rise to the abortive reduction 
sequence 

(1) $(E2)+(T2)*T1$ 
(2) $(E2)+(T2*T1$ 
(3) $(E2)+(T2*T1)$ 

(4) $(E2+( (T) )$ 
(5) $(E2+(T))$ 
(6) $(E2+E) )$ 

Reference to the desired admisible tree for 
this expression (Figure 12) reveals the require­
ment for the right subtree to be higher than the 
left subtree. Dealing with this phenomenan as 
before, by using the production and completely 
destroys the left-to-right balancing of additive 
trees and hence an alternative method must be 
found. 

Such a method, based on the strict use of 
brackets to preserve tree height information and 
hence requiring no bracket inbalance at~ stage, 
is described in four stages. 

(i) First, we return to the (single operator) 
additive grammar and generate 

L(X) = CT(+T)n : n>O} by the CS productions 

(1 X+$S$, 
(5) ++}+{, 

(2) S+{S}, 
(6) {E}+E+E, 

(3) S+E, 
(7) E+T 

(4) +E}+}+E, 
(Grammar 7) 

Now any reduction sequence associated with 
grammar 7 has equal numbers of open and close 
brackets at every stage and before any application 
of rule 2, the number of balanced bracket pairs 
indicates the height of the structure tree. How­
ever, rule 4 is too general for our purposes, it 
allows any combination of trees Ei and Ej (in that 
order) where h(Ei)>h(Ej)• In particular it gives 
rise to the following reduction of E]. 

(1) $T+T+T+T+T+T+T$ 
(2) $E+E+E+E+E+E+E$ 
( 3) $ {E }+ {E}+ {E}+E$ 
(4) ${E+E}+{E}+E$ 
( 5) $ {{E }+E}+E$ 

(6) ${{E+E}}+E$ 
(7) ${{{E}}}+E$ 
(8) ${{{E+E}}}$ 
(9) $ {{ {{E}} }}$ 



This implies a tree of height 4 and relates to 
the tree in Figure 13 corresponding to the analy­
sis E1=(E4+E2)+Et instead of E1=E4+(E2+E1). Both 
are possible ana yses from grammar 7. 

So there is a requirement for some indicator 
to stimulate the accepting of incomplete trees 
from right to 1 eft. This is easily achieved by a 
simple modification given as grammar 8 in which y 
and 6 are used as markers; each y permitting a 
poss i b 1 e imba 1 ance at each 1eve1 and the 65 pre­
venting such an imbalance from occurring to the 
left of the central '+' at the corresponding level 
of the right sub-tree. 

(1) X+$S$, (2) S+{S}y, (3) S+E, 
( 5) ++}+{, (6) E +T, (7) y+A, 
( 9) +6E}y+}+6E 

(4) {E}+E+6E, 
(8) 6+A, 
(Grammar 8) 

(Notice that grammar 8 is not context-sensitive. 
However, its form enables the balancing methodolgy 
to be clearly seen and can be modified later to 
meet CS criteria.) The skeletal derivation of E1 
from grammar 8 is as follows: the underlying 
semantic tree being indicated by the arrowed 
progression of '+' symbols. 

x 
* => - $ {{ {E}y }y }y$ 

* => • $ {{E+6Ey}y}y$ 
* + 
=> $ {{E } + {E }y }y$ 
* + + + 
=> $ {E+6E + E +6Ey}y$ 
* + + + 
=> $ {E+ E + E +6E}E}y$ 
* + + + 
=> $ {E }+ {E}+ {E }+ 6E$ 
* ++++ + 
=> $E +E+E +E +E +E +E $ 

A context-senstivive equivalent of grammar 8 is 
given by the productions 

( 1) x +$S$, 
(5) {E}+E+E, 
(9) +Ff+}+E, 

(2) S+{S}, (3) S+{Sr, (4) S+E, 
(6) {E}+E+F, (7) ++}+{, (8) E+T, 
(10) +F r+}+F (Grammar 9) 

(ii) The second stage in our grammar 
modifications is to introduce different kinds of 
brackets at different levels of the syntax thus 
enabling the balancing of multiplicative subtrees 
to be performed without regard to, and chrono-
1 ogically before, manipulation of any surrounding 
additive structure. This could be done syntacti­
cally but use of a distinct bracketing system 
allows processing of the entire multiplicative 
substructure to be analysed and reduced to an 
atomic additive term (of a suitable height) which 
can then not be dissected, by subsequent additive 
manipulation. In particular it can be included at 
the left- or right-hand side of a higher tree at 
will without creating an inadmissible tree or a 
tree which is higher than necessary. 

Proceeding in this direction we can take the 
terminal symbol T of grammar 9, reclassify it as 
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a non-terminal, and define it so as to generate 
multiplicative subexpressions, balanced from left 
to right. Accordingly we require the production. 

(1) T+[T], 
(4) [P]+P*P, 
(7) *RII+]*P, 

(2) T+[Tn, 
(5) [P]+P*P, 
(8) *RII+]*R, 

(3) T+P, 
(6) *+]*[, 
(9) P+I, 

(Productions 9a) 
Using the sets of productions 9 and 9a together 

to generate $I1+I2+I3*I4*I5$ we obtain 

x => ${{S}r$ I => ${E}+E$ 
•> $S$ => $ {{E }r$ => $E+E+ T$ 
=> $ {Sr$ => ${E +Fr$ etc . 
This reduction implies that h(T)=O ie the term 

is atomic whereas the true position would be 
indicated by [[T]], say, having height 2 and 
corresponding (additively) to an expression such 
as E4• Using the same productions, the required 
information is availble (at stage *) in the sub­
sequent derivation, namely 

T I => [TII 
=> [[T] II (*) 

=> [[P] II 
=> [P*RII 
=> [P]*P 

I => *P*P*P 
=> I*I*I 

Utilization of this information is dealt with 
in the next two stages of the balancing process 
for the class of expressions in question. 

(iii)-(iv) We now need to convert multipli-
cative brackets to additive ones and also allow 
the expression rather than the grammar to dictate 
left or right associativity of the resulting 
subexpression within the surrounding expression. 
Consequently additive brackets created by this 
process behave in more general ways than those 
occurring elsewhere and hence there is a require­
ment to deal with both of these processes together. 

Explicitly, recall that indication of the height 
of the multiplicative subtree in $I1+Iz+I3*I4*I5$ 
is 2 and could be given by replacing L[T JII by 
{{E}}. If done directly this yields the inter­
mediate form $ {E }+ { {E }}$ which fails because it 
balances to the right and not to the left. In 
order to be able to accept such a form we need to 
know that the right subexpression is derived from 
multiplication. 

We return to the form: $E }+[[T]II$ 
To allow such a composition we need to achieve the 
progression 

=> $ {E }+[[T] D$ I => $ { {E+T} }$ I • $ { {{E} }}$ 
=> $ {E+[T] }$ • $ { {E+E} }$ 

- indicating a tree of height 3. 

This is done by incorporating the replacement 
of the leftmost '[' by '{' with the absorption of 
'}+{' into '+' and with the conversion of the 
corresponding close bracket, here 'II', to '}'. 
To perform the required transformation we use a 
as a marker in the following productions. 

(1) +a+}+[, 
( 4) ]a+a], 
(7) }$+Ila$ 

(2) [a+a[, 
( 5) IIa+alI, 
(8) } }+]a}, 

(3) Ta+aT, 
(6) } }+!Ia}, 
(9) }$+]a$, 



Next, we must migrate any subsequent '[' 
to the left and convert that bracket and its 
corresponding ']' into curly brackets. We use 
a thus 

{E+a+E+[ 
Ila+an 

Ta+aT , J a+a] 
etc. as before. 

(This sequence of productions again includes a 
non context-sensitive rule. At the risk of intro­
ducing parsing difficulties, the offending rule 
could be replaced by 

Y+a+E+[ 

with corresponding changes, such as 

+E+}+Y • S+Y} • S+Yr 

elsewhere in the grammar.) 

The manipulation of high multiplacative sub­
trees to the left of an addition operator can be 
dealt with by straight forward bracket conversion 
and the additive balancing processing provided 
that extra conversion initiation rules are 
included, namely 

${a+$[, {{a+{[ 

and corresponding conversion rules 

{++]a+, {++Ila 

Yet again the modification would introduce 
non-context senstivive rules. However, their 
removal necessitates the inclusion of more markers 
hence the rules will be left in their present 
form. Justification for this decision will be 
given in section 6 of the paper. 

We are now in a position to expand the sets 
of rules 9 and 9a into a full grammar. The only 
significant change being the omission of the first 
two rules in 9a, thus ensuring that multiplicative 
brackets are only obtained by conversion from 
additive ones. 

The productions of the Grammar Gia. are 
displayed in two columns denoting the rules used 
in CBBTs and (additionally) in BBTs respectively. 

G 10 = ( {X. S • E • ' {' • ' } ' • T. P. ' [ ' • ' ] • a, r. F • R • n}. 
{l,+,*,$},P10 0 X) 

where Plo = where 
1) {{X+ S$ 
2) S+{S} S+{Sf 10) P+I 
3) S+E 
4) {E}+E+E {E}+E+F +a+}+[ 
5) ++}+{ 11) [a+a[ 

12) Ta+aT 
6) E+T 13) ]a+a] 

+F r+}+E na+an 
+F r+}+F 14) }}+]a} } }+Ila} 

7) T+P 15) }$+]a$ }$+Ila$ 
8) [P]+P*P [P]+P*R 16) }++]a+ } +Ila+ 
9) *+]*[ {E+a+E+[ 

*Ril+]*P 17) ${a+$[ 
*Rn+]*R 18) {{a+}[ } 
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We conclude this section with outline 
derivations of three non-trivial expressions 
using G10. 

Example 1: $l1+I2*I3+I4*I5$ 

(for structure see Figure 14) 

* ,., $ { {{E} r}$ I ~ ${{E}}+{E}$ ,., $E+[T]+[T]$ 
""'${E+E}+[T]$ ~ $1+1*1+1*1$ 
='t $ {E+aT]+[T]$ 

,., $ {{E +Fr}$ 
=> $ { {E }+ {E}$ 

(r indicates RH subtree of 1 unit 
lower than LH subtree) 

Example 2: $1+1+1*1*1$ (Figure 15) 

* x I I f $ { {{E}} }$ ,., $ {E+[T] }$ ,., $ {E+[T] TI$ 
,., ${{E+T]a}$ f ${E+[T]Ila$ ~ $1+1+1*1*1$ 
~ ${{E+aT]}$ ;;>· ${E+a[T]TI$ 

(n indicates incomplete multiplicative 
right subtree) 

Example 3: $1+1+1*1*1+1$ 

Here we have the expression in example 2 
included as an admissible subexpression Figure 16 
l}.ence, X 
=> ${ {{ {E} rrr$ f $ { { {E} }}+E$ 
;;> $ { { {E+F rrr$ ,., $1+I+l*l*I+1$ 
,., $ { {{E}+F r r$ 

Further Extensions to The Grammar 

So far we have dealt only with expressions 
constructed from simple identifiers, I, and the 
arithmetic operators '+' and '*'. Extending the 
language to handle more complex arithmetic atoms 
(such as numeric constants) and, without regard 
to their semantic properties, the operator symbols 
'-' and '/'. is trivial. Similar methods applied 
to Boolean expressions are also obviously pos­
sible. Moreover, because our grammatical structure 
now incorporates information about the height of 
the respective semantic tree, the inclusion of 
the usual parentheses, '(' and ')',causes no 
difficulty; although introduction of the markers 
required to invoke the conversion of matching 
brackets, '{' and '}',and '[' and ']';over the 
syntactic brackets necessitate many more produc­
tions. 

Extension of these techniques to larger 
portions of programming languages may not seem 
feasible. However, recall that our basic 
construction eminates from the introduction of 
ambiguities to a suitable operator-precedence 
grammar. Such a grammar for an Algol-like lan­
guage already exists, Floyd [9]. 

From the more pragmatic and practical 
standpoint we need to investigate implications of 
'live-dead' variable analysis, Sheafer [10] etc. 
If this information could be detected and manipu­
lated by syntactic means it would allow (i) for 
the inclusion of function calls within expressions 
and hence (ii) for the handling of statements as 
expressions with side-effects. 



Nevertheless, even without these further 
semantic constraints, what we have so far is a 
system that enforces the necessary structure on 
the evaluation of a language fragment but, because 

Parsing Considerations 

All the grammars presented in this paper are, 
or can be, written to conform to Context-Sensitive 
requirements. This is apparently the narrowest 
general classification that is satisfied by our 
grammars and hence before these grammars can be 
put to work we need to have a suitable parsing 
machine. In Abdollazadeh (1] various published 
algorithms are described and compared. Also 
included are details of several other parsing 
strategies applicable to certain of the grammars 
contained therein. However, most of these 
algorithms are more powerful than necessary since 
they can be used to analyse sentences of languages 
which are not context-free. 

This 'sledge-hammer to crack a nut' situation 
has been studied before by Baker [5] and Aggarwal 
(2]. Indeed Aggarwal defines the set of so-called 
SVMT-bounded grammars which are CS but generate 
CFL's. This class of grammars extend previous 
classifications guaranteed to generate CFLs but 
does not include all the CS grammars developed 
here and in Abdollazadeh [1]. 

Because of the special form· of our grammars and 
the possibility that the most manageable forms 
(from the parsing standpoint) may not be context­
sensitive but even more general, we need to 
investigate, inter-dependently, parsing method­
ology and grammar modification. From our initial 
investigations it would appear that the most 
important need is to lessen the non-determinism 
provided that this is conversant with the 
retention of sufficient structural information. 

Conclusion 

We have demonstrated that it is possible to 
balance simple arithmetic trees syntactically and 
indicated how the method can be extended to deal 
with more complicated program fragments. The 
balancing technique not only determines the 
minimal height of the expression tree, (subject to 
certain semantic constraints) but also allows for 
potential overlap of adjoining trees. Figures 17 
and 18 depict a general and a specific situation. 

As is seen from the latter figure, the diagonal 
length •• indicative of idealised execution time -
is related to tree height and additionally, the 
diagonal width is related to the number of indepen­
dent processors that could be usefully employed in 
the evaluation. This visualization is also capable 
of indicating store access operations and inter­
machine transfers. 
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Our work is now to stretch (semantically 
motivated) syntactic methods as far as is practical 
and then introduce the minimal semantic structure 
(such as left-to-right attributes, Bachmann (60]) 
so as to move the less complex aspects of a lan­
guage into the earlier phases of compilation and 
to facilitate more efficient code generation for 
however many processors are available at 
run-time. 
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Abstract 

A pipelined solution method for tridiagonal systems of linear 

equations is proposed which introduces pamllelism in a way 

that may be etli..-ctively exploited by static data !low 

computers. It eliminates the substantial data rearrangement 

overhead incurred by many existing parallel algorithms, and 

sust<1ins a relatively constant parallelism during v<irious phases 

of program execution. Using the new method, we outline a 

pipepincd code mapping ochcmc. The principle outlined in 

this paper may be extended to other suitable parallel machine 

architecture. 

I. Introduction 

Tridiagonal systems or linear equations lbrm a very important 

class of linear algebraic equations. For example, the heart of 

finite dillcrcnct' solutions of partial dilTercntial equations may 

consist of tridiagonal systems of equations. A tridiagonal 

system of linear equations can be solved on a conventional 

computer using the classical Gaussian c/i111i11atio11 algorithm. 

However, such solution method is sequential in nature and 

hence unsuitable for parallel computers without drastic 
alteration. 

In the past decade, new techniques have nppcarcd for solving 

tridiagonal systems of equations with parallel computers (11, 

15). The best known parallel algorithm is hascd on the cyclic 

reduction technique. lirst proposed by Golub and Hockney 

and applied by Buzbee ct al, lhr solving tridiagonal system of 

equations ctliciently [2j. One approach is using such parallel 

technique to solve the recurrences establi~hed by the 

LU-decomposition met110d of Gnussian elimination 

algorithm. One such algorithm, known as recmsive doubling 

• ·111c n.'Sl':lrd1 d"'<·rihcd in !hi• paper and it• two companion p:iprr.; (8, IOJ 
wa.• •upporlcd by the Department of l~tcrgy and the National Sdcn<'C 
Foundalion. 
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suggested by Stone and originally designed for !Iliac IV, was 

later modified for other vector computers [16). Another 

approach has resulted from considering the needs of parallel 

processing in the first place and trying to design 

fundamentally new algorithms which arc inherently more 

parallel. 'l11c odd-even cyclic reduction algorithm is base on 

such a principle l2). /\ major difficulty with tl1e algorithms 

based on cyclic reduction tcchniqtlc is t11c overhead of data 

rearrangement between computation steps and the 

considerable variations of degree of parallelism between 

computation steps. 

In this paper, a new method for solving tridiagonal systems of 

equations is proposed which introduces parallelism in a way 

that may be elTectively exploited by data now computers. 'Inc 

algorithm is based on the maximally pipelined solution of 

linear recurrences presented in a companion paper [8]. It 

performs a program transformation of the recurrences 

generated in the Gaussian elimination method to produce 

machine code which can be executed in a maximally pipelined 

fashion. '111c new method eliminates the substantial data 

rearrangement overhead incurred by many existing parallel 

algorithms and it sustains a relatively constant parallelism 

during various phases of program execution. Based on this 

scheme, the code structure of a maximally pipelined 

tridiagonal equation solver is outlined for a static data !low 

supercomputer. The principle outlined in the paper inay be 

extended to other data llow computers. 

2. nackgrountl anti l~cl:itctl Work 

In tltis section we state briefly tl1c problem of tridiagonal 

system of linear equations and review the din:.'Ctcd methods 

for solving them - such as the Gaussian elimination 

algoritltm, in particular the linear recurrences established by 

the I .U·dccomposition technique. We also survey the related 

work of parallel tridiagonal &>lution methods, such a~ the 

well-known cyclic reduction technique. 



2.1 Statement of The Problem 

We consider the solution to lhc following tridiagonal set of 

linear equations: 

( ~ .• }: ••• ~:: ~-·:::··-· .:;._) (;:) = (:') • 

o-------0 a. b. x. k. 

(2.1) 

or expressed in matrix-vector notation 

Ax= k (2.2) 

In this paper, our major concern will be the case where the 

coefficient matrix A is positive definite or at least pivoting is 

not required. 

2.2 LU-Decompusition 

There arc a number of seri<1l methods for solving the 

tridiagonal system as expressed in (2.1 ). The maximally 

pipelined solution melhod lo he developed in this paper is 

based on the well-known J,lf-dl'cu111po.~itio11 technique [5]. 
The Stone's recursive doubling algorithm to he discussed lalcr 

is also based upon such technique. In lhis method, we find 

two mairkes, I. and U, such that 

(l)LU =A; 

(2) Lis a lower bidiagonal matrix: 

(3) U is an upper bidiagonal matrix with ls on its 

principal diagonal. 

When A is non-simpler, its l.U decomposition is unique. In 

facl, it is shown that 

and 

where 

ut = cifbt 

ui = c/(bcaiui-1) 

ci = u/ci 

(

ej" 1 0::------------0 ) -r•., I a2 ei ........ : 
L = 9--- a3 e) 1··- ••• ! 

, ---- . ·o 
: ........... . I 
0----------0 a. e; 

(

I u1 o.::-------? ) 
9-. I U? ·-- : 
, ·. I ·. , u . - -. ' = : ·--. __ . ·-o 
: ......... . Un-I 

6-------------'-'0 I 

i = 2,3 ... n-1 (2.3) 
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After computing L and U, it is relatively straightforward to 

solve the system of equations by a two-step process. First, 

letting Y = Ux, we have 

Ly = K (2.5) 

Ux = y (2.<>) 

and together, we have Ax = LUx = Ly :::. k. 

The equation I .y = k can easily be solved for y as liillow. 

y1 = k11b: 

Yi = (ki-"iYi-1>1<bcaiuH) i = 2,3 ... n (2. 7) 

Note that in the solution process, as indicated by (2.7), there is 

nn need to compute ci explicitly unless the matrix L is needed 

in other places. Next, we solve Ux = y for x by noting that 

xn = Yn 

xi= Yi - uixii-1 i = n-l,n-2 ... 1 (2.8) 

The two steps of (2.7) and (2.8) arc ortcn called 

Jimv11rtl-eli111i11111irm and backward-s11bs1i1111irm. The 

recurrences (2.3). (2.7) and (2.8) ctlnstitutc a complete solution 

for Ax = k. and a sequential algorithm to perform such a 

solution is 1.hc so-rnllcd U11ussi1111 e/i111i11atio11 a/gorilh111. 

2.3 Cyclic Reduction Technique 

In Lhis paper, we make no attempt lo survey all parallel 

algorithms fill" tridiagonal linear <.'Cjuntion solvers, but review 

only two well-known methods which arc based on the cyclic 

reduction. 'l11is discussion will motivate the pipcincd solution 

presented in this paper. 

2.3.1 Recursive Doubling Algorithm 

The recursive doubling algoritl1m proposed by Stone (16] 

began with the observation tlrnt the formula required by LU 

factorization, such as (2.7) and (2.8), arc first-order linear 

recurrences (FLR). The equation (2.3) appears not to be a 

linear recurrence. However, if we introduce a new variable qi 

such that ui = -q/qi+ 1' then (2.3) can be transformed into the 

following second-order linear recurrence (SI .R): 

i ::::: 2,3,. . .,n-1 

(2.9) 

Stone pointed out tlrnt (2. 9) can be transformed into a 

first-order linear recurrence except that the sequence is now a 



set of vectors instead of scalar values. The recursive doubling 

algorithm uses standard cyclic rcdui:tion method for handling 

linear recurrences to solve them. 

It is helpful lo review the cyclic reduction technique for 

solving linear recurrences before we outline its disadvantages. 

For instance. we consider the cvalu;1tion of the sequence of xi 

from the following lirst-ordcr linear recurrence relation. 

for i = 2 ... n (2.11) 

where x1.al' ...• a0 and bl' ... ,b0 arc known values. The basic 

idea of standard cyclic reduction technique _is to back up the 

recurrence in (2.11) such that a new recurrence can be 
obtained which relates every other term, every fourth term, 

every eighth term. etc. 

For example, from (2.11) we have 

(2.12) 

where a!'' = aiai-I' bll) aibi-I + bi. The superscript (l) 
denotes the fact that this is a lirst level backup. Such a backup 

process can be repeated (in a cyclic fashion) and we obtain a 

set of equations as follow. 

x. = a(IJx. 21 + b(Q 
I I 1- I 

(2.13) 

where 

(2.14) 

(2.15) 

with I = 0,1...log2n. i = 2,3 ... n. An important observation is 

that if any of ai' bi or xi is outside the defined range, its value 

can he taken as 1.cro. Therefore, when I = log2n, all xi are 

solved by 

We can have the following observation: 

(l) high parallelism exists at certain phases ·(steps) of 

the algorithm, i.e., at a fix level I, (2.14) and (2. lS) 
can be evaluated for all i in parallel; 

(2) the parnllelism grows roughly linearly with the size 

of the vectors - i.e. n in this case; 

(3) the useful parallelism decreases as the computation... 

progressing through ditlcrcnt phases. 

'Ille amount of parallelism varies between phases of 

computation. This will incrc:Lo;c the difficulty of fully utilize 

the parallelism of the machine. 
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2.3.2 Odd·even Reduction Algorithm 

The odd-even tJ'clic reduction algorithm is perhaps the most 

successful cyclic reduction algorithm applied to solve 

tridiagonal systems [2]. It starts directly from the system of 

equations dclinc<l by (2.1), i.e., 

i = 1.2 ... n* 

The algorithm first eliminates the odd numbered variables in 

U1c even numbered equations by performing elementary row 

operations. In each level, we cut down the total number of 

equations by l/2, hence, in log2n levels, the middle clement 

x012 can be computed directly from U1c cocflicicnts. The 
remaining unknowns can he found by a rclilling procedure. 

This algorithm also involves the recursive calculation of 

coefficient~ f1}r equations at each level. One important 

advantage of the odd-even reduction over the recursive 

doubling algoriUun is that it reduces the number of operations 

considerably at each level, and U1c total number of operations 

is on the order of 0( n). 

One major difficulty with odd-even reduction is U1c data 

rearrangement of variable and coefficient vectors between 

phases of computation. For example, on Uic Cybcr 205 one 

cannot apply vector operations directly to every other 

clements of U1e vector. Thus extra operations must be 

employed to reformat those clements into a new vector (14]. 
On the Cray it is possible to access clements of a vector at a 

fixed increment, but this may result in a performance 

degradation [12). Because of the overhead of data 

rearrangement. the cyclic reduction algorithm may run slower 
U1an a serial algorithm for sufficiently small n (IS). 

Another problem is the degree of variation of parallelism 

between diflcrcnt phases of computrtion. Because the 

parallelism dccreuses very rapidly, U1is problem becomes more 
serious U1an U1at for the recursive doubling algorithm. A 

parallel version of odd-even rcducti1in algorithm has been 

proposed to keep a high parallelism throughout the 

compuWtion. However, it increases the number of operations 

significantly to O(nlogn) (I I]. 

3. A Pi11epincd Solution Scheme for Linear ltecurrences 

3.1 Overview of the Pipelined Solution Scheme 

In t•yclic reduction scheme. the goal is to increase U1c speed 

Uuough fully exploiting the parallelism in the original 

problem. lligh concurrency is obtained by replicating the 

*In the remaining discussion or this i;cction, we assume n is a power or2. but 
this is not an C!o."!Cntial assumption. 



operations as much as necessary to compute all clements in 

the result vector in parallel. In contrast, we propose a new 

solution method which can explore and organize the 

parallelism in a way that best matches a suitable computer 

architecture, i.e. the static dam flow architecture. lt is based 

on a maximally pipelined code mapping scheme developed in 

our previous work (3.6]. 

Two forms of parallelism exist in a data flow machine level 

program, as shown in Figure l, which consists of seven actors 

S toge I S toge 2 Stage 3 Stage 4 

FIG. I. Pipelining of dala ftow programs. 

divided into four stages. In Figure I (a), actors I and 2 arc 

enabled hy the presence of tokens on their input arcs, and thus 

can be executed in parallel." This is called sp111ial parallelism. 

Spatial parallelism also exists between actors 3 and 4, and 

between actors 5 and 6. The second form of parallelism is 

pipelining. In static data flow architecture, tl1is means 

arranging the machine code such tl1at successive computations 

can follow each other through one copy of tl1e code. If we 

present a sequence of values to the inputs of the data flow 

graph, tl1csc values can llow tl1rough the program in a 

maximally pipelined fashion - i.e. input/output values arc 

consumed/produced at maximum rate allowed by the 

machine architecture. In tl1c conliguration of Figure 1 (b), 

two set of tokens arc pipelined through tl1c graph, and the 

actors in su1ge I and 3 arc enabled and -can be executed 

concurrently. Thus. the two fimns of parallelism arc fully 

exploited in tl1c graph. 

The power of pipelined compuu1tion in a dau1 flow computer 

can be derived from machine-level programs tl1at form a lai·gc 

pipeline in which many actors in various stages arc executed 

concurrently. Each actors in the pipe arc activated in a totally 

data-driven manner, and no explicit sequential control is 

needed. With data values continuously flow through the pipe, 

a sustained parallelism can be efficiently supported by the 

data flow architecture. 

3.2 Maximally Pipelined Mapping of Linear Recurrences 

An attractive way to implement recurrence on data flow 

computers is to introduce feedback paths in the data flow 
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graph. This, however, present.~ particular problems when 

maximum pipelining of the program is desired. A direct 

translation of the first order recurrence is shown in Fig. 2. The 

value xi depends on the value of xi-I' tl1erefore. a feedback 
path, such as the one marked in tlle graph, is generated. 'l11c 

key is to understand the role of the merge operator (denoted 

by M in Fig. 2): (I) under tllc merge control input values 

(<Fl'...T>). the initial output value of the loop is taken from 

the second input oftl1e merge. i.e., x1• (2) the upper output of 

M is routed under the feedback control values, i.e. <T ... TF>, 

therefore all but the last clement of the array will be fed back; 

and (3) the lower output of the merge is forwarded as the 

Feedboc k Poth 

I 
I 

a~ Cell 2 FT..T I 

I 
bi 

T...TF 

FIG. 2. The pipelined mapping of a first-order linear recurrence. 

output of the loop unconditionally. Due to the existence of 

cycles, tl1c data flow graph produced by such a scheme, in 

general, cannot he fully pipelined. More specifically, tl1c 

feedback link between the output of cell 3 and tllc input of 

cell I prevents the whole graph from being fully pipelined. 

The problem of tl1e above example and its solution have been 

studied by tl1e author in [3, 6]. The problem is essentially a 

mismatch between the dependence de/a}~ the dependence 

inherent in tl1e recurrence (i.e .. X; depends on xi-I' tl1creforc a 

two-stage feedback delay is required) and the computatio11al 

delay-the actual lengtl1 of the loop in the data !low graph 

generated by the direct translation scheme (3 stages in this 

example). In [8], the autl1or described a solution for such a 

problem on a static data flow computer. based on tl1e concept 

of co111panio11fu11ctio11s [3,13]. It is essentially a way to remove 

the dependence of xi on xi-l' thus, casing tl1e feedback 

constraints in order to match the computational delay of the 

data flow graph. For the above example, we have: 

xl =bl 

X2 = a2bl + b2 

xi = aiaHxi-l + aibH + bi where i ~ 3 (3.1) 

• A solid dL~k on an arc represents lhc presence of a token. 



This transformation is interesting to us hccause xi now 
depends on xi.2 inste<.td of xi-I. Therefor<.'. we can map our 

example. now expressed as in (3. I). into a da~t now graph as 

shown in Fig. 3. Note that we have introduced two additional 

pipelines a; and b; as denoted by the dotted lined box C, 

where 

whcrci ~ 3. 

·111is added pipeline is named the compa11io11 pipl'iine in [3], 

and its structure is shown in Fig. 4. To understand how the 

scheme works we first examine the loop in Fig. 3. The role of 

the merge operator is as before except that two initi<1l values 

arc presented lo the second input of the merge. i.e. x1 = b1, x2 

= a2b1 + h2• The ID cell plays the role of a FIFO of size I, 

and is inserted to tune the comput;itional delay in the 

feedback path to match exactly the dependence delay. The 

two boxes in Fig. 4 arc also Fl FOs. and they can introduce 

proper skew needed in the pipelining of array operations [6]. 

The rest of the graph is sclf·explanatory and the reader should 

be convinced that the graph is maximally pipelined. 

The transfom1ation shown in the above example is equivalent 

to dividing the first-order linear recurrence into two 

Feedback Path 

T ... FF 

FIG. 3. Maximally pipelined mapping of firsl-«der linear recurrences. 

L_ FFT ... T 

FIG. 4. Tiie companion pipeline of example (3.1). 
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equivalent classes of computation. In fact, since x. now 
I 

depends on xi·l' we may split the sequence of results .into two 

subsequences: 

X' = (X1,X3,X5 ... X2i-l""") 

X" = <x2,x4,x6 ... x2i""">. 

Either sequence can be computed independently by sharing 

the same loop, and the companion pipeline provides the 

appropriate input coefficients. 

The advantage of this scheme is obvious. First, it docs not 

require data rearrangement during the computation. In fact, 

it even eliminates the requirement that the input vectors be 

completely filled before the computation starts. If the input 

coefficient vectors themselves arc generated by some 

preceding code block in a pipelined fashion, the 

producer-consumer type of interface technique (as described 

in (6)) can be applied to save considerable storage space for 

the intermediate values. Moreover, we observe that the 
degree of parallelism remains const<mt (5 floating point 

arithmetic operations and several other operations) in t11c 

computation.• The high throughput is achieved by the 

maximally pipelined CX<.'Cution of each actor in the data flow 

program, hence, the storage usage by the mm:hinc code is very 

efficient. Finally. there arc no essential limitation on the 

length of the vectors which can be computed. 

4. A Maximally Pipelined Method 

Starting from LU-decomposition, we can observe that the 

major equations. such as (2. 7) and (2.8). arc lirst-order linear 

recurrences. Therefore. t11e pipelined method as descrihcd in 

the last section cnn be applied directly. Now consider (2.9) 

which can be transformed into the following second-order 

linear recurrence: 

ai = -bi· t/ci-1 

/Ji = -ni./ci-1 

Performing one level bnckup we obtain 

q. = a! 1>q. + nO>q. 1· 4 5 n 
I l t·2 f' I l"] = ' ••• 

i = 4,5 ... n 

(4.2) 



Fig. 5 shows a maximally pipelined data flow machine level 

progrmn for mapping (4.2). The loop in the middle of Fig. 5 
can easily be understood by noting its similarity with the loops 

in Fig. 3. The code in the dotted lined box is the companion 

pipeline generating values for aP> and u! 1>. The node labeled 
I t-'1 

N performs a negation of its input. The boolean value 

sequences CO • CS can be found in Fig. 7. The boxes denote 

the FIPO buffers which arc introduced for balancing the 

FIG. S. Pipelined lridiaptal Ii.- eqtlllian IOlvcr-hrt I. 

----------1 
I 

ai I 
I 

b, I 

O; 

C7 

ca 

fKl. 6. Pipelined lric!Uigonal line..- equation solver-Pan 2. 

CO:FT ... T 
Cl :T ... TF 

-u, 
CZ:FT ... T ,,i, 
.C3:T ... TF 
C4:FFFT .... T 
C5:T ... TFF 

'· C6=FT ... TF 
C7:FFT ... T 1.,1 
Cl:T. .. TFF 

FIG. 7. Pipelined ..................... .__l'lrt 3. 

•Herc lhe varinlion of lhe rarallclism du1ing the slart and finish tinie of the 
romputalion i.• not ronsidcrcd 
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graph [4,6] to achieve maximum pipelining, and the number 

written inside the box is the number of stages in that buffer. It 

is easy to check lhat Fig. 5 correctly computes (2.9) and it is 

maximally pipelined. 

We rewrite the first-order linear recurrence in (2.7) as 

i=2,3 ... n (4.3) 

where y1 = k1/h1, g; = ·a/(b;-a;u;.1), h; = k/(b; · a;u;. 1). 

Pcrfonning one level backup we obtain 

Y· = g! 1>y., + hl 1l 
I I 1-,,. I 

i = 3,4 ... n (4.4) 

and 

~l) = gigi-1 

h!l) = gihi-1 + hi. 

Fig. 6 shows a maximally pipelined mapping of (4.4). The 

dotted lined box is the companion pipeline and the boolean 

scquenccsC1,C2,C7,C8 can be found in Fig. 7. 

Finally, (2.8) can he conveniently treated as a first-order linear 

recurrence by introducing new variables x ., y ., u . such lhal x _ _ I I I 

; = xn·i+ 1· Y ; = Yn-i+ I' u i = U11.;+ 1. I lcncc, (2.8) can be 
rewritten as 

-
Xi= r;X i-l +Si i = 2,3 ... n (4.5) 

where x ,· = y , .. r.1 = ·u. ands. = y .. We can note that (4.5) is 
I I I . 

a standard first-order linear recurrence, hence we can solve it 

by one level backup: 

x. = f.l)x. 2 + sll> . 3 4 I I t· I I= ' ... n 

where x 1 = y 1• x 2 = u 2y 1 + y 2 and 

r! 1> = r.r. 
I t t·l 

sj1> = rh1 + s; 

(4.6) 

Fig. 7 shows a maximally pipelined mapping of(4.6). 

Now we have constructed a complete pipelined machine code 

strucurc for a maximally pipelined tridiagonal solver as shown 

by Fig. 5 ·Fig. 7. Fig. 5 and Fig. 6 can be combined into one 

maximally pipelined data tlow graph by observing that the 

sequence of values of U; produced by Fig. 5 can be directly fed 

into Fig. 6. The interface between the outputs of Fig. 5 and 



Fig. 6 and t11c ·inputs of Fig. 7 cannot be connected directly. 

The main reason is that the order in which the clements yi and 

ui arc generated by Fig. 5 and Fig. 6 is opposite to t11c order in 

which they arc used for t11c maximum pipelining of Fig. 7. 
Hence, we should first store the values of ui, yi into memory. 

Then, Fig. 7 will access the arrays in a reverse order. The code 

in Fig. 5 and Fig. 6 will sustain a constant parallelism such that 

tllcrc arc 20 noating point operations and a number of other 

operations arc concurrently in pipelined operation. When 

only the code of Fig. 7 is in execution, the parallelism will be 

reduced to a constant of 5. Although there is such a change of 

degree of parallelism between tllc forward elimination and 

backward substitution phases of the computation, t11c 

parallelism remain entirely stable during each phase, hence 

arc easily to be handled by tllc processors. Furtllcrmorc, In 

Fig. 5 - Fig. 7, tllc pattern of mntimc data routing is regular, 

tllus eliminating tllc data rearrangement problem for cyclic 

reduction. Moreover, it essentially can work for tridiagonal 

systems rcgardlcs.~ of their size, hence, has more flexibility and 

generality tllan tllc cyclic reduction scheme. 

The reader may wonder if t11c 5 to 20 folds of parallelism 

available in the pipelined algorithm may not meet the appetite 

of a supercomputer. We argue t11at lhc major concern should 

be how t11e parallelism in the algorithm can be most 

effectively used by a suitable architecture. First, the new 

scheme maintains a ·relatively constant amount of parallelism 

and relatively simple data routing paLLcrn. Thus, the rcsou~c 
management and allocation problems arc more easy to handle, 

thereby providing better opportunity of parallel processing 

when the machine has extra power. Second. one is often faced 

with solving a set of m independent tridiagonal systems (say, 

m=64), as frequently lll:Curs in the sollition of J>DI~~ [11]. In 

this case, tllc new scheme can be best used by generating m 

imlcpcndent pipelines for each system to obtain 20xm folds of 

parallelism (more than IOOO if m=64 !). Finally, t11c new 

scheme is ncxiblc enough Lo be extended to obtain more 

parallelism when such a requirement docs occur [9J. 

S. Sumary and Discussions 

In developing new parallel algorithms, high importance 

attached not only to the speed of t11c greatest computation 

rate. but to the numerical srability problems as well. The 

stability aspect of t11e pipelined tridiagonal solver has been 

studied by the author in a second companion paper (10]. 

The entire ctide for tlle pipelined tridiagonal linear equation 

solver has been translated into t11e machine code of a 

proposed static data flow supercomputer, and preliminary 

simulat~on results indicate tllat the projected maximally 

pipelined throughput can be sustained for each of tlle tllrcc 

loops. 
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The pipelined solution scheme has several important 

advantages over otllcr existing parallel algorithms. Although, 

tllc primary target machine used in tllis paper is a static data 

flow computer, we expect tllat the principle can also be 

applied to otller data flow computers, such as the dynamic 

data flow machine [I], although a different perspective of 

pipelining may be required [7]. It is my belief tllat tlle basic 

ideas may also be useful for a conventional parallel machine 

architecture. A compiler which can perfonn the automatic 

program transformation to implement tlle pipcpined solution 

scheme is an interesting challenge to the compiler construction 

for such computers. 
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Abstract 

The quadtree representation of matrices is explored, 
particularly as it admits a parallel matrix inversion algo­
rithm; A version of Gaussian Elimination (full matrix piv­
oting) is described as an applicative program which min­
imizes process dispatch by folding the pivot search into 
the preceding pivot operation. The tree structure incorpo­
rates incremental decomposition (for arbitrary, but small, 
numbers of processors), aids in load balancing, and pro­
vides a uniform representation for both scalars and sparse 
matrices that eliminates all compatibility /bounds checking 
within the important algorithms. Like other algorithms 
particularly suited to larger problems (where parallelism 
pays off), it may be used at the higher level in a hybrid 
strategy, for example, over pipelined vector-processing on 
smaller, conventionally represented submatrices. 

Section 1. Introduction 

Consider a scenario of parallel or multi- processing 
with realistic constraints. A machine with p processors is 
available to implement a matrix algebra package for sparse 
matrices of size, say, n x n. Restrictions are that 7 < p << n 
and that the cost to dispatch/recover a processor is signif­
icantly greater than the cost to perform simple arithmetic. 

Those restrictions (12) preclude some popular solu­
tions wherein processes are dispatched whenever a proces­
sor might be (wished) available and often on processes that 
are so simple as to be trivial. For an algorithm to be useful 
under these restrictions, it must admit isolation of substan­
tial subprocesses, sufficiently high in the computation tree 
(of the the chosen algorithm) in order to assure that the p 
processors can be loaded using as few process dispatches as 
possible while balancing the load and avoiding duplication 
of effort. To do that requires identification of independent, 
arbitrarily large processes as high in that tree as possible-­
particularly for the cases where pis indeed very small. 
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What is really needed first is an algorithm, present­
ing such a tree with the suggested decomposition proper­
ties. This paper presents such an algorithm, matrix in­
version via classic Gaussian elimination, over a new data 
structure-the quadtree representation for matrices-in a 
purely applicative style (3, 5). This formulation lends itself 
to satisfying the restrictions set forth above, regardless of 
the particular values of n and p. 

Applicative programs are necessarily presented as ex­
pressions without assignment statements or control state­
ments except for (pure) function application. Such pro­
grams implicitly solve the problem of decomposition into 
independent processes [4) because each subexpression with­
in the program is necessarily independent; therefore, the 
syntax tree may be strongly associated with the tree for 
process decomposition. Intermediate binding still allows 
intermediate results to be shared-rather than recomputed. 
While these matrix results are interesting and useful as 
they stand, an implicit goal of this paper is to encour­
age further study of algorithms for parallel computation 
through the philosophy enforced by applicative (or func­
tional) programming style. 

Gaussian elimination is hardly new, so what can be 
said that is really novel? Certainly, no improvement to 
well-studied asymptotic behavior will be offered. Three 
results, however, are offered that, together, promise a thor­
oughly practical algorithm under the envisioned constraints, 
whether or not their ultimate realization follows the disci­
pline of applicative programming. 

First, the relatively new idea of quadtrees for repre­
senting matrices [IO, 11) is developed further, in a way 
that unifies our approach both to matrix/scalar algebra 
and to sparse/dense matrix manipulation. All scalars, x, 
also represent diagonal matrices, blurring the distinction 
between scalar and matrix, between sparse representation 
and dense representation. We shall see that one family of 
algorithms handles all pathologies. 

Second is a version of matrix-inversion via Gaussian 
Elimination, through Pivot Step (6) with the pivot element 
selected as the largest candidate (in magnitude) from the 
entire matrix before each pivoting. Known to be most sta­
ble, this algorithm is also shown to present a pattern of par­
allelism. Each pivot step naturally decomposes by quad­
rants which, most interestingly, is a pattern suitable for the 
search tree for identifying the next (largest in magnitude) 
pivot candidate. There is, therefore, no question whether 
a search for the next pivot element should be implemented 
using parallelism or on a cheaply-dispatched uniprocessor. 



While such a search surely could use parallel processing, 
eliminating the explicit search phase by folding it into each 
(sparse) pivot saves search time, and better amortizes the 
overhead to dispatch each pivoting process. 

Finally, an interesting relationship between padding 
and processor allocation is proposed to balance the load 
across independent processes. The quadtree matrix rep­
resentation appears to be suited only to representation of 
2m x 2m matrices. When the size of a matrix is not a power 
of two, some padding is necessary which only wastes space 
proportional to m. What is interesting is that, having em­
bedded an n x n matrix in (the lower right of) a 2m x 2m 
one, processor allocation can make profitable use of the 
value of (2m - n) in partitioning the p processors among 
subproblems. The argument is cast in terms of familiar 
matrix operations. 

The remainder of this paper is in four parts. The 
quadtree representation is introduced first, including dis­
cussions of its restriction to vectors and generalizations to 
higher dimensions. The second section explores a Gaus­
sian elimination algorithm under the new parallelism, as 
outlined above. The third offers a strategy for allocation 
of processor resources to discount the padding that might 
be necessary to fill out the quadtree representation. The 
final section offers some conclusions and hopes for further 
work. 

Section 2. Matrices 
Let any d-dimensional array be represented as a 2"-ary 

tree. Here we consider only matrices and vectors, where 
d = 2 suggests quadtrees, and d = 1 suggests binary trees. 

Matrix algorithms will be arranged so that we may 
(without loss) perceive any scalar, z, as a diagonal ma­
trix of arbitrary size, entirely of zeroes except for :r's on 
the main diagonal; that is, z = [z6i,;). Thus, a domain is 
postulated that coalesces scalars and matrices, with every 
scalar-like object conforming also as a matrix of any size. 
Of particular interest are 0 and 1, which are at once the 
unique additive and multiplicative identities, respectively, 
for scalar/matrix arithmetic. Similarly, the scalar z as a 
binary tree is interpreted as a vector of arbitrary length, 
each of whose components is z (much like Daisy's [7) nota­
tion (z*).) Inferring the conventional meaning from such a 
matrix now requires additional information (viz. its size), 
but we can proceed quite far without size information; it 
only becomes critical upon Input or Output. 

Lest it appear that this coalescing of hitherto dis­
joint types hides too much, it is useful to draw a anal­
ogy from ordinary computation on floating-point numbers 
(FPNs), where details of internal representation are also 
suppressed. The point is that the way that quadtree­
matrices (and FPNs) are commonly represented outside 
the machine has little to do with their internal represen­
tation. There are, in fact, conventi~nal styles for writing 
matrices on paper-in row-major order (and for writing 
FPNs in scientific notation), but these may differ wildly 
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from the way that they (and FPNs) are to be represented 
within the machine. Although the algorithms for translat­
ing between such representations are elegant, they are so 
complicated that they are surely not the first thing that 
should be shown to those unfamiliar with the nature of 
these internal representations. Thus, an unfortunate bar­
rier rises in the path before those who would tinker on 
them: one must first write the 1/0 translators, which are 
among the least comprehensible, least efficient, and least 
exercised programs over the structure. 

A matrix (of otherwise-known size) is either a vague 
'scalar' or it is a quadruple of four equally-sized subma­
trices. So that this recursive cleaving works smoothly, we 
embed a matrix of size n x n in a 2flc •l x 2flc •l ma­
trix, justified at the lower, right (southeast) corner with 
zero padding to the north and west, except for nonzeroes­
preferably ones-padded along the northwest diagonal (to 
avoid introducing an unnecessary singularity; see Figure 
1.) The matrix is justified to the southeast, rather than 
the northwest, so that its eliminant [2) is properly defined. 

There is also a normal form convention. Under this 
quad representation, no submatrix will ever be composed 
of four 'scalar' quadrants, of whom the northeast and south­
west are zero, and whose northwest and southeast coincide. 
Such a matrix would be represented, instead, by the lat­
ter 'scalar,' standing alone. Thus, the two important iden­
tity/ annihilator matrices are represented uniquely by 1 and 
O. If we require that the northwest padding, as in the pre­
vious paragraph, is necessarily one, then a canonical form 
results. 



Elsewhere IIOJ I observed how algorithms for matrix 
addition, transpose, and multiplication follow the desir­
able pattern of decomposition, generally into 4m or gm 
independent processes that can be dispatched high in the 
computation tree, up to the capacity of the execution en­
vironment. Of note is the role of 1 and, especially, of 0 
as a constituent quadrant to such an operation. When 
any addend's quadrant is 0, the effort for matrix addition 
immediately simplifies by 25% beeause it is, therefore, un­
necessary to descend and to traverse the corresponding 
quadrant of the other addend; all we need is a borrowed 
reference to it as one quadrant of the result. A factor's 
quad of 1 reduces Strassen's decomposition l9J of Gaussian 
multiplication from eight recursive multiplications to six; 
not only does a 0 quad similarly annihilate two recursive 
multiplications, but also it avoids two of the four subse­
quent additions, as well. 

These properties are particularly valuable for matrices 
with regular patterns of non-zero entries, especially those 
that are sparse or in diagonal form. No special code is nec­
essary to accelerate conventional operations on them (but 
one can wish for hardware that accelerates specialized tests 
like the ubiquitous tests for 0 submatrices.) It is, however, 
necessary to maintain the normal form so that, like ra­
tional numbers being always "reduced to lowest terms", 
matrices are reduced to their corresponding scalars when­
ever zero southwest\northeast quadrants and coincident 
northwest/southeast quadrants permit. 

Another advantage shows up upon deeper study of 
several matrix manipulation programs over quadtrees: al­
gorithms written to accept canonical-form operands need 
not be sensitive to the usual compatibility requirements. 
That is, ordinary quadtree algorithms for various opera­
tions will work regardless of the depth of their tree/oper­
ands; when operands are of different depth, the shorter 
paths-ending at a scalar-will be interpreted as all-con­
forming, diagonal matrices. Although their meaning may 
be questionable, the algorithms will run to completion in­
stead of crashing with array-bounds-violations. In terms of 
domain theory, we have raised these operations to a higher 
point in their respective function-domain (given them more 
meaning by defining results where others fail because of in­
compatibility), while simplifying the code (by eliminating 
all the incompatibility tests and signaling thereof). 

A "header" above each matrix quadtree might use­
fully contain two values needed for output translation: the 
length of the diagonal padding, and the exponent, m, for 
a 2m x 2m m:;i.trix. The value of m also suffices for run­
time compatibility checking. Another bit there indicates 
whether the quadtree is to be interpreted as transposed, 
recursively interchanging southwest\northeast quadrants 
upon any access. Thus, not only does quadtree represen­
tation allow us to transpose an entire matrix in constant 
time-at the cost of building a new header-but also it 
allows row and column traversal at equally high efficiency, 
at the cost of symmetric-order traversal (6] of the appro­
priately projected binary tree. 
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Section 3. Pivot Step and Inversion 

This section describes an algorithm fm: matrix inver­
sion, extended from Knuth's l6J for an entirely different 
data structure (also sparse). His terminology is used be­
cause it is readily available. Figure 2 outlines this algo­
rithm applied to his problem, and should be compared 
against the solution that he provides. The algorithm is 
Gaussian elimination with full pivoting (although Knuth 
only selects pivots rowwise.) Much of the description ap­
plies to a single Pivot Step, but its most interesting prop­
erty relates one such step to the next. It is easily simpli­
fied to one that only finds the root of the linear equation, 
Ax = y, for Matrix A and Vector y. 

Let a non-singular matrix, M, be represented with a 
quadtree as described in the previous section. Each non­
terminal node, however, is to be decorated with additional 
information: the magnitude of the largest element in that 
quadrant, and its local horizontal and vertical coordinates. 
{It will be necessary to qualify the decoration further to 
exclude any element in an already-pivoted row or column 
from decorations. At this point, however, assume that no 
pivoting has yet occurred.) These coordinates need not 
be traditional indices-though it is easy to think of them 
that way. A cheaper implementation is just a pair of bits 
at each node selecting one subtree; the catenation of these 
subtrees identifies a path through each quadtree to the 
appropriately largest scalar. 



Let us consider an algorithm to invert M, a matrix 
represented as a canonical-form quadtree, padded along 
its northwest diagonal as described in the previous section. 
The first step in computing the inverse of M, therefore, is 
to traverse its tree representation in postorder, installing 
these decorations at all internal nodes. (Sibling subtrees, 
of course, may be traversed in parallel.) Call the deco­
rated matrix M 0 • Decorations appear in florets in Figure 
2; to save space, however, only the local maxima (no local 
coordinates) are shown. 

Also needed are two trivial binary trees, each initially 
the scalar 0 indicating a boolean vector of all zeroes, and 
one trivial quadtree, P0 , also initially 0, similarly. For 
each i, Quadtree P;, indicates the exact position of the 
first i pivot elements-none so far; it will be filled in to 
become a permutation matrix, P2 ... , by the time the fully 
pivoted matrix, M2 ... , is computed. The boolean vectors 
indicate which rows/columns have already been pivoted; 
they will be filled with l's until they both indicate that 
all rows/columns have been eliminated. The two vectors, 
therefore, are merely row (column) projections from the 
corresponding P;, but in a format useful for directing sub­
sequent decorations. 

Having established the initial values of M; and P;, for 
the next of 2m pivot steps, we discover that the decoration 
at the root of this tree identifies the next pivot element. 
We presume here that M; is not a scalar. If it were (and 
thereby identified as the pivot scalar), then its reciprocal 
is the pivoted matrix. 

Otherwise, the M; may be decomposed into quad­
rants, each distinguished by the decoration. One is piv­
otquad, distinguished because the pivot element lies within. 
Another is rowquad, named because it lies horizontally 
from pivotquad. The third is columnquad, because it lies 
above or below pivotquad. The last is offquad, so called 
because it does not coordinate on pivotquad, but lies diag­
onally from it. 

The description that follows discusses the transforma­
tions on the four quadrants in reverse order from that just 
above. It turns out that offquad's transformation is sim­
plest, but it does depend on intermediate results derived 
from processing the other three quadrants. So many addi­
tional results are needed from handling pivotquad, more­
over, that its description will be considerably eased by 
working backwards in order to justify them. 

An important property of functions is that one invo­
cation may return several results of differing types. This 
feature has been lost in many programming languages (per­
haps because their designs presume that a computer has 
but one accumulator,) but it is critical to applicative style 
and allows one function invocation to return all these in­
termediate results. 
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Knuth's transformation of the matrix, 

a b 

c d 

where a is the pivot element, b is any element in the pivot 
row, c is any element in the pivot column, and dis any off 
pivot element coordinating on b and c, is 

! !!. 
a a 

.=.!:. d - !l£ 
a a 

respectively. This is the transformation to be made, though 
it is to be done here recursively and (likely) in parallel. 

The transformation of off quad requires the values of 
d contained therein, and two vectors of values b/a and e 
coordinating on each d, occurring in the pivot row and col­
umn, respectively. Since these two vectors, represented as 
binary trees in normal form, occur in rowquad and column­
quad they will have been extracted as intermediate results 
while processing those quadrants. If either of these vectors 
is zero, however, then the transformation collapses to the 
identity function; all values of be/a = 0 and not even the 
internal decorations in off quad change, as neither the newly 
eliminated pivot row nor pivot column cross it. (This is 
the savings of sparse representation for Pivot Step.) 

When off quad is a scalar, d-even if it is a normalized 
representation of a larger matrix (notably if d = 0) and b/a 
and e are vectors-then the correct transformation is the 
decorated form of d's difference with their outer product, 
d - be/a. In order to decorate the difference, the appro­
priate halves of the boolean vectors identifying rows and 
columns eliminated from M; are necessary parameters. (If 
d is scalar and these vectors are non-trivial, then d must 

be expanded into ( ~ ~) and decomposed, as below.) 

When d - be/a is a scalar, either zero or its absolute value 
becomes its decoration, depending on whether it lies in an 
already pivoted row /column, or not. 

When off quad is decomposed into four quadrants, then 
each of these is treated as an off quad, with the vector pa­
rameters cleaved in half to provide the four sets of vector 
arguments, and the four results decorated and normalized 
into the transformed quadtree. 



The treatment of rowquad and culumnquad are simi­
lar, so only that of the former is presented here; the latter's 
is nearly dual to what follows. The treatment of rowquad 
requires the inverse of the pivot element, a, and a vector 
that is the portion of the pivot column that lies in piv­
otquad, but for the pivot element, itself. It is sufficient to 
represent both as a copy of the pivot-column vector with 
l/a in place of the pivot element (which will have been 
extracted during the treatment of pivotquad). Also needed 
are a relative index locating the pivot row and halves from 
the boolean vectors indicating which rows/columns cross­
ing rowquad have already been eliminated. 

Results are the transformed rowquad and half of the 
pivot row (as a binary tree) extracted from rowquad for 
use in handling oflquad. That vector is also needed for 
handling most of rowquad, itself because, unless rowquad 
is trivial, it must be decomposed into two subrowquads and 
two suboflquads, the latter of which coordinates on that 
half of the pivot row. 

Thus, the transformation ol rowquad focuses first on 
the pivot row. When the row index indicates that rowquad­
call it b- is entirely within the pivot row, then the residue 
column vect<?r is just l/a, and the needed results (matrix 
and row-vector) are each the product, bf a. Decorated as a 
matrix, the local maximum is 0 because this row is being 
eliminated. 

If rowquad is to be decomposed into submatrices, then 
the local index will indicate whether the pivot row crosses 
the upper or lower half. Accordingly, the pivot column and 
boolean vectors (identifying already eliminated rows/col­
umns) are split, and those two containing the pivot row are 
treated (as rowquads) first. The pieces of the pivot row, 
extracted thereby, are joined at a binary node to become 
the vector-result of treating rowquad, and are. passed as 
arguments with the other two quadrants for treatment as 
off quads. Then these four quadrants are assembled and 
decorated into the matrix-result of this treatment. 

Finally, we consider the treatment of pivotquad, upon 
which all the other three quadrants' treatments depend; 
it must occur first and yield as a partial result the trans­
formed, decorated version of pivotquad; and as intermedi­
ate results: the row and column indices of the pivot ele­
ment, and vector copies of the pivot column (with I/a in 
place of the pivot element) and pivot row (with -1/a in 
place of the pivot element). Moreover, while locating the 
pivot element, updated versions for Pi, the permutation 
matrix (which will only change in the quadrant correspond­
ing to pivotquad), and for its projections, the two boolean 
vectors of eliminated rows/columns should be constructed. 
That's eight results, four of which are intermediate-not 
to be included directly in an answer, but to be used in 
treating sibling quadrants. 

Three observations complete this description. First, 
the treatment of pivotquad is the same as the treatment 
of the whole matrix, M; the only difference is the un­
needed, extra four results, beyond Mi+l • Pi+l • and the 
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two boolean vectors projected therefrom. Secondly, the 
arguments to each Pivot Step (and pivoting successive piv­
otquads) are M, Pi, and the two boolean projections from 
Pi (and the corresponding quadrants/halves therefrom.) 
The last three arguments are used as seeds for updated 
results, and the last two also help to place 0 decorations. 

Finally, if Mi (correspondingly, pivotquad) is a scalar, 
a, then all eight results are trivial: M+i = l/a and is 
decorated as 0 (now that both it's row and column have 
been eliminated); l'i+i = I and both its projections are 1, 
also; the pivot column is l/a, and the pivot row is -1/a; 
and both relative indices are I. 

When Mi is not scalar, it decomposes into four quad­
rants, one of each type considered above. Algorithms for 
three of them ( rowquad, columnquad, off quad) have been 
discussed above, and the fourth (pivotquad) is to be treated 
recursive as a Pivot Step, with basis stated the preceding 
paragraph. 

The parallelism in this algorithm manifests itself in 
the interdependence of these recursive decompositions. For 
instance, treatment of successive candidates for pivotquad 
must precede transformation of all other quadrants; the 
depth of this recursion is at most m. After each is com­
pleted, its associated rowquad and columnquad may be dis­
patched simultaneously, and, of these, half must be trans­
formed before the other half. Again, the depth of recursion 
is at most m. Thereafter, however, all oflquads at all lev­
els of the quadtree may be treated simultaneousl11. They 
generate most of the effort in a Pivot Step, but and thier 
transformations are mutually independent. 

It should be clear that a pivot step can change lots 
of decorations from those in M; is there, then, sufficient 
information to restore them? Yes, because decorations will 
only change where scalar values have changed, or because 
a local maximum is disqualified because it resides in ei­
ther 'the current pivot row or current pivot column. Such 
decorations have already been visited by this algorithm! 
(This point is most important when inverting sparse ma­
trices, where little traversal is necessary.) We need only 
arrange that, as each interior node in the quadtree (that 
becomes the pivoted matrix) is reassembled, it must be re­
decorated with the appropriate maximum and local coor­
dinates. Therefore, the position of each scalar encountered 
is resolved against the boolean vector indicating already­
eliminated rows and columns; if it is to be excluded, treat 
its magnitude as zero for the purposes of finding the max­
imum local magnitude. If all four local maxima are zero, 
then the subtree is decorated with zero (and the local co­
ordinates may be left undefined.) 

As the four new quadrants are reassembled, it is neces­
sary to find the maximum of their decorations and its two­
bit coordinates, according to which of the four quadrants 
it came from. Internal zero decorations do not propagate, 
because some decoration must be positive if the original · 
matrix was non-singular. 



That completes the description of a single pivot step, 
Mi ...... Mi+i · It only remains to observe that the results of 
one step, including the pivoted, decorated matrix, the two 
vectors (binary trees) of eliminated rows and columns, and 
the building permutation matrix are passed from one step 
directly along to the next. There is no need to search /or 
the next pivot element, because it has already been located. 
Moreover, it has been located by parallel processes already 
dispatched for the pivot step, itself, in parallel. Thus, there 
is no dispatch/recovery overhead for the parallel search! 

Finally, observe that the desired inverse, M-1 is read­
ily available after permutations: 

In fact, the code in the appendix builds up Pf, rather than 
Pi, anticipating this transpose .. 

This entire algorithm proceeds on non-singular matri­
ces without any counters; even the outer control over of 
2m successive pivot steps may be set up as a loop until 
decoration becomes zero. In some sense, then, it is more 
abstract, and more useful, than algorithms that depend 
heavily on size declarations and bounds tests. 

Section 4. Subprocess Balancing 
Suppose an n x n matrix is embedded in a 2m x 2m 

matrix, where k = 2m-n and 0 ~ k < 2m-l as in Figure 3. 
Section 2 suggested that the values of k and m might need 
to be available to the system at run-time, even though 
they remain unnecessary to (in particular) the abstract 
multiplicative operators. This section proposes another 
use for this same information: load balancing among the 
processors. 

lft)I < n )I 

1:' T "-V 

(2m-l_lc)2 2m 
2m-I (2m-!_k) 

n 1' 

l 
2(m-I) 

2 zn-• 
1 

I f--2m- 1-7 I 
lf--2m I 

Figure 3. Areas within quadrants, 

excluding padding of k rows/columns. 
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The following discussion does not depend on dense­
ness or sparseness of matrices. It does presume that the 
distribution of non-zero entries is uniform; if more patterns 
are known, then further inferences might be possible. The 
values of m and k indicate the size of a matrix and what 
proportion of it is trivial. From them we can determine 
what portion of each of the four quadrants is serious, i.e. 
likely to cause serious effort for the processors, and we can 
use this information to distribute the p processors among 
the four quadrants. 

Consider matrix addition, for instance. The quad re­
cursion pattern is simple; each quadrant requires addition 
effort in proportion to its "serious" area (Figure 3). The 
serious area of such a matrix is (2m - k)2 • It is divided up 
among its four quadrants in the following proportions: 

Quadrant 

Northwest 

Northeast 

Southwest 

Southeast 

Relative share of area 
2m-1 _ k)2 

(2m - k)2 
2m-l (2m-l _ k) 

(2m - k)2 
2m-l (2m-l _ k)2 

(2m - k)2 
22(m-l) 

(2m-k)2. 

It is unlikely that these proportions have integer prod­
ucts with p. If only a fraction of a processor is available 
to a quadrant, a good solution is to combine quadrants on 
shared processors in a way that the individual requests for 
a processor sum to an integer. A likely grouping is to set 
the northwest, northeast,_and southwest sums (the partial 
quadrants) on one processor, and to set the southeast sum 
alone on another. 

Therefore, if one had p processors to add such matri­
ces, one could use this information to distribute them to 
four quadrant process in these proportions in a top-down 
pattern. As mentioned in the introduction, it is important 
that processor allocation be done as high in the data struc­
ture/computation tree as possible, so that the overhead of 
process dispatch/recovery not be paid repeatedly. 

In this way it is likely that larger quadrants (south­
east) gets more processors. When a quadrant receives but 
one processor to compute its result, it operates as a unipro­
cessor; if it receives more than one, it can apply the same 
idea to divide up its processor resource once again, and so 
forth. The first three quadrants make the most interest­
ing further processor allocations; the southeast quadrant 
is presumed to be uniform and so its share will just be 
divided in even fourths. 

These same proportions could apply to the Pivot Step 
algorithm above. Unlike addition, however, we saw that 
there was some serial behavior to Pivot Step. Thus, (using 
terminology from before) rowquad and columnquad may be 



dispatched together, but they are only two of four quad­
rants. Nevertheless, their computational effort may also 
be approximated by the relative size of two areas ( diag­
onal from each other), in the table above. Although we 
may not know which processors until run time, we may 
select the proper proportion then and split the processor 
resources in that manner. 

Gaussian matrix multiplication (under Strassen's for­
mulation [9]) easily decomposes into eight products, which 
are pairwise summed to form a four-quadrant answer. Ex­
cluding the effect of scalars (i.e. a quadrant of 1 or 0 
avoids a quadrant multiplication) and asserting that the 
O(n3 ) algorithm does require a processor resource propor­
tional to (2m - k)3 , we determine the proportion of this 
resource that each of the eight products needs. This was 
done by setting two matrices, as in Figure 3, as multipli­
ers and extrapolating the effort to multiply each of eight 
sub-products from the areas of the sub~multipliers (quad­
rants.) 

The eight ratios are best described by combining them 
pairwise, as their associated products are to be added, to 
yield the proportion of effort invested in building each of 
the four sums that become the matrix product. The four 
ratios coincide with those already derived above! Further­
more, proportions associated with each of the eight prod­
ucts may be obtained by multiplying each of these four 
ratios by 2m-l /(2m - k) and by (2m-l - k)/(2m - k), re­
spectively. Thus, the four-quadrant ratios are exactly as 
before, and the eight-quadrant ratios are uniform exten­
sions from these. 

Such process allocation could be determined statically 
at compile time [8J when the language requires matrices to 
be of declared, constant size and uniform sparseness. The 
algorithms proposed here do not require bounds declara­
tions, but if they were available, it would be possible to 
avoid much communication with, and system saturation 
of, a dynamic scheduler. 

Section 5. Conclusions 

Because we assumed that the number of processors, 
p, is small compared to the size of the matrix, n, we need 
to cleave matrix manipulations into a few subprocesses of 
balanced size, so that the resource p can be allocated de­
liberately. If one cleaving does not consume all the pro­
cesses, the pieces may be further split. Avoiding repeated 
dispatch and recovery, these algorithms have the virtue of 
splitting at the base of the quadtree-at the root of the 
problem. 

Although these algorithms are described as if only 
scalars could be leaves of the quadtree, that arrangement 
is not necessary. It is perfectly possible that sizable matri­
ces dwell at the leaves, matrices that might be represented 
in traditional row-major order, and manipulated using tra­
ditional iterative and pipelining algorithms, programmed 
in FORTRAN et fils. (Pipelines would need an extra in­
put stream of bits, identifying candidates for updated local 
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maximum, and. each could then compute updated vector 
decorations during a vector update.) The size of such leaf 
matrices should be chosen to balance the efficiencies of 
existing style and existing machinery against the obvious 
need for multiprocessing techniques to accelerate large ma­
trix computation. 

Derived from a purely applicative approach, they bet­
ter suit a computing environment with many processors, 
with memory banked at varying distances from the differ­
ent processors, and with contention for access to shared 
resources as a real constraint on efficiency. The quadtree 
approach shows us how to represent matrices so that use­
ful pieces may be localized where some processor can make 
computational headway on the problem without excessive 
interference from all its brethren. It has long been known 
(4J that applicative style solves the problem of decompos­
ing an extant algorithm; the problem addressed here is the 
discovery of good algorithms that cleave into usefully sized 
pieces. 

One last issue raised by this work relates to all sparse 
matrix techniques. I have seen only vague definitions of a 
what makes matrices sparse, possibly because sparse rep­
resentations are so different from one-another, and maybe 
because sparseness has been purely an operational concept. 
Quadtrees, as we have seen, offer a reasonable representa­
tion for sparse matrices that is consistent with what we 
would use for dense matrices; based on that observation, 
alone, I suggest a measure of sparseness for matrices: 
the ratio between its average path length in its quadtree 
representation (from root to leaf) and the logarithm of its 
size. Ratios closer to zero indicate sparser matrices .. 

· Quad tree representation of matrices was motivated by 
studies in applicative programming and as part of an effort 
to study its impact on Matrix Algebra for MIMD multi­
processors. The results of the effort are more than satisfac­
tory: not only does the technique apply to a well-worked 
problem, but also it yields new insight (through a distri­
bution of searching across Pivot Step) on optimal hard­
ware/software solutions. Thus, there we have more sup­
port for using applicative programming (and its algebra) 
for programming parallel architectures and a suggestion 
that those architectures provide a multi-banked heap. 

There is already interest using quadtrees as the uni­
form representation for matrices in a large computer alge­
bra system [l], a sophisticated piece of software running 
on fairly conventional hardware. They also have an im­
portant role to play within conventional languages used on 
very sophisticated hardware, an experiment that remains 
to be done. 
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Appendix 

The following examples, all of which evaluate to 1, are useful as 
an introduction to the Daisy 17) code that follows. They exemplify a 
new style of applicative programming that depends on functional com­
bination and tlata recursion 15) to specify multiple and interdependent 
results without cognisance of a necessary sequence of evalua­
tion. All primitives used here, however, have been in Daisy from its 
birth. The forms let: [ identiflerStruc binding result] 

rec: [ identi fierStruc binding result] 

return reault computed in an environment enhanced with itlenti­
fierStruc bound to binding. Evaluation is lazy, and the list structure 
of binding must match the structure of itlentifierStruc, wherein bound 
identifiers become bound according to their position within that list. 
Functional combination 14) is indicated by a list strudure as a function, 
to the left of the colon, the uapply" operation. In the layout below, 
one may perceive that the constituent components of that combination 
is applied vertically to the (transposed) argument matrix. Thus, the 
intermediate results of all the functional combinations below is that of 
(10(3 1)). 

let: [ [sum 
<add 
<6 
<4 

remainder] 

[quotient 
<div 
< 
< 

10 
3 

remainder]] 
rem >>:< 
• >> 
• >> > 

divide= ·~[a b],<div:<a b> rem:<a b>> 
let: [ [sum [quotient remainder]] 

<add divide >:< 
<6 10 > 
q 3 >> 

remainder] 

rec: [ [sum 
<add 
<6 
<4 

remainder] 

[quotient remainder]] 
divide >:< 
sum 
3 

> 
> > 
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The skeleton of the Daisy code for Pivot Step follows. It presumes 
that quadtree-matrix arguments/results are decorated at non-terminal 
nodes. This code bas been cut back to remove all provision for normal­
ized (sparse matrix) representation and for permuting the quadnmts. 
Normalized matrices m~ require expansion of scalar arguments into 
a quadruple (two of which are zero; two of which are the scalar) upon 
function entrv. and collapse of such quadruple patterns to the scalar 
upon exit. Without provision for permuting, this code will pivot only 
OD the northwest-most (upper left) scaJar entry; the expanded code 
tests two bits of udecoration" ( ibit and j6it), and provides permuta­
tions on arguments and results to translate to/from this northwest 
orientation. 

Notice that the instances of functional combination in PWOT, 
ROW, COLUMN, and OFF are 

IPWOT ROW COLUMN OFF), 

IROW OFF ROW OFF), 

!COLUMN OFF COLUMN OFFj, 

IOFF OFF OFF OFF), 

respectively, rellecting the recursive decomposition of each kind of 
quadrant. It is also important that OFF immediately tests whether 
either vector argument {the projection from the pivot row or pivot col­
umn) is zero, and acts as an identity function in that instance. Also, 
this code builds the transpose of the permutation matrix (Pt from 
the paper) directly. 

PIVOT = ").[decoratedMt:x ellmrov-col PenautT] .. if:< 
Scalar?:decoratedMtx let; [ 1nver•e reclprocal:dec:oratedMtx 

let:~ 1([::~~b~l !tx']998te:1nverse inverse> [1 tJ> l 
decoratedMtx 

let: [[ [epivot [] [] [eright ebot]] 
< spread4:elimrov-col 

[permutllEAD I permutTAILJ J 
PermutT > 

rec:[ 
[ [i [eleft etop] permut:PIVOT [pleft ptop] [ipos jpos] 

[11 pright] [11i pbot] iv 
<PIVOT ROW COLUMN OFF>: 

mtx 
<eplvot <erlght etcp> <eleft ebot> <erlght ebot>> 
<permutHEAD ptop pleft <prlght pbot>> 
<[] 1pos jpos [] > > 

let: [ [ellmrow-col plvotrov-col] 
<«eleft erlght> <etop ebot>> <<pleft pright> <ptop pbot>> > 

<decorate:<ellmrow-col <1 11 111 lv> > 
ellmrow-col <permutPIVOT I permutTAIL> 
plvotrow-col <tvlce:lpos tvlce:jpos> > )])]> 

ROW = ")\[decoratedMtx ellmrow-col plvcol index]. lf:< 
one?zlndex let: [ BoverA 

decorateproduct:<ellmrov-col plvcol decoratedMtx> 
<BoverA BoverA> ] 

let: [ [!residue lblt] dlvlde:<lndex 2> 
rec: ( ( [1 left] [11 right] 111 lv ] 

<ROW ROW OFF OFF >: < 
tall :decoratedMtx 
spread4:eU.mrov-col 

let: [ [top bot] plvcol 
<top top <bot left> <bot right> >] 
<1res1due !residue !residue !residue > > 

< decorate:<eUmrow-col <1 11 111 lv>> <left right> > ]]> 

COLUMN= "~[decoratedMtx elimrov-col prow index). lf:< 
one?:lndex 

<decorateproduct1<ellmrow-col prov decoratedHtx> decoratedMtx> 
let: [ (jresidue jblt] divider<lndex 2> 

rec: [ [ [i tcp] 11 [Hi bot] iv ] 
<COLtHI OfE' ·~ OFE' >: 

tall 1decoratedMtx 
spread4:ellmrow-col 

<left <top right> left 
< jresidue jresldue jresldue 

< decorate:<elimrow-col <1 11 111 iv>> 

OFF ::::; "~[decoratedMtx elimrow-col prow-col index]. if:< 
anyzero?:prov-col decoratedMtx 

let: [[left right] prov 
<bot rlg:ht>>] 
jresldue > > 
<top bot > > ]]> 

one?: index decorated! fferencE a <elimrov-c:ol decoratedMtx 

decorate:<ellmrow-col 
<OFF 

decorateproduct:<el1mrov-col prow-cOl> > 

OFF OFF 
tall :decoratedMtx 
spread41elimrov-col 
spread41prov-col , · 

OFF >• 

<half:lndex half:lndex halfalndex half:lndex> > » 
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Abstract 

A unified class of banyan networks is proposed which 
presents better distance properties than SW-banyans. This new 
class is called SK-banyans for the SKewing scheme that is adopted 
for the connections between nodes at different levels. Its definition 
is given along with the characteristic properties relative to SW­
banyans. A consideration is given for the virtue of symetric con­
nection schemes in relation to their distance properties. Examples 
of different Characteristic Connection Patterns (CCP's) for SK­
banyans are presented. A general construction scheme is proposed 
and a comparison of distance properties of SK- and SW-banyans is 
presented. Optimality criteria have been developed to determine 
whether a given COP provides the best distance properties. 

1 Introduction 

Interconnection networks have become an important com­
ponent of parallel or distributed computer systems, and as such 
have stimulated much interest in recent years [16]. Topics such as 
topologies, routing, data manipulation, fault-tolerance and VLSI 
design, to name but a few, have by themselves spawned new 
research areas where so much is yet to be done. 

On the issue of topologies, the topic to which this paper is 
related, new structures have been proposed recently [6,10,16], as 
well as old structures have been subject of renewed studies [11 J. 

Banyan networks [5,14] constitute one such class of the 
many proposed topologies, and reports on their fault- tolerance 
properties, resource allocation algorithms and performance evalua­
tion can be found in the literature [3,4,7,8,12,15]. 

It was with much hesitation that we considered putting for­
ward a paper on "yet another network topology•. The reason, 
however, for doing so is twofold. First, the SK-banyan represents 
a unification and not a fragmentation of the networks issue, be­
cause the SW-banyan (and all of its isomorphic counterparts) is a 
member of the class of SK-banyans. Second, significant under­
standing of the issue of network connectivity and distance 
properties have been attained by the study of SK-banyans. 

Our research focuses on the evaluation of the distance 
properties of a specific class of banyans, motivated by results 
reported in [13] regarding the distance properties of KYKLOS 
multiple-tree networks. These results showed that, by changing the 
connections of the second tree in an appropriate and regular way, 
the distance properties of this so modified double-tree were shown 
to be better than for the conventional double-tree. This 
represented a break from traditional symetric interconnection 
schemes of the past which have lead to symetric redundancy. The 
connections, while a break from the past trends, are regular and 
predictable from stage to stage. As the banyan networks have an 
embedded tree structure, they might also show some improvement 
by using this modified connection scheme. It must also be pointed 
out that the modified connection still provide a tree topology be­
tween the apex and base of the structure. 
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The emphasis on the study of the distance properties of this 
new banyan network is justified by the fact that the delay ob­
served in the transmission of messages across an interconnection 
network is closely related to their distance properties [ 1 J. Since the 
apex-distance is always log2 N, the distance referred to here is 

from any node to any other node. This is particularly useful when 
studying single-sided networks, because base-to-base distance be­
comes quite important. Also, the fault-tolerance properties of the 
ION may show some improvements as well, due to the existence of 
alternative routes. This is true for both KYKLOS and SK-banyans 
where better distance properties are obtained by avoiding redun­
dant connections between sets of nodes at different levels. 

2 Banyan Networks 

A banyan network is defined in terms of a directed graph 
representation, which is a Hasse diagram of partial ordering with a 
unique path between every base and apex. A base is defined as a 
node of out- degree 0 and an apex is defined as a node with in­
degree 0. In this paper, we assume the convention that levels are 
enumerated from apex to base, with level 0 corresponding to the 
apex. Two examples of banyan networks are shown in figure 1. 
The left network is irregular and is restricted to special applica­
tions, such as mapping an algorithm into a network. The right 
network, being regular, is very appropriate for use in interconnec­
tion networks, both because data routing algorithms can be easily 
specified, and because of its good properties for data manipula­
tion, due to its embedded tree structure. A regular banyan is 
characterized by the fact that all of its nodes (with the exceptions 
mentioned above) have the same in-degree (called spread in 
banyan terminology) and the same out-degree (called fanout). 
These parameters are represented by the letters s and /, respec­
tively. 

Regular banyans can be further classified into different net­
works, according to the connection scheme applied to the nodes. 
Two of them have been reported in the literature, the SW-banyan 
and the CC-banyan. The former is defined as a recursive expan­
sion of a crossbar structure (which itself can be thought of as a 
one-level SW-banyan), by interconnecting s1-1 such crossbars and f 
identical 1-1 SW structures, all with the same fanout and spread.1 

SW-banyans can also be further divided into rectangular 
and non-rectangular SW-banyans, the only difference being that 
for the former the spread and fanout are the same. SW-banyans 
are described by a set of numbers in the format {s,f,1} for non­
rectangular banyans, and by {s,1) or {f,l) for rectangular banyans. 
This latter class of SW- banyans has been shown to be topologi­
cally equivalent to a number of other proposed topologies [16], and 
as such the results presented here could also be applied to these 
isommphic topologies. 

11 is the number of levels in the SW-banyan. 



3 Skewed Banyan Topology 

3.1 Basic principle 

One property of (s,f,l)SW-banyans is that a nodes at level i 
have each one of their links connected to the same f nodes at level 
i+1. In other words, we can say that f nodes at level i+l are 
connected to the same a nodes at level i. This property is il­
lustrated in figure 2 for a (2,3,2) SW-banyan. 

With this connection scheme we can notice that f edge­
disjoint paths or length 2 exist between the 8 nodes or every set at 
level i. Although the redundant paths improve the reliability or 
connections between a nodes, and only between these, they 
represent a bottleneck if we consider their distance to other nodes 
at the same level or to nodes at different levels(the numbers at 
each node in figure 2 represent their distance to the node marked 
'O'). Ir the connections in the original network are rearranged in a 
way such that two nodes at level i have no more than a single 
node in common at level i+1, the remaining f-1 links for each 
node at level i might be connected to nodes at level i+l that con­
nect to different nodes at level i, rather than back to the original 
two nodes. The basic idea then is to reduce the distance between 
nodes at the same level by avoiding redundant connections be­
tween them through nodes at level i+1. For the original network 
of figure 2, the connections can be rearranged as shown in figure 
3. Comparing the distance properties between these two connec­
tion schemes, we can observe some improvement caused by the use 
of a skewing scheme (the numbers represent distances to node 'O' 
as in figure 2). 

That these improvements are scalable to larger size networks 
or to networks with different fanouts and spreads can be easily 
verified, and examples in a later section will show this. 

3.2 Definition of SK-banyans 

As an SK-banyan is closely related to an SW-banyan, we will 
derme the former in relation to the latter. 

Definition 1: An (s,f,l) SK-banyan is a banyan 
network for which the following conditions hold : 

1. it is regular; 

2. it has the same number of nodes per level as an 
(s,f,l) SW-banyan; 

3. it has the same number of links between levels 
as an (s,f,l) SW-banyan. 

We continue by defining an important property of SK­
banyans, namely, the existence of two characteristic levels. 

Definition 2: The characteristic levels of an 
(s,f,l) SK-banyan are the two levels that correspond, on 
an (s,f,l) SW-banyan, to the levels whose respective 
connected subgraphs have the following property : 

BX/ if 8 :s I { 
BXB if 8 >I 

/XI if e:S/ { 
/XB if 8 >I 
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where: 
n; - number of nodes at level i 

ni+l - number of nodes at level i+ 1 
s - spread 
f- fanout 

Another related definition is presented as follows. 

Definition 3: The Characteristic Connection 
Pattern (COP) of an (s,f,l) SK-banyan is an undirected 
graph formed by the characteristic levels and the con­
nection pattern between them. 

In figure 4, a (2,3,3) SW-banyan is shown. For this case, a < 
I and then n; = a * I = 6 and n;+i = I * I = 9. or all the 
connected subgraphs in this particular banyan, the only ones that 
satisfy definition 2 are those marked. They will correspond then to 
the characteristic levels on a (2,3,3) SK-banyan. Ir the connections 
between these levels are rearranged, the particular connection pat­
tern chosen will constitute the Characteristic Connection Pattern 
(CCP) of the SK-banyan, as defined. Two of the many possible 
choices for the CCP for a (2,3,l) SK- banyan are shown in figure 5. 

The importance of defining the characteristic levels and the 
characteristic connection pattern will become clear after the fol­
lowing dermition. 

Definition 41 A uniform (s,f,l) SK-banyan is an 
(s,f,l) SK-banyan for which the connection patterns be­
tween levels are reproductions of the Characteristic 
Connection Pattern, taken.on a group-wise basis. 

In figure 6, a (2,3,3) SK-banyan is shown, for which the CCP 
is that shown in figure 5(a), and the nodes at levels 1 and 2 con­
stitute the characteristic levels. Ir we look at a group of connec­
tions between levels 2 and 3, each group with three links, we can 
recognize the same pattern as the CCP. This is what is meant by 
•group-wise• in the above defmition. Between levels where ni > B 

*I and ni+l > I *I (for a <= /), a group of connections, rather 
than individual connections, will follow the CCP, no matter how 
large the group. 

Since the CCP completely defines a uniform SK-banyan, 
once it is chosen we are able to construct the whole network and 
to define a routing algorithm. Although not proved here, it may 
also be anticipated that non-uniform SK-banyans, where the con­
nection patterns between levels are not necessarily reproductions 
of the characteristic connection pattern, may be more difficult to 
construct and as complex as irregular banyans for data routing, 
thus will not be considered here. Also, by Definition 1, SW­
banyans can be considered a case of SK-banyans, for which a 
specific CCP is used. 

For simplicity, we will assume in the following discussion 
only the case for B <= /. The case for a > f obeys the same 
principles. 

We now introduce a matricial representation of the CCP, in 
order to facilitate its analysis and classification. The CCP is a 
bipartite graph, where one set has B * f nodes and the second set 
has f *I nodes, as given by Definition 2. The CCP can be further 
divided into B * f bipartite subgraphs, each one with f nodes in 
each of its two sets. The number of different subgraphs is equal 
to ff, and as there are a * f of these subgraphs in a CCP, the total 
number of different CCP's for a given a and /is equal to {f!/•1. 
Table 1 shows these values for different spreads and fanouts. 

The natural partition of the CCP into bipartite subgraphs of 
a larger bipartite graph leads to the following definitions. 



Definition 5: The Connection Matrix (CM) of a 
bipartite subgraph of a CCP, is an f x f binary matrix 
OM= [xi) such that : 

{ 
1 if node i is connected to node i 

0 if they are not connected 

Definition 6: A Primitive Connection Matrix 
(PCM) is one element of the set that is composed of all 
the f! possible Connection Matrices. 

Definition 7: The Characteristic Connection 
Matrix (CCM) of a CCP is an s x f matrix whose ele­
ments are Connection Matrices taken from the set of 
Primitive Connection Matrices. 

Given the COP of figure 5 (a), we can partition it into ~ix 
bipartite subgraphs as shown in figure 7, where the respective 

CM's are also shown. The CCM will be formed by these CM's, as 
shown in figure 8. The set of PCM's for this case (s = 2; f = S) is 
shown in figure 9, along with the respective graphs. Numbering 
each of the PCM's from 0 to [(f!) - 1], the CCM can be 
represented as an s x f matrix whose elements represent the num­
ber of the PCM that corresponds to each CM in the CCM. For the 
CCM of figure 8, this notation would lead to the matrix shown in 
figure 10. This notation is more compact and as complete as the 
CCM itself. 

3.3 Optimality criteria 

It is clear, by looking at table 1, that an algorithm or 
criteria should be proposed in order to determine which of the 
large range of CCP's provides the best distance properties. Given 
the size of the problem, and the fact that in order to gather mean­
ingful results we must deal with reasonably large networks, an 
analytical approach seems unfeasible. Instead, we performed a 
computation of the distance properties of a subset of all the pos­
sible (2,3,4) SK-banyans. From these results, we were able to 
derive two criteria that can determine, based on the CCM, if the 
resulting (2,3,l) SK-banyan is optimal in terms of distance 
properties. 

The first criterion is related to the connectivity of the nodes 
of the upper level of the CCP. As pointed out in section 3.1, the 
connections of these nodes should be made in a way such that they 
linked the maximum number of nodes in the lower level. This 
spreading of connections is represented by a matrix, called Spread 
Connectivity Matrix, defined as follows. 

Definition 8: The k-th Spread Connectivity 
Matrix (SCM) SCMk of a CCP is an f x f matrix 
whose elements are given by the k-th-row-summation of 
the Connection Matrices of the corresponding Charac­
teristic Connection Matrix, or : 

/-1 

so~;= I: ooAI;; 
l=O 

for 0 ~ i,i $ /-1 
0 ~ k $ s-1 

As the CCM is an s x f matrix, there will be s SCM's. We 
can now state the first optimality criterion. 

Definition 9: Connectivity Criterion : a (2,3,l) 
SK-banyan presents optimal distance properties if all 
the elements of every SCM are equal to 1, or : 
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so~;= 1 

for 0 $ i,i $ /-1 
0 $ k $ s-1 

This criterion was established by verifying that from the set 
of PCM's, f of them can always be selected such that their sum­
mation, as defined above, leads to a matrix with all the elements 
equal to 1. This corresponds to the optimal case. 

The second criterion is related to the redundancy in connec­
tions between two nodes of the upper level of the COP. As also 
pointed out in section 3.1, nodes at the upper level should have 
only one node in common at the lower level. This redundancy is 
represented by a matrix, called Redundancy Matrix, defined as fol­
lows. 

Definition 10: The Redundancy Matrix (RM) of 
a CCP is an f x f matrix whose elements represent the 
number of ocurrences of the indices i,i of the nodes of 
the upper level of the COP to which each of the nodes 
of the lower level are connected. 

The nodes at the upper level are numbered as shown in 
figure 11. The numbers at each node of the lower level indicate the 
indices of the nodes of the upper level to which they are con­
nected. In this case, each ordered pair occurs only once, and so the 
Redundancy Matrix will have all of its elements equal to 1. We 
state the second criterion as follows. 

Definition 11: Redundancy Criterion : a (2,3,l) 
SK-banyan presents optimal distance properties if all 
the elements of the Redundancy Matrix are equal to 1, 
or: 

RM .. =1 ., 
for 0 $ i,i $ /-1 

This criterion was established by noticing that any redun­
dant connection results in an entry in the Redundancy Matrix 
equal to 2, whereas the absence of a connection results in an entry 
equal to 0. The only case where there is no redundancy is when all 
the entries in the Redundancy Matrix is equal to 1, which means 
that there are no redundancy or absence of connections between 
the nodes. 

As an example of the application of these criteria, figure 12 
shows three cases of different CCP's with their respective CCM's 
and the Connectivity and Redundancy matrices. Figure 12 (a) 
refers to a (2,3,l) SW-banyan, (b) refers to a non-optimal COP, 
and (c) to an optimal CCP. As can be seen, only in the last case 
the two optimality criteria are satisfied. 

Using these criteria to compute the Spread Connectivity and 
the Redundancy matrices of all the (2,3,4) SK-banyans takes less 
than 1/1000 of the processor time needed to compute their dis­
tance matrices and average distances. By selecting the PCM's 
such that the connectivity criterion is satisfied, the range of 
CCM's to be searched for optimal cases can be significantly 
reduced. A procedure to perform these selections systematically is 
being investigated. 

3.4 Construction Scheme 

Given the definitions from the previous section, we now 
present a construction scheme for (s,f,l) SK-banyans, based on the 
CM's. One reason for using these matrices is that, once s and f are 
selected, the PCM's are defined and any CCM can be constructed 
by assigning to each of its CM's the corresponding PCM. 



for i = 0 to (number of levels - 1) do 

gs.=s*f 
I 

bs. = r 
I 

for k = 0 to (number of nodes 
at level i) - 1 do 

offset = k / gsi 

gnk,i = k mod gsi 
bnk,i = (k mod gs;) / bsi 

for 1 = 0 to (f - 1) do 

skew = skew _factor [ pcm [ cm_num, l]] 

and connect 

node(k,i) to 
node(offset + 1 * bsi +skew, i+l) 

where: 

gsi - group size at level i 
bs. - block size at level i 

I 

k, i - node number (number, level) 

offset - lowest node number of the group 
gn - group number of the node 
bn - block number of the node 

cm_num - CM number (0 <=CM <= (a*J)-1) 
pcm- PCM number (0 <=PCM<= f-1) 

This algorithm has been implemented in Pascal, and was , 
used to generate all of the examples used in thia paper. 

4 Distance Properties 

The distance properties of some examples of SW- and SK­
banyans will now be presented, and two metrics will be used. One 
measures the percentile of nodes that are within a given distance 
from a particular set of nodes. We will call this measure the reach 
factor. The second measures the average distance between sets of 
nodes. 

4.1 (2,5) SW- and SK-banyans 

It is also necessary to consider rectangular banyans, hence 
table 2 shows the distance properties of both banyans, in terms of 
reach factor. It can be seen that SK-banyans provide better dis­
tance properties than SW-banyans. Thia table also shows a very 
import.ant property, namely, that the improvement obtained for 
some levels is not at the expense of others. As can be seen, level 0 
in both banyans present the same distance properties, but starting 
at level 1, the SK-banyan provides improved distance at every 
level. Figure 13 shows the same results in a graphical form, for 
levels 0 and 4. 

4.2 (2,3,4) SW- and SK-banyana 

Table 3 shows the distance properties for (2,3,4) SW- and 
SK- banyans. Again, the SK-banyan shows an improvement over 
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SW-banyans, this time higher than in the previous case. Figure 14 
compares the reach factor for the two types of banyans. As before, 
the improvements obtained for any level is not at the expense of 
the distance properties of any other level. 

4.3 (2,3,4) SK-banyans with different CCP's 

As mentioned in the previous section , different CCP's may 
provide different distance properties. Computing the distance 
matrices for the CCP's of figure 5, we obtain the results shown in 
table 4. It is important to realize that not only are some improve­
ments achieved by using SK- over SW-banyans, but also by choos­
ing one COP over another. Figure 15 shows how different CCP's 
compare to each other and to the respective (2,3,4) SW-banyan. 

4.4 Average distances 

For a specific subset of (2,3,4) SK-banyans (which included 
the sub-class of SW-banyans), we computed the average distances 
between sets of .nodes at each level. Three results are shown in 
table 5, respectively for the SK-banyans whose CCM's are those 
shown in figure 12. As shown, the improvement in average dis­
tance varies with the level. For a better visualization figure 16 
shows the variation of the average distance with the COP type, for 
this particular subset of SK-banyans. 

5 Conclusions 

A new class of banyan networks has been presented which 
has been shown to have better distance properties than SW­
banyans. Although these improvements have been demonstrated 
only in relation to distance properties, it should be expected that 
similar improvements would occur for other properties, especially 
traffic and fault-tolerance. Justification for this reasoning is 
provided by way of analogy with KYKLOS and many other 
topologies, which have shown the connection between distance and 
traffic [9]. 

Improvements in the distance properties are essential for 
minimizing communication overhead. An example of this is the ar­
chitecture proposed for database applications [2). In thia architec­
ture, a set of host computers at the apex of an ION processes the 
queries and send requests to a set of 1/0 nodes at the base of the 
same ION. The storage allocation scheme proposeq assumes heavy 
traffic between these 1/0 nodes, both to decrease the effects of 
"hot spots• and to reallocate the database as it changes. It is 
desirable in this case that the distance between these nodes be as 
low as possible, without aggravating the distance properties of the 
apex nodes. 

The matricial representation of CCP's allowed the construc­
tion and classification of SK-banyans, as well as the proposal of 
criteria for determining the optimality of a COP. Although results 
here were provided only for the case where a = e; f = 8, the for­
mulations and definitions are general in nature. 

Because SW-banyans are a case of just one COP, the concept 
of SK-banyans represent a generalization of the topology , and al­
low a more unified view of the properties resulting from intercon­
nection variation. The symetry applied to conventional networks, 
while providing simple routing, has lead to redundant connections. 
Minimization of this redundancy results in networks with a richer 
set of properties such as distance and traffic. 
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Figure 3: SK-banyan 
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Figure 11: Numbering of nodes in the COP 



Figure 4: (2,3,3) SW-banyan 

(a) CCP 1 

(b) CCP 2 

Figure 5: Examples of Characteristic Connection 
Patterns for a (2,3,l) SK-banyan 

Figure 8: Reproduction of a Characteristic Connection 
Pattern on a (2,3,3) SK-banyan 

level 2 

level 3 
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CCP 

0 1 2 
0 2 1 

0 

Table 1: Number of PCM's and CCP's as 
a function of B and f 

s f # of PCM's # of CCP's 

2 2 2 16 
2 8 6 46656 
8 8 6 10,077,696 
2 4 24 - 1.1 x 1011 

8 4 24 - 3.7 x 1016 

4 4 24 - 1.2 x 1022 

2 5 120 - 6.2 Jr, 1020 

8 5 120 - 1.5 x 1031 

4 5 120 - 8.8 x 1041 

5 5 120 - 9.5 x 1061 

III 100 III 100 
010 010 
001 001 

~ 
010 

~ 
001 

001 100 
100 010 

~ 
001 

~ 
010 

100 001 
010 100 

Figure 7: Subgraphs of the CCP 

CCM 

1 0 0 0 1 0 0 0 1 
0 1 0 0 0 1 1 0 0 
0 0 1 1 0 0 0 1 0 

1 0 0 0 0 1 0 1 0 
0 1 0 1 0 0 0 0 1 
0 0 1 0 1 0 1 0 0 

Figure 8: Example of CCM 
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Figure II: 

0 0 0 
0 0 0 

PCM's for s = f!; I = 9 

0 0 0 
0 1 2 

or 

0 1 2 
0 2 1 

000000 000012 012021 

Figure 10: Compact notation for CCM's 



CCP 

0 0 0 
0 0 0 

CCP 

0 0 0 
0 1 2 

1 0 0 
0 1 0 
0 0 1 

1 0 0 
0 1 0 
0 0 1 

CCM 

1 0 0 1 0 0 
0 i 0 0 1 0 
0 0 1 0 0 1 

1 0 0 1 0 0 
0 1 0 0 1 0 
0 0 1 0 0 1 

Connectivity 

3 0 0 
0 3 0 
0 0 3 

3 0 0 
0 3 0 
0 0 3 

Redundancy 
3 0 0 
0 3 0 
0 0 3 

(a) SW-banyan 

CCM 

1 0 0 1 0 0 1 0 0 
0 1 0 0 1 0 0 1 0 
0 0 1 0 0 1 0 0 1 

1 0 0 0 1 0 0 0 1 
0 1 0 0 0 1 1 0 0 
0 0 1 1 0 0 0 1 0 

Connectivity 

3 0 0 
0 3 0 
0 0 3 

1 1 1 
1 1 1 
1 1 1 

Redundancy 
1 1 1 
1 1 1 
1 1 1 

(b) Non-optimal CCP 

CCP CCM Connectivity 

0 1 2 
0 2 1 

1 0 0 0 1 0 0 0 1 
0 1 0 0 0 1 1 0 0 
0 0 1 1 0 0 0 1 0 

1 0 0 0 0 1 0 1 0 
0 1 0 1 0 0 0 0 1 
0 0 1 0 1 0 1 0 0 

1 1 1 
1 1 1 
1 1 1 

Redundancy 
111 111 
111 111 
1 1 1 1 1 1 

(c) Optimal CCP 

Figure 12: Examples of Connectivity and 
Redundancy Matrices 

-•ol lowls = 5 

.t. Sll-....,u <st-• 1 .... S> 

... SI· ... - <s'- II 

listMoo 

Figure 13: Reach factor for (2,5) SW- and 
SK-banyans 
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Table 2: Distance properties of (2,5) SW- and 
SK-banyans 
distance 

level 1 2 3 4 5 6 7 8 9 10 

o sk 2 
SW 2 

4 
4 

9 21 44 58 
9 21 44 58 

71 83 
71 83 

92 100 
92 100 

1 sk 3 
SW 3 

6 
6 

14 28 41 59 
13 27 40 58 

74 85 
73 83 

98 100 
96 100 

2 sk 3 9 19 30 47 63 79 94 99 100 
SW 3 8 16 25 38 52 71 88 96 100 

3 sk 3 
SW 3 

9 20 33 50 69 87 97 99 100 
8 16 25 38 52 71 88 96 100 

4 sk 3 
SW 3 

7 17 35 54 75 92 98 100 100 
6 13 27 41 58 73 83 96 100 

5 sk 2 
SW 2 

5 
4 

11 26 
9 21 

55 76 
44 58 

..,._., , ..... =. 
I SI-....... <s'-4> 

0 Sii-...,_ <st- II _. 

O-ll-.l•<•t-11 

listuoo 

88 
71 

98 
83 

99 100 
92 100 

Figure 14: Reach factor for (2,3,4) SW- and 
SK-banyans 

Table 3: Distance properties of (2,3,4) SW- and 
SK-banyans 

distance 

level 1 2 3 4 5 6 7 8 

o sk 2 7 21 64 80 91 96 100 
SW 2 7 21 64 80 91 96 100 

1 sk 3 9 30 55 91 96 100 100 
SW 3 9 27 41 74 87 96 100 

2 sk 3 12 30 65 82 100 100 100 
SW 3 10 18 33 48 82 94 100 

3 sk 3 8 29 51 88 97 100 100 
SW 3 6 16 25 45 60 91 100 

4 sk 1 5 15 43 68 97 99 100 
SW 1 4 10 24 37 57 74 100 
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Table 4: Distance properties or (2,3,4} SK-banyans 

level i 

0 sk 2 
SW 2 

1 sk 3 
SW 3 

2 sk 3 
SW 3 

3 sk 3 
SW 3 

4 sk 1 
SW 1 

1m1csa-z> 
om1esa-4> 

&mzcsa-Z> 
Amzesa-t> 

2 

7 
7 

9 
9 

12 
12 

8 
8 

5 
5 

t ... ...,_ csa-z> 
o ... ....,., • ._.., 

with different CCP's 

distance 

3 4 6 6 7 8 

2i 64 80 91 96 100 
2i 64 80 91 96 100 

30 66 91 96 100 100 
27 42 75 89 98 100 

30 65 82 100 100 100 
23 49 64 90 98 100 

29 61 88 97 100 100 
23 39 72 87 100 100 

15 43 68 97 99 100 
13 35 65 86 92 100 

Figure 15: Reach factor for different CCP's for 
(2,3,4) SK-banyans 
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Table 5: Average distances (per level and total) 
for (2,3,4) SK-banyans 

CCP type : 000000 (SW-banyan) 
Average distances by level 

To 0 1 2 3 
From 

4 All 

0 6.125 5.250 4.500 4.000 4.000 4.389 
1 5.250 5.583 4.833 4.333 4.333 4.630 
2 4.500 4.833 5.611 5.111 5.111 5.119 
3 4.000 4.333 5.11i 6.037 6.037 5.531 
4 4.000 4.333 5.111 6.037 7.012 5.905 

Total : 

CCP type : 000012 (Non-optimal CCP) 
Average distances by level 

To 0 1 2 3 4 
From 

5.415 

All 

0 6.125 5.250 4.500 4.000 4.000 4.389 
1 5.250 4.708 4.417 4.167 4.333 4.417 
2 4.500 4.417 4.333 4.333 4.667 4.483 
3 4.000 4.167 4.333 4.630 5.148 4.678 
4 4.000 4.333 4.667 5.148 5.778 5.128 

Total 

CCP type : 012021 (Optimal CCP) 
Average distances by level 

To 0 1 2 3 
From 

4.766 

4 All 

0 6.126 5.250 4.500 4.000 4.000 4.389 
1 5.250 4.417 3.833 3.667 4.333 4.156 
2 4.500 3.833 4.167 3.778 4.222 4.076 
3 4.000 3.667 3.778 4.407 4.556 4.242 
4 4.000 4.333 4.222 4.556 5.284 4.711 

Total : 4.396 

Sll-llangan -

/o,u ... 1 SK-llanyan 

CCP type 

Figure 16: Range of total average distance for 
a subset of (2,3,4) SK-banyans 
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ABSTRACT -- This paper extends the modeling and analysis of 
packet switched multistage cube interconnection networks to 
include the use of multiple-packet message formats. A multiple­
packet message format is needed within an interconnection net­
work when the message to be transmitted exceedg the network's 
packet size. The packet offset time is introduced and used to 
gauge the transmission rate differential between the network inter­
change boxes and the system PEs. Based on assumed network 
and system operating characteristics, optimum network perfor­
mance offset values are given. A methodology for evaluating the 
relative performance of circuit and packet switching transmission 
modes is developed. For an assumed set of network and system 
parameters, results indicate that, in contrast to inter-computer net­
works, the performance of packet switching networks is better 
than that of circuit switching networks for long message lengths. 

1. INTRODUCTION 

An integral part of any parallel processing system is its inter­
connection network, used to link the processors and, possibly, 
memory modules together. One class of networks suitable for use 
in a parallel processing system is the multistage cube networks 
[24]. This class includes topologically equivalent networks such 
as the baseline [26], the indirect binary n-cube [18], the general­
ized cube [22], the omega [14], the flip [l], and the SW-banyan 
(S=F=2) [11]. Multistage cube networks have been used in the 
STARAN [1] and BBN Butterfly [4] and have been proposed for 
use in many future systems such as: the IBM RP3 [19], PASM 
[23], Ultracomputer [10], and database machines [7]. 

Multistage cube networks can be designed to function using 
circuit or packet switching methodologies for data transmission 
within the networks. A general framework is developed in this 
paper that quantizes system and network parameters and thereby 
facilitates the comparison of circuit and packet switched networks. 
A specific set of network and system parameters are used to 
demonstrate the utility of the framework. The general framework 
can be used by network designers to select which network switch­
ing methodology best meets their system requirements. Networks 
can also be designed that incorporate both circuit and packet 
switching modes [20]. In networks where both modes are avail­
able, this analysis framework can be used to identify which 
transmission mode should be used for a given set of operating 
conditions. 

In a packet switched network, when the amount of data to be 
transmitted exceeds the network's packet size, multiple data pack­
ets must be generated by the network source and then be transmit­
ted to the appropriate destination. The performance analysis of 
networks operating in a multiple~packet environment is considered 
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in this paper. Packet switchirig network models are extended, 
through the use of simulations, to include the transmission of 
multiple-packet messages. A tradeoff analysis, based on assumed 
network and system operating characteristics, is made to compare 
the performance of this format to that of circuit switching. This 
research has been motivated by the design of the PASM parallel 
processing system system at Purdue University [23, 16]. 
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Section 2 defines the system and network operating environ­
ments. The performance analysis of multiple-packet message 
transmissions is then presented in Section 3. Performance com­
parisons between circuit and packet switching network operations 
is discussed in Section 4. Conclusions are presented in Section 5. 

2. NETWORK MODEL AND SYSTEM OPERATION 

In this paper, the generalized cube network will be used as a 
model of all of the networks within the multistage cube class. 
The network model will be the same as the models developed in 
previous analyses for omega networks [2, 3] and baseline net­
works [15]. Assume the network has N inputs (sources) and N 
outputs (destinations), where N = 2n. The network consists of n 
stages with each stage being composed of N/2 2-by-2 interchange 
boxes. Interchange boxes in stage i pair 1/0 lines with labels that 
differ only in the i-th bit position. The same labeling is used for 
both the input and the output lines connected to an interchange 
box. A generalized cube network is shown in Figure 1, with N=8. 
The network's sources and destinations are assumed to be pro­
cessing elements (PEs), processor-memory pairs; i.e., PE i is con­
nected to network input port i and network output port i, 
0 Si< N. This configuration is generally referred to as a PE-to­
PE system architecture. Distributed routing control is assumed, 
with the settings of the individual interchange boxes (straight or 
exchange -- broadcasting will not be considered in the model) 
determined by routing information contained within the routing tag 
of each message [14, 22]. Prior to the transmission of data 
between a source-destination pair in a circuit switched network 
implementation, a complete path linking the pair must be esta­
blished and then held until the completion of the data transfer. 
Using. packet switching, a message consists of one or more data 
packets. Each packet makes its way from stage to stage releasing 
links and interchange boxes immediately after using them. 

The network is assumed to be operating under the following 
assumptions [8]. Each source PE generates its messages indepen­
dently from all other sources. Each source generates messages for 
each destination PE with equal probability. Messages will be gen­
erated based on a predetermined, fixed loading factor. The desti­
nation PE can receive data from the network faster than the net­
work can transmit the data (this simplification implies that an out­
put device will not act to bottleneck the operation of the network 
itself). Finally, a message, or a message packet, consists of two 
parts -- the routing tag and one or more data words. 



Figure 1. 
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The generalized cube network for N=8. 

In an interchange box, if two different message requests 
(routing tags) attempt to reserve the same output link, or (in the 
case of circuit switching) if a request is blocked by an already 
established message path, a conflict is said to have occurred. A 
conflict resolution algorithm must be invoked to resolve the 
conflict. In packet switching networks, the algorithm selects one 
of the requests and permits it to pass through the interchange box. 
The other request is held in an input buffer and will attempt to 
traverse the box at a later time. In circuit switching networks, the 
message that is blocked at the switch is either dropped and then 
resubmitted to the network (the drop algorithm) or is held in the 
box until the blockage is removed (the hold algorithm). These 
two circuit switched algorithms have been investigated in, for 
example, [15, 6]. 

3. MULTIPLE-PACKET NETWORK OPERATION 
In this section, the effects of multiple-packet messages on 

the operation of a packet switching generalized cube network are 
investigated. The system is assumed to be operating in the MIMD 
mode. The message to be transmitted will consist of a routing tag 
and one or more data words. If, however, the message size 
exceeds the size of the network transmission packet, multiple 
dependent packets must be generated. Each packet will contain 
the same routing tag and a portion of the data to be transferred. 
The packets are processed sequentially by the network since only 
one network path exists between any source-destination pair. 

Operational dependencies exist between multiple-packet mes­
sages that do not exist when single-packet message formats are 
used. These dependencies center on the sequential generation of 
packets (within any given message) all being routed to the same 
network output port (recall that in single-packet messages, the 
routing of all of the packets is assumed to be a strictly indepen­
dent process [8]). As an example, consider two multiple-packet 
messages, where the packets of one message are being held in one 
input buffer of an interchange box and the second message's pack­
ets are held in the other input buffer. Any conflict (or lack of a 
conflict) that occurs when the first packets in the two buffers are 
processed will also occur when the succeeding packets are pro­
cessed. 

The dependencies that exist between packets in multiple­
packet message transmissions cause network performance analysis 
using "standard" Markov chain modeling techniques, as in [8, 3], 
to be extremely complex. Interconnection network simulators 
such as PUGS [5] can, however, be used to accurately predict the 
performance of multiple-packet mess_iiges. PUGS is capable of 

simulating both single- and multiple-packet message formats. 
When using the multiple-packet format, performance statistics for 
both individual packets and complete messages (composed of 
dependent packets) can be obtained. The accuracy of PUGS out­
put data has been validated through comparisons with other 
researchers' published network simulation and Markov chain per­
formance data, such as [6, 3, 15, 8]. To increase the accuracy of 
the statistics, the length of the simulation runs was adjusted so as 
to insure the simulated network had reached a "steady-state" 
operating condition. This occurred after the first 250-300 simu­
lated packet cycles. The actual simulation lengths were then set to 
approximately ten times this value -- 2000 simulation cycles. 
Statistics gathered before steady-state was reached were discarded. 
Lastly, for each combination of network variables that were 
evaluated, each simulation was repeated ten time and the results 
averaged so as to further reduce the statistical variations. Data 
and statistics obtained from PUGS will be used throughout this 
paper. 
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Assume that the data to be transferred is stored in the 
memory of the source PE. As a result of the slow memory access 
time within the PE (due to memory device speed limitations and 
long inter-IC and inter-circuit board transmission delays) and the 
comparatively fast interchange box logic (small, fast packet 
buffers and straightforward control logic), the time required by a 
PE to construct a data packet will be much longer than the time 
required by an interchange box to process the same size packet. 
This operational speed differential between the PE and the net­
work (i.e., the interchange boxes) requires that packets be held in 
a PE's output buffer and not released to the network until the 
packet is completely formed. 

In analyzing multiple-packet message performance, the 
packet cycle time, defined as the time delay incurred by a packet 
in traversing a network interchange box, will be used as the basic 
unit of system/network timing. This delay is the amount of time 
required to move a packet from the front of one of an interchange 
box's input buffers to the input buffer of an interchange box in the 
next stage. As discussed above, this time delay will be much 
shorter than the time delay associated with the generation of a 
packet within a PE. A packet offset time, the time (in packet 
cycles) between packet generations of a multiple-packet message, 
can be used to quantize the speed differential between the network 
and the system PEs. If the time to generate a packet equals' the 
time to process a packet in an interchange box, the packet offset 
would be one. If a message consisted of w packets and the first 
packet was generated and then submitted to the network at time t, 
then, in general, a y-cycle packet offset would cause packets to be 
submitted at times t, t+y, t+2y, · · · t+y·(w-1). The total mes­
sage transmission delay is the time difference between the begin­
ning of the generation of the first packet of the message and the 
completed transmission time of the last packet of the message. 
Note that the time from the generation of the first packet to its 
submission to the network is y. This delay will be 
y·(w) + (the transmission delay of the last packet), where the first 
term is the delay incurred by the message before the last packet is 
available for transmission. Recall that, because of pipeline effects, 
the delays of the other packets in the message will be reflected in 
the transmission delay of the last packet. 

In [13], Kruskal and Snir have presented an alternate, more 
constrained, discussion of multiple-packet network operation. 
They assumed that all of the message packets were generated 
simultaneously (this corresponds to a packet offset of zero) and 
that the packets moved through the network as a single "group." 
Additionally, the inclusion of the packet generation time in the 
overall transmission time has not been incorporated into previous 
analyses. In [8], for example, timing delay calculations start when 
a packet is accepted by a network input port. Time devoted to 
generating a packet and any time lost waiting for the availability 
of an network input port is not included in their analysis. 



Representative performance analysis results of multiple­
packets messages, obtained using PUGS, are shown in Table 1. 
Results in this table are for a 5-stage network (N=32) and 
multiple-packet messages consisting of 2, 4, and 8 packets. The 
packet offset ranges from 1 to 15 packet cycles and the loading 
factor is 100% in each case. The loading factor is the probability 
in a given time cycle of a network source generating a new mes­
sage, given that it is not currently transmitting a message. Buffers 
at the inputs to each interchange box, capable of holding four 
packets, are assumed to be in use (buffer size is based on analysis 
results in [8]). The packet and message delay times can be used 
to gauge the effects of the packet offset on network performance. 
Ideally, a packet would require k packet cycles to traverse a k­
stage network. An m-packet message would, in turn, require 
k+(m-1) packet cycles to completely traverse the network (this 
time value assumes the packets are transmitted through the net­
work in a pipeline fashion). The normalized packet and message 
delays can therefore be computed by dividing the packet and mes­
sage delay times by k and k+(m-1), respectfully. 

Number of 
packets per 
message 

2 

4 

8 

Table 1. 

Packet 
Delay Normalized delay 

offset Packet Message Packet Message 

1 17.90 20.94 3.58 3.49 
2 16.35 20.91 3.27 3.49 
5 6.75 16.60 1.35 2.77 

10 6.57 26.36 1.31 4.39 
15 6.56 36.35 1.31 6.06 

1 21.24 28.18 4.24 3.52 
2 17.66 27.19 3.54 3.40 
5 6.40 26.29 1.28 3.29 

10 6.30 46.51 1.26 5.81 
15 6.28 66.21 1.26 8.28 

1 26.40 40.89 5.28 3.41 
2 21.53 40.83 4.30 3.40 
5 6.29 46.36 1.26 3.86 

10 6.18 86.53 1.24 7.21 
15 6.16 126.20 1.23 10.52 

Performance results for multiple-packet message 
transmissions (5-stage network (N=32) and 100% 
network load). 

From Table 1, it can be seen that, for any given message 
size, as the packet offset is increased, the delay experienced by a 
packet in the network decreases and approaches the minimum 
traversal delay (normalized delay of 1). This is to be expected 
since the apparent network loading decreases as the packet offset 
is increased, thus reducing the network conflict delays that a 
packet will experience. The overall delay experienced by the 
entire message is also seen to decrease as the packet offset begins 
to increase from its initial value of 1, again a result of decreased 
network conflicts. However, as the packet offset continues to 
increase, the message delay time is seen to drop to a minimum 
level and then begin to increase. The increase is due to the longer 
delays between packet submissions that unnecessarily increase the 
message transmission delay. Packet offsets that lead to minimized 
overall message delays are in the range of 2 to 5. For example, 
message delays for two and four packet messages are minimized 
with a packet offset of 5, while an offset of 2 produces minimum 
delays in an eight-packet message. PUGS was also used to collect 
statistics for many different combinations of network operating 
parameters, such as: network size, number of packets per message, 
network loading, and packet offset values. In all cases, packet 
offsets in the area of 2-5 have been seen to produce the minimum 
message delays through the network. 

In a typical system development process, the speed of the 
PEs is determined by the selection of a target microprocessor 
chip/chip set. The packet offset will then be fixed by the 
specification of the network interchange boxes and their packet 

cycle times. The analysis discussed above allows the most cost­
effective tradeoff point for the network's hardware design to be 
predicted. The network's estimated performance over a range of 
cycle times can be used as a guide in determining the required 
hardware sophistication of the network design. The most desir­
able design, in terms of the cost-performance tradeoff, would be 
the slowest and typically the least expensive network that did not 
act as a bottleneck to the anticipated inter-PE message flow. 

4. PACKET vs. CIRCUIT SWITCHED OPERATIONS 
In inter-computer networks, the classic tradeoff between cir­

cuit and packet switching is one of message length. Long mes­
sage formats are best supported by circuit switching whereas 
short, ''bursty" formats are ideally suited for packet switching. 
The design of these networks tends to neglect propagation delays 
through the switch points in the network and instead concentrates 
on the transmission channel (link) delays [21, 25]. The 
differences in the two switching methods are not as clear-cut in 
intra-computer networks found in parallel processing systems. 
Because the processors are generally "close" physically, the inter­
change box delays dominate over the transmission link delays. 
System characteristics such as the operational mode (e.g., SIMD 
or MIMD), the architecture supporting the network, as well as the 
anticipated message format and system loading, greatly influence 
the selection of the switching method. 

llO 

Systems that utilize the network solely for inter-PE data 
transfers (e.g., the PE-to-PE system architecture) can be character­
ized by lightly loaded, low message conflict networks. In this 
case, circuit switched networks can give very acceptable perfor­
mances using circuitry that is much less complex than a compar­
able packet switched network (e.g., message queues and their con­
trol logic are not needed in the interchange boxes). Implementa­
tion of a circuit switched network is particularly advantageous in 
SIMD systems performing data permutations with no network 
conflicts where, once the path connecting the source-destination 
PE pair is established, the interchange boxes contribute only 
minimal gate delays to the transmission time. 

In systems where the network is used to connect processors 
to memory modules (e.g., the processor-to-memory system archi­
tecture), inter-processor communication and instruction fetch 
operations utilize the network. The network loading would be 
expected to be high due to the preponderance of instruction and 
data fetch operations that must be supported. Packet switched net­
works have been proposed for this environment [8, 9]. Note that, 
through the use of cacheing techniques, the network loading can 
be substantially reduced and, in effect, giving a network perfor­
mance similar to the PE-to-PE architecture's. PE-to-PE architec­
tures will be assumed in this paper. 

When packet switching is used for inter-PE transfers, if the 
message exceeds the packet length, multiple packets must be sent 
through the network. The processors must absorb the added over­
head of message packetization (at the source PE) and packet 
recombination (at the destination PE). Each packet must indepen­
dently perform its own routing/path establishment. These delays, 
coupled with the queueing delays at each switch, can increase the 
overall message transmission time in a packet switching network. 

In this section, performance tradeoffs between packet and 
circuit switched interconnection networks will be explored. The 
analysis will be done using the same external system conditions in 
both switching modes. SIMD and MIMD operations will be con­
sidered separately. 

4.1 SIMD operations 

SIMD system operations that utilize interconnection network 
transfers generally employ data permutations, where data· is 
transferred from a set of network sources to a set of network des­
tinations using a particular transfer scheme. Cube-type networks 
have been found to perform most useful SIMD permutations in 



one pass through the network, with no conflicts [14, 18]. Permu­
tations that cannot be performed without conflicts in a single pass 
can be performed in multiple, conflict free, passes through the net­
work. As a result, the analysis for SIMD operations will assume 
that data transfers through the network will take place without net­
work conflicts. 

To enable direct comparisons of the performance of circuit 
and packet switched networks, a number of assumptions must be 
made concerning the operation of the computer system external to 
the interconnection network. These assumptions are listed below: 

1. Data that is to be transferred through the network will ori­
ginate from the same point within the source PEs (i.e., data 
for circuit switched transfers will not be in a PE's memory 
while the data for packet switched transfers is in the PE's 
registers). This ensures that the time overhead required by 
the source PEs to fetch the data will be the same for both 
switching modes. 

2. The message transmission time will start when the first word 
of the message is generated by the source PE. 

3. The overhead of computing the routing tag is not included in 
the message transmission time. In the case of multiple 
packet messages, the routing tag is computed only once (at 
the beginning of the message) and is stored for later use in 
subsequent packets. 

4. Processing of data at the destination PEs will not degrade the 
performance of the network or impede the message genera­
tion process of the source PEs. 

5. Packets must be fully formed at the source PE before they 
can be submitted to the network. 

In the following discussions, assumptions are made about 
values for various network parameters to demonstrate the metho­
dology developed. The framework established here can, of 
course, also be used to evaluate different systems by modifying 
the values of these parameters. The values used below are esti­
mates developed from our design of the PASM system prototype 
[16]. 

Using circuit switching, the message transmission process 
can be decomposed into two phases -- set-up (or path establish­
ment) and the actual data transfer. During the set-up phase, the 
message request (routing tag) must propagate through interchange 
boxes in each stage of the network and establish the desired data 
path. Let the time to establish a path through an interchange box 
be CTcu + T;b + TJ. Tcu is the time required by the box's control 
unit to check the routing tag and establish the needed box setting 
and T;b is the propagation delay through the interchange box's 
switching logic. T1 is the link transmission time between 
interchange boxes in adjaeent stages as weifas between the PBS 
and the network input and output stages. From this, the path set­
up time, T setup• can be calculated and will require 

n(Tcu + T;b + TJ +Ti+ n(T;b +Ti)+ Ti (1) 

time units to establish a path through an n-stage network. Note 
that the first two terms represent the total time required by the 
message request to traverse the network from the source to the 
destination. The second two terms represent the time required by 
a message grant signal to be returned from the destination to the 
source. 

Once the path through the network has been established, the 
actual data transfer can begin. The delay experienced by a data 
word in traversing an n-stage network is 

Tdelay = 2(n+l)Ti + 2(n)Tib. (2) 

The factors of 2 represent the time to· transmit the data word itself 
to the destination plus a returned data acknowled~ signal gen­
erated by the destination PE. Let L be the total message length, 
excluding the routing information. Additionally, _let Tll"nellllion be 
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tlie time required by a PE to fetch a data word from meinory and 
send it to the network input port. The actual data transmission 
time, Txmii• will be 

{ 
Tgeneration + L·Tdelay, Tdelay>Tgeneration 

Txmit= LT +T T g m · generation delay, delay- generation 

If the generation time of a word is less than the transmission 
delay of a word, the total delay will be the generation time of the 
first word plus L transmission delays. Under these conditions, the 
performance of a circuit-switched network could possibly be 
improved through the use of data pipelining (with data buffers 
placed between the network stages) or the use of a message­
switched network design [12]. If, on the other hand, the genera­
tion time is greater than the transmission delay, the total time will 
be L generation delays plus the transmission delay of the last data 
word. In other words, if the transmission delay of the network is 
small with respect to time required by the source PEs to generate 
the data words, the overall data transmission time of a message 
will be determined by the speed of the PEs -- not the speed of the 
network. In these instances, circuit-switched network performance 
enhancements such as data pipelining will not improve the overall 
message transmission time. Hybrid techniques such as pipelining 
and message-switching will not be considered in this paper. 

For example, the Motorola MC68010 microprocessor, 
operating at a clock frequency of 10 Mhz, is capable of perform­
ing one memory-to-memory data transfer in, at best, 800 ns (the 
network source and destination ports are considered to be memory 
addresses by the PE) [17]. If the 2-by-2 switching logic of the 
interchange boxes is implemented using multiplexers or by two 
levels of tri-state buffers, T;b can be expected to be approximately 
20 ns (worst-case, TfL logic). Ti can be assumed to be no more 
than 5 ns. A reasonable value for Tcu is 100 ns. The total delay 
experienced by a data word would then be (from Equation 2) 

Network delay= lO(n+l) + 40n (4) 

= 50n+ 10. 

Clearly, for system and network sizes that are currently imple­
mentable, the speed of the PE will be the determining factor in the 
data transmission time. Using the representative timing values, 
listed above, the set-up time (from Equation 1) and the data 
transmission times can be combined into the overall message 
transmission time, Tmessage: 

T message= T setup + T xmii 

= (150n + 10) 

+ L·(PE word generation rate). (5) 

Next, consider the operation of a packet switched network. 
Note that, because there are no conflicts within the network, there 
will be no queueing delays within the network. The size of the 
interchange box buffers will not effect the overall network opera­
tion. With the exception of the logic to form and control the 
interchange box buffers, the architecture and speed of a packet 
switched interchange box will be the same as that of the circuit 
switched box, discussed above. The values for Tew Tib, and Ti 
will be the same. Let Tq be the time needed to·access a buffer in 
an interchange box. Because the buffer will be physically close to 
the rest of the circuitry for the box, if not on the same VLSI chip, 
T will be substantially less than the time required to perform a 
P~ memory access. Assume that buffer reads and writes can be 
overlapped. The delay, Tpactet• that a data packet would experi­
ence in traversing a packet switched box would be 

Tpactet = Tcu + (Tq + T;b + TJ(P+l). (6) 

The factor (P+l) is the actual packet size including the routing tag 
(P data words plus one routing word). Time required for 



handshaking between adjacent interchange· boxes can he over­
lapped with the other phases ofTpacket· 

Using dual-ported memories for the packet buffers, Tq would 
be at least 100 ns. Substituting this and the previously assumed 
values, Equation 6 then reduces to 

Tpacket = 125(P+l) + 100 ns . (7) 

The time required by a PE to generate a packet would be 
(P+l)(PE word generation time). Continuing with the MC68010 
example, this would be, at best, SOO(P+l) ns. The ratio of the 
packet generation time and T packet• the packet offset, will be 
approximately 6. This leads to an alternate view of the packet 
offset time for SIMD operations. 

When more than one packet is generated per message, if the 
number of stages in the network is less than or equal to the packet 
offset, a packet will completely traverse the network before the 
next packet in the message can be formed by the source PE and 
submitted to the network. The pipelining of message packets will 
not occur -- effectively eliminating one of the general advantages 
of packet switched networks. An L-word message, divided into 
f LJP 1 data packets will have a transmission time of 

Tmessage = fLJP l(Packet generation time) 

+ n·T packet . (8) 

The first term represents the delay between the generation of the 
first word in the message (contained in the first packet) and the 
time the last packet is submitted to the network. The second term 
is the time required by the last packet to traverse the network. 

Table 2 lists the message transmission times for various 
sized messages using both packet and circuit switching modes. 
The message transfer times were calculated using the representa­
tive timing values for the interchange box components and PEs, 
discussed above. It is clear that, for SIMD operations, the circuit 
switched mode provides lower message transmission delays since 
the transmission of individual data words can be overlapped with 
the PEs' generation of the next data words to be transmitted. The 
overlap or pipeline performance normally associated with packet 
switched operations is precluded by the processing speed 
differential between the PEs and the packet switched network. 
From Table 2, it is also observed that packet sizes of two or four 
words yielded generally lower message transmission times than 
the other packet sizes. Small packet sizes incur an additional gen­
eration overhead of having to write the routing tag to many 
different packets (e.g., for a 4-word message, four 1-word packets 
with routing tags must be generated compared to only two 2-word 
packets and one 4-word packet). As the packet size increases, the 
packet delay time through an interchange box, T packet> increases, as 
does the packet generation time. The combination of these two 
effects causes an increase in the total transmission delay through 
the network of each packet and negates the relative advantage of 
having to transmit fewer total packets for a given message size. 
The performance of the 2- and 4-word packets were a compromise 
between the two extremes. 

4.2 MIMD operations 
The performance analysis and comparison of circuit and 

packet switched networks presented in the last subsection was 
based on the assumption that network transfers would take place 
without conflicts. In MIMD operations, this assumption is not 
valid. Here, the performance of a network will be affected by 
conflicts within the network and the associated queueing delays. 

For MIMD networks, the circuit switched message transmis­
sion process can still be decomposed into the set-up and the data 
transfer phases, as before. The conflict and blocking effects on 
the network's MIMD performance can be predicted using the Mar­
kov analysis of [15] or by simulation. The analysis of packet 

switched networks miist also include the effects of queueing 
delays within the buffers associated with each interchange box. 
The simulation methodology described in Section 3 for multiple­
packet messages can also be used here. 

Any attempt to directly compare the performance of circuit 
and ·packet switched networks must use the same operational 
environment for both networks. External (to the network) factors 

Netwoik Switching Packet Data transfer size 
size mode size 1 2 4 8 16 

CJI'CUll - __!,!!_ ~l ~ l.ur :Im 
1 3.00 4.60 7.80 14.20 27.00 

4 stages 2 4.30 4.30 6.70 11.50 21.10 
packet 4 6.90 6.90 6.90 10.90 18.90 

g 12.10 12.10 12.10 12.10 19.30 
16 22.50 22.50 22.50 22.50 22.50 

circuit - 1.56 2.36 3.96 7.16 13.56 
1 3.35 4.95 8.15 14.55 27.35 

5 stages 2 4.78 4.78 7.18 11.98 21.56 
packet 4 7.63 7.63 7.63 11.63 20.53 

8 13.33 13.33 13.33 13.33 20.53 
16 24.73 24.73 24.73 24.73 24.73 

Table 2. SIMD performance comparison of circuit and 
packet switched networks (times in microseconds, 
packet size does not include routing tag). 

such as the system size, processing speed of the' PEs, and the net­
work loading factor must be the same for both networks. Addi­
tionally, the fundamental design of the two networks must also be 
the same (e.g., data path width, the technology used in the inter­
change box implementations, and the PE-network interface metho­
dology). When these internal and external factors are fixed, a 
comparison between the two switching methOds can be made. 

Assume the networks are constructed such that the timing 
values used in Section 4.1 remain valid. Specifically, 
Tcu = lOOns, T;b = 20ns, T1 = Sns, and Tq = lOOns. Furthermore, 
assume that the PEs are implemented using a clock frequency of 
10 Mhz, as in an MC68010 microprocessor (the microprocessor 
requires 800ns to write one word from memory to the network). 
Under these assumed conditions, Tables 3 and 4 list simulation 
results for the message transmission times and throughput perfor­
mances of circuit and packet switched networks for a range of 
loading values and message lengths. Comparing the data in these 
tables to that of Table 2, it can be seen that the MIMD perfor­
mance of both network types approaches the SIMD performance 
values as the network loading is decreased (as would be 
expected). The performance relationship between the circuit 
switched conflict resolution algorithms is as predicted by [15] -­
the drop algorithm provides generally lower transmission times 
and higher message throughputs than does the hold algorithm. 
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Over the range of message lengths considered in Tables 3 
and 4, minimum message transmission times for a given data 
transfer size (message length) can be obtained in the packet 
switched network when the entire message is contained in only 
one or two packets. As in SIMD operations, the performance tra­
deoff is lighter network loading (number of packets) with larger 
packet sizes versus shorter packet transmission times of the indivi­
dual packets with smaller packet sizes. 

A representative plot of the message transmission times for 
both circuit and packet switched networks is shown in Figure 2. 
For each plot, the data used was taken from the conflict resolution 
algorithm (for circuit switching) or the packet size (for packet 
switching) that provided the . lowest transmission times. The cir­
cuit switched network provided superior network performance for 
smaller message sizes while packet switching performed best with 
larger message sizes. This can be attributed to, in circuit switch-
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Circuit 
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rithm} 

Packet 

Packet 

Packet 

Packet 

Packet 
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Switch-
ing 
mode 
Circuit 
(hold 
a1go-
rithm} 
Circuit 
(drop 
algo-
rithm) 

Packet 

Packet 

Packet 

Packet 

Packet 

Table 4. 

Packet Loading Data ttansfer size 
l 2 4 8 16 size 

-

-

l 

2 

4 

8 

16 

factor 

100 2.21 4.40 7.78 lS.05 27.55 
so 2.11 4.18 7.73 14.81 27.47 
10 1.63 3.57 7.21 14.52 27.31 
s 1.44 3.07 6.89 14.48 27.06 

100 2.25 3.96 7.36 13.74 2A.41 
so 2.22 3.9S 7.27 13.64 23.81 
10 1.73 3.53 7.00 13.63 23.64 
s 1.44 3.07 6.39 13.08 23.47 

100 6.S4 S.99 10.27 18.63 35.42 
so 4.26 S.74 9.92 18.30 35.10 
10 3.54 5.66 9.88 18.27 3S.08 
s 3.52 S.65 9.85 18.26 35.06 

100 8.89 8.13 13.94 25.28 
so S.18 7.79 13.46 2A.84 
10 4.81 7.68 13.40 2A.79 
s 4.79 7.66 13.36 2A.78 

100 13.55 12.40 21.27 
50 8.83 11.90 20.S5 
10 7.34 11.73 20.46 
s 7.29 11.69 20.40 

100 21.76 21.05 
so 14.98 20.18 
10 12.45 19.90 
s 12.37 19.84 

100 39.45 
50 27.16 
10 22.57 
s 22.51 

MIMD message transmission times for circuit and 
packet switc~ n~two~ks (4-stage network 
(N=l6}, delays given m microseconds). 

Packet Loading Data transfer size 
l 2 4 8 16 size factor 

100 7.20 3.68 2.08 1.04 0.48 
50 7.12 3.68 2.00 1.04 0.48 - 10 5.84 3.44 1.92 0.96 0.48 
s 4.40 2.96 1.68 0.96 0.48 

100 7.04 4.00 2.2A 1.20 0.64 
so 6.80 3.92 2.16 1.12 0.56 - 10 S.60 3.44 2.00 1.04 0.56 
s 4.40 2.96 1.84 1.04 O.S6 

100 26.37 6.54 2.40 1.06 0.4S 

l 
so 22.63 S.71 2.29 1.03 0.48 
10 4.60 2.89 1.66 0.89 0.46 
s 2.37 1.80 1.23 0.74 0.43 

100 19.43 4.82 1.77 0.78 

2 so 16.67 4.21 1.68 0.76 
10 3.39 2.13 1.22 0.6S 
s l.7S 1.33 0.91 o.ss 

100 12.73 3.16 1.16 

4 so 10.92 2.76 1.10 
10 2.72 1.39 0.80 
s 1.44 0.87 0.59 

100 7.SO 1.86 

8 so 6.47 1.63 
10 1.31 0.82 
s 0.68 0.51 

100 4.14 

16 so 3.56 
10 0.72 
s 0.37 

MIMD message throughputs for circuit and packet 
switched networks (4-stage network (N=l6}, 
throughputs expressed as the number of messages 
processed per microsecond). 
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network (N=16), 100% network loading, times in 
microseconds). 

ing, significantly higher conflict rates and blo<iking times that 
result when the network paths are held for periods of time 
corresponding to the transmission of "long" messages, as reported . 
in [3, 15). This does not occur in packet switched networks. In 
contrast. packet switched networks tend to perform better with 
longer messages, where the overhead of the packet generation 
(i.e., the routing tag) is proportionately smaller (when compared to 
the actual message transmission time) and the delays due to net­
work conflicts do not increase as fast as in circuit switched net­
works. For small message transfers, the blocking delays within a 
circuit switched network will be reduced, thus producing good 
overall message delay characteristics. This, coupled with the rela­
tively high overhead of packet generation and queueing delays 
experienced by packet switched messages (when compared to the 
transmission time}, enables circuit switched networks 'to function 
better than packet switched networks for small message lengths. 

5. CONCLUSIONS 
This paper has centered on the modeling and analysis of 

multiple-packet message fQrmats and their relative performance 
advantages when compared to circuit switched networks. A 
multiple-packet message format is needed within an interconnec­
tion network when the message to be transmitted exceeds the 
network's packet size. In order to quantize network performance, 
the operation of interchange boxes, networks, and external systems 
were expressed as time functions. General equations relating these 
time functions to the performance of a network were developed. 
By using these equations and the PUGS simulator, the effects of 
any set of internal and external environment assumptions could be 
evaluated and network performance - either packet or circuit 
switched -- could be predicted. 

During the analysis of packet switched networks, the effects 
of various packet sizes was examined. The packet offset figure of 
merit was introduced and used as a performance gauge of the 
transmission rate differential between the network and the PEs. It 
was observed that the optimum network performance (in terms of 
low transmission delays and reasonable network component costs) 
could be obtained with a packet offset in the range of 2 to 5. 

Comparing the performance of circuit and packet switched 
networks for a specific set of time function values, circuit switch-· 
ing was shown to provide minimum transmission delays in all 



SIMD operations and in short message transfers in MIMD opera­
tions. Packet switched networks functioned better than circuit 
switched networks as the message length increased. The dominant 
element of the network performance was seen to be the processing 
rate of the PEs themselves. 

A general methodology has been developed that quantized 
system and network parameters, thus allowing the performance of 
a network design to be evaluated under a set of anticipated operat­
ing conditions. By adjusting the assumed values of these param?­
ters, this methodology can be used by other researchers as an aid 
in the design of their own networks. 
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ABSTRACT: A reconfigurable multi computer archi­
tecture based on rectangular CC-banyan multi stage 
interconnection network is presented. A graph­
theoreti cal approach is used to study this network's 
permuting and structural properties. It is shown that 
a CC-banyan has a modular structure and hence can be 
recursively defined. A method for evaluation of the 
total number of permutations in CC-banyans is pre­
sented. Using this method, we derive the analytical 
expressions for the number of permutations in 
CC-banyans with fanouts two and three. 

1. INTRODUCTION 

There is growing interest in multi computer systems 
for increased performance and improved reliability. 
The operation of these systems is critically dependent 
on the interconnection network which connects system 
resources such as processors and memories (or compu­
ters). As a result of the rapid advances in LSI and 
VLSitechnology,extensiveresearchisbeingconducted 
on multi computer systems. Many of these systems are 
based on multi stage interconnection networks 
(MINs). 

Various MINs implemented with 2x2 switching ele­
ments, such as baseline, modified data manipulator, 
flip, omega, indirect binary n-cube and regular rec­
tangular SW-banyan (s=f=2) are known to be topologi­
cally equivalent to each other [l]. These equivalent 
networks possess a "buddy property," i.e., the outputs 
of two switching elements at stage i are connected as 
inputs to only two switching elements at the (i+l)th 
stage [2]. 

Banyans [3] represent a large class of intercon­
nection networks. An SW-banyan with fanout two de­
scribes a class of equivalent MINs implemented with 
2x2 switching elements. Also, many non-equivalent 
MINs [4] represent special cases of cylindrical cross­
hatch (CC) banyans [3]. It has been shown in [5] that 
the so-called 'non-equivalent' delta network [6] is 
isomorphic to a CC-banyan, and that the ADM network 
[7] can be viewed as two overlapping CC-banyans. Per­
muting and partitioning properties of SW-banyans and 
of equivalent MINs have been extensively studied else­
w here [2,3,8,9, 10,11]. In this paper we focus on 
non-equivalent networks. We analyze the recursive 
structure and evaluate the total number of permuta­
tions supported by a CC-banyan. Detailed derivations 
of results presented in this paper can be found in 
[12]. 

Th1 s work was supported m part by the Graduate 
School, University of Minnesota. 
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2. SYSTEM DESCRIPTION 

The system model is composed of the resources and 
the interconnection network. In this paper we use the 
rectangular CC-banyan interconnection network to 
study system mapping properties. 

In the following we give a brief description of 
CC-banyans. A banyan network [3] is a network with a 
unique path from each source to each sink vertex. A 
multistage interconnection network is a network in 
which vertices can be arranged in stages, with all the 
source vertices at stage (level) 0, and all the out­
puts at stage i connected to inputs at stage i + 1. 
An L-level banyan, or an L-stage MIN, is a network in 
which every path from any source (base) to any sink 
(apex) has length L. An (f,L) banyan is an L-level 
banyan in which the indegree (spread-s) of every 
intermediate vertex equals its outdegree 
( fanout-f) • 

{f ,L) regular rectangular CC-banyan: An {f ,L) 
banyan in which there is an edge from vertex i at ver­
~ex _levil k+l te a vertex j at vertex level k wh~ne~er 
J = ( l+mf ) mod f for m = 0, 1, 2, ••• , f-1 , 0 .;; 1 , J .;; 
fL-1 and 0 .;; k .;; L-1. 

Examples of (3,2) and (2,3) regular rectangular 
CC-banyans are shown in Fig. 1 and 2, respectively. 
The vertex levels are numbered from bases (level 0) to 
apexes (level L). The interpretation of the network 
graph is the one commonly used with respect to banyan 
networks: a vertex represents a tie point and an edge 
represents a switch contact. According to this inter­
pretation, connections through vertices in a banyan 
graph are mutually exclusive. 

An example of a multicomputer system based on a 
rectangular CC-banyan network is shown in Fig. 2. In 
this system each computer (processor with local 
memory) is attached to both sides of an (f,L) 
CC-banyan. A similar approach utilizing a different 
network topology but similar connection of processing 
nodes to both sides of the MIN is used in the Star 
network [13]. The commurii ca ti on through the network 
is unidirectional and the control is based on the 
routing tag technique. The labeling and routing 
schemes for a system based on a CC-banyan are 
discussed in [14]. We just note here that the routing 
scheme in CC-banyan leads to relative addressing, 
based on the difference between des ti nation and source 
address, in contrast to the systems based on 
SW-banyans which use absolute addressing. 

3, RECURSIVE STRUCTURE OF CC-BANYAN 

Whereas the original definition of CC-banyans is 
not recursive, it will be shown here that CC-banyans 
can be recursively defined. Conceptually, it is con­
venient to view an (f,L) rectangular CC-banyan as 



a union of L stages, where each stage represents a 
bipartite graph L4]. For example, three bipartite 
graphs for (2,3) rectangular CC-banyan are shown in 
Fig. 3a. 
Theorem 1: In an (f,L) rectangular CC-banyan a bi­
part1te graph of stage k (0 ' k ' L-1) contains fk 
identical components (disjoint subgraphs). 

Different components of a (2,3) CC-banyan are 
shown in Fig. 3b. 

Corollary 1: In an (f,L) rectangular CC-banyan, 
the b1part1te graphs of all L stages are not isomor­
phic (to each other). 

Note that in the case of equivalent MINs (e.g •• 
baseline, omega) the bipartite graphs of all stages 
are isomorphic, since these MINs have the "buddy prop­
erty" [2]. 

Corollary ~:k Each component of stage k (O ' k 
' L-1) has 2*f - vertices. 

Corollary 3: In an (f ,L) rectangular CC-banyan 
the bipartite graph of stage-0 at the base side con­
tains one component; and the bipartite praph of stage­
(L-1) at the apex side contains f - components, 
which are (fxf) crossbar graphs. 

Note that the recursive decomposition of a 
CC-banyan into networks of smaller size may be only 
possible from the base side (due to Corollary 3). In 
contrast to CC-banyans, SW-banyans and networks 
equivalent to them can be recursively decomposed from 
either side. 

Theorem 2: An (f,L+l) CC-banyan can be recur­
sively decomposed from the base side into f disjoint 
(f ,L) CC-banyans. 

Based on Theorem 2, we give the following recur­
sive definition. 

Definition: An (f ,1) CC-banyan is simply an (fxf) 
crossbar graph. An ( f ,L+l) CC-banyan is constructed 
from f (f,L) CC-banyans by the following 
procedure: 

1. Assign a number m (m=0,1, ••• f-1) to each (f ,L) 
CC-banyan. 

2. In them-th (f,L) CC-banyan, label the ver­
tices at every vertex level by the numbers 

m+jf , where j = 0,1,2, •••• fL 
( see Fi g • 4a) • 

3. Form stage-0 (base stage) of the composite 
~f !L+l) CC-bar¥fn by connecting the bases numbered 
1(1=0,1, ••• ,f -1) to the bases of the component 
( f ,L) CC-banyans numbered ( i+mf)mod fL+l for all 
m=O,l, ••• ,f-1 (see Fig. 4b). 

4. Rearrange the vertices of the composite 
(f,L+l) CC-banyan in the order of increasing label 
numbers, thus resulting in the conventional represen­
tation (see Fig. 4c). 

4. PERMUTING PROPERTIES 

In this section we evaluate the number of various 
permutations performable by an ( f ,L) CC-banyan in one 
pass. We view an (f,L) rectangular CC-banyan as a 
permutation network that perfo~s a one-to-onemappi ng 
(permutation) of a set of N(N=f ) apexes onto a set of 
N bases. 

Si nee in a banyan network every input-output con­
nection (base-apex path) is unique, the total number 
of permutations is equal to the product of all permu­
tations performable by each stage: 
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f:4 
P = I J Pk 

k=O 
(1) 

where Pk is the number of stage-k permutations. 
In view of Theorem 1 and Corollary 3, 

(2) 

Here Cf k denotes the number of permutations per­
formable by'each of fk disjoint subgraphs of stage k. 
The indices indicate that this number, generally, de­
pends on both fanout f and stage k. An exact analyti­
cal evaluation for Cf k does not seem feasible for 
arbitrary fanout f. HoWever, we present a general ap­
proach which enables systematic enumeration of all 
permutations. Our analysis uses unconventional repre­
sentation for a stage-k subgraph, in which the ver­
tices of a bipartite subgraph are located on the two 
concentric circles corresponding to the vertex levels 
k and k+l. An example of such symmetric circular 
representation, or circular diagram, is shown in Fig. 
5. Consider circular diagram of a stage-k subgraph. 
As follows from Corollary 2, this subgraph performs 
permutations on fl-IC numbers. A permutation in this 
subgraph is a one-to-one mapping of its level-(k+l) 
vertices onto its level-k vertices. 

A stage-k circular diagram may be divided into 
radial sectors of equal size (f-1) using radial cuts 
as shown in Fig. 5. The radial cuts and radial sec­
tors are numbered clockwise from o to ( fL-1<_1 )/( f-1), 
so that a radial sector~ i~ formed by radial cuts m 
and m+l, m = 0,1, ••• , (f - -1)/(f-l). Then each of 
the sectors has (f-1) vertices, and the last sector 
has only one vertex. Consider a set of edges corre­
sponding to a permutation in a circular diagram. An 
edge corresponding to a permutation is called a cross 
~dge if it crosses a radial cut in a circular diagram. 
o we can state an important invariant property of 

permutations in CC-banyans. 
Theorem 3: For any stage-k subgraph permutation 

in a circular diagram, all radial cuts have the same 
number of cross edges i (0 'i 'f-1). 
An example of two different permutations and corres­
ponding cross edges in a circular diagram is given in 
Fig. 5. 

Theorem 4: In a circular diagram of stage-k sub­
graph, there exists only one permutation corresponding 
to O or (f-1) cross edges: 

0 f-1 
Cf k = Cf k = 1. 

Speci ff cal ly. the identity permutati o~~s O cross 
edges, and the cyclic shift i+(i+f-l)modf - has f-1 
cross edges (see Fig. 5). Theorem 4 also implies that 
in a CC-banyan with fanout f=2 all stage-k subgraphs 
can perform exactly 2 permutations, regardless of k. 
Theorem 5: The total number of permutations perform­
ab 1 e by rectangular CC-banyan with fanout f=2 and 
number of stages L is: 

p = 22L-1 
A systematic enumeration of all permutations in 

the case of arbitrary f uses a "divide-and-conquer" 
approach based on Theorems 1 and 3. Specifically, 



the number of permutations performable by a stage-k 
subgraph can be represented as 

f-1 i 
cf k = r cf,k 

' i=O 
where cfik is the number of permutations which have 
exactly f cross edges. 

In view of Theorem 4, the above expression is 
s impl ifi ed to: 

f-2 i 
cf,k = 2 + 1 cf,k 

i=l 
(3) 

The value of c} k (1 ' i ' f - 2) can be found 
by enumeration of afl permutations having the same 
number of cross edges i. A method for a systematic 
enumeration of such permutations is discussed below. 
Consider a set of permutations having the same number 
of cross edges i ( 1 ' i ' f - 2). We may enumerate all 
permutations in a circular diagram by choosing, suc­
cessively, 1~oss edges for every radial cut m, m=O, 
1,2, ••• , (f - -1)/(f-l). Since i cross edges in a 
radial cut (m+l) can be chosen independently from i 
cross edges in a preceding cut m, we can construct a 
tree of all possible outcomes (decision tree) for a 
systematic enumeration of all permutations. Weill us­
trate this method using an example of CC-banyan with 
fanout f=3. Only the case when the number of cross 

edges i=l has to be considered, since C30 k = C3 2k = 1. 
In this decision tree, a tree level corre'sponds'to the 
radial cut number (see Fig. 6). Since every sector 
has f-1=2 vertices, a vertex incident to a cross edge 
can be chosen by 2 different ways, and the decision 
tree fanout is two. If the vertices in each sector 
are numbered from 0 to f-2, as shown in Fig. 5, then 
the vertex m(O 'm 'f-2) can be incident to f-1-m=2-m 
different cross edges. Therefore, two different cross 
edges can be chosen for vertex m=O, and only one cross 
edge can be chosen if m=l. Hence, we assign the 
weights 1 and 2 correspondingly to every "right" and 
"left" outgoing link in the decision tree. The total 
number of permutations can be found by adding the 
weights of all leaves where the weight of each leaf is 
a product of all link weights along the path from root 
to this leaf. Si nee we may choose outgoing links 
(with weights 1 or 2) independently at every tree 
level, the total weight represents a binomial sum: 

h h j h-j r < .) 2• i = 3h 
j=O J 

where his the decision tree height, or the number of 
radial cuts, whose i cross edges can be chosen inde­
pendently: 

h = (fL-k_l)/(f-1) 
Therefore, the number of permutations having the 
number of cross edges i=l in a stage-k subgraph of an 
(3,L) CC-banyan is: 

C~,k = 3(3L-k_l)/2 , 0 ' k ' L-2 (4) 

The total number of permutations in a {3 L) CC-banyan 
follows immediately from (2), (3) and 1(4). 

Theorem 6: The number of permutations in an ( f L) 
CC-banyan with fanout f=3 is: ' 

L-1 ib:?t k 
p = (3!)3 * 'k=d [2+3(3L-k_l)/2]3 
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The method of decision trees can also be used for enu­
meration of all permutations in the case of general 
fan out f. However, the process of constructing dee i -
sion trees becomes quite complex for the big values 
of f. 

5. CONCLUSIONS 

In this paper we presented a graph-theoretic 
approach to the analysis of rectangular CC-banyan 
net works with an arbitrary fanout f and an arbitrary 
number of stages L. It is shown that CC-banyans, like 
many other networks can be constructed recursively. 
This recursiveness enables the modular structure of 
CC-banyans and can be used in the analysis of its par­
titioning properties. 

We presented a general approach to the analysis 
of permuting properties of CC-banyans. The analytical 
expressions for the number of permutations performable 
by CC-banyan with fanouts 2 and 3 are derived. In the 
case of general fanout f, we propose a method based 
on decision tree analysis, for a systematic e~umera­
tion of all permutations. 
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ABSTRACT 

In this paper we prove the rearrangeability of a multi­
stage shuffle/exchange network with 8 inputs and outputs 
consisting of five stages. A lower bound of (2 log2N - 1) 
stages for rearrangeability of a shuffle/exchange network with 
N = 2• inputs and outputs is known; we show its sufficiency for 
N = 8. We not only prove the rearrangeability, but also de­
scribe an algorithm for routing arbitrary permutations on the 
network and prove its correctness. In contrast to previous ef­
forts to prove rearrangeability, which rely on topological equi­
valence to the Benes class of rearrangeable networks, our 
approach is based on first principles. We also show that two 
switches in the network are redundant. The results in this paper 
are useful for establishing an upper bound of (3 log2N - 4) 
stages for rearrangeability of a multistage shuffle/exchange 
network with N ~ 8, as demonstrated in [14]. 

1. INTRODUCTION 

Shuffle/Exchange networks, initially proposed by Stone 
[13] have been the subject of extensive treatment by several 
researchers (for a survey on shuffle/exchange networks, see [3]). 
A shuffle/exchange network with N = 2• inputs and outputs 
consists of a perfect shuffle permutation [13] followed by an 
exchange stage with N /2 switches, each of size 2 x 2. A mul­
tistage shuffle/exchange network is constructed by cascading 
multiple shuffle/exchange stages in series. A multistage 
shuffle/exchange network for N = 8 with five stages is shown 
in Figure 1. 

Interconnection networks with the capability of passing 
all the N! permutations on N elements in one pass through the 
network are known as rea"angeable networks [2]. The Omega 
network [5], which is a multistage shuffle/exchange network 
with logiN stages, can perform only a small fraction of the N ! 
permutations when N is large. However, the permutation ca­
pability can be improved by adding more stages. 

The universality of shuffle/exchange networks was 
studied by researchers in an attempt to determine how many 
stages are required to attain the capability of performing arbi­
trary permutations, ie., rearrangeability [4, 7, 10, 11, 12, 14, 
16]. An asymptotic lower bound of (2 log2N - 1) stages of 
2 x 2 switching elements for rearrangeability has been known 
for long [15]; the validity of this lower bound for 
shuffle/exchange networks can be established for any N = 2• 
by showing the existence of permutations which cannot be 

• This research is supported by the NSF Presidential Young Investigator Award 
No. ECS-8452003, an AT&T Grant, and DARPA/ARO Contract No. -DAAG 
29-84-K-0066. 
•• The author is currently with IBM Thomas J. Watson Research Center, P. O. 
Box 218, Yorktown Heighu, NY 10598. 
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performed with less than (2 log2N - 1) stages [14]. The suffi­
ciency of this many stages for shuffle/exchange networks has 
neither been proved nor disproved. Stone observed that, by 
using an algorithm due to Batcher [l], sorting of arbitrary se­
quences of data can be performed by cycling through a single 
shuffle/exchange stage ( log2N)2 times when the switching ele­
ments are replaced by 2-input, 2-output sorting elements [13]. 
This algorithm can be used to map arbitrary permutations on a 
multistage network with ( log2N)2 shuffle/exchange stages. An 
algorithm for performing arbitrary permutations on a single­
stage shuffle/exchange network in 2( logiffl2 passes was also 
described by Siegel [10], and the number of passes was subse­
quently improved to (3/2)( log2N)2 - ( log2N)/2[11]. Parker 
improved this bound by showing that 3 log2N stages are suffi­
cient for rearrangeability [7], though he did not specify a con­
trol algorithm for finding the states of the switching elements 
for arbitrary permutations. Wu and Feng observed that 
(3 log2N - 1) stages are indeed sufficient for rearrangeability 
[16]; they also showed how to compute the switch settings for 
arbitrary permutations. Kothari et al. observed that 
(3 log2N - 3) stages are sufficient for N = 16 and 32 [4]. 
More recently, Varma and Raghavendra showed that, if the re­
arrangeability of (2 log2R - 1) stages can be proved for a 
shuffle/exchange network of size R = 2' , then 
3 logiN - (r + 1) stages are indeed sufficient for rearrangea­
bility of a network of size N>R [14]. 

For networks of small size, it may be possible to use 
exhaustive techniques to prove or disprove rearrangeability. 
Notice that, for N = 4, a cascade of three shuffle/exchange 
stages is identical to the Benes binary network and hence rear­
rangeable. Parker showed, by exhaustive enumeration, that 5 
stages of shuffle/exchange are sufficient for rearrangeability 
when N = 8 [8], thereby suggesting that the limit of 
(2 log2N - 1) may be reachable, at least for small networks. 
In this paper we provide a constructive proof for showing that 
the lower bound of (2 lo!hN - 1) stages for rearrangeability 
of a multistage shuffle/exchange network is also an upper 
bound for N = 8 by establishing the rearrangeability of the 
network in Figure 1. As opposed to previous efforts to prove 
rearrange ability, which relied on reduction of the network to the 
topology of the Benes rearrangeable network, our approach is 
based on first principles. It is possible, in fact, to show that the 
network in Figure 1 cannot be reduced to a topology equivalent 
to that of the Benes network. We also describe an algorithm for 
routing arbitrary permutations on the network and prove its 
correctness. When used in conjunction with the results in [14], 
this establishes an upper bound of (3 log2N - 4) stages for re­
arrangeability of a multistage shuffle/exchange network for all 
N ~ 8. Our analysis also shows that two switches in the net-



work are redundant and could be eliminated without affecting 
the rearrangeability (Note that the Benes binary network of size 
8 has three such switches). 

2. PARTITIONING OF PERMUTATIONS 

The procedure for routing arbitrary permutations on the 
5-stage network is based on partitioning the connections of the 
permutation into four connection sets, consisting of two con­
nections each, and assigning each connection set to one of the 
switches in the middle stage of the network. This partitioning 
is done such that no conflicts arise in either the first two stages 
or the last two stages of the network. 

Definition 1: Let 'IT be a permutation on the set of inte­
gers {0,1, ... ,7} . A connection set C of 'IT is a collection of k 
input-output pairs of 'IT, k S 8, expressed as 

where {x1,x2, ••• ,xk} s; {0,1, ... ,7}. If k = 8, then C defines 
the whole permutation. 

Definition 2: The set of input terminals of a connection 
set C , denoted by C-, is the set of all inputs x, 0 S x S 7, such 

that the pair ('IT~)) belongs to C. Formally, 

c- = { xi ('IT~x)) € c} (2) 

Similarly, the set of output terminals of C, denoted by C+, is the 
set of output terminals of the pairs in C. 

(3) 

Definition 3: A valid partition of a permutation 'IT is a 
partition of 'IT into four disjoint connection sets C0, C1, C2, C3 , 

with two elements each, satisfying the following properties: 

Property 1: Each C1, 0 Si S 3, contains exactly one element 
from each of the sets of input terminals I0 and I 1 defined 
by 

Io= {0,2,4,6}; I1 = {l,3,5,7}. (4) 

Property 2: For every 0 S x S 7 withx = XzXtXo (in binary), if 
x is contained in the set C0 U Cr, then the element 
x' = ¥i_x0 is in the set C2 U C3 • 

Property 3: The sets Ct U q and ct U Cj each contain exactly 
one representative from each of the sets of output terminals 
0 0 , Oh 02, 0 3, defined by 

Oo = {O,l}; 0 1 = {2,3}; 0 2 = {4,5}; 03 = {6,7} (5) 

Property 4: Each Ct, 0 S i S 3, contains exactly one element 
from each of the sets 00 U 0 1 and 02 U 0 3 • 

Properties 1-4 have been selected so that, if Switch i in 
the middle stage of the network carries the connections in the 
set C; , for 0 S i S 3, no conflicts can arise in any of the 
switching stages of the network. 

The following algorithm constructs a valid partition of 
the permutation 'IT : 

Algorithm 1 

Step 1: Partition the set of output terminals of 'IT into four sets 
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Figure 1 

A 5-Stage ShufBe/Exchange Network with N = 8 

P0 , Ph P2, P3, with two elements each, as defined below: 

P0 = {'1T(0), '1T(4)}; P1 = {'IT(l), '1T(5)}; 
P2 = {'1T(2), '1T(6)}; P3 = {'1T(3), '1T(7)} 

(6) 

Step 2: Construct two sets Xo and Xh of four elements each, 
such that each contains exactly one representative from 
each P1 and 01, for 0 S j S 3. That is, 

IX;nPjl = 1.x;n Oji = 1, (7) 

for all 0 S j S 3 and i = 0, 1. The set Xo can be constructed 
in a strictly sequential manner as follows: Start from one 
of the P's, say P;, and select an element arbitrarily for in­
clusion in Xo. Let this element be 'a' and let a € 01 for 
some 0 S j S 3. If 'b' is the other element in 01 and 
b € Pk, for some k, then b cannot be selected for inclusion 
in Xo and the other element in Pk has to be chosen. Thus 
the selection is performed by looping from P, to 0 1 to Pk and 
so on, until we reach a set P, from which an element has 
already been chosen, which indicates the completion of a 
cycle. At this point, a fresh cycle may be started by 
choosing any of the unvisited P's, until all P's are proc­
essed. This procedure is identical to the looping algorithm 
for control of the Benes network [6], and can be likened to 
the vertex-coloring of a bipartite graph. 

Once Xo is constructed, the remaining elements naturally 
fallintoXj. Thatis,Xj = {0,1, ... ,7} -Xo. 

Step 3: Construct sets ~. R1 , R2, R3 as 

Ro =XO n 'IT(Io); R1 = XO n 'IT(I1); 
R2 = X1 n 'IT(I0 ); R3 = X1 n '1T(I1) (8) 

where '1T(I0) = {'IT(X) I x € I0} and 'IT(I1) = {'IT(x) I x € I1}. 

Step 4: Construct two sets Yo and Yj, of four elements each, 
such that each contains exactly one representative from 
each R1 and 01, for 0 S j S 3. That is, 

IY;nRil = IY;nOil =1, VOSjS3andi=O,l. 

(9) 
This construction can be performed in an identical manner 
as the construction of Xo and Xi in Step 2. 

Step S: Construct two sets x'0 and x'1 from R0, Rh R2, R3 as 
follows: 

Case (i): If (Xo n Y0) has representatives from both 
{0,1,2,3} and {4,5,6,7} then x'0 = Xo and X1 =Xi. 



Case (ii): If (Xo n Yo) has representatives from only one of 
the sets {0,1,2,3} and {4,5,6,7} then 

x'o =Ro nR3; x'1 = Rl u R2. (10) 

Step 6: The connection sets C0, C., C2, and C3 are now obtained 

asC2i+·={( x( ))l'lr(X)Ex',nlJ} OSi,jSl. 
J 'Ir x ' (11) 

Before proceeding to prove that the algorithm produces 
a valid partition of the permutation 'Ir, we show an example to 
illustrate the idea. 

Example 1: Consider the permutation 

( 0 1 2 3 4 5 6 7) 
'Ir= 01462357. 

In this example, 'lr(/0) = {O, 4, 2, 5} and 'lr(/1) = {1, 6, 3, 7}. 

Step 1: 

Po= {O, 2}; P1 = {1, 3}; P2 = {4, 5}; P3 = {6, 7}; 
0o = {O, 1}; 0 1 = {2, 3}; Oz= {4, 5}; ~ = {6, 7}. 

Step 2: 

Xo = {O, 3, 4, 7} X1 = {2, 1, 5, 6}. 

The set X0 was constructed by first choosing the element 
0 from P0; Since 0 E 0 0, the element 1 cannot be included. As 
1 E P1 , the element 3 from P1 has to be selected; this completes 
a cycle. Since P2 = Dz and P3 = 0 3, the representatives from P2 

and P3 can be chosen arbitrarily. 

Step 3: 

Step 4: 

Ro= xon 'lr(lo) = {0,4} 
Rl =xon'lru1> = {3,7} 
R2 = X1 n '11"(10) = {2,5} 
R3 = X1 n 'lr(/1) = {1,6} 

Yo and Yj are constructed by choosing one element from 
each of R0 , Ri. R2, R3 so that they have one element in common 
with each of 0 0, Oi. Dz, 0 3 • If we force Yo to contain the ele­
ment 0, then 

Step5: 

Hence, 

Step 6: 

Yo= {O, 6, 3, 5}; Y1 = {4, 1, 7, 2}. 

Since Xo n Yo= {O, 3} c {O, 1, 2, 3}, case (ii) applies. 

x'o =Ro U R3 = {O, 1, 4, 6}; 
x'1 = Rl U R2 = {2, 3, 5, 7}. 

x'0 n Yo= {O, 6}; x'o n Y1 = {1,4}; 
x'1nYo={3,5}; x'1 n Y1 = {2,7}. 

Therefore, the connection sets C0 - C3 are given by: 

Co= { (~).(!) }; C1 = { G).(;) }; 
C2 = { (n.(n }; C3 = { (n.n) }· 
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It may be verified that these sets satisfy Properties 1 
through 4. 

We now prove that Algorithm 1 produces a valid parti­
tion of the permutation 'Ir as per Definition 3. 

Theorem 1: The connection sets C0, Cb C2, C3 produced 
by Algorithm 1 satisfy Properties 1 through 4. 

Proof: Since x'on x'1 = Y0 n Yi = o and 
x'0 U x'1 = Y0 U Yj = {0,1, ... ,7} , the connection sets C0, C., 
C2, C3 form a partition of 'Ir. We now show that they satisfy each 
of Properties 1-4. 

Property 1: 

Assuming that case (i) holds in Step 5 of Algorithm 1, 

ct n 'lr(/0) = ((R0 u R1) n 'lr(/0)) n Y0 

(12) 

= (Ron 'lr(lo)) n Yo, since R1 n 'lr(/o) = 0 

=Ron Yo, since R0C'lr(/0). (13) 

Now, if case (ii) holds, 

ct n 'lr(/0) = ((R0 u R3) n 'lr(/0)) n Y0 
= R0 n l'Q, since R3 n 'lr(/0 ) = O and Ro c 'lr(/0). 

(14) 
By construction, I R, n lj I = 1, for 0 S i S 3 and 

0 s j s 1 . Hence I ctn 'lr(/0) I = 1. Similarly, it can be 
shown that I c,+ n 'lr(l) I = 1 for all 0 S i S 3 and 0 S j S 1 . 
Thus Property 1 is satisfied. 

Property 2: If case (i) holds during Step 5, then Xo = ct U ct 
and Xi = q U ct. Hence, Property 2 is satisfied by con­
struction of Xo and X1• 

If case (ii) were true, then x' 0 = ct U ct = Ro U R3 and 
x'1 = q U Ct= R1 U R2 • Since R0 CXo and R3 CXi. the ele­
ments in R0 and R3 independently satisfy Property 2. Also, 
since R0 C'lr(/0) and R3 C'lr(/1), '1r(X:iX1X0) E R0 implies 
'lr(X:ix1x0) ¢ R3 • Hence, 

Similarly, 

'lr(X:zX1Xo) E (R1 u R2) ~ 'lr(Xix1.xo> ¢ (R1 u R2) (16) 

Thus, x'0 and x'1 satisfy Property 2. 

Property 3: 

ct u ct = (x' 0 n Y0) u (x' 1 n Yo) 
= (x'0Ux'1> n Yo 
=Yo 

and ctuc; = Y1. 

By construction of Yo. Property 3 is satisfied. 

Property 4: Cct = x'on Yo. 

(17) 

(18) 

If case (i) holds during Step 5 of the construction procedure, 
then x'0 = Xo and I (Xon Yo) n {O, 1, 2, 3} I = 
I (Xon Y0) n {4,5,6,7} I = 1 . This is true of C1 , C'z, C3, also. 



Hence Property 4 holds. 

If case (ii) were true, then we have 

either (XQn Y0)C{O,l,2,3}, 
or (XQn Y0)C{4,5,6,7}. 

Equation (19) implies 

((Ro u R1) n Yo)C{0,1,2,3} 

9 «Ron Y0) u (R1 n Y0))C{O,l,2,3} 

9 <Ron Yo)C{O,l,2,3}. 

(19) 
(20) 

(21) 

Also, by construction, I Yon {0,1,2,3} I = 
I Y0 n {4,5,6,7} I = 2. Hence, 

(X1 n Y0) c {4,5,6,7} 

9 ((R2 UR3) n Yo)C{4,5,6,7} 

9 (R3 n Y0) c {4,5,6,7}. 

ct = x 0 n Y0 = <Ro u R3) n Y0 

= <Ron Y0) U (R3 n Y0). 

(22) 

(23) 

By construction, I Ron Yo I = I R1 n Yo I = 1. Hence 
by Equations (21) and (22), Ct has exactly one representative 
from each of {O,l,2,3} and {4,5,6,7}. Similarly Equation (20) 
can be shown to imply (R0 n Yg)C{4,5,6,7} and 
(R1 n Yo) c {0,1,2,3} . Hence Ct satisfies Property 4. 

In a similar way, each q, 1 Si S 3 , can be shown to 
possess representatives from both {O,l,2,3} and {4,5,6,7}. 
Thus Property 4 is satisfied. 

3. ROUTING OF PERMUTATIONS IN THE NElWORK 

Once a valid partition of the permutation 11' satisfying 
Definition 3 is obtained, actual routing of the permutation on 
the network is accomplished as follows: 

A 5-bit routing tag is assigned to each of the 
input-output connections of 11' • The routing tag for the con­
nection from input terminal s = S'Jl1s0 to output terminal 
d = didtdo has the form c1crflid1do , where the bits c1 and c0 are set 
depending on to which of the sets C0, C1 , C2, C3, the connection 
belongs (c1c0 = 00 for C0 , 01 for C1, 10 for C2, and 11 for C3). 

The switches in the network are set according to the individual 
bits of the routing tag - the top output is chosen if the bit is 0 
and the bottom output if it is 1. The bit c1 controls Stage 0, c0 

controls Stage 1, and di,, db do control Stages 3, 4, 5, respec­
tively. 

Theorem 2: If C0, Ct> C2, C3 form a valid partition of the 
permutation 11', the routing described above produces no con­
flicts in any of the switching stages of the network. 

Proof: Refer to [9]. 
Figure 1 shows the routing of the permutation in Ex­

ample 1 on the 5-stage shuffle/exchange network. The 5-bit 
vectors shown in parenthesis on the input side are the routing 
tags for the corresponding connections. Notice that the con­
nections in the set C, pass through Switch i of the middle stage 
for all 0 S i S 3 . 

4. REDUNDANCY IN THE NElWORK 

Due to the flexibility in the construction of Xo and x; in 
Step 2 of Algorithm 1, and in the construction of Y0 and Yi in 
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Step 4, it is possible to fix the state of one switch in each of the 
last two stages (or the first two stages) of the 5-stage 
shuffle/exchange network. For example, if we force Xo and Yo 
to contain the element 0, then Switch 0 of the last two stages 
can be set permanently in the straight position. Similarly, if Xo 
and Y0 are forced to contain the element '11'(0), Switch 0 of the 
first two stages can be set straight permanently. This shows that 
two switches in the network are redundant. Notice that a 
Benes binary network of the same size contains three redundant 
switches [6]. 

S. CONCLUDING REMARKS 

In this paper we showed that the lower bound of 
(2 log2N - 1) stages for rearrangeability of a multistage 
shuffle/exchange network is also an upper bound for N s 8. 
An algorithm for routing arbitrary permutations on the network 
was also described. The results in this paper have been used in 
[14] for establishing an upper bound of (3 logiN - 4) stages for 
rearrangeability of a multistage shuffle/exchange network with 
N~ 8. 
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Abstract 

The cube networks are equipped with very efficient 
local control algorithms: the bit control by the des­
tination tags. In this paper we present an equally 
efficient local control algorithm called the signed bit 
difference (SBD) tag controljor the ADM 
(IADM). The signed bit (O; 1, 1) control in place 
of the bit (0, 1) control is a natural consequence of 
the (3x3) switch size of the ADM (IADM). 

We show that the O(o-1)-passable permutations 
are a subset of the ADM(IADM)-passable permuta­
tions under the SBD tag control. We also show 
that for the O(o-1)-passable permutations the SBD 
tag can be replaced by the destination tag together 
with a single bit information of a switch number 
yielding the destination tag control for the ADM 
(IADM). 

A global control algorithm which realizes all the 
!ADM-passable permutations is also given. 

1. Introduction 

In multiple processor systems an interconnection 
network provides communication paths for processor­
processor or processor-memory information exchanges. 
The (NxN) augmented data manipulator (ADM) net­
work [8] is an interconnection network, which con­
sists of n switching stages each with N = 2n (3x3) 
switches plus one output stage. The inverse ADM 
(IADM) is identical to the ADM except that the 
direction from the input side to the output side is 
reversed. An (8x8) IADM is shown in Figure 1 
together with its switching stage numbers and switch 
numbers of each stage. The properties of the ADM 
(IADM) have been studied actively 
[1, 11, 8, ~3, 9, 10, 6, 4, 5]. 

The ADM control algorithm is based on the rout­
ing tag T which is a representation of (D-S), where 
D is the destination and S is the source: 
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T = tn-l ••• t 0 = D-S (mod N), 
- (~-1) ~ T< (N-1), where ti can be O, 1 
or 1. 

For a given D and S there exist many different 
representations of (D-S) modulo N, and each dif­
ferent representation (or tag) corresponds to a pos­
sible path from S to D. To realize a permutation we 
have to choose N such tags without causing a con­
flict. Definitely some systematic generation of tags 
is required. One candidate is the signed mag­
nitude difference (SMD) tag (called the natural 
tag in [11]) 

T = tntn-l ••• t 0 = D-S, -(N-1)~ T ~(N-1), 

where ti is 0 or 1, and tn is the sign bit. Thus the 
value of T is 

n-1 
value(T) = (-l)tn E2it. 

i=O 1 

Unfortunately it was shown in [3] that a very small 
subset of ADM-passable permutations can be realized 
with this type of tags. In Section 2, a new tag 
called the signed bit difference (SBD) tag is 
defined. It can be regarded as a natural extension 
of the bit control of a cube network for the 

ADM(IADM), which is based on (3x3) switches. It 
was known that the ADM passes all the omega­
passable permutations (0) [8]. We show that the 
set of ADM-passable permutations under the SBD 
tag control contains n. The 2n-bit full routing tag 
obtained by bitwise exclusive-oring of the source and 
the destination for the cube-passable permutations 

[12] is in essence identical to the SBD tag. Also in 
Section 2 we show that the destination tag together 
with a single bit information from a switch number 
can replace the SBD tag for 0(0-1). 

In Section 3 a global control algorithm of the 
IADM is given, which realizes all the !ADM-passable 
permutations. The conclusions are drawn in Section 
4. 



2. Local Control Algorithms 

2.1. The Signed Bit Difference Tag Control 
Algorithm 

. Let the source S = sJn-l) ... s1s0, and the destina­
tion D = d(n-l) ... d1c!o, where si,di E {0,1} for 
Osi<n. Define the signed bit difference (SBD) 
tag 

where ti 0 if di = Si' 

ti 1 if di 1 and Si O, 

-
ti 1 if di 0 and Si 1. 

In other words the bit ti of the SBD tag T is the 
bit difference (di - si) represented in the fully redun­
dant binary number system. The IADM can be 
controlled locally at each switch as follows. 

SBD Tag Control Algorithm of IADM 
(ADM) 

The switch j of the switching stage i is controlled 
using the SBD tag in the following way: 

if tj =O, choose the straight connection, 

1(1), choose +2i(-2i) connection, 

for O~j<N, O~i<n. 

The SBD tag control of the ADM (IADM) is very 
natural, in that it covers each bit difference of the 
destination and the source at each corresponding 
switching stage, without generating any carry to or 
borrow from neighbor stages. It is a direct one-to­
one mapping of the signed bit difference (di-si) to 
the i-th switching stage of the ADM (IADM). 

Let n(n-1) denote the set of the omega (inverse 
omega) network passable permutations [2]. Similarly 
let A(A-1) denote the set of the ADM (IADM) pass­
able permutations. It has been known [8] that 

OC:A. 

Because of the symmetry this also implies that 

In the following we show that the SBD tag is the 
control tag for n(n-1) on the ADM(IADM). 

Theorem 1. 

The SBD tag control algorithm realizes n-1 on the 
IADM. 
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Proof 

For all i, 0_9.<n, the SBD tag has the property: 

if si = 0 then ti = di = 0 or 1, 
if (si = l.and di = 1) then ti = O 
else if (si = 1 and di = 0) then ti 

-
1. 

Consider two input sources S1 = sl,(n-l) ... s10 
~d S2 = s2 (n-l) ... s1 0, where s1 i = 0, 82 = 81 + 
21 for an i, O.~i<n. Lei D1 = d1,(~-t) ... dt,O> D2 
= d2,(n-t) ··· d2,0• T t = tl,{n-1) ··· ti O• T 2 = 
t2 (n-l) ... t 2,0 be the destinations of S1, 82, and the 
SBD tags of 81, 82, respectively. Then by the 
above property of the 8BD tag: 

(0,0) 
(l,!) 
(0,1) 
(1,0) 

These four case!! correspond to the four possible 
settings of a (2x2) switch in the inverse omega net­
work: straight, cross, upper broadcast, lower broad­
cast. (Only the first two are relevant for the 
permutations.) 

Q.E.D. 

Corollary 1. 

The SBD tag control algorithm realizes n on the 
ADM. 

2.2. The Destination Tag Control Algorithm 

Next we show that n-1 can be realized on the 
IADM using a different tag -- the destination tag 
together with a single bit information of a switch 
number as well. 

Destination Tag Control Algorithm of IADM 
(ADM) 

The switch number j of the switching stage i, ji = 
ji,{n-;-l) :·· ji,O is controlled by di of the. incoming 
destmat1on tag D = d{n-l) ... d0 and Ji,i as follows, 
0_9.<n, 05h<N: 

if (ji,i = O and di = 0) or 
( ji,i = 1 and di = 1) then 
choose the straight connection, 

if ( ji,i = O and ~i = 1) then 
choose the +21 connection, 

if (ji,i = 1 and ~i = 0) then 
choose the -21 connection. 

Note that IADM(ADM) destination tag control is 
exactly like the cube destination control with the (hi 
= 0) condition substituted for the upper input port,' 
and the (j .. = 1) condition for the lower input port 

1,1 
of a switch in a cube network. 



Theorem 2 

The IADM destination tag control algorithm real­
izes o-1 on the IADM. 

Proof 

The two ~ases of the SBD tag (t1,i, t 2) being 
(0,0) or (1,1) correspond to (s1 . = d1 . = 0, and s2 . 

,1 ,1 ,1 
= d2 1• = 1) or (s1 . = 0, d1 . = 1, and s2 . = 1, d2 . 

1 11 JI 11 11 
= 0), respectively. The swhch. ji receives its des-
tination from one of possible 21 sources of stage 0. 
If ji i is equal to the i-th bit of any possible source 
numbers, the IADM destination tag control algorithm 
is equivalent to the SBD tag control algorithm for 
o-1, thus realizing o-1 on the IADM. 

Let Sj = sj,(n-l) ... sj,O for 0,5j<N denote the N 
sources at tlie stage 0. Then j0 = Sj for 0,5j<N. 
At stage 1, by the destination tag control algorithm 
applied to the stage 0, the output from j0 is the in­
put to h of the stage 1, 

jl = sj,(n-1) • • • sj,1 dj,O 

In general at stage i, O<i<n, by the destination tag 
control algorithm -

ji = sj. (..-1) • • • sj. i dj. (i-1) • • • dj ,o 

receives the input destination created by j0 of stage 
0. Thus 

for 0,Si<N, O~<n. 

Q.E.D. 

Corollary 2 

The destination tag control algorithm of ADM real­
izes 0 on the ADM. 

The SBD tag control, the destination tag control of 
the IADM and the destination tag control of the 
cube networks are shown in Figure 2. 

3. A Global Control Algorithm 

9.1. Background 

In the previous section we showed two local con­
trol algorithms which can realize n-1 on the IADM. 
The implication of the previous section is the fact 
that although the ADM is more powerful than a 
cube network, once a fixed local control algorithm is 
imposed upon, it is generally equal to a cube net­
work. The power of the ADM is rather in the 
variety of control structures; many different types of 
local control tags with different permuting power can 
be generated, whereas only two control tags (the 
destination tag, and the tag obtained by bit 
exclusive-oring the destination and the source [11], 
which have the same permuting power) exist for a 
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cube network. It seems to be the case that a global 
control algorithm is in order to achieve the full 
potential of the ADM. In this section we describe a 
global control algorithm which is simple, systematic, 
and can pass all the !ADM-passable permutations. 
If a given permutation is not !ADM-passable, it 
prints the fact. 

Define a control matrix C(O:(N-1), O:(n-1)) of 
which the element_ C(ij) contains the switch setting 
information 0, 1, 1 for the i-th switch of the j-th 
stage. As before the straight path is chosen for the 
control signal 0, and +V(-2j) path is chosen for l(l). 
At the beginning, C is initialized by setting C(ij) = 
j-th bit of the SBD tag at source i. The column 
C(-j) represents the sw\tch settings of N switches of 
the switching stage j, called the stage setting. A 
stage setting creates a conflict if there is any pair 
C(ij), C(kj) choosing the paths leading to the same 
switch at the next switching stage (j+l). 

A permutation is !ADM-passable if all the stage 
settings are conflict free. In [3] a ring model is used 
to describe the IADM. Due to the 0,+2i connection 
patterns at stage i, all the switches oCstage i are 
partitioned into 2i equivalence classes modulo 2(n-i) 
(see Figure 3). The stage setting of stage i consists 
of 2i independent settings of 2i partitions (called 
partition setting). 

A stage setting is conflict f~ee if all the 2i par­
tition settings are conflict free. A permutation is 
!ADM-passable if every stage setting is conflict free. 
Each conflict free partition setting (called a good 
string) can be divided into two types [3]. In the 
following * (+) denotes a repetition of zero or more 
(one or more) times, and the length of the string is 
equal to the cardinality of a partition. 

( I ) Good string type O. 
There is at least a pair of Os, 
and ~an be represented as 
(0(11)*0 + O*)* 

Each type 0 string creates a unique 
partition at the next stage. 

( II ) Good string type 1. 
There is no 0 switch setting in a 
string. There are four type l 
strings, and all these strings 
create identical partitions at 
the_next s~age: _ 

(l)*, (11)*, (l)*, (11)* 

The good string type 0 is based upon the fact that 
once a pair of switches in a partition are set 
straight, any switch between the pair should be set 
1 followed by l repeatedly to avoid a conflict. The 
basis for the good string type 1 is that if there is 
no switch set straight, then the given four switch 



settings are the only conflict free switch settings. 
There are (Gk-2) ~ype ? strings, where Gk = G(k-l) 
+ G!k-2), k(= strmg size) .2:,3, G2=3, G1=1. The 
relation of GN to the number of !ADM-passable per­
mutations PN is given as [3] 

PN = (GN - 1) p~/2 

with all (GN""2) type 0 strings included in (GN""l) 
plus one coming from type 1 strings. 

Thus the majority of the !ADM-passable permuta­
tions have unique switch settings. The choice of 
switch settings can only be provided when a par­
tition setting does not require any straight switch 
setting, and thus belong to type 1 good string. Al­
though _the four different type 1 strings, (i)+, (li)+, 
(t)+, (11)+ create identical partitions, they create 
two different permutations: _one by (i)+ or (li)+, 
and the other by (t)+, or (11)+. Hence given an 
overall permutation for the IADM a partition can be 
set at most in two different ways. 

9.2. IADM-Global-Control Algorithm 

We are ready to introduce the !ADM-global-control 
algorithm. First a very brief description of the 
general flow is given. 

General Flow of the IADM-global-control 

Start with the SBD control tags for 
the IADM; 
loop for all stages 0 to (n-1): 
loop for all partitions of each stage: 

If the partition setting has any 0, then 
there is a unique partition setting (O(ll)*O 
+ O*)*. Change the original partition set­
ting into this form. If it can not be done, 
backtrack to the most recent stage with an 
alternative. If there is no such stage, the 
given permutation is not !ADM-passable. 
Stop. 

If the partition setting does not have any 
0, change it into (11+ (an arbitrary choice 
between (t)+ and (n)+), mark it fo!:_ back­
tracking as there is an alt~rnative, (tj+ (an 
arbitrary choice between (t)+ and (11)+). 

end loop 
end loop 

Conflict free control tags have been 
obtained. 

end !ADM-global-control 

Next we give the algorithm in detail. The 
procedures called by !ADM-global-control are omitted 
due to space limitation. 

Procedure !ADM-global-control (D,C); 

/* !ADM-global-control generates control signals in 
C if the given permutation D is passable. It prints 
"not passable" if D is not passable. * / 
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signed 

bit array D(O: N-1, O: n-1); 
I* N n-bit destinations */ 

bit array C(O: N-1, O: ~-1): 
/* control bits O, 1 or 1, 

for the entire IADM */ 

signed bit array STRING(O: N-l)i 
/* control bits O, 1, or 1, 

for a partition of a stage */ 

integer array BTR.STAGE(O: n-2), 
BTR.PART(O: 2Cn-2>-1): 

/* stacks for backtracking */ 

integer 

boolean 

j, k, m, length, 
btr-ptr; 
success: 

initialize C with SBD tags; 

for all stage j=O to n-1: 

all partition k=O to 2j-l: 
btr-ptr = O: success = false: 
/* build a string for stage j, 

partition k */ 
call build-string(STRING, j, k, 

length): 

if any 0 in the STRING 
then 
/* type 0 string : unique 

setting */ 
call make-good-string(STRING, 

length, o, success): 
if success = false 

then /* can we backtrack 
to change (l)+ to 
ci>+ in previous 
stages? */ 

if btr-ptr = O 
then 

fi; 

/* no backtracking 
possible */ 
print ("not 

passable 
permutation"); 

return; 

/* start backtracking */ 
j BTR.STAGE(btr-ptr); 
k = BTR.PART(btr-ptr); 



fi 

btr-ptr = btr-ptr - l; 
call build-string 

(STRING, j, k, length); 
call make-good-string 
(ST~ING, j, k, length, 

l, success); 

else /* type l string: two 
alternative ways ~f 
setting (l)+ or (l)+ */ 
/* (l)+ tried first */ 
call make-good-string 
(STRING, j, k, length, 
1, success); 

/* store in the back 
track stacks */ 

btr-ptr = btr-ptr + l; 
BTR.STAGE (btr-ptr) j; 
BTR.STAGE (btr-ptr) = k; 

simulate the switch setting by moving 
the rows of C according to the 
control signals for this partition 
(only stages j+l through n-1). 

end for partition; 
end for stage; 

/* C contains the complete, correct 
switch setting signals for the IADM */ 

endproc !ADM-global-control; 

9.9. An Example 

As an example consider the unshuffle permutation 
on an (8x8) IADM. We obtain the SBD tags C = 
c2c1c0 by calculating the signed bit difference dcsi 
for ci, 0 :::; i < 3. 

D s c 

d2 di do S2 S1 So Ca C1 Co 

0 0 0 0 0 0 0 0 0 
1 0 0 0 0 1 1 0 1 
0 0 1 0 l 0 0 l 1 
l 0 1 0 1 1 1 1 0 
0 1 0 l 0 0 1 l 0 
1 l 0 1 0 l 0 l l 
0 1 1 1 1 0 1 0 1 
1 l 1 l 1 1 0 0 0 

The unshuffle is not !ADM-passable under the SBD 
tag control because at the very first stage (stage 0) 
we have the stage tag 

- -
0 1 1 0 0 l 1 0 
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which does not satisfy the condition of type O good 
string (0 (ll}* 0 + O*)* as it is. Figure 4 shows 
the actual conflicts caused by 0 followed by l. 

So by the IADM-global-control CbO) is changed to 
(Figure 5) a good type 0 string (0110)2 or 

- -
0 1 1 0 0 1 1 0 

resulting in new tags (C 1). When we simulate the 
effect of switch settings a.t stage O, we obtain C2. 
For stage 1, we have two independent partitions of 
switches (0, 2, 4, 6), (1, 3, 5, 7). Both partition 
tags are (0 l 1 Ol obtained by c1. These should be 
changed to (0 1 1 0) as shown in C3. C4 is ob­
tained from C3 by simulating switch settings of stage 
1. The stage 2 has four independent partitions of 
switches (0, 4}, (2,6), (1, 5), (3, 7). All the par­
tition tags are (0 0) which is a good type 0 string. 
Thus C4 contains a complete, conflict free switch 
setting for the unshuffle. The application of C4 to 
IADM is given in Figure 6. This permutation did 
not require any backtracking, as all the partition set­
tings were type 0 tags. 

9.4. ADM-global-control Algorithm 

The ring model of ADM [3] defines two types of 
good strings. Based on these the IADM-global­
control was developed. We can obviously develop an 
ADM-global-control in much the same way. The 
only difference is that the ADM-global-control works 
from stage n to stage 1 reversing the order. The 
reverse direction does complicate the conflict free tag 
calculation. When we start from the lowest order 
bit, value 0 in that position can not change thus 
rendering some degree of determinism. This fact is 
propagated to bit position 1, 2 .... (n-1). But this 
is not the case when we work from the reverse 
direction. Thus we might end up with a conflict 
stage setting for stage i, while producing conflict free 
stage settings for stages < i, requiring much more 
backtracking than is required for the IADM in 
general. Hence, the IADM can be controlled faster 
than the ADM for the realization of all the possible 
permutations. Instead of presenting another very 
similar procedure to the IADM-global-control, we 
simply show an example of the effect of such a pro­
cedure. 

Consider a shuffle on the (8x8) ADM. We first 
calculate SBD tags C = C2ClC0. 

D s c 

da di do Sa S1 So Ca Cl Co 

0 0 0 0 0 0 0 0 0 
0 l 0 0 0 l 0 1 1 
1 0 0 0 1 0 1 l 0 
l l 0 0 l l l 0 l 
0 0 l 1 0 0 l 0 l 



-
0 l l 
l 0 1 
1 1 1 

1 0 1 
1 l 0 
1 1 1 

1 1 0 
0 1 1 
0 0 0 

The stage 2 consists of four independent partitions 
of switches _{(>, 4), (2, 6)L (1, 5), (3, 7) with partition 
settings (0 1), (1 0), (0 1), (1 O}, respectively. 
These partition settings are not good type 0 strings, 
so we change all of them into (0 0) in C1 (Figure 
7). The stage 1 consists of two independent par­
titions of switches (0, 2, 4, 6) and (1, 3, 5, 7) with 
partition settings (0 1 i l),_(1 1 i 0), respectively. 
We change both into (0 1 1 0) in C2. By simulat­
ing stage 1 stage settings C3 is produced. The stage 
tag of !tage 0 in C3 is a good type 0 string, (0 1 1 
0 0 1 1 0). The switch setting of the (8x8) ADM 
for the shuffle by C3 is shown in Figure 8. 

4. Conclusions 

The signed ·bit difference (SBD) tag was defined. 
Due to the three possible paths of each switch in 
the ADM a signed bit (1, 0, l) is required to con­
trol each switch. The signed bit control algorithm 
for the ADM can be regarded as a natural extension 
of the bit control algorithm for a cube network. 
The SBD tag control algorithm is the signed bit 
control algorithm, which maps the bit difference in 
the destination and the source directly onto the cor­
responding switching stage. The n(n)-1-passable 
permutations are shown to be a subset of 
ADM(IADM)-passable permutations under the SBD 
tag control. 

We also showed that for the cube passable per­
mutations the SBD tag can be replaced by the des­
tination tag itself together with a single bit infor­
mation from each switch (the i-th bit of the switch 
number in the i-th stage). Thus the destination tag 
control algorithm for the ADM was defined. 

A global control algorithm which realizes all the 
!ADM-passable permutations was presented. 

Both local control algorithms are applicable to the 
gamma network [7]. A global control algorithm for 
the gamma network is being investigated. 
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ABSTRACT 

The Performance evaluation of concurrency 
control algorithms (CCA) has been extensively 
studied in both the centralized and decentralized 
environments (GARE79, HSIA81, SHMU82, CHES83, 
SHUM81, AGRA85, MITR84). However, differing 
performance models, assumptions and parameters 
studied have led to contradictory results 
[AGRA85,HELA86]. 

In this paper the behaviour and performance 
of two fundamentally different CCAs in single 
site databases has been investigated. These are 
the dynamic two-phase locking (2PL) and the 
commit-time validation (CTV). 2PL represents a 
pessimistic approach to concurrency control 
whereas CTV is an optimistic approach [KUNG81]. 
For each algorithm a performance model was 
constructed and the simulation technique was used 
to perform the study. Three parameters affecting 
data contention are studied in this paper. These 
parameters are: the degree of multiprogramming 
(the load effect), the read/write mix (ratio of 
query to update) and the database granularity. 
Unlike previous studies, in this paper we studied 
the three aforementioned parameters altogether; 
thus, providing insight into the composite effect 
of these parameters. 

Introduction 

Although, the parallel processing of 
transactions enhances the system's performance, 
data misuse may result in the absence of 
concurrency control mechanisms. There are three 
generically different approaches that can be used 
to design concurrency control algorithms. These 
are: locking, timestamping, and the optimistic 
approach [BERN81]. In this paper we study and 
compare the performance of two of these three 
generically different approaches. These are the 
Dynamic Two-Phase Locking (Locking approach) 
[Mena78, Rose 78] and the Commit-Time Validation 
algorithms (Optimistic Approach) [Bada79, Baye80, 
Kung81 ]. 

Dynamic Two-phase Locking synchronizes 
reads and writes by explicitly detecting and 
preventing conflicts between concurrent 
operations. It regulates data access as follows. 
Before reading a data item X, a transaction must 
own a readlock on X. Before writing into X, it 
must own a writelock on X. The ownership of 
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locks is governed by two rules: (1) A 
transaction may own a readlock on an item x as 
long as no other transaction owns a writelock on 
X, and a transaction may own a writelock on an 
item X if no other transaction owns a readlock or 
a writelock on the same item X. (2) Once a 
transaction surrenders ownership of a lock it may 
never obtain any additional locks. The 2PL 
controller may block a transaction by causing it 
to wait for unavailable locks. Due to this 
blocking, deadlocks may result. Deadlocks could 
either be prevented or detected and then resolved 
[ELMA85]. In this paper, 2PL uses a deadlock 
detection scheme. 

In CTV (also called aerial validation), the 
concurrency controller keeps track of the 
write-sets of recently commited transactions. 
Transactions run freely until commit time, at 
which point each transaction ia submitted to a 
validity test to see if commiting it will leave 
the database in a consistent state. For a 
committing transaction Ti• the teat considers all 
recently committed transactions Trc• where a 
recently committed transaction ia one that 
has committed since Ti started running. The test 
results in Ti being commited iff: 

Readaet(Ti) nwriteset(Trc> = cp 
for all Trc and being restarted otherwise. 

Two-phase commit, a recovery protocal 
normally used in distributed database systems, is 
utilized both by the 2PL and the CTV algorithms 
(in single site database) in order to preserve 
transaction atomicity and database consistency in 
presence of system failures. There is no 
logging, shadowing, nor differential files used 
in this work. In two-phase commit (2PC), 
transactions write their updates in the main 
memory. When a transaction ends, its updates are 
committed in two-phases. In the first phase, the 
updates in the main memory are copied to a secure 
storage. The second phase starts by copying each 
single update to its place in the stored database. 
If a failure occurs before the second phase 
starts, then the database is still consistent. 
If a failure occurs during the second phase, the 
database may become inconsistent but this 
inconaitency can be rectified using the secure 
storage. 

In this study it ia assumed that the 
transaction size ia large. This gives worst case 
results for a system with transactions of mixed 
sizes. In the next two sections, the simulation 
performance model ia explained for each of the 
2PL and the CTV algorithms. Section 4 lists the 



unified model assumptions. Section 5 explains 
the experiments and the results. Finally, the 
concluding remarks are given in section 6. 

2. Simulation of the Two-Phase Locking algorithm 

A fixed number of transactions are 
continuously cycled around the model shown in 
figure 1. Initially, all transactions are put on 
the lock request queue. A transaction then goes 
through the following stages. 

(1) A transaction requests the next needed 
lock from the lock manager which in turn tries to 
get this lock. If the lock manager succeeds, the 
transaction is granted the lock. If the lock 
granted was a read lock, the transaction is put 
on the low priority disk queue in order to read 
the item needed. When the read operation ends, 
the transaction is put back on the lock request 
queue to request the next needed lock when the 
lock manager is free. If the lock granted was a 
write lock, no disk write operation takes place 
(as the two-phase commit is employed, all writes 
take place at commit time) and again, the 
transaction is put back on the lock request queue 
to request the next needed lock when the lock 
manager is free. 

(2) If the lock manager fails to get the 
lock on the item needed, because other 
transaction(s) hold(s) a lock on that item, the 
lock manager tries to let the requesting 
transaction wait for the unavailable lock until 
it is released. If this waiting would result in 
a deadlock, the lock manager then restarts the 
requesting transaction. Otherwise, the 
requesting transaction is put on one of the block 
queues (virtually, each database item has a block 
queue) in which case the transaction is said to 
be blocked. 

(3) When the restarter restarts a 
transaction, it releases all locks held by that 
transaction. Consequently, some blocked 
transactions should become unblocked and they are 
put on the front of the lock request queue. The 
workspace of the restarted transaction is reset 
and it reexecutes from the beginning. 
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(4) When a transaction completes, it is 
put on the high priority disk queue and all its 
writes are committed following the two-phase 
commit protocol. When a transaction is 
committed, another transaction arrives 
instantaneously at the system. 

The concurrency control is modeled by two 
servers: The lock manager and the restarter. 
The lock manager provides two kinds of services. 
The first is the "Try to lock" service for a 
requesting transaction. This service takes a 
time delay 8ttl to be completed. 8ttl is found 
by evaluating the size of actually executed code 
for this service. Size of code for this service 
is found to be around 100 instructions. Assuming 
one MIPS processor, this service takes about 
0.0001 seconds to be completed. The second 
service provided by the lock manager is the "Try 
to block" service in which the lock manager 
performs several deadlock detection tests to see 
if blocking a transaction would result in a 
deadlock or not. This service takes a time delay 
8ttb to be completed. Size of code for this 
service is not estimated but rather an actual 
deadlock detection algorithm is coded and a 
counter is used to count the number of actually 
executed instructions while calling this code. 
The restarter server releases locks held by an 
aborted transaction and advances the block queues. 
This service takes a time delay 8r to be 
completed. Size of actually executed code for 
this service is found to be about 5000 
Instructions. Assuming one MIPS processor, this 
service takes about 0.005 seconds to be 
completed. It should be noted that modeling of 
the concurrency controller as a set of servers 
allows the utilization of multiprocessing 
whenever possible. In case of one processor 
computer, at most one server is functioning at 
any time. 

The parameters which control and drive the 
simulation are the following. 

Gnat Id 

1- Number of database granules (items): M 
2- Number of transactions in the system 

(the degree of multiprogramming or 
load): T 

3- Number of granules accessed by a 

I-Lock 

lot r•t 
completed 

V-lotl 

1o1 r•t ••opht•• 

Figure 1 Performance Hodel of the 2PL Algorithm 
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transaction: I 
4- Read/Write ratio: THRESHOLD 
5- Disk average service rate: µ 
6- Lock Management CPU time delay: Attl 
7- Restart time delay: Ar 
8- Processor Power in MIPS 

The following performance indices are 
measured for each simulation run (experiment). 

1- Average transaction response time (RT) 
seconds 

2- System throughput (TP) : 
Transaction/Second 

3- Degree of concurrency (DC) 
4- Deadlock rate (DR) : deadlock/second 
5- Conflict rate (CR) : conflicts/second 
6- Maximum number of times a transaction 

was restarted (MXRST) 

The degree of concurrency is defined as 
follows. Let Tn be the duration of time through 
which the number of active transactions in the 
system was n. The degree of concurrency is then 
given by: T 

DC= 1/(T*Ts) * ~ n*Tn 
n=1 

where Ts is the system time and T is the number 
of transactions in the system. Clearly, 
0 <DC <1. 

3. Simulation of the Commit~Time Validation 

A fixed number of transactions are 
continuously cycled around the model shown in 
figure 2. Initially, all transactions are put on 
the low priority disk queue. A transaction then 
goes through the following stages. 

(1) Each time a transaction submits a read 
operation, it is put on the low priority disk 
queue. No disk write operation takes place when 
a transaction submits a write operation (as the 
two-phase commit is employed, all writes take 
place at commit time). When a read or a write 
operation is complete, the transaction 
immediately submits its next read or write 
operation, if any. 
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(2) When the transaction completes, it is 
validated to see whether its writes could be 
committed or not. The transaction is put on the 
validator queue. When the transaction is 
considered by the validator, a validity test is 
performed. 

(3) If the transaction is successfully 
validated, it is put on the committer queue in 
order to commit its writes. If the transaction 
is a pure query (read only), no commitment occurs 
and the transaction finishes and it terminates. 

(4) If the validation test fails, the 
transaction is restarted by the restarter. The 
transaction workspace is reset and it reexecutes 
from the beginning. 

(5) When a transaction is committed, it 
finishes execution and it then terminates. When 
a transaction terminates, another one 
instantaneously arrives at the system. 

The concurrency control is modeled by a set 
of servers. These are the validator, the 
committer, and the restarter. The validator 
tests the completed transaction against all 
recently committed transactions. If the readset 
of the former intersects.with the writeset of at 
least one recently committed transaction, the 
test fails, otherwise it succeeds. The 
validation service takes a time delay Av to be 
completed. The committer inserts information 
about the committing transactions into the tables 
of the recently committed transactions and it 
also maintains these tables by deleting obsolete 
entries (entries with timestamps smaller (older) 
than the smallest timestamp of all active 
transactions are deleted). The commitment 
service takes a time delay Ac to be completed. 
The restarter resets the workspace of the 
unsuccessfully validated transaction and inserts 
it back into the system to reexecute from the 
beginning. The restarter service takes a time 
delay Ar to be completed. Av, Ac and Ar are 
estimated in a similar way as Attl and Ar of the 
2PL. Av, Ac, and Ar are all estimated to be 
around 0.005 seconds. Again, the concurrency 
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controller is modeled. as a set of servers so that 
multiprocessing may be utilized. 

The parameters which control and drive the 
simulation are the following. 

1- Number of database granules (items): M 
2- Number of transactions in the system 

(the degree of multiprogramming or 
load): T 

3- Number of granules accessed by a 
transaction: I 

4- Read/Write ratio: THRESHOLD 
5- Disk average service rate: µ 
6- Validation test time delay: Av 
7- Commitment time delay: Ac 
8- Restart time delay: Ar 
9- Processor Power in MIPS 

The following quantities are measured for 
each simulation run (experiment). 

1- Average transaction response time (RT) 
Seconds 

2- System Throughput (TP) : Trans./Sec. 
3- Conflict rate (CR) : Conflict/Second 
4- Maximum number of times a transaction 

was restarted (MXRST). 

4. Unified Model Assumptions 

Following is the set of model assumptions 
made in constructing the performance model of 
both the 2PL and the CTV algorithms. 

(1) Two-Phase commit is incorporated with 
the 2PL(CTV) algorithm, thus a write operation is 
treated as a non-disk operation, and on 
transaction completion, two-phase commit begins 
by issuing 1 + ~ritesetj disk operations(one in 
the first phase and IWritesetl in the second 
phase). 

(2) Resources are finite: the physical 
database is stored in one disk unit with a given 
service rate. The case of more than one disk 
unit can equivalently be studied by one disk unit 
with a higher service rate. Also, there is only 
one CPU. 

(3) Elements of the readset and the 
writeset of a transaction are distinct. 

(4) Computation time needed by each 
transaction is negligible. This is justifiable 
because most transactions are I/0-bound 
processes. 

(5) Transaction size is large. This gives 
a worst case results for a system with mixed 
sized transactions. How large a transaction is, 
is explained in the next section. 
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(6) A Transaction workspace consists of 
two parts: the transaction definition and the 
transaction data section. When a transaction is 
restarted, only its data section (or part of it) 
is reset. 

5. Experiments and Results 

In all experiments, a fixed number of 
transactions is cycled around the 2PL(CTV) 
simulator. This number represents the system 
load. In 2PL, a given transaction j may be 
inactive (blocked) or actively running. An 
actively running transaction may be taking a 
service at some server (lock manager or 
restarter) or else be submitting a new lock 
request to the simulator. This lock request is 
denoted Lijk (transaction j requests a lock on 
item i in mode k e: [Read,Write]). In CTV, a 
transaction j is always actively running taking a 
service at some server (validator, committer or 
restarter) or submitting a new access request to 
the simulator. This access request is denoted 
Rijk (transaction j submits an access request on 
item i in mode k e: [Read,Write]). The process of 
submitting an Lijk (Rijk) is repeated for an 
"Observation Interval" number of times. 
Observation interval ranges from 2000 to 40,000 
lock (access) requests. In the following set of 
experiments, the database size (M), was assumed 
to be a total of 640 items. The effect of 
granularity on the performance was investigated 
by studying granularities of 80, 160, 320, and 
640 granules. 

According to Yao [Yao77], the value of the 
effective transaction size changes with varying 
the granularity. In these experiments, the 
effective transaction size is almost invariant to 
changing granularity over [80,160,320,640] for a 
database of 640 items and for transactions of 15 
items size. 

The size of each transaction, I, was assumed 
to be large (15 granule lock (access) requests). 
This amounts to about 2.5% of the whole database 
(640 granules). Usually, a transaction accesses 
less than 1% of a database, so the 2.5% figure 
represents a large size transactions. This gives 
a worst case study of a database system with 
transactions of mixed sizes. 

The effect of the Read/Write mix associated 
with the transactions was investigated by 
conducting experiments for mixes of 100/0, 90/10, 
80/20, ••• , and 0/100. 

The hardware parameters were assumed to be a 
disk average service rate of 20 access 
requests/second and one MIPS processor. These 
figures were fixed in all the experiments but 
were doubled and reduced to a half in one 
experiement in order to understand its effect on 
the performance. 

In 2PL(CTV) an actively running transaction 
j submits an Lijk (Rijk) by uniformally selecting 
an item ie: [1 ••• MJ from the set of items not 
yet accessed by j and by selecting ke: [ Read , 



Write ] according to a predefined Read/Write 
ratio (K is selected to be a "Read" with 
Probability less than Threshold and "Write" 
otherwise), 

The domain of settings for all experiments 
conducted is listed below. 

1.- Number of transactions (T): 
[ 5,10,20,30,40 ] 

2- Number of Database granules {M): 
[ 80,160,320,640] 

3- Transaction size in granules (I): [ 15 ] 
4- Read/Write mix (THRESHOLD): [ 100/0, 

90/10, ... ,0/100 ] 
5- Disk average service rate (µ): [ 20,40 ] 

access/second 
6~ Processor Power in MIPS [ 1, 2] 

5.1 Response time and Throughput 

Response time and throughput of the 2PL and 
the CTV are studied under variation of three 
parameters. These are the system load, the 
transaction Read/Write mix and the granularity. 
In these experiments, Response time and 
throughput are plotted for various Read/Write 
mixes, while the degree of multiprogramming is 
fixed. This process is repeated for various 
degrees of multiprogramming (loads) and the 
resulting curves are grouped into a frame. The 
frame is repeated for various granularities. 
Thus the effect of the Read/Write mix, the effect 
of granularity, and the load effect are all 
incorporated into detailed design curves. Only 
response time curves are included (Fig 3). 

5.1.1 Load Effect 

In both the 2PL and CTV, increasing the 
system load (T) results in the following: 

1- Response time linearly increases 
2- Throughput linearly decreases. 

This effect is shown in figure 4. 

5,1,2 Effect of the Read/Write mix: 

In both the 2PL and the CTV, the R/W mix 
affects the response time as follows: 

1- The R/W mix has a great impact on the RT, 
especially when the system is loaded (T•30,40). 

2- For small loads (T•10), R/W mix has a 
negligable effect on RT. 

3- Starting from the 100% read (query) case, 
increasing the write percentile first impairs the 
RT till R/W mixes of 70/30-50/50, after which the 
RT improves, and in the case of the 2PL it 
reaches its minimum value at the pure update 
case. 

.Explanation: 

The Third observation about Response Time 
is explained below. 
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{a) For query-dominant transactions (R>50, 
W<50), unresolvably conflicting transactions are 
restarted after accessing most of their requests. 
Restarting a mostly finished transaction 
contributes to an increase in the useless I/O 
percentile. 

(b) For update-dominant transactions 
(R<50,W>50), since two-phase commit is 
incorporated with the 2PL and the CTV, no write 
disk operation takes place ~uring trasactlon 
execution and hence most of the transactions disk 
access operations will not be done by the time it 
is restarted because of an unresolvable conflict. 
Thus, we have the case of restarting a 
transaction that accessed a small fraction of its 
requests. This results in small useless I/O 
p~rcentile. On the other hand, for 
update-dominant transactions, unresolvable 
conflict rate increases resulting in so many 
r'estarts. However, the restart qperatlon nel ther 
contributes to high useless I/O percentile nor 
incurs high setup cost. 

5,1,3 Granularity Effect 

In both the 2PL and the CTV, granularity 
affects the response time as follows: 

1- For small loads (T•lO), granularities of 
160,320, and 640 have almost the same RT. 
Granularity of 80 incurs higher resnonse time. 
This is further illustrated in figure 5. 

2- Granularities of 80 and 160 highly 
impairs the RT, especially when the system is 
loaded (T•30,40), 

3- For the 2PL, the effect of doubling the 
granularity from 320 to 640 (that is from M/2 to 
M, where M is the database size) is almost 
negligible. This is true for the CTV only for 
small loads (T•lO). 

5,1,4 Effect of Hardware Parameters 

The effect of doubling the disk average 
service rate and the Processor speed was 
presented on the response time only. The 
observation is shown in figure 6. It is observed 
that doubling the disk power results 
approximately in reducing the response time by 
half, whereas doubling the processor speed 
results in a triviai. improvement in the response 
time. 

5,2' The Comparison 

In·this section, we compare the response 
time incurred by the 2PL and the CTV algorithms. 
In this comparison, a load of 20 transactions is 
fixed. However, conclusion of this comparison is 
similar to that for all other loads. Figure 7 
depicts the response time of both the 2PL and the 
CTV, From these curves the following are 
observed: 

1- CTV is better than the 2PL for 
granularity of 80, whereas 2PL is better than the 
CTV for granularities of 320 and 640, For 
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Figure 7 Comparison between the 2PL and the CTV 

granularity of 160, 2PL is better for high read 
percentile or the R/W mix, and ror write 
percentiles greater than 50~, the two algorithms 
incur approximately the .same response time. 

2- For granularity of 80, 2PL incurs 
unacceptable response time. 

3- In the 2PL with granularity or 640, the 
RfW mix has almost no effect on the response 
time. 

4- For high granularities, and for high read 
percentiles or the R/W mix, the two algorithms 
incur reasonable (acceptable) response time. 

6. Conclusion 

We have presented two simulation models for 
each of the dynamic two-phase locking and the 
commit-time validation. Model assumptions were 
unified and a comparison was made. We concluded 
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that CTV can work better than 2PL under very 
coarse granularity whereas 2PL performance ls not 
acceptable for the same very coarse granularity. 
On the other hand, 2PL outperforms the CTV for 
granularities of 320, and 640. Also, we 
concluded that for query dominant transactlon.s, 
the two algorithms incur the same performance. 

In 2PL, we have round that ror large size 
transactions, the response time lncured by a 
granularity M is almost the same of that lncured 
by a granularity M/2, where M is the database 
size. 

Under the assumption that two-phase commit 
is incorporated with the 2PL and the· CTV, the 
Read/Write mix associated with transactions was 
round to affect the performance as follows: 
query dominant and update dominant transactions 
result in better performance than transactions 
with nearly equal read and write percentiles. 
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INCREASING PROCESSOR UTILIZATION DURING PARALLEL COMPUTATION RUNDOWN 

William H. Jones 
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Abstract -- Some parallel processing envi­
ronments provide for asynchronous execution and 
completion of general purpose parallel computa­
tions from a single computational phase. When 
all the computations from such a phase are com­
plete, a new parallel computational phase is 
begun. Depending upon the granularity of the 
parallel computations to be performed, there may 
be a shortage of available work as a particular 
computational phase draws to a close (computa­
tional rundown). This can result in the waste 
of computing resources and the delay of the over­
all problem. 

In many practical instances, strict sequen­
tial ordering of_ phases of parallel computation 
is not totally required. In such cases, the 
"beginning" of one phase can be correctly com­
puted before the "end" of a previous phase is· 
completed. This allows additional work to be 
generated somewhat earlier to keep computing 
resources busy during each computational rundown. 
This paper identifies the conditions under which 
this can occur, reports the frequency of occur­
rence of such overlapping in an actual parallel 
Navier-Stokes code, suggests a language con­
struct, and discusses possible control strategies 
for the management of such computational phase 
overlapping. 

Introduction 

General purpose parallel computations are 
usually divided into phases that must execute 
sequentially in order to guarantee algorithmic 
integrity. For instance, the checkerboard 
approach to the successive over-relaxation solu­
tion of the potential field problem divides into 
two such phases: the "odd" locations phase and 
the "even" locations phase. On the parallel 
phase level, the iterated values of the previous 
phase must be complete before the new values of 
the next phase can be correctly computed. 

In the checkerboard algorithm, the execution 
time of each location is definite (nominally, 
the time for four additions and a divide). Thus, 
the distribution of work among processors can be 
accurately planned. Under ideal conditions 
(involving the number of checkerboard locations 
in comparison to the number of processors), the 
distribution of work can be arranged so that 
each processor shares an exactly even portion of 
the work and, as a consequence, each processor 
completes its work at exactly the same time. 
Perfect computation resource utilization is rea­
lized (at least in a practical sense) since the 
next computational phase can begin immediately. 

Unfortunately, ideal conditions are infre­
quently found in real applications. Continuing 
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with the checkerboard algorithm, consider the 
situation when the potential grid is 1024 points 
on a side (2**20 grid points) and 1000 processors 
are available. Each computational phase will 
provide 524, 288 individual computations, or 524 
computations for each of the 1000 processors; 
however, 288 computations will be left over for 
distribution among the 1000 processors. This 
will leave 712 processors wit~ nothing to do 
while the final 288 computations are carried out. 

The burden of experience gained by the 
author suggests that even this eX'ample is opti­
mistic. Most computations carried out by the 
author's parallel Navier-Stokes solver (the Com­
bined Aerodynamic and Structural Dynamic Problem 
Emulating Routines or CASPER [1] which was con­
trol led by the Parallel, Asynchronous Executive 
or PAX [2]) could not even be ascribed with 
definite execution times. In some instances, 
whether or not the computation was even to be 
carried out in a particular instance was a con­
ditional part of the algorithm. No control over 
the computation-count-to-processor ratio was 
attempted -- processors were allocated as they 
became available on a the-more-the-merrier basis. 
Also, shared information access times were unpre­
dictable and unrepeatable from instance to in­
stance. As a result, there was no assurance 
that individual processors could be kept busy as 
a particular computational phase drew to a close. 

The PAX/CASPER project provided the experi­
ence base cited later in this paper. PAX/CASPER 
was focused on a parallel, general purpose, 
Navier-Stokes solver. Thus, this experience 
base is presented not as a grand generalization 
for all of parallel processing, but as a specific 
example in practical parallel processing. 

Certain other situations that might seem of 
interest in the overlapping of computational 
phases (for instance, the possibilities for over­
lapping in a tight iterative loop) are not trea­
ted for the simple reason that they did not occur 
in the PAX/CASPER project. PAX/CASPER was not 
so much a research project in parallel processing 
as an exploratory development of a far-term aero­
dynamic tool. Thus, the motivation was to solve 
the problems that occurred rather than to solve 
the problems that one could imagine. 

It has been suggested that scheduling and 
overhead problems will be a particular problem 
in PAX/CASPER. So far, this has not been the 
case. Operational experience shows that the 
ratio of computation to management has been 
running at something in the neighborhood of 
200. This paper is an effort to chart a method 
of improving upon this situation so as to stave 
off any backsliding that might occur as the 



ratio of computational to management resources 
increases. There are additional strategies 
which have been identified for development. 
These include a middle management scheme to 
parallelize the serial management function, a 
direct worker-to-worker lateral communication 
scheme, and a data-proximity work assignment 
algorithm. These strategies combined with the 
overlapping of computational phases should 
enhance the management overhead situation. 

Various solutions to the computational run­
down problem may be acceptable. Some parallel 
processing schemes for general purpose computa­
tion may choose simply to accept the lower pro­
cessor utilization as a minor design flaw. 
Another alternative is to create a multi-parallel­
job-stream environment that allows computational 
work of one job stream to fill in when another 
job stream enters a computational rundown situ­
ation. This will bring processor utilization 
up; however, it should be recognized that the 
primary goal of parallel processing is to reduce 
elapsed wall-clock time for a given job. The 
introduction of such a "batch" environment will 
inevitably distribute processor resources among 
the several job streams and, thus, reduce the 
total processing power on any particular job and 
lengthen its elapsed wall-clock time. 

Overlapping Computational Phases 
• The goal then is to find more ready-to-

compute work from the parallel algorithm that is 
being computed. As mentioned previously, this 
is not possible at the parallel phase level: 
each phase must be completed before the next is 
begun in order to guarantee algorithmic inte­
grity; however, if an examination is made at a 
deeper (sub-phase or, in the terminology of the 
author, task) level, it is frequently discovered 
that the completion of portions (tasks) of one 
phase will allow the correct computation of por­
tions' (tasks) of the succeeding phase. 

Consider again the checkerboard algorithm. 
If all the "odd" locations adjacent to a par­
ticular "even" location have been updated with 
new values from the current computational phase, 
then the new value for that particular "even" 
location for the next computational phase can be 
correctly computed. Additionally, since all the 
computations requiring as an input the current 
value of that particular "even" location have 
been completed, the value for that "even" loca­
tion can be updated without affecting the results 
of the current computational phase. 

At this point, it is necessary to make cer­
tain assumptions (or, alternatively, set certain 
system design constraints) about the nature of 
computational phase rundown. Two basic situ­
ations arise: one in which task assignments and 
releases are statically determined and one in 
which such matters are dynamically determined. 

The static situation is much simpler from 
the standpoint of next-phase task release timing 
since everything is determined ahead of time. 
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In this case, it can be acceptable for computa­
tional rundown to begin almost immediately sine~ 
the scheduling of the next-phase task has already 
been statically determined. No completion pro­
cessing of current-phase tasks is required to 
schedule the release of the next-phase task. 
(In fact, work in this area for the purposes of 
real-time simulation has been ·conducted for some 
years at NASA Lewis [3, 4]). 

The dynamic scheduling situation is sub­
stantially more interesting. Some time delay 
must be available between the completion of the 
first current-phase tasks and the onset of com­
putational rundown. This delay is needed to 
provide time to process the completion of the 
early current-phase tasks and, in so doing, 
schedule the next-phase tasks that are thus 
enabled. During this delay, there must be 
enough current-phase tasks to keep the proces­
sing resources busy in order to avoid a computa­
tional load dip while the next-phase tasks are 
scheduled. 

In the dynamic scheduling situation, enable­
ment relationships between the current-phase 
tasks and the next-phase tasks (i.e., the rela­
tionship that enables a next-phase task based 
upon the completion of a current-phase task) may 
be either static or dynamic. That is, the com­
pletion of a particular current-phase task may 
always enable the same next-phase task (the 
static enablement case) or it may enable some 
next-phase task that can only be identified at 
the time of execution (the dynamic enablement 
case.). The nature of the enablement relation­
ships is important because it is involved in 
setting the time delay from t~e completion of 
the first current-phase tasks to the availability 
of the first enabled next-phase tasks. 

Considering these characteristics of the 
dynamic scheduling situation (i.e., the time to 
process current-phase task completion, the time 
to recognize enablement relationships, and the 
time to schedule enabled next-phase tasks), it 
can be observed that the number of tasks should 
substantially outnumber the number of processors. 
Certainly, there should be at the outset of the 
current-phase work at least two tasks for each 
processor so that at least one task execution 
time will be available to process the completion 
of the first task assigned to the processor and 
to schedule the enabled next-phase task. This 
presumes that completion processing and task 
scheduling time is small with respect to task 
execution time. In particular, it assumes that 
one such completion, enablement, and scheduling 
cycle for each of the processors in the system 
can be completed in a single task execution time. 
(The author's experience with PAX suggests that 
this is reasonable even for dynamic managerial 
style parallel processing systems. Systems that 
use hardware-level synchronization primitives 
presumably would be at even gl"eater advantage in 
this area.) 

The conditions under which this overlapping 
of computational phases can correctly occur are 



the same as those that allow parallel computa­
tions within a particular phase. Let the logical 
predicate PARALLEL(x,y) return the condition 
TRUE when x and y are such that parallel compu­
tations are allowed. Clearly, PARALLEL(n,m) 
must always be TRUE if n and m are distinct com­
putational granules of the same parallel com­
putational phase. Let q be an uncompleted 
granule of the current phase and r be a granule 
of the next phase that has been enabled by some 
completed granule, p, of the current phase. If 
PARALLEL(q,r) necessarily returns the value TRUE, 
then the current-phase and next-phase can be 
correctly overlapped. 

The exact nature of the logical predicate 
PARALLEL(x,y) is, of course, of substantial prac­
tical interest; however, it has no direct impact 
upon the ability to overlap phases as outlined 
above. Different parallel systems may identify 
different logical predicates. 

Identifying Enabled Granules 

The first challenge to be met is to find a 
way of identifying enabled next-phase granules 
for overlapping. It is easy to postulate that 
some mapping function exists either to map from 
the set of completed granules, p, to the set of 
enabled granules, r, or to map from the set of 
uncompleted granules, q, to the set of enabled 
granules, r. It is very difficult to establish 
what this mapping function might be in any gen­
eral way. Fortunately, this mapping function is 
much more easily identified when each concrete 
situation is faced. 

First, consider the simplest imaginable 
case as represented by the following Fortran 
code segment: 

DO 100 l=l ,N 
B( I)=A( I) 

100 CONTINUE 
DO 200 l=l,N 
D(I)=C(I) 

200 CONTINUE 

First computational phase 

Second computational phase 

Assuming that there are not shared output area 
constraints, it can be observed that these two 
parallel computational phases can be computed in 
parallel with each other. This represents what 
might be called a universal mapping function 
wherein any granule of the second computational 
phase is enabled by any granule or set of gran­
ules (including the null set) of the first com­
putational phase. 

PAX/CASPER experience shows that 6 out of 
22 (or 27 percent) of the parallel computational 
phases allow universal mapping enablement of the 
succeeding phases. This represents 266 out of 
1188 lines (or 22 percent) of the code that is 
executed in parallel in PAX/CASPER. 

141 

This universal mapping usually occurs in 
PAX/CASPER when the nature of the larger com­
putational process is changing. For instance, 
the change over from power of compression com­
putations to interpolator matrix generation is 
one such character change. The two computations 
do not involve shared information of any kind 
and, thus, they can be entirely overlapped. Of 
course, the two phases could be merged into one 
by a preprocessor of the parallel control stream; 
however, since the mechanisms necessary to handle 
this case would be a subset of those needed for 
the following case, it might well be simpler to 
support this enablement mapping. 

For the next case, consider the following 
Fortran fragment that is to be computed in 
parallel as two succeeding computational phases: 

DO 100 l=l,N 
B( I)=A(I) 

100 CONTINUE 
DO 200 l=l,N 
C(I)=B(I) 

200 CONTINUE 

First computational phase 

Second computational phase 

Again assuming that there are not shared output 
area constraints, it can be observed by inspec­
tion that the identity mapping function (I =I) 
maps from completed granules, p, to enabled 
granules, r. This is also a simple and easily 
identified mapping. 

PAX/CASPER experience indicates that it 
applies in 9 out of 22 (or 41 percent) of the 
parallel computational phases (representing 551 
of 1188 code lines, or about 46 percent of the 
parallel code in PAX/CASPER). Combining this 
direct mapping with the simpler universal mapping 
above indicates that (at least in PAX/CASPER 
experience) 68 percent of the parallel computa­
tional phases and 68 percent of the code executed 
in parallel can be easily overlapped to defeat 
computational rundown. These two enablement 
mapping possibilities are the most frequently 
occurring situations in PAX/CASPER experience. 

The next most frequently occurring enable­
ment mapping in PAX/CASPER experience is what 
could be called null mapping, that is, the situ­
ation in which no overlapping is possible. This 
occurs in 4 out of 22 (or 18 percent) of the 
computational phases and represents 262 out of 
1188 (or 22 percent) of the lines of code execut­
ing in parallel. In all cases the cause was not 
that such an overlapping did not exist between 
the parallel computations but was, in fact, that 
serial actions and decisions had to occur between 
the phases. This is important.since it allows 
one to assess how often the extra effort of sup­
porting overlapping features will be entirely 
defeated, regardless of the sophistication of 
the overlapping phase support features. 

Another enablement mapping occurring in 
PAX/CASPER experience is a reverse _indirect 



mapping. Consider the following Fortran 
fragment: 

DO 10 l=l,N 
DO 10 J=l,10 
IMAP(J,l)=IRAND{) 

10 CONTINUE 
DO 100 l=l,N 
A(I)=FUNC{I} 

100 CONTINUE 
DO 200 l=l,N 
DO 200 J=l,10 
B(l)=A(IMAP)(J,I)) 

200 CONTINUE 

Set up source mapping 

!RAND produces an integer 
in the range 1 to N 

First computational 
phase generates some 
number in A(x) 

Second computational 
phase sums subsets of 
the results of the 
first computational 
phase 

Clearly, this computation can be overlapped; 
however, determining the enablement mapping is 
very difficult. This is because knowing that a 
particular first phase granule is complete does 
not directly identify any distinct second phase 
granule as computable; however, a reverse mapping 
from desired second phase granule to required 
first phase granules is possible. 

In PAX/CASPER experience, this situation 
occurs in 2 of 22 (or 9 percent) of the computa­
tional phases representing 78 out of 1188 (or 7 
percent) of the lines of code executing in paral­
lel. While this is not a frequently occurring 
situation in PAX/CASPER experience, it cannot be 
ignored out of hand. Some engineering judgement 
must be made to weigh the cost (in terms of man­
agement overhead, computational resource trans­
ferred from workers to management, etc.) of some 
reverse enablement mapping solution against the 
cost of computational rundown in 9 percent of 
the parallel computational phases. 

Certainly, a solution exists for the reverse, 
indirect enablement mapping. Once the values of 
the information selection map (represented in 
the code fragment by the array IMAP) have been 
determined, it is a simple matter to produce a 
composite map of first phase granules that must 
be completed in order to enable a particular 
second phase granule. The executive can then 
use this map upon each first phase granule com­
pletion to determine the computability of par­
ticular second phase granules. This map could 
also be used to direct a preferred order of first 
phase granule dispatching so as to enable a known 
second phase granule as early as possible. 

Two important facts about this reverse 
enablement mapping must be included. First, 
both occurrences of this situation involved a 
dynamically generated information selection map. 
Thus, the composite granule map would have to be 
generated by the executive at or after first 
phase initiation but before any second phase 
enablements. Second, the impact of executive 
computation must be considered. In the PAX/ 
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CASPER UNIVAC 1100 test bed, executive computa­
tion was done at the direct expense of worker 
computation. Thus, extensive composite granule 
map generation could be self defeating. Some 
real parallel machines may provide separate 
executive computing resources, in which case the 
generation and use of composite granule maps 
would not be out of the question. 

A final enablement form was observed in 
PAX/CASPER that could be characterized as a for­
ward, indirect mapped situation. Consider the 
following Fortran fragment: 

DO 10 l=l,M 
I MAP( I)=IRAND() 

10 CONTINUE 
DO 100 l=l,M 

B{IMAP{l))=A(IMAP(I)) 
100 CONTINUE 

DO 200 l=l,N 
C (I)=B(I) 

200 CONTINUE 

Generate forward 
map 

Use forward map 
to operate on a 
subset of the 
arrays 

Perform some further 
further opera­
tion on the 
complete arrays 

This situation is somewhat easier than the 
reverse, indirect mapping in that the identifi­
cation of a particular granule in the first phase 
can be directly mapped to an enabled granule in 
the successor phase; however, much of the com­
plication of a mapped enablement remains. This 
form was the least frequently occurring situation 
in PAX/CASPER showing up only once (5 percent of 
the phases) and accounting for only 31 of 1188 
lines of code executed in parallel. 

No other forms of enablement mapping were 
observed in PAX/CASPER. Certainly, extensions 
of the forms already presented can be imagined. 
Additionally, a seam mapping problem (such as 
would be appropriate for the checkerboard 
approach to the successive over-relaxation 
problem) can be foreseen. These other forms 
are beyond the scope of the present paper. 

Language Construction 

The developing PAX/CASPER language is 
simple and requires the user to make specific 
statements concerning choices for the management 
of each parallel computational phase. Statements 
involving the enablement of a succeeding phase 
could be made at two times: during the definition 
of a computational phase to the management system 
and during the invocation of the phase for actual 
computations. The difficulty to be faced is that 
the statements no longer apply solely to the 
phase being referenced, but rely also on the 
characteristics of the succeeding phase. 

The simplest approach is to require the 
user to specify the appropriate enablement 
mapping method when the phase in invoked. It 
might appear as in the following PAX parallel 
language fragment: 



DISPATCH phase-name 

ENABLE/MAPPING=option 

This is simple and explicit; however, it 
leaves the door wide open to user mistakes. 
There is no interlock between this phase and the 
next that can be verified by the executive. A 
simple sol.ution to this would be to identify the 
name of the enabled next phase so that the execu­
tive system (or language processor) can verify 
that, in fact, that phase is following. This 
might appear as follows: 

DISPATCH phase-name 

ENABLE [phase-name/MAPPING=option] 

This allows the desired verification, but 
also brings up a new possibility. Occasionally, 
a conditional branch that is not dependent on 
the computational phase separates that phase 
from two or more succeeding phases, each of which 
may (or may not) be overlappable. If each of 
these phases were identified in the above con­
struct, the executive could preprocess the branch 
and overlap the appropriate phase. This could 
look as follows: 

DISPATCH phase-name 

ENABLE/ BRANCH INDEPENDENT 
[phase-name-1/MAPPING=option 

phase-name-2/MAPPING=option] 

IF (IMOD(LOOPCOUNTER,10).NE.O) 
THEN GO TO branch-target 
DISPATCH phase-name-1 

GO TO rejoin 
branch-target: 

DISPATCH phase-name-2 
rejoin: 

Finally, the matching of mapping selections 
and phases and the invocation of the appropriate 
overlapping services is something that could be 
done when the parallel phase is defined to the 
system; however, it would still be necessary to 
identify pre-processable branches at the compu­
tation invocation site. This could appear as 
follows: 

DEFINE PHASE phase-name 

ENABLE [ 
phase-name-1/MAPPING=option 
phase-name-2/MAPPING=option 
phase-name-3/MAPPING=option 
J 
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DISPATCH phase-name 

ENABLE/BRANCHDEPENDENT 

The ENABLE/BRANCHINDEPENDENT would be 
deleted when branch pre-processing was either 
not appropriate or not needed. The executive 
system could perform the appropriate lookahead 
to see whether any of the named succeeding phases 
was actually following and apply, as appropriate, 
the specified enablement mapping. 

Control Strategies 

Control strategies for enabling and schedul­
ing overlapped parallel computational phases are, 
of course, highly dependent upon the overall 
parallel processing strategies. As alluded to 
earlier, some approaches to parallel processing 
may do all of this before any computations are 
begun. Indeed, the entire process may be done 
manually by a human being when the pattern of 
parallel processing is fixed for the life of the 
system. 

Within the PAX system, the opposite is true: 
the identification and scheduling of computable 
granules is entirely automatic. A scheduling 
mechanism for enabled computational granules 
already exists within the. PAX system. It was 
developed to schedule dynamically created compu­
tations that conflicted (usually in terms of 
shared data access) with pre-existing computa­
tional granules. 

Within PAX, each internal description of 
one (or more) computational granules included a 
queue head for a double circularly-linked list 
of computable but conflicting computational 
granules. Upon completion of the described com­
putation, all the queued conflicting computations 
became unconditionally computable and were placed 
in the waiting computation queue. The waiting 
computation queue was kept in a known order and, 
for the purposes of the conflicting computation 
problem, it was determined that such conflicting 
computations would be placed ahead of the normal 
computations in the queue and, thus, given higher 
priority. 

The scheduling of universally mapped suc­
cessor phases within this system is very easy 
indeed. At the time of phase initiation, the 
successor phase is also initiated and the result­
ing computation description placed in the waiting 
computation queue behind the current phase des­
cription. 

The scheduling of directly enabled successor 
phases is similarly easy at first sight. At the 
time of phase initiation, the successor phase is 
also initiated and the resulting computation 
description placed in the conflicted computation 
queue of the current phase description. Thus, 
when the current phase computation is completed, 



the now-enabled successor computation will be 
placed in the waiting computation queue to be 
considered for scheduling. 

The above approach for directly enabled 
successor phases is fine if each indivisible 
granule of computation is described separately. 
Unfortunately, this is usually not economical 
(in terms of storage space and task search times, 
among other things} and was not the choice taken 
in PAX design. Computations were, instead, des­
cribed as large, contiguous collections of gran­
ules. The descriptions were split apart as 
necessary to produce conveniently sized tasks 
for workers and then merged back into single 
descriptions when the work was completed. This 
splitting of descriptions re~uires that queued 
computation descriptions also be split so that 
each queued description will accurately reflect 
the enablement relationship between the computa­
tion and its queued successor computation. 

While this is certainly possible, it forces 
a further design decision for the executive 
software. PAX computation splitting was demand­
driven by the presence of an idle worker. It 
was felt that the delay while splitting a task 
description was acceptable; however, the addi­
tional delays of splitting queued successor com­
putation descriptions may represent an unaccept­
able situation. Two possible solutions exist. 
One possibility is to pre-split the tasks before 
idle workers present themselves to the executive. 
This would allow the executive to work ahead in 
otherwise idle time. Alternatively, the split­
ting of a computation could generate a successor­
splitting task that could be quickly queued for 
later attention when the executive would again 
be idle. 

The successor computation description could 
be removed from the current computation descrip­
tion and included in the successor-splitting 
task information. When the successor-splitting 
task is executed the successor computation could 
be split and requeued to the appropriate current 
computation descriptions. 

Management of indirectly (both forward and· 
reverse} mapped successor computations is a good 
deal more interesting. The description of the 
successor computation cannot simply be queued to 
the description of the current computation since 
there is no guarantee of the enablement relation­
ship. Additionally, it would seem wise to get 
the current phase into execution without the 
delay of constructing the necessary information 
for enabling successor computations. Both for­
ward and reverse indirection would seem well 
handled by much the same mechanisms since the 
only significant difference is the direction of 
the indirection. Each leads naturally to a list 
of current phase granules that must be completed 
to enable a particular successor phase granule. 
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It would seem appropriate to identify a 
subset group of successor-phase granules that 
are to be the subject of the enablement operation 
so as to avoid solving an unnecessarily large 
enablement problem. Once this subset has been 
identified, the current-phase granules that 
enable the successor subset can be identified. 
Since these are not necessarily the current phase 
granules that would be naturally selected by the 
scheduling mechanism, they should be split into 
individual descriptions and placed in the waiting 
computation queue in such a manner as to elevate 
their computational priority. 

It is important to note that the description 
of the successor subset cannot simply be queued 
to any one of the identified current-phase gran­
ules since it is enabled not by the completion 
of any one such granule but by the completion of 
all the identified granules. This enablement on 
completion of all identified current-phase gran­
ules can be handled by any number of simple 
mechanisms. For instance, during completion 
processing, a status bit (set when the current­
phase granules were identified and split into 
individual descriptions} can be checked and, if 
it is set, an enablement counter decremented. 
When the enablement counter reaches zero, it can 
be taken, as a signal that the successor-phase 
granules are computable. 

Concluding Remarks 

This paper has discussed the possibilities 
for overlapping parallel computations in a gen­
eral purpose parallel-computation environment so 
as to minimize loss of computational resources. 
Practical experience with PAX/CASPER, a parallel 
Navier-Stokes solver, suggests that simple and 
plausible steps could provide such overlapping 
in 68 percent of the computational phases and 
that, with extended effort, more than 90 percent 
of the computational phases are amenable to some 
form of phase overlapping. 
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ABSTRACT 

New analytical techniques are presented for probabilistic 
systems with concurrency and applied to computing the 
expected execution time and speedup of parallel pro~rar_ns. 
These new techniques are formulated for a program description 
language called PEL (Performance Evaluation Language), 
which allows essential control and timing characteristics of 
parallel programs to be expressed in a precise manner. The 
analysis techniques for PEL are an extension of standard linear 
system techniques to the realm of concurrency, based o~.t~e 
development of a new mathematical operator called the JOm 
product.• Efficient approximation techniques are also 
introduced for estimating the execution time and speedup of 
parallel programs. 

1. INTRODUCTION 

Since the main purpose of concurrency is improved 
performance, it is important to have analysis tools for 
evaluating the expected performance of various concurrent 
algorithms with respect to their sequential counterparts. One 
practical analysis technique is to simply write the program and 
run it on the target computer. However, the execution time 
for different input data may vary considerably, and it may be 
difficult to generalize the results from a small number of data 
sets. Also, the execution time will be highly dependent on 
uncontrollable environmental factors such as system load and 
placement of data files on the disk. Another common analysis 
technique is to do a direct complexity analysis of the abstract 
algorithm itself. This method has proved useful in computing 
overall relative complexity of algorithms in terms of "big o• 
properties, but is not exact enough for performance prediction 
of real programs. Also, this type of complexity analysis is 
difficult for large programs, especially those involving disk 
access. 

This paper presents an alternative analysis technique for 
concurrent programs which is somewhere in between these two 
techniques. The actual program is written out in a special 
language which allows the programmer to specify the 
estimated execution time of primitive operations, and to model 
the effect of differing input data with conditional branching 
probabilities. One of the earliest efforts to use probabilistic 
analysis techniques for computer programs is found in a paper 
by Ramamoorthy (1), in which traditional flow graph 
techniques for Markov processes are used to estimate the 
execution time of programs expressed as flow charts, with 
conditional branches represented by probabilities. Using 
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traditional z-transform techniques, the complete probability 
distribution for the execution time of the whole program is 
calculated, from which important statistics such as average 
execution time and variance are easily computed. Deo (2) gives 
an efficient technique for finding the expected execution time 
using a stochastic model of a program in conjunction with the 
standard mean first passage time techniques used for Markov 
processes (3). Similar techniques are also presented by Trivedi 
(4). However, none of these sequential program techniques is 
directly applicable to programs with concurrency. 

With the increasing importance of parallel computation, 
there is a growing body of research on performance 
evaluation of parallel systems. Most of. this research uses 
timed or stochastic Petri nets as the underlying model for 
the parallel system. Research results are encouraging and 
show that analytical or simulation techniques can be used to 
analyze the behavior of parallel systems represented as a 
Petri net with timed transitions and probabilistic choices. 
Zuberek [5) ~d Molloy (6) present techniques and examples 
of application to communication protocols, and Marsan (7] 
applies Petri net techniques to performance evaluation of 
multiprocessor systems. The disadvantage of these 
techniques is they are based on generating the reachability 
graph of all possible states of the Petri net, which may be 
exponential in the size of the net. Thus, these techniques are 
not practical for analyzing concurrent computer programs, 
typically involving large numbers of potentially concurrent 
operations. Sahner and Trivedi (8) describe a tool for 
performance evaluation of concurrent systems called SP ADE, 
which uses an acyclic directed graph to model precedence 
constraints among events. SP ADE is useful for analyzing 
concurrent program task structures, but is not general enough 
for detailed internal analysis of concurrent programs. 

2. PERFORMANCE EVALUATION LANGUAGE 

For the purpose of performance evaluation of computer 
programs, a simple language called PEL (Performance 
Evaluation Language) is used to represent important 
characteristics of the program, including the basic control 
structure of the program, concurrency, operation execution 
times, conditional branching probabilities, and loop repetition 
counts. A description of a program in PEL may be written 
directly by the programmer, or created by a compiler from the 
source code of the original program. If the compiler technique 
is used, then the programmer must supply additional 
information about branching probabilities and loop repetition 
counts in the program. Individual operation execution times 
may be already known to the compiler or may also be specified 
by the programmer. 



A similar technique is used by the Parafrase system (9) at 
the University of lliinois to measure program execution times 
for the purpose of analyzing speedups resulting from various 
types of program restructuring techniques that create 
concurrency. In the Parafrase system, the user may specify 
conditional branching probabilities in Fortran programs with 
special n assertions n. If no assertion is made concerning a given 
branch, then Parafrase assumes that all branches have equal 
probability. Parafrase also estimates the number of iterations 
of each DO-loop, with the help of user assertions and user­
definable global default values. Estimates for operation 
execution times such as arithmetic operations, logical 
operations, subscript calculations, store operations, and 
memory fetches are built into Parafrase, and thus not specified 
by the user. 

The syntax of PEL is quite simple with five basic types of 
statements: delay, if-then-else, sequence, loop, and fork-join. 
The three statement types if-then-else, sequence, and loop 
correspond to the traditional control structures found in any 
block-structured language like PASCAL. The delay statement 
is used to model the execution time delays associated with 
primitive operations in the program such as arithmetic or 
assignment operations. The fork-join statement is used as the 
basic control structure for concurrency. PEL is used to create a 
probabilistic model of the program control structure and 
timing delays, in order to evaluate the overall execution time 
of the whole program. PEL programs have no input data, and 
their execution is based entirely on probabilities, which are 
supposed to represent average values for typical input data 
sets of the original program. Figure 1 shows an example of a 
simple PEL program. 

PROGRAM; 
IF RANDOM < .3 

THEN BEGIN DELAY(5); DELAY(2); DELAY(7) END 
ELSE 

FORK 
IF RANDOM < .5 THEN DELA Y(20) 

ELSE DELA Y(35); 
LOOP 10 DO DELA Y(3); 
IF RANDOM < .4 THEN DELA Y(5) 

ELSE DELA Y(lO) 
JOIN; 

END. 

Figure 1 - A Sample PEL Program 

Each time an if-then-else statement in PEL is executed a 
new random number between 0 and 1 is generated (represented 
by the word "RANDOM•) and then compared with a constant, 
which represents the probability of choosing the 8 THEN8 

clause. In the above program, the outer 0 IF• chooses the 
"THEN• clause with probability .3 and the •ELSE" clause 
with probability .7 • The "THEN• clause consists of a 
sequence of three "DELA yn statements whose execution time 
is given in parenthesis. The "ELSE" clause contains a fork­
join statement which executes three separate statements 
concurrently. The loop statement executes its body the number 
of times specified by the fixed constant loop count (in this 
example the loop count is 10). Statements may be nested to 
an arbitrary depth as in ordinary block-structured languages 
like PASCAL. 
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The use of fork-join primitives for specifying concurrency 
in programming languages originated with Dennis and 
VanHorn [10), and has become a standard which is found in 
many languages and operating systems today [11]. There are 
three types of fork-join statements in PEL to represent some of 
the major types of concurrency primitives used in existing 
programming languages: fork-list, fork-n, and fork-gen. The 
fork-list statement is simply a list of statements which are all 
executed concurrently - this is similar to the • cobegin-coend" 
concurrency primitive found in languages such as Concurrent 
Pascal (12), or the np AR• constructor in the parallel 
programming language OCCAM (13). The fork-n statement 
has the following form: 

FORK(n): statement ; JOIN (where n is any positive integer) 

The fork-n statement creates n concurrent executions of its 
statement body, and is used to model the "forall" statement 
which is very common among concurrent programming 
languages such as SISAL [14), ARGUS (15), and OCCAM (13). 
The major use of this •forall" construct is as a parallel form of 
a DO-loop for doing highly parallel operations on vectors and 
arrays, and is found in many parallel array languages (16). 

The fork-gen statement in PEL consists of a list of labeled 
statements along with a partial ordering giving the execution 
precedence constraints. Such partial orderings result when How 
analysis is performed on ordinary sequential programs by a 
compiler to automatically locate potential parallelism (see 
Kuck [17]). Figure 2 shows an example of a fork-gen 
statement: 

FORK 
1: LOOP 5 DO DELAY(4); 
2: IF RANDOM < .6 THEN DELA Y(23) 

ELSE DELAY(lO); 
3: DELA Y(5); 
4: DELA Y(3); 
5: IF RANDOM< .7 THEN DELAY(15) 

ELSE DELA Y(5) 
PREC 

1<4;2<3;2<5;3<4 
JOIN 

Figure 2 - A Fork-gen Statement 

The statement labels are used in the "PREC1 section to 
specify the precedence constraints for executing the 
statements. The symbol n <" is used to represent an execution 
precedence constraint and may be interpreted as "is an 
immediate predecessor of. n For example, in the above fork-gen, 
statement 1 and 2 may be executed concurrently, but 
statement 4 may begin only after 1 is completed and statement 
2 must precede both 3 and 5. The PREC list for this fork-gen 
statement defines the execution precedence graph shown in 
figure 3. 

3. EXECUTION TIME OF PROGRAMS 

A system has been developed to compute the probability 
distribution for the overall program execution time of any PEL 
program, including the average execution time and the speedup 
resulting from concurrency. In PEL, all of the execution time 
delays in the program are assumed to be represented by the 
delay statements. The control operations such as IF 



branching, LOOP, FORK, and JOIN are assumed to involve 
no time delays. However, if it is desired for the PEL program 
to model time delays in these statements, then delay 
statements may be added to account for actual execution times 
or these control operations. 

The program execution time is represented by a probability 
mass function f(t), which gives the probability that· the 
program executes in exactly t time units. For simplicity only 
integral values of t are permitted. (Fractional values of t can 
be accomodated by using a smaller time unit.) The function f 
satisfies the usual rule for probability distributions that the 
sum of all probabilities gives 1: 

., 
L f(t) = 1 
l=O 

For the purposes of computing the overall program execution 
time, the probability mass functions will be represented by 
their geometric transform: 

., 
f'(z) = L f(t)z1 

t=O 

In the literature on probability theory, this is sometimes called 
the z-transform, discrete transform, or generating function. 
Transform techniques are useful in the analysis of all 
stochastic processes, especially Markov processes. The value of 
the transform is that it turns a stochastic process into a linear 
system, which can then be analyzed using a powerful set of 
linear system techniques such as flow graph analysis [3]. When 
parallelism is. allowed, however, then the system is no longer 
strictly linear, and so the standard linear flow graph 
techniques are not directly applicable. To analyze PEL 
programs, we have developed new flow graph techniques which 
can be used to analyze probabilistic systems with parallelism. 

For any PEL statement S, T(S) is used to denote the 
transform of the probability mass function for the execution 
time of S. The transform for any PEL statement may be 
computed recursively from its component statements according 
to the following rules: 

1. If S is a delay statement of the form DELAY( t), then 
T(S) = z1• 

2. If S is a sequence statement of the form 
BEGIN 81;82; ... ;8,. END, then 
T(S) = T(S1)T(S2) ... T(S,.). 

3. If S is an if-then-else of the form 
IF RANDOM <p THEN ST ELSE SF, 
then T(S) = p T(ST) + (1-p) T(SF)· 

4. If Sis a loop statement of the form LOOP n DO S1, 

then T(S) = [T(S1)]". 

These rules for the sequential portions of the program are 
derived from the standard properties of geometric transforms. 
Similar formulas are given in Appendix E of ref. (4] for the 
Laplace transforms of structured program control statements. 
However, in order to compute the transform for the concurrent 
fork-join statements, an entirely new operation on transforms 
is needed called a •join product.• 

Definition: The join product (denoted •) is a binary infix 
operator with the following properties: 
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A. Let F' denote the set of all geometric transforms. 
•:F'xF'-F' 

B. • is commutative and associative 

C. • distributes over addition 

D. Let a,b,:i:,y be any real numbers. Then 
az" • bz' = abz......,(.,,r) 

Properties A-C of the join product are identical to 
multiplication. The only difference is in property D where the 
maximum of exponents is used instead of the sum. This simple 
join product operation is used to help compute the execution 
time transform for fork-join statements according to the 
following rules: 

5. If S is a fork-list statement of the form 
FORK S 1;82; ... ;S,. JOIN, then 
T(8) =. T(81)•T(S2)• • • • ·T(S,.) 

6. If S is a fork-n statement of the form 
FORK(n): S1; JOIN, then 
T(S) = T(S1)•T(S1)• · · • 0 T(S1) 

n repetitions 
For a more complete presentation of all of these rules including 
proofs of their validity, the reader is referred to Lester (18]. 
Applying rules 1-4 to the program of figure 1 gives the 
following transforms for the execution time of each of the three 
statements inside the fork-join: 

.5z20+ .5zas 
(za)1o=zao 

.4z5+ .6z10 

Performing a join product on these three transforms according 
to rule 5 gives the transform for the whole FORK-JOIN as 
follows: 

( .5z20 + .5z35) • zao • ( .4zs + .6z10) 
= ( .5z20 0 zao + •5zas 0 zao) 0 ( • 4zs + .Sz10) 
= (.5zao + .5z36)•(.4z6 + .6z10) 
= .5z30 • .4z6 + .5z30 0 .6z10 + .5z36 • .4z5 + .5z36 • .6z10 
= .2zao + .3zao + .2z35 + .3za& = .5zao + .5z36 

For the outer IF of the program, the true branch has transform 
z5 z2 z7 = z14 according to rules 1 and 2. Combining this with 
the FORK transform from the false branch using rule 3 gives 
the following: 

.3z14 + .7(.5z30 + .5z35) = .3z14 + .35z30 + .35z35 

This is the transform for the execution time of the whole 
program. The expected (average) execution time of the 
program can be computed directly from the transform to be 
26.95 time unite. 

The transform computation rule for fork-gen statements is 
more complex and is only summarized here. The reader is 
referred to Lester (18] for a more complete detailed 
presentation. The transform for a fork-gen is computed 
recursively from the transform for each of the component 
statements S; having the following form: 

., 
T(S;) = L f;(t)z1 

l=O 



In a transform, the coefficient of each power of z is a real 
number representing a probability. For the purposes of 
computing the overall transform of a fork-gen statement, these 
coefficients are represented symbolically as a character string 
called an f-symbol of the form /;(t), where i and tare positive 
integers. This symbolic form of the execution time transform 
is called the transmission. For example, the transmission for 
statement 2 in the fork-gen of figure 2 is f 2(10)z10+ f 2(23)z23. 
There is a special multiplication rule for these /-symbols as 
follows: 

Let /;(ta) and /;(t6) be any /-symbols, then 

Using the execution precedence graph for the fork-gen 
statement, the flow is computed for each arc in the graph 
according to the following rules: 

1. The How on the input arc to the fork-gen is 1. 

2. The How on each output arc of a statement is the join 
product of all its input Hows multiplied by the statement 
transmission. 

The execution time transform for the whole fork-gen is found 
by computing the How on the output arc of the execution 
precedence graph and then substituting the corresponding 
numerical values for the /-symbols. For example, the above 
How computation rules can be used on the fork-gen of figure 3 
to compute the following How for the output arc: 

f 2(10) fs(5)z23+ f 2(10) f 5(15)z25+ 
f 2(23) fs(5)z31+ f 2(23) f 5(15)z38 

Substituting the specific values of the f-symbols gives the 
transform for the whole fork-join: 

.12z23+ .28z25+ .18z31+ .42z38 

The expected execution time for the whole fork-gen can easily 
be computed from this transform as 31.3 time units. 

4. PARALLEL SPEEDUP FACTOR 

For large programs, the computation of the complete 
transform may be very time consuming since the number of 
terms in the transforms may grow quite large, especially if 
there are lots of complex loops with high repetitions. For such 
programs it is necessary to have an efficient approximation 
technique for estimating bounds on the expected execution 
time. Since the branching probabilities, delay times, and loop 
repetition counts are usually only approximations themselves, 
a good approximation technique for analyzing the whole 
program may be sufficient in many cases. The parallel speedup 
factor may be computed exactly using transforms or 
approximated efficiently with one of these approximation 
techniques. 

The recursive definition of PEL statements allows a simple 
recursive computation rule for the lower and upper bounds on 
the expected execution time: the bounds for each statement are 
computed from the bounds of its component statements. The 
lower bound will be calculated by using expectations or 
averages, and the upper bound by using maximums. For most 
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programs, the lower bound will be much tighter than the upper 
- in fact, for purely sequential programs with no parallelism, 
the lower bound will be exactly the expected execution time. 
However, we shall see later that for certain programs with a 
high degree of concurrency, the actual expected execution time 
may be nearer to the upper bound. Similar approximation 
techniques were introduced for performance evaluation of 
asynchronous systems in Lester [19). 

Definition: Let S denote any PEL statement. The average 
approximation (denoted A VE(S)) is a nonnegative number 
defined recursively as follows: 

(a) If Sis a delay statement of the form DELAY(t), then 
AVE(S) = t. 

(b) If Sis a sequence statement of the form 
BEGIN S1;S2; ... ;S,. END, then 
AVE(S) = AVE(S1)+AVE(S2)+ · · · +AVE(S,.). 

(c) If Sis a loop statement of the form LOOP n DO S1, 

then A VE(S) = n AVE(S1). 

(d) If Sis an if statement of the form 
IF RANDOM <P THEN ST ELSE SF, then 
AVE(S) = p AVE(ST) + (1-p)AVE(SF)· 

(e) If S is a fork-join statement with component statements 
S1,S2, ... ,S,. , then A VE(S) is length of the longest path 
through S (critical path), where path length is the sum of 
A VE(S;) for all statements S; encountered on the path. 

1 

Figure 3 - Execution Precedence Graph 



For any PEL statement S, the maximum approximation 
(denoted MAX(S)) is defined according to the same rules as 
AVE, except for rule (d) where the maximum of the true and 
false branches is used instead of the average. It is possible to 
show that for any PEL statement S, AVE(S) and MAX(S) 
represent lower and upper bounds on the expected execution 
time E(S): 

A VE(S) :s E(S) :s MAX(S) 

In fact, MAX(S) is also an upper bound on the execution time 
itself, not just the expectation. The definition of A VE and 
MAX provides a linear time recursive algorithm for computing 
an upper and lower bound on the expected execution time of 
any PEL program. Recall for the program of figures 1, the 
exact expected execution time was calculated earlier as 26.95 
time units. For this program, A VE is 25.2 and MAX is 35. 
The reason that A VE is so close to the actual expected time is 
that the program has a relatively low level of parallelism. For 
the fork-gen statement of figure 2, the exact flow methods and 
/-symbol technique were used to calculate the expected 
execution time as 31.3 time units. Using the approximation 
techniques, A VE is computed as 29.8, which compares 
favorably to the exact expected time, and MAX is 38. 

For any PEL statement S, the sequential execution time 
(denoted SEQ(S)) is defined according to the same rules as 
A VE, except for rule (e) where the sum of the times for all the 
component statements of each fork-join is used instead of the 
critical path. It is easily shown that SEQ corresponds exactly 
to the expected execution time assuming that fork-join 
statements are executed sequentially rather than concurrently. 
So far in our computation of the execution time, we have 
assumed an unlimited number of processors so that all the 
concurrency represented in the fork-join statements may be 
exploited. SEQ is the expected execution time assuming the 
program is executed on a one processor system with no 
concurrency. Just as for the A VE and MAX approximations, 
SEQ can also be calculated in time which is linear in the 
number of statements in the program. 

For any PEL program, the parallel speedup factor is 
defined as the expected sequential execution time divided by 
the expected execution time. That is, the parallel speedup 
factor is the expected execution time assuming one processor 
divided by the expected time assuming an unlimited number of 
processors. The expected parallel execution time can be 
calculated exactly by using the transform method, or it can be 
approximated using the A VE or MAX approximations. The 
parallel speedup factor can then easily be calculated by 
dividing into SEQ. For the example program of figure 1, SEQ 
is 50.05 and the parallel speedup factor is therefore ( 1.86). For 
the fork-gen of figure 3, the sequential execution time (SEQ) is 
57 .8 and the parallel speedup factor is (1.85). 

6. NORMAL APPROXIMATION TECHNIQUE 

The methods of section 4 provide a linear time algorithm to 
compute upper and lower bounds on the expected execution 
time of any PEL program. For programs with a relatively low 
level of parallelism, the lower bound (A VE) is a good 
approximation to the actual expected execution time; and for 
purely sequential programs, A VE is the exact value of the 
expected time. However, programs with moderate or high 
parallelism may have expected execution times that differ 
significantly from A VE, and in some cases even approaches the 
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MAX approximation. This section introduces an additional 
approximation technique called the •normal approximation,• 
which uses the degree of parallelism to compute a more exact 
approximation to the expected execution time somewhere 
between the upper and lower bounds provided by MAX and 
AVE. 

The normal approximation improves significantly on the 
A VE approximation by considering both the expectation and 
the variance of the execution time for each statement. There 
is a simple recursive computation rule for the normal 
approximation that is similar to the A VE approximation, 
except that two numbers are computed for each statement: the 
NORM (an approximation to the expectation) and the VAR 
(an approximation to the variance). It is interesting that for 
purely sequential programs, the variance does not effect the 
expected execution time, but for highly parallel programs, 
changes in the variance may significantly effect the overall 
expectation. Thus, by considering the variance, the normal 
approximation is much more accurate than the A VE or MAX 
approximations, and yet is still efficiently computable. 

For delay, sequence, loop, and if statements in PEL, 
standard probabilistic techniques provide simple formulas for 
computing the expectation (NORM) and the variance (VAR) 
from the component statements. For the fork-join statements, 
a new technique has been developed which assumes a normally 
distributed execution time for each component statement and 
then uses the exact transform techniques outlined in section 3 
to compute the overall expectation and variance. To reduce the 
complexity of the transform computation, a discrete 
approximation to a normal distribution is used for each 
component statement. This discrete approximation has only 
seven nonzero terms computed directly from the expectation 
and variance of the component statement, thus insuring that 
the transform techniques are fast and efficient. 

· Definition: Let S be any PEL statement. 
approximation is a pair of numbers NORM(S) 
defined recursively by the following rules: 

The normal 
and VAR(S) 

(a) If Sis a delay statement of the form DELAY( t), then 
NORM(S) = t and VAR(S) = 0. 

(b) If S is a sequence statement of the form 
BEGIN.S1;Sfr .. ;Sn END, then 
NORM(S)=NORM(S1)+NORM(S2)+ · · · +NORM(Sn) 
and VAR(S) = VAR(S 1)+ VAR(S 2)+ · · · + VAR(Sn)· 

(c) If Sis a loop statement of the form LOOP n DO S17 

then NORM(S) = n NORM(S1) and 
VAR(S) = n VAR(S1). 

(d) If Sis an if statement of the form 
IF RANDOM <P THEN ST ELSE SF, then 
NORM(S) = p NORM(ST) + (1-p) NORM(SF) and 
VAR(S) = p(NORM(ST)2+ VAR(ST))+ 
(1-p )(NORM(SF)2+ VAR( SF))- NORM(S)2 

(e) If Sis a fork-join statement, then for each component 
statement S;, let N denote NORM(S;) and D denote 
( VAR(S;))llt. Create the following discrete normal 
approximation to the transform of Si: 
T(Si)=.00621zN-3D + .0606zN-2D + .2417 zN-D + 

.3829zN +.2417zN+D +.0606zN+ 2D +.00621zN+3D 
(where the exponents of z in T(S;) are rounded to the 
nearest whole number). The usual transform techniques 



of section 3 are applied to these approximate transforms 
to compute an approximate transform T(S) for the 
whole fork-join. NORM(S) is defined as the expectation 
for T(S), and VAR(S) is defined as the variance for 
T(S). 

The accuracy of this normal approximation technique 
depends on how closely the actual execution time distributions 
of the individual statements follow a normal distribution. 
There is an important result in standard probability theory 
called the central limit theorem, which states that the 
probability distribution for a sum of n independent random 
variables approaches a normal distribution as n grows large. 
Thus, if the individual statements in the fork-join contain a 
loop or have many component statements, then chances are 
good that their execution time will indeed begin to approach a 
normal distribution. We have found that loop statements with 
anything in excess of a few repetitions, can be approximated 
by normal distributions with an accuracy of 1-2% . Our 
empirical studies of a wide range of parallel programs have 
shown that the normal approximation is accurate within 1-5%, 
representing a significant improvement over the A VE and 
MAX approximations, and yet still efficiently computable even 
for large programs. 

8. IMPLEMENTATION 

For research purposes, a prototype system has been 
developed for analyzing PEL programs using the exact 
transform techniques and the various approximation 
techniques presented in this paper. The system is written in 
LISP and is currently running on a VAX 11/780 under the 
VMS operating system. The PEL program is entered into the 
system as a simple text file in a format similar to that shown 
in the figures of this paper. To illustrate the practical use of 
this system in designing and analyzing real parallel programs, 
we give two simple examples here: highly parallel vector 
division and parallel file processing with double buffering. For 
both these examples, the process of formulating the algorithm 
and creating the PEL program are illustrated, then the actual 
results from the prototype PEL analysis system are given. 

The first example is a simple vector division function with 
a special rule for handling division by zero: if the divisor and 
dividend are both zero, then the quotient is one, but if the 
dividend is nonzero, then the quotient is positive or negative 
infinity (represented by the maximum size number for the 
computer). Using the standard "forall" primitive to represent 
the parallel form of a loop, the function to compute a vector C 
by dividing the sixteen component vector A by vector B is as 
follows: 

FORAJ,L i := 1 TO 16 PARDO 
IF B(i) < >0 THEN C(i] := A(i]/B(i) 

ELSE IF A(i) := 0 THEN C(i] := 1 
ELSE C(i] := MAXNUM * SIGN(A(i]) 

In the above statement, there are sixteen concurrent 
activations of the body of the •forall", one for each value of 
the index i. "MAXNUM" is a predefined constant, and "SIGN" 
is a predefined system function. To translate this statement 
into PEL, some estimates are needed for the relative execution 
time of the primitive operations in the language. Let us assume 
that assignment requires 5 time units, array subscripting and 
the forall setup each require 10 time units, the SIGN function 
requires 40 time units, and division, multiplication, and 
boolean comparison each require 10 time units each. Also, 
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assume that 80% of the vector entries are nonzero in a typical 
input data set. The "forall" primitive can be represented in 
PEL by a fork-n statement, and the above statement is 
translated into the following PEL program: 

PROGRAM; 
BEGIN 

DELAY(lO); 
FORK(16): 

DELAY(25); 
IF RANDOM > .8 THEN DELA Y(50) 

ELSE BEGIN 

END. 

DELAY(25); 
IF RANDOM> .2 THEN DELAY(15) 

ELSE DELAY(80) 

For this program, the PEL analysis system computed the 
following results: 

Expected Execution Time: 136.6 
Sequential Execution Time: 1494.4 
Parallel Speedup Factor: 10.93 

In a second example, we consider a file processing program 
which reads a sequence of student records from a disk file, 
computes the grade point average of each student, and stores 
the results as a new sequential disk file. The program uses 
double buffering of records for both files so that all three 
activities of reading, computing, and writing can occurr 
concurrently. The overall How of activity is shown in figure 4. 
It seems from this diagram that the parallel speedup factor will 
be a maximum of three since there are three concurrent 
activities. However, a more detailed analysis reveals that the 
parallel speedup factor is highly dependent on file storage 
techniques, disk access times, and execution times for language 
primitives. 

Let us assume that the Student File is sequential and 
contains three student records per disk block, so that a disk 
access to read in a new block is required with probability (.25) 
for each student record on the average. Also, assume that the 
G.P.A. file is sequential with a much smaller record size for 
which 19 records can be stored in each disk block. Thus, the 
probability that writing a single G.P.A. record will require a 
disk access is (.05) on the average. When the program issues 
an operating system call to read the next record for a 
sequential disk file, let us assume that the execution time is 
2000 time units if a disk access is required, but only 500 time 
units if the needed block is already in memory and no new disk 
access is required. Thus the PEL statement for reading each 
student record is as follows: 

IF RANDOM < .25 THEN DELA Y(2000) ELSE DELA Y(500) 

The PEL statement for writing each G.P.A. record is as 
follows: 

IF RANDOM< .05 THEN DELAY(2000) ELSE DELAY(500) 

The execution time for computing the G.P .A. of each student 
will depend on some timing assumptions for the primitives of 
the source programming language ·and the size of the student 
record. Assuming that each student record contains an 
average of 40 course grades, and the primitive arithmetic and 
other operations of the language vary from 8 to 12 time units, 
a simple looping program for the "Compute G.P.A." activity 
shown in figure 4 translates into the following PEL statement: 



BEGIN 
DELAY(8); 
LOOP 40 DO BEGIN DELAY(12); DELAY(28) END; 
DELAY(8); 
DELAY(8) 

END; 

To execute the Read, Compute, and Write activities 
concurrently, a fork-list statement is needed in PEL, and this 
statement will be executed once for each student record. 
Assuming there are 1000 student records in the file, there will 
be an outer loop with 1000 repetitions. Finally, some timing 
assumptions are needed regarding file and buffer initialization 
times: opening a sequential file for input requires 2500 time 
units, opening a new sequential file for output requires 600 
time units, and initializing buffers requires 40 time units. 
From all of the above assumptions, the following PEL program 
results: 

PROGRAM; 
BEGIN 

DELAY(2500); DELAY(600); DELAY(40); DELAY(40); 
LOOP 1000 DO 

BEGIN 
DELAY(12); 
DELAY(12); 
FORK DELA Y(8); DELA Y(8) JOIN; 
DELAY(12); 

FORK 
IF RANDOM < .25 THEN DELA Y(2000) 

ELSE DELA Y(500); 

BEGIN 
DELAY(8); 
LOOP40DO 

BEGIN 
DELAY(12); 
DELAY(28); 

END; 
DELAY(8); 
DELAY(8) 

END; 

IF RANDOM < .05 THEN DELA Y(2000) 
ELSE DELA Y(500); 

JOIN 
END; 

END. 

Using the prototype PEL analysis system for this program 
results in the following output: 

Expected Execution Time: 17. 79 x 106 

Sequential Execution Time: 31.18 X 106 

Parallel Speedup Factor: 1.75 

Thus, it is seen that waiting time and lack of balance between 
the execution time of the three concurrent activities in figure 4 
has reduced the apparent concurrency factor of 3 to an actual 
parallel speedup factor of only (1.75). If the time unit used in 
making ·the initial estimates for the basic operations is 10 
microseconds, then the expected execution time for the 
program is 17 .8 seconds. 
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7. CONCLUSIONS 

The PEL language is a formal system for describing the 
overall control structure and timing delays in a parallel 
program, as an aid in computing the parallel speedup factor. 
Real parallel programs are sufficiently large and complex that 
such a formal description language is useful as a supplement to 
standard algorithm analysis techniques. The transform 
techniques and efficient approximation techniques presented in 
this paper for PEL programs can then be used to compute the 
expected execution time and parallel speedup factor for the 
program. The mathematical complexities introduced by 
program parallelism make formal analysis techniques necessary 
even for small programs. 

There is a large body of standard analysis techniques for 
sequential probabilistic systems using z-transforms and linear 
flow graph reduction. The major contribution of this paper is 
the extension of these techniques to parallel systems in the 
form of PEL programs. This paper also presents efficient 
approximation techniques for estimating the expected 
execution time and parallel speedup factor for large programs. 
Future work in this area will focus on the development of 
compilers to translate parallel programs directly into PEL for 
analysis. Also, future research is needed to extend the PEL 
primitives to allow message passing between parallel processes, 
a feature which is contained in many concurrent programming 
languages. 
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Introduction 

Execution of parallel programs on parallel computer ar­
chitectures requires scheduling, coordination, and resource 
management. These control activities themselves consume 
computer resources. Centralized resource serial control will 
become the performance bottleneck when large numbers of 
processes must be scheduled and managed. 

This paper studies parallel structuring of process control 
and resource management. The environment for the study is 
the Run-time System of the Computation Structures Lan­
guage (CSL) parallel programming system. The approach 
has been to design and evaluate a parallel version of the con­
trol and resource management functions of the CSL run-time 
system. The performance characteristics of the parallel ver­
sion are predicted and an algorithm for determining the op­
timal degree of parallelism for the run-time system is given. 

Parallel structuring of resource management is essential 
in order to alleviate the well-known serialization bottleneck 
that occurs whenever a large number of parallel processes 
must access a shared resource through a serial monitor 
[MAD74, CEZ83]. 

The serialization bottleneck of a centralized resource 
management system can be demonstrated by considering the 
fact that the resource manager is a shared resource of the 
tasks. The resource manager can impose a constant upper 
bound on the speedup obtainable in the system even if the 
tasks themselves run completely in parallel without inter­
dependencies and have a linear speedup potential. 

The Computation Structures Language (CSL) is a lan­
guage for specifying the structure of parallel computations 
and controlling the execution of these structures. (The next 
section gives an introduction to and examples of CSL 
programs.) The CSL Run-time System (RTS) thus forms a 
serialization bottleneck when the execution of a complex 
computation structure must be managed, and limits the 
maximum speedup obtainable in parallel programs in the 
CSL system. The design of a Parallel Run-time System 
(PARTS) consists of a method of parallelizing the resource 
management functions of the original Run-time System. It 
consists of a restructuring of the system tables such that 
they support multiple copies of the original RTS along with 
specifications for these access procedures. 

A simulation model for PARTS executing on a certain 
class of CSL programs was developed. The data used to 
parameterize the modes is taken from a working RTS on a 
real system where appropriate. The performance of the 

·model under varying conditions is shown. 

1The first author is now employed by Advanced Micro Devices, 
5900 East Ben White Blvd., Austin, Texas 78741. 
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An analytical equation that closely approximates the per­
formance of the simulation is presented. The equation is 
used to predict the performance characteristics of PARTS 
under variations of degree of parallelism and to develop a 
schedule for creating multiple copies of the RTS to execute 
in parallel that maximizes the speedup under the condition 
that all tasks have equal execution times. The restriction to 
tasks with equal execution times is not as limiting as it 
might seem at first glance. We have found that execution of 
CSL programs is often dominated by execution of replicated 
arrays of processes which will have closely similar execution 
times. 

The results reported here should have at least conceptual 
application to any system for control and source manage­
ment of complex dynamic parallel computation structures. 

Parallelizing the Centralized RTS 

The Computation Structures Language (CSL) is a lan­
guage for expressing the synchronization and communication 
requirements of a set of tasks [Browne 82]. CSL specifies the 
traversal of a computation graph. The CSL program does 
not, however, perform any of the computations associated 
with the parallel program. A simple CSL program for the 
producer/consumer problem is shown below. 

JOB Sample-CSL; 

CONSTRUCT 
TASKS 

T[1] 
T3 

CHANNELS 
Ch[1] 

F1le1; RANGE 1=1 to 2; 
F1le2; 

DATACHANNEL from T[1] to T3; 
RANGE 1=1 to 2; 

END; (* Construct *) 

BEGIN (* Executable Code *) 

COBEGIN 
II EXECUTE T[1]; 

SEND X to Ch(1]; 
RECEIVE Y from Ch[1]; 

II EXECUTE T[2]; 
SEND Y to Ch[2]; 
RECEIVE Y from Ch[2]; 

COEND; 
EXECUTE T3; 

END. (* CSL Program *) 



In this program it is specified that T[l] and T[2] may ex­
ecute in parallel. The three statements following each "//" 
comprise a parallel stream. Each statement within a stream, 
is executed serially. After T3 receives both X and Y, the 
Cobegin completes and T3 may execute. 

The CSL RTS is the resource manager for a running 
parallel program. It can be thought of as defining a local 
operating system for the parallel program. When a Cobegin 
is encountered, the RTS sends messages to tasks telling them 
to begin (Initializing), waits for completion, and determines 
status information through a message sent back from the 
completed task (Finishing). The RTS also coordinates the 
passing of data between tasks. The result of any action by 
the RTS is a modification of the global state of the parallel 
computation. The global state of the computation is 
recorded in a set of system tables maintained by the run­
time system. 

By definition of CSL, tasks only communicate with each 
other before or after their execution. Thus the computation 
granularity of the tasks depends on the frequency of com­
munication among the tasks. In programs written in the 
CSL environment, this has varied from 2 MS to 1000 MS. 

The set of statements managed within the Cobegin at a 
given time are serviced in a Round-robin fashion with time 
being allocated on the basis of. what work needs to be done. 
Thus when a statement is ready to be Initialized or Finished,: 
it may have to wait for service. This causes a serialization 
bottleneck to develop within the system. 

The PARTS system partitions the Cobegin into groups of 
statements, each managed by a separate RTS. The par­
titioning process attempts to balance the workload between 
RTS's. When a Cobegin is encountered, the current RTS, 
"Initializes" the other RTS's telling each to commence ex­
ecution. This is an overhead factor in the PARTS system. 
As soon as the RTS's are Initialized, they begin managing 
their portion of the Cobegin statements. Since a global state 
is preserved, the system tables are made available for access 
by all RTS's in the system. Since RTS's modify the global 
state, the system tables must be accessed serially which may 
introduce wait time into RTS execution. 

In summary, the serialization bottleneck of Initializing 
and Finishing statements in the Cobegin has been parallel­
ized in PARTS, but has been compromised somewhat by the 
time to Initialize and Finish the new RTS's plus the ad­
ditional wait time due to shared memory contention for sys­
tem table access. However, the first-order serialization point 
has been removed. 

Simulation Model 

The simulation model developed for PARTS is an exten­
sion of a model of a single RTS managing a given number of 
streams. Since the Cobegin is the major feature of the lan­
guage, and the schema by which parallel computation may 
take place in CSL, the simulation models just this activity. 
(Often an entire parallel program structure can be described 
by a series of Cobegin statements.) 

The simulation was constructed using the Performance 
Analyst's Workbench System [IRA84), an event driven 
simulation language especially designed for modelling com­
puter and information systems. The operation of PAWS is 
described here through Information Processing Graphs 

154 

(IPG's). 
Figure 1 shows the IPG of a single RTS managing 3 com­

putation streams comprised of a single statement. This, for 
instance, would model the following: 

COBEGIN 
II EXECUTE T1; 
II EXECUTE T2; 
II EXECUTE T3; 

COEND; 

The result of a Cobegin being encountered is a trans­
action leaving Source and proceeding to Fork. There, 3 new 
transactions are generated with phases 1, 2, and 3. After 
waiting in series in the Queue IANDF for Initialization, the 
transactions cause the operation of the stream to commence. 
El through E3 model the execution times of each of the 
three streams. When a stream completes, a transaction 
passes through the Compute node for routing purposes, 
enters the IANDF Queue to be Finished, and then waits at 
Join for the rest of the streams to complete and be Finished. 
When all 3 transactions enter Join, the simulation completes. 
For large numbers of streams IANDF will be nonempty for 
the duration of the simulation. 

An implicit assumption made within the model is that 
the streams execute independently. This was done 
deliberately to expose the severe performance degradation 
experienced by parallel computations without sufficient 
parallel resource management, even when the underlying 
computation is experiencing optimal performance. Any com­
munication between streams would increase the workload of 
the RTS's, increasing the serialization bottleneck. 

Figure 2 shows the extension of the model to a PARTS 
configuration with 3 RTS's each managing their portion of a 
partitioning of the streams in a Cobegin. In this model, 
RTSl Initializes RTS2 and RTS3 before proceeding on to 
manage its streams. Since RTS2 and RTS3 are tasks them­
selves, they must pass through the IANDF node of RTSl to 
be Finished. When all three RTS's have completed, the 
Cobegin is complete. 

An allowance for the effect of shared memory contention 
between RTS's is made by introducing a delay node 
representing the time taken by each RTS to acquire control 
of the shared tables. In PARTS this is nearly constant for 
any given stream. 

The parameters of the model, then, are: 

1. X - the number of streams in the Cobegin 
2. Y - the number of RTS's defined to execute in 

parallel 
3. I - the task Initializing time 
4. F - the task Finishing time 
5. RTSi - the RTS Initializing time 
6. RTSf - the RTS Finishing time 
7. E - the execution time of a given stream (task) 
8. SM - the shared memory access time 

An Analytical Model 

An analytical model is shown that describes the behavior 
of the PARTS system when all streams have equal execution 
times. CSL allows for convenient methods of executing tasks 
in parallel that are replicas of each other. This feature has 



fbeen used extensively in CSL programs written to da.te. 
Speedup in PARTS is defined a.s: 

(I + E + F) I f(X, Y, SM) 

where • I + E + F II is the time for a. single RTS to ex­
ecute 1 strea.m of execution time E. The function •f• is the 
completion time of a. PARTS configuration (for a. given 
Cobegin) norma.lized to tha.t of a. single strea.m. 

where: 
A= 
B = 
c = 

D = 

f(X, Y, SM) = (A + B + C + D) / X 

(X/Y) (I + F) 
(Y-1) (RTS1 + RTSf) 
2 (X/Y) SM (Y-1) p 
p = MIN [((y-l)SM) / (SM + I) , 1 ] 
MAX [ 0 , E - ((X/Y) - l)F ] 

11 A" represents the savings achieved by para.llelizing the 
resource management functions of Initializing and Finishing 
ta.sks. •B 11 is derived from the fa.ct tha.t (Y-1) RTS's must 
be Initialized and Finished by the ma.ster RTS. •C11 models 
the added time due to the seria.liza.tion of shared memory ac­
cess. When p=l, the queue for shared memory a.ccess is 
saturated. D models the idle wait time an RTS spends wait­
ing for work before the first ta.sk completes, but after all 
streams have been initialized. If an RTS is kept completely 
busy, then D-0. 

Results 

Simulation runs were made for many values of the 
·parameters. Spa.ce precludes detailed presentation of results. 
Additional results may be obtained from the authors by re­
quest. 

Figure 3 sh9ws the speedups for tasks with a typical ex­
ecution length (25 MS) observed in the CSL environment. 
The va.lues for I, F, RTSi, and RTSf were determined to be 4 
+- 1.25 MS on a Dual Cyber 170/750 system. This time was 
comprised ma.inly of Cyber operating system overhead in the 
·message passing system. The value of SM was given the pes­
simistic value of 0.5 MS. 

If the right choice is made for the number of RTS's to be 
used in a given configuration, PARTS is an effective way to 
increase the speedup potential. This scheduling choice can 
be easily accomplished by differentiating the speedup equa­
tions with respect to Y. This gives the schedule of RTS's for 
maximum speedup as: 

Y = SQRT ( X (I - 2 SM p)/ 
(RTSi + RTSf)) 

With this choice of schedule, the speedup can be shown 
to be proportiona.l to SQRT(X). This holds even though the 
performance curve of any given RTS reaches an upperbound. 
If the execution time of ea.ch task is the same (as we have as­
sumed above), the maximum speedup is independent of the 
execution time. or course, the speedup using that schedule 
may vary widely 

An arena in which PARTS turns out not to be so promis­
ing is when increasing numbers of tasks compute over a con­
stant workload (decreasing granularity of units of 
computation). (In the previous examples, increasing X im­
plied increasing the problem size. Ea.ch task continued to 
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have the same execution time regardless of the number of 
tasks.) In this case, we define the sum of the execution times 
of a.II tasks to be constant. 

A nonintuitive result is shown in Figure 4. In this case 
the simulation of Figure 5 is modified by allowing the execu­
tion times of the tasks to vary in a hyperexponential dis­
tribution around a mean of 25 MS. An increase in the 
variance-to-mean ratio to 0.4 caused the results shown. For 
a certain range of X, the speedup is actually better for a 
larger variance! 

This is explained in the following way. The initial per­
formance decrease is due to the fa.ct that the increased 
variance causes some streams to finish much la.ter tha.n 
others. Time is lost while an RTS waits for it to complete. 
When more streams a.re introduced, however, the sheer num­
ber of streams ca.uses each RTS to have no idle wait time in 
finishing streams. The higher variance, then means that the 
RTS has a higher probability of 11 starting 11 the finishing 
work earlier and thus "completing" it earlier. This results 
in greater parallelism among RTS's and less contention for 
system tables. 

Conclusion 

This paper has presented a study of the effect of parallel 
structuring of control and resource management a.lgorithms 
upon the execution of parallel computations. A simple 
analytic model of genera.I parallel computation incorporating 
overhead effects was developed and applied to this example. 
Speed-up shows a square root dependency on the degree of 
parallelism in the control and resource management al­
gorithms. 

Variance in processing time for the tasks being controlled 
was observed to be beneficial over certain ranges of execu­
tion to the parallelism obtainable by the control system. 
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Abstract. A method for estimating the speedup for 
asynchronous bottom-up parallel parsing has been pre­
sented. Two models for bottom-up parallel parsing are 
proposed, and the speedup for each of the two models 
is estimated using the technique developed here. The 
speedup obtained for one model is very close to the sim­
ulation result already available in literature. The second 
model shows a greater speedup than the first. 

Index Terms: compilers, parallelism, parsing 

I. INTRODUCTION 
The term parallel computer means different things 

to different people. In this paper it is an MIMD machine 
- a general-purpose, tightly-coupled, collection of a fixed 
number of identical processors, working asynchronously 
under one operating system to solve a single computa­
tional problem. Such parallel machines have been in exis­
tence for some time. Two primary types of such machines 
seem to be emerging (i) the fixed-connection model, such 
as Intel's iPSC family and (ii) the shared-memory mod­
els, such as the HEP computer. When a large number of 
processors are to be connected together, the former has 
an advantage from the hardware point of view, but the 
latter is more convenient to construct an algorithm on. 

It is too early to tell which of the two organizations 
is going to be the dominant commercial machine. For a 
good introduction to various architectural issues see [11, 
13]. For this paper either of two models can be assumed. 

Although a good deal of work has been reported 
on parallel algorithms in various application areas, the 
amount of work done on compilation in parallel has been 
relatively meager. From the results of the earlier work it 
is clear that parallelism in compilation is promising. But 
the questions of speedup, efficiency, and so forth are yet 
to be answered satisfactorily. In this paper we consider 
one such aspect of parallel compilation. 

The compilation can be divided, broadly, into three 
tasks - lexical analysis, parsing, and code generation [1,2). 
Lexical analysis and code generation appear more paral­
lelizable than parsing [7,8,12]. Therefore, we deal only 
with parsing in this paper. 

Cohen and Kolodner [5] proposed an asynchronous 
bottom-up parallel parsing model and estimated, by sim­
ulation, the speedup obtainable for Pascal-like languages. 
If the processors are connected as a linear array (as they 

* Thia work was supported by the U.S. Army Research Office 
under grant DAAG29-82-K-0107. 
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have implied), their model may not always parse a string 
successfully, because a processor goes into inactive mode 
when its stack becomes empty, and a processor can di­
rectly communicate only to its adjacent processors. For 
example, let Pi. P2, and P3 be three processors, arranged 
in that order, parsing a string. If the stack of P2 be­
comes empty before those of P1 and P3 then the parsing 
cannot be completed, because P1 and P3 can no longer 
communicate. 

We modify the model proposed in [5], to run on a 
linearly connected array of processors, as well as propose a 
new model that yields higher speedup. Both these models 
can be realized on a shared-memory machine as well as 
on a fixed-connection machine. 

In Section II related previous work is surveyed briefly. 
In Section III two parallel parsing models are proposed. A 
technique to estimate speedup in asynchronous bottom­
up parallel parsing is presented in Section IV, while in 
Section V we estimate the speedup that can be obtained 
with the two models proposed in Section III. It is shown 
that the new model gives a greater speedup than the 
model presented in [5]. Our result also shows that the 
conjecture made about the average speedup for bottom­
up parallel parsing in [4) is true for one of the models 
proposed here. 

II. PREVIOUS WORK 

For parallel computer architecture, and programming 
the readers are referred to Hwang and Brigs [11], and 
Kuck [13]. Ellis [9J presented two algorithms for compila­
tion which can be implemented on a parallel machine with 
ILLIAC IV-type cellular architecture. Various techniques 
for lexical analysis and parsing, using the CDC-STAR-
100 vector instruction set, were introduced by Donegan 
and Katzke [SJ. Krohn [13] also exploited the vector pro­
cessing capability of CDC-STAR-100 to generate object 
code in parallel for Fortran-like languages. The program 
slicing mechanism discussed in [16] can also be used for 
parallel compilation. 

Baer and Ellis [3] have shown that by modelling an 
existing sequential compiler we get an understanding of 
modifications necessary to transform the sequential struc­
ture into a pipeline of processes. They have evaluated a 
pipelined compiler through measurement and simulation. 
But the pipeline of processes has a limitation that only 
a fixed and small number of processors can be used, and 
that the speedup obtainable is not large. 

Dekel and Sahni [7] considered the translation of in­
fix arithmetic expressions into their postfix or syntax tree 



form using synchronous parallel processors, sharing com­
mon global memory. The speedup obtainable is high. 
Mickunas and Schell [15] extended the LR parsing tech­
nique [1,2] for a multiprocessor environment so that many 
processors can be used to parse a given string starting at 
different tokens in the string. Fischer [10] has proposed al­
gorithms for bottom-up synchronous parallel parsing and 
has shown through simulation that appreciable speedups 
can be achieved with these algorithms. Ligett et al. [14] 
extended the LR technique to allow arbitrarily many pro­
cessors to build parse tree simultanteously and measured 
the performance of the algorithm experimentally. 

Cohen and Hickey [4] made the first attempt to com­
pute upper and lower bounds for the speed- up that can be 
obtained by asynchronous, bottom-up, non-backtracking 
parsing of strings generated by a context-free grammar. 
They analytically found upper and lower bounds for 
speedup in parallel parsing. To develop these bounds they 
ignored the processor coordination and communication 
time. A practical asynchronous parallel parsing model 
to parse Pascal-like languages was proposed in [5]. The 
simulation result presented in [5] was compared with the 
bounds in [4]. The comparison showed a wide gap be­
tween the two. 

III. MODELS 
In this section two models for asynchronous bottom­

up parallel parsing are presented. These models are used 
in later sections to estimate speedup. 

As pointed out in Section I the asynchronous paral­
lel parsing model proposed in [5] may not, under certain 
situations, complete parsing successfully. We modify this 
model to run on a linearly connected processor array and 
call it Model A, to distinguish it from a second model, 
called Model B, presented later in this section. 

Model A: Let there be q processors Pi, P2, ••• , Pq 
arranged in a linear array, such that processor P; is di­
rectly connected with processor P;+l and P;_1 {see Fig. 
l(a)). A processor P; is called a predecessor of the pro-

GJ-GJ-. . -GJ 
Fig. l(a) A Linear.Array of Processors 
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cessor Pk if i < k and processor Pk is referred to as a suc­
cessor of P;. Thus, processor P; has (i - 1) predecessors 
and (q - i) successors. Processor P1 has no predecessor 
and processor Pq has no successor. Every processor P; 
has a stack, which is referred as ST K;. 

The given input string of length L is divided into 
approximately q equal parts. The ith processor P; start­
ing at token L(i - l)L/qJ scans to the right for the next 
synchronizing token (e.g., semi-colon, end, etc.) and ini­
tiates parsing from the next token. A processor can be 
in one of the four states - active, wait, merge-only, and 
inactive. 

A processor remains in the active state if it is able 
to perform either of the two parse steps - namely, shift 
or reduce; or it is performing the stack-merge opera­
tion. Stack-merge is the process in which a processor 
P; transfers the contents of its stack, from bottom, to 
the stack of another processor P; until P; encounters 
a stack-separator or its stack becomes empty. (Stack­
separator is a special symbol used as a marker to sep­
arate the content of the stack of a processor.) When a 
processor cannot reduce due to insufficient information 
in its stack, but has received the next synchronizing to­
ken, it places a stack separator on the top of the stack 
and continues parsing. By placing a stack separator a 
new stack is simulated. 

When the end processor Pq has completed parsing 
its part and is left with a nonempty stack, it enters into 
merge-only state. When any other processor P;, 1 ::; 
i < q, has completed parsing its part and is left with 
nonempty stack, it requests a merge to its successor P;+1 
and enters into wait state. In the wait state processor P; 
may be acknowledged by the processor P;+1 or may get 
merge request from processor P;_1 . In the former case 
the state of P; is changed to active and P, receives tokens 
from Pi+l • while in the latter case processor P, cancels its 
merge request to the processor P;+1• If a processor P, is 
not in wait state and receives a merge request from P;-i. 
then P; sends acknowledgement to Pi-1· After sending 
acknowledgement processor P; starts stack-merge with 
P;_1• Processor P1 , 1 < 1 < q, with nonempty stack goes 
to merge-only state when its successor processor P;+1 is 
inactive. In merge-only state a processor P; waits for a 
merge request from its predecessor Pi-1· Processor P; be­
comes inactive if its stack is empty and P;+l is inactive. 
A processor P, in wait state with empty stack does not 
acknowledge merge request immediately but waits for the 
contents of the stack of Pi+l and transfers them to Pi-1· 

Model B: In this model every processor can com­
municate directly with every other processor. As ex­
pected, the extra cost of interconnection provides an en­
hancement in parsing speed by reducing the interpro­
cessor coordination and communication· time. In such 
a completely connected system, although there is no pre­
decessors and successors of a processor in strict sense, 
to identify each processor and its substring we number 
them as in Model A and use the same terms predecessor 
and successor. The processors of this model also have 
four states (as in Model A), but the state transition is 
different in a few cases, as discussed below. 



Fig. l(b) A Completely Connected Five 

Processor System. 

Processor Pi+l is called the immediate successor of 
P;. As soon as the stack of a processor becomes empty, 
it enters into inactive state irrespective of the state of its 
immediate successor. A processor Pi knows which proces­
sor Pk is its immediate active successor. Before a proces­
sor P; enters into inactive state it informs its immediate 
active predecessor P; the index of its immediate active 
successor Pk. For example, let the immediate active suc­
cessor of P3 be P5 and that of Ps be Pio· Consider the 
situation where P5 becomes inactive before P3 and Pio. 
In this situation, before P5 becomes inactive it informs 
P3 that Pio is henceforth the immediate active successor 
of P3. 

A method to estimate the speedup for asynchronous 
bottom-up parallel parsing is presented in the next sec­
tion. 

IV. ESTIMATING THE SPEEDUP 
In this section we develop a technique to estimate 

speedup for parallel parsing. We divide the parsing time 
into three parts as in [5]. 

Let T pq be the total time of parsing a string of to-
kens in parallel using q processors. In parallel parsing, 

time is spent for processor coordination and communica­
tion, besides the reduction time Trq and shift time Taq· 
Let Tcq be the time spent for processor coordination and 
communication. (The second suffix q is the number of 
processors used.) We assume that the parse tree has a 
level h such that for levels 1 to h the number of nodes 
at each level is smaller than the number of processors, 
and all processors are not being utilized. The nodes at 
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levels (h+ 1) and below are sufficient so that all q proces­
sors work simultaneously and independently with negli­
gible coordination and communication. From level h to 
level 1, processor coordination and communication time 
is significant. Therefore, we consider coordination and 
communication time, T pq for this part only. 

The total time to parse in parallel, T pq can be ex­
pressed as 

Tpq = T8q + Trq + Tcq 

Since the coordination and communication time is 
zero in case of a single processor, the parse time Tpi 
with a single processor is 

Therefore, the speedup obtained with q processors is 

SP(q) = Tri+ Tai 
Trq + T8q + Tcq 

(1) 

Now, let L be the length of the input, the estimated 
number of nodes in its parse tree be N and the number of 
internal nodes in levels 1 to h be N 0 • The number of shift 
operations is the length L of the string, which is also the 
number of leaves in the parse tree. The number of reduce 
operations is the number of internal nodes in the parse 
tree. If tr and t 8 be the av.erage reduce and shift time, 
respectively, (for one operation) then we can express the 
total parse time Tpi with a single processor as 

Tpi = (N - L) ·tr+ L · t 8 

In parallel parsing shift operations are executed in 
parallel. The reduction operations corresponding to the 
internal nodes below level h are executed almost indepen­
dently and in parallel (as the number of nodes at each 
level exceeds the number of processors). The internal 
nodes at levels 1 to h require h units of reduction time 
[4], apart from the processor coordination and communi­
cation time. Therefore, 

T ~ (N - L - N 0 ) ·tr + L · t. + h. tr + Tcq 
pq q q 

which gives the speedup with q processors as 

(N - L) ·tr+ L · t, 
Sp ( q' L) ~ ~( (~N~-~L~----=N'=-0 ,..-) -. t-, -'-+.....,£=-'---. t-. )'"'/r-q-'+:....,h,--·--=t-r -:-+-=r,""""cq-· 

(2) 
The number of nodes, N, depends on the length of 

the string and the language. The level h depends on the 
number of processors, and the language. The processor 
coordination and communication time, Tcq, depends on 
the number of processors as well as on the connection 
topology. First we determine N, N0 , and h. Then Tcq 
will be estimated for both models in the next section. 

Consider a deterministic, context-free language with 
m production rules and v nonterminals. Let the produc­
tion rules be numbered as 1, 2, ... , m. In derivation of a 
string of length L, let the ith production rule be used r; 



times. Then we can express the number of internal nodes 
in the parse tree as, 

m 

N-L= ~>i (3) 
i=l 

In [6] a method was developed for evaluating r1 in 
terms of occurrences of ( m - v) terminals Ti. T 2 , ••• , T"', 
where a = (m - v). Using this method, the number of 
uses of each production in terms of the occurrences of the 
terminals if, else, case, while, repeat, ;, +, *, > and () 
for a Pascal-like language (as in [5]) is shown in Table 1, 
where nT, is the number of times terminal T1 occurs. 

Rule No. Rule Number of uses in a •ue«11rul pane 

' 

• 

10 

p :=S 

S := S; I 

S :=I 

l:=id-E 

l:=ifBlhmSll 

l:=ifBlhmS 

oluSll 

I := !!hilo B !12 S oil 

"it+Rc1 .. +n.w. +nr.,- +n_.. + l 

n;+n.:1.+l 

"-1-"-'• 

I := U2ll1 S lllllil B .,, .... -
E:=E+T 

11 E:=T n;+n.r"+~+no+2n>+l 

12 T:=T•F "• 

lS T:=F n.,..+no+n;+tlc1 .. +Rcau+2n>+l 

14 F :=id n. +n+ +n; +n., .. + n_.. +2n.> + 1 

15 ! := (E) no 
16 B:=E(>/?::/</'S/=/¢JE n> 

TABLE 1 Syntax o£ Pucal-Like Language and 
Count Relations Bet.ween Terminals 

If the frequency of occurrence of the terminals is 
known, we can estimate N - L. Two methods are dis­
cussed in [6] to determine the average frequency of the 
terminals. Using these techniques we can approximate 
the number of internal nodes as a fraction of L as N -
L = k' · L, where k' depends on the language. Therefore, 
we can write 

N = k · L, where k = k' + 1 (4) 

The average number of sons of an internal node is 

d = N -1 _ k-1/L 
N-L- k-1 

The average number of sons for internal nodes at 
levels 1 to h is also assumed to be d. Assuming that at 
level h there are exactly q internal nodes, we can write 
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From which we get 

h = log,l(q) + 1 (5) 

Similarly, Ne, the number of nodes at levels 1 to h, 
can be expressed in terms of q and d as follows: 

d·q-1 
Ne= d-1 

Substitutions of (4), (5), and (6) in (2) gives, 

SP(L,q)"' 

((k' . L - (d • q - l)f(d - l))t, + L • t,)/q + (logd(q) + l)t, + Tc9 

(7) 

(6) 

In the next section we estimate the coordination and 
communication time Teq for Model A and Model B and 
derive expressions for speedup for a Pascal-like language. 

V. SPEEDUP FOR MODELS A AND B 

In [4] it was shown that the upper bound for speedup 
for parallel parsing increases monotonically with the num­
ber of processors and reaches a limiting value. Beyond 
this critical number of processors no further speedup is 
obtained. In obtaining this result Cohen and Hickey [4] 
neglected the processor coordination and communication 
time. Furthermore, they conjectured that the average 
speedup curve for strings of a given length would be of 
the same shape as their maximum speedup curve. 

In this section we show that the Cohen-Hickey con­
jecture holds for Model B; but for Model A we get an 
expression for speedup which is close to the simulation re­
sult obtained in [5], but quite different from the speedup 
conjectured in [4]. 

The processor coordination and communication time 
depends on the model for the parallel parsing. We deter­
mine the value of Tcq for each of the two models and then 
substitute them to get the expression for the speedup. 

Model A: In Model A the average coordination and 
communication time Tcq is determined by the average 
number of tokens left in ST Kq and the number of pro­
cessors, q. For a merge request to travel to Pq from Pi, it 
takes ( q - 1) units of time, and for the first token to reach 
P1 takes (q-1) units of time, where the unit of time is the 
period required by two adjacent processors to exchange 
a merge or datum. If k1 is the average number of tokens 
in processor Pq 's stack (when it enters into merge-only 
state) then next (k1 - 1) tokens can be passed to P1 in 
next (k1 - 1) units of time using pipeling. This gives 



Tcq = 2(q - 1) + (ki - 1) 

Model B: In this model every processor can com­
municate with every other processor directly. Hence, to 
collect all irreducible tokens from Pq, in h reduction steps, 
Pi may need ( h-1) request and ki data transfers. Hence,_ 

Tcq = (h - 1) + ki 
or, Tcq = logd(q) + ki 

Next we estimate ki. the average number of un­
parsed tokens on a stack. 

Estimating k1, the Average Number of Tokens: Let 
u; be the number of tokens left on ST K; when Pi com­
pletes parsing its part of the input. We define, 

u = Max(ui, i E {1,2, ... ,q}) 
O' 

Then, ki = :E ipr(i) (8) 
i=i 

Where pr( i) is the probability that at least one stack 
has i tokens and no stack has more than i tokens. 

Assuming that a processor has any number of tokens 
between one and u with equal probability of}, we derive 
an expression for pr( i). 

Probability that ST Ki has u tokens when Pi com­
pletes parsing the input to it is }. Probability that ST Ki 
has fewerer than u tokens but ST K 2 has u tokens is 
(1 - } ) · }. Similarly, the probability that (q - 1) stacks 
have fewer that u tokens and ST Kq has u tokens is given 
by, 

(1- .!_)q-i. ! 
u u 

The probability that at least one stack has u tokens, 

i.e., pr(u) = ! + (1- !) · ! + · · · + (1- !)q-i. ! 
u u u u u 

1 = 1- (1- ")q 

Similarly we get, 

1 1 
pr(u - 1) = (1- '1)9(1- (1 - '1)9), 

In general, 

and 

pr(u - i) = (1 - ~)i·9(l - (1- ~)9), 

for i E {1,2, ... ,u-1} 

pr(l) = 1- tpr(i) = (1- !)CO'-i)·9 
i=2 u 

Substitution of pr(i) in equation (8) gives 

ki = ~(u - i)(l - !)i·9(1- (1- !)9) + (1- !)CO'-i)·9 
~ u u u 
t=O 

= (1 - (1 - ! )9) I: (u - i)(l - ! )i·9 + (1 - ~)(O'-i)·9 
U i=O q 
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O' (O' + i)(i !)• 2(0' 2){i - t)(v-l)-q + (20' - 3){i - t)',.1 

1-(1-t)V 

In practical situations u ~ 2 and if the number of 
processors is large then we can approximate ki by 

When u = t. then we get ki ~ t - ~· 
In the rest of the paper this expression for ki is used. 

Nature of Speedup Function: The expression for av­
erage speedup for Model A is 

SPt(L,9)"' k'·L-t,+L·I, 
((k'·L-(d·9-l)/(.!- l))e,.+L·••)/9+ (lo,.(g)+ l)lr+2(g-1) + ~-ft-1 

(9) 

The general shape of the. speedup curve for a given 
length of the string with varying number of processors 
can be obtained as follows. 

The numerator in SPl(L,q) does not depend on the 
number of processors. Hente, we consider only the de­
nominator. Let the denominator be denoted by DSPl. 
Taking the first derivative of DSPl with respect to q and 
equating this to zero, (after removing those terms that 
asymptotically go to zero), the value of q is 

q = ((k' •tr+ ta+ l)L/2)i/2 = q0 

Substituting q0 in the second derivative of DSPl 
(with respect to q) an expression with positive value is 
obtained. Therefore, q0 is the number of processors which 
parse a string of length L in a minimum time. The 
speedup increases with the number of processor up to 
a maximum and then decreases. 

Similarly, the expression for speedup for Model B is 
given by 

SP2(L,q)"' 

((l' • L - (d • q - 1)/(4 - l))tr + L • 1,)/q + (log,i(q) + 1) •tr + log,i(q) + f - [>-

{10) 
It can be shown that SP2(L,q) increases to a maxi­

mum value monotonically, and then it remains constant. 
Unlike SPl(L,q), SP2(L,q) does not decrease as the 
number of processors increases beyond the critical num­
ber. 



Speedup for Pascal-like Languages; To find the • 
speedup for Pascal-like languages we calculate N, est1-
~ted number of nodes and d, estimated degree in the 
parse tree as follows. 

From Table 1 we get, 
16 

N-L= :Eri 
i=l 

=(Sn; + 2Ri/ + 5nelac + 2nwl&ile + 2nrepeat + 5nc11aei 

{11) 

Terminals Frequency of occurrence 
(every 100 terminals) 

id 60 - 6 
if 2 
else 0.9 
while 0.1 
repeat 0.05 
case 0.15 
() 6.6 

12 
+ 4.6 
* 4.6 
> 4.6 

TABLE 2 Average occurrence of some terminals 
in Pascal like languages 

Ref. (5) 

Using expression (11) and the frequency of occur­
rence of each terminal shown in Table 2 we get 

N= 2.4175L 

d = 1.70547 

Substituting these value of N and din (9) and (10) 
we get 

1.4.lTSL•&r+L•I• 

and, 
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SP2(£,f) - l(Ulfl£- (UCN'l't- l)/0.10f.'l)tr +£•1,)/t+ (Ltf1.70fl(t)+ l)Cr +i:.-7047(t~.+ t- ~ 

In Fig. 2 the speedup curves are given with tr = t. = 
1 and L = 1000. The dotted curve presents the speedup 
obtained by simulation in [5]. 
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Fig. 2. Number of Processors vs Speedup Curves 
for Pascal-like Languages with k1 = f - ~ 

VI. CONCLUSION 
We have presented a method for estimating the speed-

up for asynchronous, bottom-up, parallel parsing. To 

develop this result we have made a few simplifying as­
sumptions about the nature of the parse tree. Hence the 
expressions may not give exact speedup, but the close­
ness of the estimated speedup using the method devel­
oped here and the simulation result in [5] indicates that 
the assumptions are realistic, and that the significant pa.­
rameters have been taken into account. 

Next, it may be useful to investigate how the struc­
ture of a language determines the speedup in parallel com­
pilation. Parallelization of the existing sequential code-­
generation techniques may be useful for speedup and ma­
chine utilization. 

The Model A is restrictive in that a processor can 
directly communicate with its immediate left and imme-



diate right neighbors only. This increases the processor 
coordination and interprocessor communication time. On 
the other hand, Model B is expensive to construct if the 
number of processors is large. A model which is a combi­
nation of the two, for example Cm* [11], should also be 
investigated. 
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Abstract 

We present a new parallel programming assistant, called 
PTOOL, that identifies loops suitable for parallel execution. It 
employs a theory of dependence to determine which loops in a 

. FORTRAN program will produce the same answers when itera­
tions are scheduled in an arbitrary order. When a loop fails the 
test, an explanation is provided in the form of a report of the 
dependences that can be violated by some schedule. PTOOL 
also provides assistance in the allocation of variables between 
local and shared global memory. Interprocedural data flow 
analysis techniques extend its scope of applicability to whole pro­
grams. PTOOL, which is in use at Los Alamos National Labora­
tory, represents a first step toward a sophisticated interactive 
programming system based on incremental dependence analysis. 

1. Introduction 
Humans and machines bring very different strengths to bear 

on the problem-solving process. Humans make effective use of 
abstraction to develop broad strategies and are adept at 
simplification of complex situations and at generalization from 
simple principles. Unfortunately, they are not good at exhaus­
tive search and seem unable pay rigorous attention to details-­
areas where the computer excels. As a result, programmers often 
fail to precisely specify the details of their intended solutions to 
the machine, inevitably leading to "bugs" in their programs. 

The advent of parallel machine architectures has added a 
new level of complexity to the debugging process. Parallelism · 
implies nondeterminism; nondeterminism, in tum, implies non­
repeatability. In other words, program sections that are executed 
in parallel do not necessarily follow the same execution path 
every time the program is run-even when the program is run on 
the same data. This additional complexity requires additional 
precision from the programmer. Not only must he ensure that 
the computations performed by the sequential sections are those 
that he intended, but he must also ensure that the computations 

· indicated in parallel regions perform the desired calculations 
regardless of the order in which they are executed. This 
increased complexity p~rmits some very elusive bugs. 

Given the difficulties that can arise in parallel program­
, ming, it seems clear that new methods and tools will be needed 
[18]. There are several possible lines of attack. At one extreme, a 
parallel program might be repeatedly run on the same test data 
to ensure that it computes the same answers on each execution. 
Although this approach is easy to implement, it is inelegant and 
probably would not be effective, since the conditions required to 
produce an error need not arise during the test. At the opposite 
extreme, formal correctness proofs could be applied to a parallel 
program. In spite of significant levels of activity on verification 
over the past decade, complete automatic proofs for realistic pro­
grams appear impractical for the time being. 

. · · · A third approach would be to develOj> an automatic system 
to convert implicit parallelism within a sequential program into 
an explicit form. The advantage of this method results from the 
ability to debug the program using standard techniques on 

f Thil wrc1a """ npported by IBM corpomicm. 
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sequential machines prior to parallel converSi.on. Since· the 
conversion involves provably correct transformations, the parallel 
version should execute correctly, thereby avoiding the need for a 
complex parallel debugging phase. Additionally, this approach 
provides a mechanism for converting "dusty deck" programs. 

In spite of these advantages, fully automatic conversion to 
parallelism is not practical using current language processing 
technology. Although many promising techniques have been 
developed [10,22,21,6], the programmer is still an essential 
ingredient in the exploitation of parallelism. There are several 
reasons for this. First, most programs contain a large number of 
potential parallel regions. Searching all regions for parallelism 
can be an extremely expensive task. In addition, synchronization 
overhead on many machines can easily overwhelm the advan­
tages of parallel execution [12], unless the granularity of the 
parallel regions is very large. Often, this determination depends 
upon values that are known only at run-time. Hence, the 
programmer's judgement is an important part of the parallel pro­
gramming process. 

This paper describes a new parallel programming assistant, 
called PTOOL, that combines the advantages of the manual and 
automatic approaches. When using PTOOL, a programmer 
develops and debugs a program on a sequential machine using 
traditional techniques. Once the program is debugged, the pro­
grammer identifies the regions, usually separate iterations of 
loops, that should be executed in parallel. PTOOL then reports 
whether the results of execution depend in any way on the order 
of e:recvtion of the regiona. If not, the regions can be safely exe­
cuted in parallel. Otherwise, the programmer can ask PTOOL 
for diagnostic information to help identify problems. This infor­
mation is presented as reports on potential conflicts in the use of 
variables shared by different parallel regions. 

The discussion of PTOOL begins in Section 2 with an over­
view of the parallel programming approach it supports. Section 
3 gives an introductory treatment of dependence theory, the pri­
mary tool for analyzing programs. The method used by PTOOL 
to determine loops that can be executed in parallel is described · 
in Section 4, while details of the system design are presented in 
Section 5. The user interface is discussed in Section 6. Finally, 
Section 7 summarizes the work and suggests future directions. 

2. Parallel Programming Process 
This section introduces a model for the parallel program­

ming process that PTOOL is intended to support. Fundamen­
:tally, PTOOL is a system designed to help programmers 
transform sequential loops in FORTRAN to par~el loo_ps. 
Although this model is not universal, it covers many mterestmg 
cases. 

Multiprocessors are the most efficient wh~~ each proc~ · 
'is able to compute at full speed, without requmng synchromza-
, tion with other processors. To achieve this ideal, we not only 
· must identify a collection of program fragments that can _be ?xe- : 
cuted in parallel, but we must also schedule the computation m a 
manner that balances the execution load across processors. In 
FORTRAN, the lingua franca of scientific computation, the con­

. struct most likely to give rise to a large number of parallel 
regions with comparable execution times is.~he DO loop." There 



are two reasons why. First, if they can be made to execute 
correctly in parallel, the separate iterations of a ·no loop can 
provide enough computation to keep a significant number of pro­
cessors busy. Second, since each iteration of a DO loop should 
take roughly the same time to execute, the load will be automati­
cally balanced across the processors. Experience with actual 
multiprocessors strongly supports the importance of loops in the 
parallel programming [19]. 

In the light of these observations, we have designed 
PTOOL to determine the conditions that inhibit parallel execu­
tion of loops. In doing so, we have been careful not to restrict 
the analysis to DO loops, because iterative regions in FORTRAN 
are often coded using backward GOTO statements. 

In deciding whether or not the iterations of a given loop 
can be executed in parallel, it is important to decide which vari­
ables mentioned in the loop body must be shared by parallel 
tasks and which can be allocated to storage local to the proces­
sor. This decision is important because shared variables can be 
accessed in different orders by different processors. If we wish to 
compute the same results every time the program is run, all pos­
sible schedules for a set of parallel tasks must lead to a function­
ally equivalent access sequence for shared variables. For exam­
ple, it should not be possible to have two schedules in which the 
order. of a load and store of a shared variable are reversed. If we 
are to avoid the insertion of explicit synchronization between 
loop iterations, we must establish that, without synchronization, 
such a reversal can never happen. In performing the requisite 
analysis, we need not concern ourselves with local variables, since 
the relevant loads and stores happen on the same processor. 

Since PTOOL was developed to support parallel program­
ming research at Los Alamos National Laboratory, where FOR­
TRAN code was being converted to the Delnelcor HEP and the 
Cray X-MP1, the methods for expressing parallelism on those 
machines strongly influenced its design. The standard method on 
those machines is to express a parallel body of code as a subrou­
tine, because that expression provides a natural encapsulation of 
the code to be broadcast to the different processors. 
Furthermore, reentrant code is straightforward to generate.· 

In the subroutine model, the loop body is replaced by a. 
parallel subroutine invocation that takes as parameters an indica­
tion of the loop iteration to execute and variables that have to be 
globally available to all processors. PTOOL assumes that sub­
routine parameters and variables in COMMON are shared, but 
all other variables used in the loop body are assigned to storage 
local to each processor. AB we shall see, PTOOL offers a sugges­
tion, based upon dependence analysis, of the variables which 
should be parameters. The programmer is free to ignore this· 
suggestion and select his own parameters. PTOOL will accept 
this modification and tailor its advice to the set of shared vari­
ables specified by the user. 

Under the model we have introduced, the principal require­
ment that must be preserved when converting a program for 
parallel execution is the access order to shared variables. The 
main tool for analyzing patterns of loads and stores in a program 
is a powerful theory of dependence, the subject of the next sec- . 
tion. 

3. Data Dependence 
In a sequential language such as Fortran, the execution 

order of statements is well defined. Therefore, the behavior of . 
the program under sequential execution order can be used as a 
basis for evaluating other execution orders. Specifically, it is pos­
sible to examine alternative execution orders to see whether they 
will also produce the same results. Parallel execution implies · 
that the statements in a collection of parallel regions (iterations 
of a loop, for our purposes) can be executed in any order so long 
as the statements within a particular region are executed in 
sequence. Hence, for a collection of parallel regions to be suit­
able for parallel execution, there must be no dependences 

1HEP la a trademark or Denelcor Corporation and X-MP la a trademark of 
Cra,y Research. 
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between statements of different parallel regions. In our model, 
there must be no dependences that cross loop iterations. 

To determine whether this condition holds, we must iden­
tify the pairs of statements whose relative execution order muat 
be preserved under any program transformation if the results are 
to be preserved. This relationship is represented by a collection 
of dependencea among the statements of the program. A state­
ment s2 is said to depend upon a statement s, if s2 follows s, in 
dynamic execution of the sequential program and it must follow 
S1 in any reordering that preserves the correct results. 

There are two ways for a statement S2 to depend on state-. 
ment S1• First, 81 can cause a change in the control flow that 
determines whether S2 is executed, creating a control dependence 
of S2 on S1• Second, the two statements may access the same 
variable in a way that requires that their order be preserved. A 
dependence created to prevent incorrect access order to a vari­
able is called a data dependence. Although both types of depen­
dence must be considered when rearranging statements, programs 
can always be transformed so that all control dependences 
become data dependences[l]. Therefore, we restrict the 

.. remainder of this discussion to data dependences. 

Data dependence arises most naturally when one statement 
defines a variable that is later used by a second statement. How­
ever, Kuck has identified three types or data dependence [17]: 

(1) true dependence - s, stores into a variable that s2 later 
uses. 

(2) antidependence - s, fetches from a variable that s2 later 
stores into. 

(3) output dependence - two statements both store into the 
same variable. · 

All three types of data dependences must be considered to safely 
reorder a program. 

It is also useful to distinguish dependences that cross loop 
iteration boundaries from those that do not. To see this, con­
sider the following example. 

DO 100 I= 1, N 
81 A(I)= ... 
82 ... = A(I) 

100 CONTINUE 

s2 quite obviously has a true dependence upon s,, implying that 
S1 must be executed before S2 in order for the computation to be 
correct. However, this dependence in no way precludes the· 
separate iterations of the loop from executing in parallel, because 
values created within the loop are used on the same iteration, 
and need not be saved for later iterations. Such a dependence is 
said to be loop independent [2]. On the other hand, consider a 
slightly different loop. 

DO 1001=1, N 
81 A(I) = ... 
S1 ... = A(I-1) 

100 CONTINUE 

In this case, we may not safely transform the loop to execute in 
parallel, because the dependence crosses loop iterations; that is, 
values created on one iteration are used on a later iteration. A 
dependence of this sort is said to be loop carried, because it 
exists only by virtue of the iteration of the loop-if the loop 
body is executed only once, the dependence ceases to exist. 

It is useful to observe that a loop carried dependence arises 
because of the iteration of a particular loop. For instance, in the 
following nest or loops 



DO 2001=1, M 
DO 100 J = 1, N 

S1 A(l,J) = ... 
S2 = A(I-1,J) 

100 CONTINUE 
200 CONTINUE 

iteration of the outer loop (on I) gives rise to the dependence. So 
long as the outer loop is iterated sequentially, the dependence 
will be satisfied. In the light of this observation, we classify car­
ried dependences by indicating the particular loop that creates 
the dependence. 

Loop carried and loop independent dependence provide a 
precise characterization of the execution orders that are impor­
tant within a program. So long as these dependences are 
preserved, the results of a computation will also be preserved. 
This fact is extremely important in vectorization as performed in 
PFC, an automatic vectorization system written at Rice [3,16]. 
PFC constructs a complete dependence graph for the program to 
which it is applied, in order to distinguish the statements that 
can be executed as vector operations from those that cannot. 

1 This graph can also be used to determine parallel loops, as the 
next section shows. 

4. Identifying Parallel Loops 
From the parallel programming paradigm presented in sec­

tion 2, it should be clear that there are two tasks to be per­
formed in converting sequential code: 1) identifying local and glo­
bal variables, and 2) finding loops suitable for parallel execution. 
These two tasks are highly interdependent as the following loop 
illustrates: 

DO 100 I= 1, N 
T= ... 
... =T 

100 CONTINUE 

H T is a variable that can be kept in the local memory of indivi­
dual processors, as above, then there is no dependence that 
prevents parallel execution of the loop. H, on the other hand, T 
must be globally available (as would happen if there were a use 
of the last value of T after the loop), then the loop would not 
execute correctly in parallel. Once T becomes a global variable, 
different processors may intermix intermediate computations 
involving T, with unpredictable results. 

Identifying the variables that must be global to a parallel 
loop turns out to be a relatively straightforward process. Simply 
stated, a variable must be globally available if it holds a value 
that is used outside the loop, or, in the symmetric case, if a 
definition from outside the loop reaches into the loop. Given the 
dependence graph described in the previous section, recognition 
of variables that must be globally allocated becomes a fairly 
trivial task. The system need only analyze the true dependences 
coming into and going out of a loop; any variables that give rise 
to such a dependence must be made globally available. In actual 
practice, the problem is somewhat more complicated, because full 
dependence graphs are normally constructed only over loop 
bodies. However, definition-use chains [15] are quite commonly 
constructed over an entire program (as they are in PFC), and can 
be used in the absence of stronger dependence information. 

The second aspect of parallel programming is the 
identification of loops suitable for parallel execution or, more 
correctly, determination of loops which cannot be executed in 
parallel. Recall that parallel execution, as used in this paper, 
means execution of different iterations of a loop on different pro­
cessors. We can achieve this without synchronization only so 
long as one processor does not compute a value needed by 
another processor (or one processor does not store on top of a 
value needed by another processor, etc.). Accordingly, the key 
restraints to parallel execution are dependences carried by the 
candidate loop that involve a global variable. For instance, in 
the following example 
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COMMON A(l00,80) 

DO 100 I = 1, 80 
DO 100 J = 1, 100 

A(J,1) = ... 
... =A(J-1, I)+ ... 

100 CONTINUE 

the I loop carries no dependences, and may be safely executed in 
parallel. The J loop, however, is a different matter. H it is exe­
cuted on multiple processors, each processor will create values 
needed by a different processor. Hence, a loop may be executed 
correctly in parallel if and only if that loop carries no depen­
dences based on a global variable [4]. 

These two principles are the fundamental considerations in 
converting a sequential code for parallel execution. Because both 
conditions are tedious to verify, a human converting a code for 
parallel execution may easily overlook an important problem. 
More specifically, a human programmer might not notice that a 
variable must be globally allocated or might miss a loop carried 
dependence. Since the resulting faults may manifest themselves 
as errors only under specific schedules, they can be extremely 
difficult to locate. 

5. PTOOL Design 

5.1. Overview 

PTOOL divides quite naturally into two subcomponents: 
one to construct the dependence graph and the other to answer 
queries about potential parallelism in the program. The first of 
these components, called PSERVE, is a modified version of PFC 
running on an IBM 370. When PTOOL is invoked, the user sub­
mits the program source, including all the subroutines, to 
PSERVE for analysis. PSERVE constructs the dependence 
graph and saves it in a database of two files. This database is 
shipped back to the user for interactive analysis. 

The user then conducts an interactive dialog with the 
display facility, called PQUERY. PQUERY shows the actual 
program source on the screen and permits the user to select a 
loop for analysis. It uses the database constructed by PSERVE 
to identify the global variables in the proposed parallel region 
and it presents any dependences that might impede parallel exe­
cution. 

While the division of PTOOL's functions into two rela­
tively independent components prohibits incremental reanalysis 
of the program as the user eliminates problems, it does permit 

· PQUERY to be run on a variety of machines. In fact, we have 
already implemented versions for an IBM PC and a SUN works­
tation. 

5.2. PSERVE 

5.2.1. PFC Modifications 

Before computing a dependence graph, PFC employs a 
number of preliminary transformations to enhance the precision 
with which it can determine dependences. These transformations 
can radically change the structure of a program. Since the pur­
pose of PTOOL was to display the dependences as they exist in 
the uaer'a source program (and not in a transformed program), it 
was necessary to carefully alter the transformations so that· 
dependences could be accurately calculated for the original pro­
gram. 

The two main preliminary transformations in PFC are 
"induction variable substitution" [24, 3] and "IF conversion" [1]. 
Induction variable substitution is the process of replacing auxili­
ary induction variables in a loop with a direct expression based 
on the loop induction variable. For instance, in the following 
example 



100 

DO 100 I = 1, 100 
IX=IX-1 
A(IX) = A(IX) - 1 

CONTINUE 

IX is used as an auxiliary induction variable to run the loop 
"backwards". The difficulty with such variables is also illus-· 
trated above-an automatic system cannot easily determine 
whether the references to A are independent. This difficulty can 
be removed as follows: 

DO 100 I = 1, 100 
A(IX - I) = A(IX - I) - 1 

100 CONTINUE 
IX= IX- 100 

This process, which is essentially the inverse of the classic optim­
ization atrength reduction [15], is normally performed in PFC so 
that the array dependences of A may be accurately calculated. 
The problem with this transformation is that it eliminates some 
scalar dependences that inhibit parallel execution. 

In order to correctly handle induction variables, PTOOL 
must use multiple passes to add dependences to the graph. 
Dependences for induction variables must be added before induc­
tion variable substitution is performed. After induction variable 
substitution, array dependences can be accurately calculated and 
added to the graph. As PTOOL adds dependences for the induc­
tion variables, it flags the edges so that it can inform the user 
that these dependences can be removed by substitution. 

Control dependences are transformed into data depen­
dences by a process known as "IF conversion" [1]. The basic 
idea is to transform a statement whose execution is affected by a 
transfer of control to a conditional statement, controlled by a 
Boolean "guard" that exactly represents the conditions under 
which control flow would have reached the statement 

GOTO's can be quite naturally classified into two 
categories: forward GOTO's and backward GOTO's. Each of 
these categories may possess the further property of being an ezit 
branch, meaning that the branch exits one or more loops. 
Although non-exit forward branches cannot directly cause any 
problems with parallelization, they can cause indirect problems 

, by forcing some variables under their control to be global. Thus, 
'while not strictly necessary, forward branches are converted 
because of this problem. 

Backward branches are converted via IF conversion into 
DO WHILE loops, which permit more effective analysis by PFC. 
Because of the conversion, the user can select a backward GOTO 
when analyzing the program in exactly the same manner that he 
selects a DO loop. IF conversion as implemented in PFC is 
powerful enough to convert any sequence of branches into an 
equivalent branchless program. 

Transformations are only one of the ways in which PFC 
attempts to produce a precise dependence graph. Another tech­
nique that has proved extremely successful is interprocedural 
analysis. 

5.2.2. lnterprocedural Analysis 

Most automatic vectorizers make no attempt to trace 
dependence edges across procedure boundaries. As a result, they 
either ignore loops containing procedure calls (declaring them 
unvectorizable), or assume that all possible variables (i.e. param­
eters and COMMON) are modified. PFC employs a more sophis­
ticated approach: it uses iterative data flow analysis on the pro­
gram call graph to determine the side effects of procedure calls 
[5]. This additional information permits a substantially more 
precise dependence graph in the presence of subroutines. 

The most significant advantage of this approach is the 
, reduction in size of the dependence graph. On GAMTEB, a 504 
line program written at Los Alamos, the dependence graph com­
puted without interprocedural analysis .contained 22,998 edges. 
With the application of interprocedural analysis, the graph was 
reduced to only 2,605 edges. The smaller graph is beneficial to 
PTOOL's user both directly and i_ndirectly. Directly, the _user no 
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longer sees spurious edges associated with variables in COM­
MON; hence he is able to narrow his focus to real problems. 
Indirectly, the user experiences a performance improvement in 
PQUERY because the database is substantially smaller. 

A second benefit of the interprocedural information has 
been the identification of COMMON variables actually used in 
calls. A fairly standard programming practice for large programs 
is to have the same COMMON blocks across all subprograms, 
thereby avoiding the problems of determining which variables 
have to be passed as parameters and of determining how actual 
parameters line up with formal parameters. Since all COMMON 
variables have to be in global memory, it is possible that a tem­
porary value placed in such a variable at the beginning of a loop 
iteration will prevent parallel execution. Additionally, access to 
global memory is usually slower than access to local memory. 
Because PTOOL is able to pick out precisely the variables that 
·are used and modified across procedures, it can aid a user in 
moving these variables to local memory. 

In those situations where a procedure's source code is not 
available, PFC assumes that all parameters and COMMON vari­
ables are both used and modified. 
5.2.3. Constructing the Graph 

Recall that the original goal of PFC was to vectorize FOR­
TRAN programs. It proceeds by generating a dependence graph 
and then producing a vector FORTRAN equivalent of the input 
FORTRAN program. For PSERVE, PFC has been modified to 
execute up to the point that the dependence graph and 
definition-use chains are assembled. Loop independent edges are 
then filtered out of the dependence graph and each loop carried 
edge is annotated with additional information (such as nesting 
level, whether the variable is in COMMON, etc.) before being 
added to PSERVE's dependence graph file. In addition, a second 
file, containing information about loop structure and definition 

use chains, is built. This information allow~ the . display process 
to discern which lines make up a loop and 1dent1fy the parame­
ters of a given loop. 

5.3. PQUERY 

The primary novelty of PTOOL is the interactive display 
of a dependence graph in PQUERY. This section il~ustr~tes the 
power of PTOOL's display through the example m Figure 1, 
which captures a number of important characteristics from 
scientific applications. The code itself can be viewed as solving a 
wave equation, or computing an unknown function. at a mesh of 
points given only its partial derivative in one direction. The first 
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HCK, ll • FIKIK, 11 
IC I ,Kl • FUICCl )(l 

10 CXJNTllU 

DO:SOK•2,H-I 
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:so CXJNTllU 
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Figure 1: Test Program 



loop initializes boundary conditions at the border of the mesh. 
The next loop nest sweeps the calculation acl'Ol!ll the array. The 
inner loop moves up a column, calculating the value at any par-' 
ticular location j by using the value calculated at location j-1. It 
also performs some auxiliary computations, based on the value at 
the location. The outer loop sweeps the computation acl'Ol!ll all 
the columns. The calculations moving up the columns are all 
dependent upon previous values, and must proceed sequentially. 
However, nothing prevents parallel computation of different 
columns. 

In addition to the code that is shown in Figure 1, the 
source for all of the function and subroutine calls was included 
when the code was run though PSERVE. The only important 
property of these procedures was the fact that they were "pure";· 
that is, they did no READs or WRITEs, and did not access glo-. 
bal memory. 

Once PSERVE has co~tructed th~ dependence database 
and downloaded it to the PQUERY machine, the system is ready 
for an interactive se111ion. The user begins by browsing the com­
plete FORTRAN source file. The first task is to identify loops 
that are likely candidates for parallelization. For example in 
Figure 1, we can see that either of the two outer loops (DO 30 
and DO 20) should execute correctly in parallel. A cursory 
examination of the code reveals no obvious problems with this 
conclusion. 

The PQUERY browser provides a typical set of editor com­
mands for moving about the file (eg. search, go-to-line, page­
forward), The user can thus proceed to the first loop to be 
checked. Once the DO statement (or backwards GOTO) defining 
this loop is visible on the screen, the loop can be selected by 
placing the cursor on the appropriate line (using either a mouse 
or cursor keys) and hitting a selection key. 

When a loop is selected, PQUERY displays a list of vari­
ables not in COMMON that need to be global to the loop. As 
stated earlier, these variables must be parameters to the resulting 
parallel subroutine call. Figure 2 presents the screen that a user 
would see after selecting the DO 30 loop (from the code in Figure 
1) for parallel execution. PTOOL has detected two variables 
that must be shared-T and N. T is somewhat surprising, since 
it appears to be a local temporary. 

Since it is natural for the programmer to question 
PTOOL's decisions, we provided a simple explanation facility. 
For example, if the programmer questions the global allocation of 
T, he will be presented with the screen in Figure 3. The figure 
shows that T is used on line 32 after being defined in the selected 
loop (lines 12-20)-a use outside the loop. The variable, if 
present in the source (it is possible that COMMON variables will 
not appear at a call site), is highlighted and the reason that the 
variable must be global is given. 

Mter reviewing the parameters, the user can add or delete 
any parameters. This permits PTOOL to solve a number of 
problems. For instance, on one pass over a loop, a user can allow 
all of the parameters to remain and discover the scope of the 
overall problem. Then he can delete all parameters to 

DO 30 K • 2,N-1 

T,N 

Would you like to examine any of the parameters (YES, [NO])? 
Would you like to DELETE from the list (YES, [NO], ALL)? 
Would you like to ADD to the list (YES, [NO])? 

Figure 2: Global variables as displayed by PTOOL 

168 
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c 
I 
c 

DO 30 K • 2,N-1 
DO 20J • 2,N-1 

* 
* 
* 

20 CONTINUE 
30 CONTINUE 

* 
* 
* 

WRITE(6,*)("The last DERIV is", II> 

<.12> 

<20> 

<32> 

Figure 3: PTOOL's explanation of the parameter list 

investigate dependences on variables in COMMON. Ir depen­
dences are present, the user can attempt to eliminate them by 
transforming the program source. When no dependences arise 
from COMMON variables, the user can examine parameters 
singly, using transformations to eliminate each of the problems. 
PSERVE can then be invoked on the transformed source to ver­
ify that the process has been successful. 

Figure 4 illustrates PTOOL displaying dependence prob­
lems after the user is satisfied with the parameter list. PTOOL · 
has highlighted the variable T in two statements, because there 
is a dependence (caused by the global allocation of T) that can 
cause incorrect parallel execution. Ir the dependence can be 
eliminated by forward substitution or induction variable substitu­
tion, PTOOL will inform the user of that fact. In the example 
program, all problem dependences arise because T must be in 
global storage. Ir the programmer eliminates that requirement 
by changing the code (or simulates it by removing T from the 
parameter list), no conflicts will appear. 

6. An Assessment 
A number of studies have observed that there are two gen­

eral classes of errors introduced in converting programs for paral­
lel execution [20, 7]. 

1) Errors due to unintentional data sharing or access to shared 
variables in an improper order. 

2) Errors due to incorrect synchronization code. 

PTOOL is effective in helping the programmer identify the 
causes of errors in the first class. By displaying dependences in 
an understandable manner, PTOOL can immediately pinpoint 
problems that might require enormous amounts of unaided 
human time to find. In fact, in the first demonstration it found a 
problem that had consumed three man-months of effort at Los 
Alamos. Interprocedural analysis has been an essential element 
in the succe111 of PTOOL, because it eliminates most of the 
spurious dependences caused by large COMMON blocks. Furth­
ermore, it makes it possible to analyze complete Fortran pro­
grams of substantial size. 

I 

c 

00 JO t< • 2,N-1 
D020J•2,N-I 

•· DERIV(H(J-1,K)) 
H(J,K) • H(J-1,K) ". 
IF (H(J,K).EQ.0) GOTO 20 
E(J,K) • H(J,K)" PSl(J,K) 
P(J,K) • (E(J,K) *"2)/(2"M) 

20 CONTINUE 
30 CONTINUE 

D040K• 1,N 
DO SOJ • 1,N 

<12> 

<14> 
<IS> 

<20> 

m 
Figure 4: An anti-dependence displayed by PTOOL 



In this context, it is useful to contrast PTOOL with the 
DAPP (Data Flow Analysis for Parallel Programs) system of 
Appelbe and McDowell [7]. When completed, DAPP will accept 
a Fortran program in which synchronization code has already 
been inserted and produce a report of parallel acce1111 
anoma/iea--pairs of statements that can access the same location 
simultaneously during a legal schedule. DAPP has the advantage 
over PTOOL of applicability to a variety of concurrent struc­
tures. On the other hand, it uses an analysis technique that is 
potentially exponential in the size of the program (the single­
procedure analysis of PTOOL is proportional to the square of the 
procedure size and the interprocedural analysis runs in time 
almost linear in the size of the call graph). Another drawback of 
DAPP is that it presents an exhaustive report of potential 
anomalies. Our experience with PTOOL and the experience of 
other researchers [9] is that exhaustive reporting produces an 
enormous amount of information in which the important facts 
can be lost. The selective display provided by PTOOL permits 
the programmer to focus on one problem at a time. For these 
reasons, we think that PTOOL will be more useful in analyzing 
large programs. 

On the other hand, PTOOL is of no help whatever for 
problems of the second class-errors in synchronization code. It 
is our belief that writing synchronization code is inherently 
difficult and that programmers should be able to deal with paral­
lelism at a higher level of abstraction. There are several systems 
of language extensions, implemented through preprocessing, that 
provide a higher-level interface [8,14,11]. 

Another approach would be to extend PTOOL to support 
parallel programming in a more direct fashion. For example, 
once the programmer has dealt with all dependences that prohi­
bit parallel execution of a given loop, he might request that the 
system generate the code required to initiate and synchronize the 
parallel execution. Such a facility would be the first step in 
evolving PTOOL from a debugging aid to a programming sys­
tem. Dependence analysis can be a very powerful tool during the 
program development process. When displayed in an informative 
way, dependences can provide information about how effectively 
the program is making use of parallel hardware. 

One major drawback to using PTOOL as a programming 
support system is that it is not sufficiently interactive, since it 
cannot redisplay dependences immediately after a change. 
Redisplay requires that PSERVE be invoked again on the whole 
program, an expensive process. H PTOOL is to be a truly 
effective programming support tool, it must be converted to an 
interactive system. But an interactive programming system must 
also support other functions, such as editing, compilation, and 
execution. In short, the system must be a complete program­
ming environment. 
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An interactive programming environment is appealing for 
other reasons.. One of the main hindrances to accurate depen­
dence analysis is variables whose values are known only at run­
time. A compile-time analysis must make worst case assump­
tions about the values of such variables, resulting in dependences 
that may not be present at run-time. An interactive system can 
query the programmer regarding values of such variables, and 
can embed the information provided into the dependence graph 
and into the resulting code (in case a programmer's assertion 
turns out to be false). Additionally, a programming environment 
makes reasonable an enhanced form of interprocedural analysis, 
in which the effects of procedures on portions of arrays and vec­
tors can be summarized. Such analysis can be especially 
beneficial on a parallel multiprocessor, since the ability to run 
procedure invocations in parallel is one of its primary advan­
tages[23]. 

For these and other reasons, we are convinced that· the 
proper context in which to employ dependence analysis is a pro­
gramming environment such as Rn[13]. Such a system takes 
advantage of the strengths of the system and the programmer: 
the programmer is able to concentrate on developing highly 
parallel algorithms, with prompting from the system when he 
strays from parallelism, while the system is able to focus on the 
mundane aspects of uncovering and scheduling parallelism, with 
help from the programmer when some information regarding the 
run-time values of variables is necessary. The resulting system 
should provide a highly effective mechanism for developing paral­
lel programs. 

Although PTOOL is still a fairly primitive system, it has 
demonstrated that loop carried dependence, properly presented, 
can be an effective debugging tool. We see it as a first step 
toward more powerful parallel programming tools based on 
interactive computation of loop carried dependence. 
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Abstract. The KAP/ST-100 is a Fortran source translator that 
simplifies the task of programming the Star Technologies' ST-100 
attached processor. The ST-100 can execute certain vector operations 
very quickly. It is programmed using a Fortran-like language, called 
APCL; APCL routines are invoked from the host through system 
library calls. The KAP/ST-100 locates parts of Fortran programs that 
will execute efficiently on the ST-100. An APCL routine is created for 
each of these regions, and the original code is replaced by system 
library calls to invoke these routines. This paper explains the compli­
cations which were encountered in translating for the ST-100 and the 
methods which were used to overcome them. 

1. Introduction 

The Star Technologies' ST-100 attached processor [1] is designed 
for high speed execution of single precision (32-bit) signal processing 
kernels. It also has a wide range of application areas, due to the high 
speed of its arithmetic unit The ST-100 is attached to a host com­
puter, such as a VAX, IBM or Control Data mainframe, to which it 
looks like an 1/0 device. Since the ST-100 has its own main memory, 
data items are transferred from the host memory to the ST-100 main 
memory. The ST-100 executes asynchronously from the host; routines 
for the ST-100 are written in a Fortran-like language called APCL 
(Array Processor Control Language) [2]. A program running on the 
host calls system library routines to schedule execution and acquire 
ST-100 resources, to send data from the host to the ST-100 main 
memory, to load the APCL routine to the ST-100, and to initiate exe­
cution of that APCL routine. The host program may continue execu­
tion or may wait for completion of the APCL routine. The host pro-

Local 
Memory 

gram then calls other system library routines to bring data back from 
the ST-100 to the host for further processing, printing, and so on. As 
with all array processors, writing a program for the ST-100 is a non­
trivial project. Because of this, array processors are commonly res­
tricted to special applications. Now with the KAP/ST-100, the power of 
the ST-100 is available to Fortran programmers. 

The KAP/ST-100 is a Fortran translator that eases the task of 
programming the ST-100. The KAP/ST-100 generates APCL routines 
for the regions of programs which execute efficiently on the ST-100. 
Four output files are generated by the KAP/ST-100: an APCL file, a 
host program file, an auxiliary file to assist in linking the APCL rou­
tines, and a listing. The advantages of using the KAP/ST-100 are that 
the Fortran program remains portable and the user need not learn 
APCL. 

The next section of this paper describes the ST-100 attached pro­
cessor, focusing on those aspects of the machine that require special 
handling in the KAP/ST-100. The third section gives an overview of 
the KAP/ST-100. The fourth section focuses on how the KAP/ST-100 
generates APCL code from the Fortran program. The fifth section 
explains how the KAP/ST-100 decides what sections of code to leave 
on the host and what sections to move to the ST- HJO. The sixth sec­
tion relates some of the problems we encountered with the user inter­
face of the KAP/ST-100. The last section gives an example of the use 
of the KAP/ST-100 on a simple matrix multiply routine. 

Control 
Processor 

~· SMPQueue y ACPQueue 1-
_,. 

Main Storage Cache Arithmetic .... Move Control Memory Processor Memory Processor 

Shaded arrows represent Data Paths 
Solid arrows represent Control Paths 

Figure L Structure of the ST-100 Array Processor. 
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2. The ST-100 Attached Processor 

The ST-100 is composed of three asynchronous processors and 
three memories. The Control Processor (CP) executes the user's APCL 
routine. The CP controls the operation of the other two processors, the 
Storage Move Processor (SMP) and the Arithmetic Control Processor 
(ACP). The SMP and ACP are fast processors, with a 40 nanosecond 
clock period; the CP is a standard microprocessor with no floating 
point unit The APCL code resides in Local Memory (LM), which is 
directly accessible by the CP. Data is sent from the host to the large 
Main Memory (MM). The ACP, which is the arithmetic engine, per­
forms operations on data in a small, fast, reconnectable private 
memory, called the Cache Memory (CM). The SMP moves data 
between the MM and CM. The ACP and SMP are microprogrammed 
processors; the macro library for each processor can be customized for 
particular applications and even modified by users. 

A block diagram of the ST-100 appears in Figure 1. The CP 
executes an APCL routine which issues SMP and ACP macros. These 
macros are loaded into the SMP and ACP queues; the queues allow the 
CP to continue execution without waiting for the SMP or ACP. Two 
types of synchronization are available. In the first type, the CP can 
wait until the queues are empty and activity is complete; this is useful 
when the CP needs to test a result in order to decide which branch to 
take in a program, or to end the program. Alternatively, the SMP and 
ACP synchronize with each other to reconnect the CM; the CM is 
divided into several banks, each of which is connected to either the 
SMPorACP. 

2.1 Speeds 

In order to perform vector operations, data must be moved from 
the MM to the CM. The SMP can move one word in either direction 
per 40 ns clock. The ACP is pipelined, and can produce two floating 
point multiply and two floating point add results in each 40 ns clock. 

For simple vector operations, the ST-100 is memory bandwidth 
limited; for each result produced by the ACP, the SMP must move two 
operands to the CM, and the result back to the MM. The speed payoff 
for this machine comes when there are many operations being per­
formed on each datum, such as in a Fast Fourier Transform. 

2.2 Programming Considerations 

Since the CM is relatively small, strip mining [3] is required for 
long vector operations. The size of the strips is not fixed, as would be 
the case for vector register machines [4], but depends on the number of 
variables kept in the CM at one time; fewer variables allow longer 
strips. 

To insure the best machine utilization, the SMP and ACP should 
be kept as busy as possible. This means that some banks of the CM 
should be connected to the SMP which is loading operands for the next 
operation or storing results from the previous operation, while other 
banks of the CM are connected to the ACP. The ACP has three 
bidirectional connections to the CM and can perform several operations 
simultaneously. Since the SMP has only one, the number of ACP 
operations per SMP operand must average at least three in order for the 
ACP and SMP busy times to be balanced Temporary results which do 
not need to be saved in the MM can ·help increase this 
operation/operand ratio. 

2.3 APCL 

APCL is syntactically similar to Fortran, but there are special 
constructs and restrictions which have to do with the way the ST-100 
works. For instance, there is no DOUBLE PRECISION data type, 
since the ST-100 works with only 32-bit ftoating point numbers. Also, 
all variables must be explicitly declared as residing in one of the three 
memories: LM, CM, or MM. 

A single APCL routine is called a PROCESS. The APCL pro­
cess is executed by the CP, just as a Fortran subroutine would be exe­
cuted by a standard computer. To invoke ACP or SMP macros, the 
APCL programmer codes macro CALLs; these look like ordinary 
CALL statements. The APCL compiler compiles macro CA1Ls into 
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the proper code to build a parameter block and issue the macro to the 
SMP or ACP queue. 

Figure 2 shows a simple Fortran DO loop written in APCL with 
SMP and ACP macro calls. Figure 2(a) shows a vector multiply writ­
ten as a Fortran subroutine. Figure 2(b) shows how this would be 
translated into APCL to use the fast ACP unit 

c 

SUBROUTINE MULT(X,Y,Z) 
REAL X (1000), Y (1000), Z (1000) 
DO 10 I= 1,1000 

10 Z(I) = X(I) * Y(I) 
RETURN 
END 

(a) 

PROCESS MULT(X,Y,Z) 
MAIN MEMORY 
REAL X(lOOO), Y(lOOO) ,Z (1000) 
CACHE MEMORY 
REAL (Cl,CZ(1000)) 
REAL (C2,CX(l000)) 
REAL (C3,CY(l000)) 

CALL STSYNC (000000) 
CALL SMM2C (X(l),1,4,0, CX(l),l, 1000) 
CALL SMM2C (Y (1), l, 4, 0, CY (1), l, 1000) 
CALL STSYNC (111111) 
CALL AVMUL (CX (1), l, CY (1), l, CZ (1), l, 1000) 
CALL STSYNC (000000) 
CALL SMC2M (Z (1), 1, 4, O, CZ (1), l, 1000) 
CALL STWAP 
END 

(b) 

Figure 2. Vector multiply. 

3. The KAP/ST-100 

The KAP/ST-100 translator automatically translates parts of For­
tran subroutines, functions or main programs into APCL code. This 
translation can proceed with or without help from the user. The 
KAP/ST-100 will decide what portions of the subroutine to translate, 
translate the code into APCL, and insert system library calls to move 
data to and from the ST-100. User directives can be used to tune the 
generated code in order to improve overall program performance. 

The KAP/ST-100 uses the most sophisticated automatic Fortran 
vectorization .technology currently available. The KAP/ST-100 vector­
izer includes such advanced transformations as loop interchanging, loop 
distribution, vector optimization and recognition of many reduction 
operations. The KAP/ST-100 performs both exact data dependence 
tests for the most common types of loops and symbolic tests when 
appropriate. The rest of this section gives an overview of how the 
KAP/ST-100 works. The actual translation to APCL is explained in 
detail in the next section. 

3.1 Scanner 

The KAP/ST-100 accepts the Fortran-77 language [5]. Future 
versions of the KAP/ST-100 will accept certain Fortran extensions, 
such as VAX/VMS Fortran extensions [6] for VAX hosts. Acceptance 
of extensions is largely for the convenience of the user, and will not 
affect the quality of translation. 

3.2 Candidate Finder 

The Candidate Finder finds and marks DO loops which are can­
didates for vectorization. Notice that the KAP/ST-100 also converts IF 
loops to DO loops when appropriate. This pass is very machine 
specific, since different vector machines have very different vector 
instruction sets. For example, the ST-100 can not do DOUBLE PRE­
CISION arithmetic, so the KAP/ST-100 candidate finder rejects any 
statement containing DOUBLE PRECISION constructs. Each DO loop 
is examined; if a DO loop has no candidate statements, then the whole 
loop is marked as unsuitable and vectorization will not be attempted 



Another pass is made that examines all statements, not just state­
ments in DO loops. The KAP/ST-HlO does more than convert vector 
DO loops to vector code; it converts scalar Fortran to scalar APCL. 
Thus, the KAP/ST-100 includes a pass that examines each statement to 
see if it can be converted to APCL. Any statement that cannot be con­
verted to APCL is left on the host This affects how the program gets 
translated into APCL later. 

3.3 Preparation Phase 
In order to improve vectorization, the KAP performs such com-. 

mon transformations as induction variable recognition [7] and promo­
tion of scalars to arrays [8]. In addition, certain IF constructs are 
recognized, such as IFs which save the maximum of a vector, or which 
find the index of such a maximum. 

3.4 Vectorization 

The KAP/ST-100 finds the best method to vectorize each DO 
loop nest in the program for the ST-100. The vectorizer builds a high 
quality data dependence graph for each loop nest, which finds where 
data is generated and used. [9, 10] The vectorizer then performs loop 
transformations such as loop interchanging and loop distribution to find 
the best loop to vectorize. The data dependence graph is used to check 
for legality of these operations. Preference is given to long vector 
lengths. 

3.5 Process Finder 

Up to this point, the KAP/ST-100 has not yet decided what part 
of the Fortran subroutine to translate to APCL. The process finder 
selects regions of code that will be converted to APCL PROCESSes. 
Statements that cannot be converted to APCL are left on the host, but 
not all of the rest of the program will necessarily be translated. 
Unvectorizable DO loop nests are left on the host computer, unless 
they appear between two vectorized regions. However, even some vec­
torized DO loops may be left on the host. For example, a DO loop 
that does just a vector multiply is not a good candidate for translation 
to APCL, since the translated program would most likely execute 
slower than the original program due to the cost of moving data to and 
from the ST-100. This subject is taken up in more detail in Section S. 

3.6 Cleanup 

Certain minor cleanup passes over the program are performed at 
this time. These include a unique pass called expanded array shrink­
ing. Since the KAP performs extensive loop interchanging, the loop 
which will finally be vectorized is not known at the time that scalars 
are promoted to arrays. To allow the most loop interchanging, the 
scalars are promoted into multidimensional arrays. After loop inter­
changing and vectorization, some of the loops will be left scalar, and 
some of the dimensions are not strictly necessary. The cleanup pass 
expanded array shrinking removes the unnecessary dimensions of the 
temporary arrays, reducing their size. 

3.7 Translation to APCL 

Finally, the parts of the subroutine which have been chosen for 
translation into APCL are examined and converted into APCL 
PROCESSes. The program segment is replaced with system library 
calls to properly invoke the APCL PROCESS. This is discussed in 
more detail in the next section. 

4. Translation of Fortran into APCL 

At this point in the KAP/ST-100, one or more segments of the 
Fortran subroutine may have been selected for conversion into APCL. 
Each such segment of the subroutine is converted into a different 
APCL PROCESS. This conversion takes place in two steps. 

4.1 Host Interface 

First, the segment is scanned to find all variables or arrays that 
are used or changed. Any variables or arrays whose values are used 
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must be sent from the host to the ST-lCJO, and any variables or arrays 
whose values are changed must be brought back to the host after the 
APCL PROCESS completes. Arrays which are assigned but not used 
in the segment are also sent to the ST-100, because the assignment 
may be conditional or may only assign part of the array. When the 
values are brought back from the ST-100, they will write over the 
values currently in the host 

At this point, the segment of Fortran code is removed from the 
subroutine and is replaced by library routine calls. A call to the library 
routine KSTSCH is inserted to reserve a block of ST-100 Main 
Memory and set time limits for the PROCESS. For each array that 
must be sent to the ST-100, a call to the library routine KSTARY is 
inserted to declare that array in MM. Any scalar parameters are 
packed into two arrays (REAL and IN1EGER), and sent over all at 
once. Then each array is transferred to the ST-100 using a call to the 
library routine KSTWR. Then a call to KSTLGO is inserted to load 
and invoke the APCL PROCESS. After KSTLGO, any arrays (or vari­
ables) which were modified by the segment of code are brought back 
from the ST-100 using KSTRD calls. A final call to KSTPRG clears 
the ST-100 Main Memory for the next process; ST-100 resources are 
not released, so that they can be reused by the next KAP-generated 
process. 

One problem encountered with many Fortran subroutines is that 
formal parameter arrays are often declared with an assumed size for the 
last dimension: 

REAL A(lOO,*), or 
REAL A(lOO,l). 

In Fortran, the upper bound of the last dimension of formal parameter 
arrays is usually ignored, and may in fact be left unspecified. Thus, 
the true size of formal parameter arrays may not be known. For the 
KAP/ST-100 to work properly, all arrays must be explicitly declared to 
the proper size. A future version will examine loop bounds and array 
references to find the maximum size used for all arrays, rather than the 
declared size. 

4.2 Process Creation 

Next the KAP/ST-100 creates the APCL PROCESS out of the 
Fortran subroutine segment Because of restrictions and limitations in 
the APCL compiler, certain scalar optimizations must be performed in 
the APCL source to get the best speed. 

There are no implicitly declared variables in APCL, so all vari­
ables that are used in the PROCESS must be explicitly declared, and 
placed in one of the three memories (MM, LM or CM). The 
KAP/ST-100 will perform all floating point arithmetic on the ACP, 
rather than in software on the CP, since the ACP is so much faster; this 
includes any scalar floating point arithmetic in the "tissue code" 
between vectorized DO loops. All the code is translated into the 
appropriate ACPL; the control structure of the PROCESS (scalar IF 
tests, serial DO loops) will be similar to the structure of the Fortran 
subroutine. All floating point arithmetic causes SMP and ACP macros 
to be generated, to move values to the CM, compute some results, and 
occasionally bring the result back to the CP for testing. 

Vectorized DO loops generate a sequence of macro CALLs to 
load the operands into CM, perform the computation, and store the 
results. Intermediate results are kept in the CM, so temporary MM 
arrays are not needed. If the DO loop bound is not known at compile 
time, or if it is very large, then the loop has to be strip mined, just as 
would be necessary for a vector register machine. 

Since the CP is so much slower than the SMP and ACP, the CP 
code must be heavily optimized. The KAP/ST-100 helps in this matter 
by performing source-level optimization, similar to what an optimizing 
compiler might do. All arrays in the APCL PROCESS are linearized, 
that is, converted to single dimensional arrays by fully expanding the 
subscript expressions. This allows the KAP/ST-100 to remove most of 
the subscript evaluation through common subexpression discovery and 
code floating. Strength reduction is also important since multiplication 
on the CP is very slow, even for integers. 



The cost of enqueueing a parameter block on the SMP or ACP · 
queues is relatively large; much of this relates to the time taken by the 
software to build the parameter block. The KAP/ST-100 has no con­
trol over this, but it can help by reducing the total number of macro 
calls. Use of multioperation macros and elimination of unnecessary 
synchronization macros are two ways of doing this. 

S. Process Selection 

The ST-1()0 gives the best performance when the program per­
forms many operations on each datum. While a simple vector multiply 
will execute very quickly in the ACP, the cost of moving the vector 
multiply from the host to the ST-100 is large: 

1. Move the three vectors from host memory to MM 
2. Invoke the APCL PROCESS 
3. Move the output vector from MM to the host memory. 

The APCL PROCESS itself must incur some overhead because it must 
move the vectors from MM to CM and the result back. Unless floating 
point multiplication is very slow on the host machine this process will 
run much slower than performing the operation on the host, regardless 
of the vector length. 

The KAP/ST-100 computes the costs and benefits of using the 
ST-100 in terms of numheT of oneTations neT nnerand. The numheT of 
operands is the number of data items that' must be moved between the 
host and the ST-100. In the case of a vector multiply (with a vector 
length of N), 4N data items must be moved (2N for the input vectors, 
2N for the output vector going over and back). In the case of a matrix 
multiply (with a matrix size of NxN), 4N2 data items must be moved 
(two input matrices and one output matrix of size NxN). The number 
of operations for a vector multiply is N (N multiplies); for a matrix 
multiply, it is 2N3• Thus, the operation/operand ratio for a vector mul­
tiply is N/4N, or 1/4; for a matrix multiply, it is 2N3/4N2, or N/2. This 
is a very coarse measure of the amount of benefit relative to the over­
head cost of moving a set of operations to the ST-100. It is somewhat 
oversimplified, in that it assumes that all operations are equal cost. 

However, even this coarse measure may be used as a starting 
point in deciding whether or not a set of operations should be moved 
to the ST-100. Certainly, a large operation/operand ratio will produce 
more speedup than a small one. A segment of code with a ratio of less 
than one will never run faster on the ST-100. A segment of code with 
a ratio that grows with the size of the problem will get even more 
speedup with large problems than with small; these segments of code 
are especially suitable for moving to the ST-100. 

Adjacent segments of code should be moved together, if at all 
possible, instead of making two or more adjacent APCL PROCESSes. 
The decision of whether to move a segment of code to the ST-100 
must be made with consideration of the surrounding code. For 
instance, by itself the vector multiply above is not suitable to move to 
the ST-100; however, if it were surrounded by two operations that were 
very suitable for the ST-100, such as matrix multiplies, then the total 
cost of a PROCESS containing both matrix multiplies and the vector 
multiply may be less than two PROCESSes each containing one matrix 
multiply. 

The KAP/ST-100 tries to estimate the speedup of moving each 
independent segment of code to the ST-100. It then looks at adjacent 
segments of code and combines them as long as there is still speedup. 
The goal is to generate a program which has the most potential 
speedup. This goal is made difficult since usually some important 
parameters, such as the loop bounds, are unknown at compile time. 
Thus, some loops which look particularly suitable may at run-time turn 
out to have very short vector lengths, resulting in poor speedup. 

6. User Interface 

The KAP/ST-100 must explain to the user somehow just what 
happened to his program. The KAP/ST-100 listing shows user's pro­
gram with the sections that are ported to the ST-100 marked. Those 
statements that are executed in vector mode are also marked. 

One of the problems facing KAP/ST-100 users is how to figure 
out why one section of code was ported and not another. A variety of 
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conditions affect this decision, and user directives may change the 
resulL One of two DO loops may not be vectorizable or may not fit 
any known macro seL In this case, it may be faster to leave that loop 
on the host, and still move the other loop. Another consideration is the 
amount of data to be moved. One DO loop may use many arrays; the 
KAP/ST-100 may decide that the operation/operand ratio was too low, 
and leave that loop on the hosL The KAP/ST-100 leaves the last word 
with the user; KAP directives can force the conversion of a particular 
segment of code, as long as that segment can be fully converted to 
APCL. 

Another KAP directive modifies the ratio at which code is con­
sidered suitable for conversion to APCL. Since the ST-100 is faster 
relative to a small host (such as a VAX nn30) than it is to a larger 
host (like a VAX 8600), some segments of code may be faster on the 
ST-100 with one host and faster on the host in another configuration. 
This KAP directive can even be used to force the KAP/ST-100 to con­
vert almost all code that can be converted; this situation may be useful 
in shops where the critical resource is not time but money, and host 
CPU time is expensive where ST-100 time is inexpensive. 

7. Examples and Speeds 

The KAP/ST-100 output from a matrix multiply subroutine is 
:;hov;n here, ir.cludi."'lg c;;,ccution tii&"M. The input su.bruu.tin~ is sh.uwu 
in Figure 3(a); the KAP-generated host subroutine is shown in Figure 
3(b) and the APCL PROCESS is shown in Figure 3(c). The host pro­
gram proceeds in seven steps: 

1. Call KSTSCH to reserve 3N2+1 words of ST-100 MM; 
2. Pack all scalars into a temporary array (just N here); 
3. Call KSTARY to declare arrays in ST-100 MM; 
4. Call KS1WR and KSTWRW to write data values to the 

ST-100; 
5. Call KS1LGO to load and execute the PROCESS 

MATMUO; 
6. Call KSTRDW to read results from ST-100; 
7. Call KSTPRG to clear ST-100 MM. 

For each array declared in ST-100 MM, a three word descriptor is kept 
in the host program. This is used to pass that array as a parameter to 
the APCL PROCESS. The parameters to the KS1LGO subroutine are 
the PROCESS name, the number of PROCESS parameters, and a 
"type field" and the descriptor for each of the PROCESS parameters. 

The APCL PROCESS bears little resemblance to the original 
subroutine, but some things do remain similar. The DO J and DO K 
loops are still recognizable; notice that the DO I loop was interchanged 
and vectorized for the ST-100. This was done to get stride-one MM 
accesses; non-one strides on MM moves will run at full speed unless 
the stride is relatively prime to the number of MM banks (8). The 
KAP/ST-100 tries for stride-one MM accesses when it can, which are 
guaranteed to run at full speed. Note also that the parameter arrays are 
declared as single dimensional arrays with very large bounds (to bypass 
any bounds checking). All array accesses are done via subscript arith­
metic; the IV variables in the code are used for strength reduction and 
code floating. 

In this experiment, the host was an unloaded VAX 11n80 with a 
floating point accelerator running the VMS operating system. The 
times for running SUBROUTINE MATMUL on the VAX alone com­
pared with the times for running the KAP/ST-100 processed subroutine 
are shown in Figure 4. The CPU times shown are the times charged to 
the batch job for this test; the real times shown are the elapsed times 
for the batch job and the page faults are also from the batch job log. 
Notice that the CPU time is the VAX CPU time; there is no way to 
find the actual time spent in execution on the ST-100, except to infer it 
from the elapsed time for the job. For matrix size of lOOxlOO, the 
ST-100 version already runs at least as fast as the VAX version (com­
paring VAX CPU time to VAX/ST-100 real time). The ST-100 ver­
sion gets better as the matrix gets larger. Notice also the page fault 
figure; the VAX has a paged virtual memory and the program begins to 
thrash when the matrix size gets large. This also seriously affects real 
time. The SUBROUTINE MATMUL could be optimized for the VAX 
by interchanging loops to make the array accesses all stride-one. 
When this is done, the VAX CPU times improve by a factor of two, 



and the matrix size at which page thrashing begins goes up to some­
where between 300 and 400. Even with that improvement, the ST-100 
version will run several times faster than the VAX version, with that 
ratio increasing as the matrices get larger. 

The ST-100 attached array processor offers programmers a low 
cost high performance computational engine. The KAP/ST-100 gives 
Fortran programmers a convenient method to access this power. 

SUBROUTINE MATMUL(A,B,C,N) 
INTEGER N 
REAL A(N,N) ,B(N,N) ,C(N,N) 
DO 100 I = l,N 
DO 100 J = 1, N 
DO 100 K = 1, N 

100 C(I,J) = C(I,J) + A(I,K)*B(K,J) 
END 

Figure 3(a). Matrix multiply. 

SUBROUTINE MATMUL(A,B,C,N) 
INTEGER N 
REAL A(N,N),B(N,N),C(N,N) 
INTEGER ISCLRS (1), ISCLRO (3), CO (3), BO (3), AO (3) 
CALL KSTSCH (3 * (N * N) + 1) 
ISCLRS(l) = N 
CALL KSTARY (ISCLR0,1,1) 
CALL KSTARY (CO,N * N,2) 
CALL KSTARY (BO,N * N,2) 
CALL KSTARY (AO,N * N,2) 
CALL KSTWR (C,N * N,CO) 
CALL KSTWR (B,N * N,BO) 
CALL KSTWR (A,N * N,AO) 
CALL KSTWRW (ISCLRS,l,ISCLRO) 
CALL KSTLGO (' (MATMUO)' ,4,2,ISCLR0,3,C0,3,B0,3,AO) 
CALL KSTRDW (C,N * N,CO) 
CALL KSTPRG 
END 

Figure 3(b). Host program. 

PROCESS MATMUO (ISCLRS, C, B, A) 
MAIN MEMORY 
INTEGER ISCLRS(l6384) 
REAL A(l6384), B(l6384), C(l6384) 
LOCAL MEMORY 
INTEGER IV3, IV2, IVl, IVO, CTMPO, K, J, N, LMISCL (1) 
EQUIVALENCE (LMISCL(l), N) 
CACHE MEMORY 
INTEGER (Cl, ICl (16384)), (C2, IC2 (16384)), (C3, IC3 (16384)) 
REAL (Cl, Cl (16384)), (C2, C2 (16384)), (C3, C3 (16384)) 
EQUIVALENCE (Cl, ICl), (C2, IC2), (C3, IC3) 
CALL STSYNC (000000) 
CALL STRDMA (ISCLRS,LMISCL,l) 
IVO = 1 + N 

IV2 = 1 
DO 101 J=l,N 

IVl = l 
IV3 = IV2 

DO 100 K=l,N 
CTMPO = IVO 

CALL SMM2C (A(IVl), 1, 4, 0,Cl (1), 1, N) 
CALL SMM2C (B (IV3), 0, 4, 0, C2 (1), 1, 1) 
CALL SMM2C (C(IV2),l,4,0,Cl(CTMP0),l,N) 
CALL STSYNC (111111) 
CALL AVMUL (Cl(l),l,C2(1),l,C3(1),l,N) 
CALL AVADD (Cl(CTMP0),l,C3(1),l,C2(CTMPO),l,N) 
CALL STSYNC (000000) 
CALL SMC2M (C(IV2),l,4,0,C2(CTMPO),l,N) 
IVl = IVl + N 
IV3 = IV3 + l 

100 CONTINUE 
IV2 = IV2 + N 

lOi CONTINUE 
CALL STWAP 
END 

Figure 3(c). Created process. 
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Matrix Multiply Results. 
VAX 111780 STlOO 

N cpu-time real-time faults cpu-time real-time faults 
lOOxlOO 20.02 1:06.79 1043 4.54 17.71 1065 
200x200 2:26.92 7:59.50 4411 5.65 40.08 1190 
300x300 11:54.90 15:25.95 513753 7.00 1:18.77 1352 

J 400x4oo 27:11.52 34:24.16 11161781 8.34 2:59.48 1451 

Figure 4. 
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ABSTRACT 

This paper first classifies controls used in 
concurrent programming languages within 
nondeterministic constructs. These controls 
are classified as private control, consensus 
control and hybrid control. We then 
illustrate the need for new and separate 
control, which we introduce and classify as 
preference control. Implementations of 
preference control usin~ nrP.-P.xi~tin~ 
primitives are illustrated and analyied with 
respect to software engineering principles. 
The difference between preference control and 
priorities are discussed. Other issues and 
extensions are also discussed. The 
classification of these controls will help 
programmers to better understand and control 
nondeterministic constructs. The addition of 
a preference control primitive to a 
concurrent programming language will increase 
the language's expressive power if it could 
not previously implement it; otherwise, the 
inclusion of preference control as a 
primitive will simplify the language and 
satisfy software engineering principles. 

Key Words and Phrases: Nondeterminism, 
Concurrency, control classifications, private 
control, consensus control, hybrid control, 
preference control, Ada, CSP, Concurrent C, 
priorities, language design and the 
implementation of the "pref" primitive. 

1 • INTRODUCTION 

Many concepts and notations for distributed 
programming languages have been discussed in 
the past. [1] [5] [6] [12] [15] [16] This 
paper suggests and implements the addition of 
"preference control" to distributed 
programming languages with nondeterministic 
constructs. The paper is structured as 
follows: 

Section 2 defines our notations and 
classifications of controls used to restrict 
nondeterminism in concurrent programming 
languages, which we call: private control, 
consensus control and hybrid control. 

Section 3 describes: the need for a 
primitive to implement "preference control" 
to constrain nondeterministic constructs; 
some alternative implementations with the use 
of pre-existing control primitives; and the 
introduction and implementation of the 
"preference control" primitive for further 
control of nondeterminism in concurrent 
distributed programming languages. 
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Section 4 then discusses further extensions 
and issues raised with the implementation of 
preference control such as: fairness, 
priorities and conflicting concepts. 

Examples are used from the following 
concurrent programming languages: CSP [8,9], 
Ada [11], Concurrent C [7], and Concurrent 
Prolog[13]. These examples are then analyzed 
with respect to software engineering 
standards [3] [10]. 

2. CONTROL CLASSIFICATIONS AND NOTATIONS 

2. l NONDETERNINISH 

Pure Nondeterminism: an unconstrained choice 
from a finite number of alt~rnatives. The 
select statement in Ada implements 
nondeterminism. Concurrent C also implements 
nondeterminism using the select statement. 
CSP uses the symbols "[" and "]" to surround 
the nondeterministic choices. Pure 
nondeterministic constructs are not 
sufficiently structured; hence, various 
programming languages have introduced the 
following controls for nondeterminism, which 
we have classified as: 

2. 2 PRIVATE CONTROL 

Private control: nondeterminism restricted 
by boolean constraints, which we classify as 
private. Private control is considered open 
if the boolean expression is true; it is 
closed otherwise. Example la below 
illustrates private control in CSP: 

Example la 

[ 
[] Bl ==> Sl 
[] Bl ==> S2 
[ l B2 --> S3 

] 

Example lb 
illustrates private control in Concurrent C: 

select { 
Bl: immediate: Sl; 
or 
Bl: inmediate: S2; 
or 
B2: immediate: S3; 

} 

Example le below illustrates how private 
control can be indirectly implemented in Ada 



( although private control was not meant to 
be allowed in Ada, it can be implemented 
using the delay construct with 0.0 as the 
time parameter. ) : 

Example le 

select 
when Bl=> delay 0.0; Sl; 
or 
when Bl => delay 0.0; S2; 
or 
when B2 => delay 0.0; 53; 

end select; 

In these examples, statements Sl and S2 can 
only be chosen if the boolean expression Bl 
is true, and S3 can only be chosen if B2 is 
true. The choice is nondeterministic, yet 
restricted by the private control. 

2. 3 CONSENSUS CONTROL 

Consensus control: nondeterminism restricted 
by environmental/communication constraints, 
which we classify as consensus. The choices 
are restricted to only those for which the 
communication is available from the rest of 
the system. Consensus control is considered 
established if the rendezvous can be 
established. Example 2a illustrates 
consensus control in CSP: 

Example 2a 

[ 

l 

[J Pl?x ==> Sl 
[] Pl !y ==> S2 
[] P2?x ==> S3 

Example 2b -
illustrates consensus control in Concurrent C: 

select 
accept entryl (x); Sl; 
or 
accept entry2(y); S2; 
or 
accept entry3(z); S3; 
} 

Example 2c -
illustrates consensus control in Ada: 

select 
accept entryl(x:type_x) do Sl; 
or 
accept entry2(y:type_y) do S2; 
or 
accept entry3(z:type_z) do S3; 

end select; 

In example 2a, Sl can only be chosen if 
process Pl is sending a value for x; S2 can 
only be chosen if process Pl is ready to 
receive a value y; and S3 can only be chosen 
if P2 is sending a value for x. In examples 
2b and 2c, Sl will only be executed if 
another task is calling the entryl and 
sending the value x. Likewise, S2 will only 
be executed if another task is calling for 
entry2 and sending a value of type y. The 
choice is made nondeterministically, yet it 
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is restricted by the consensus control. 

2. 4 HYBRID CONTROL 

Hybrid control: nondeterminism restricted by 
both boolean and environmental constraints ( 
private control and consensus control ), 
which we classify as hybrid control. Hybrid 
control is available if private control is 
open and consensus control is established. 

Example 3a -
illustrates hybrid control in CSP: 

[ 
[] Bl, Pl ?x ==> Sl 
[J B2, Pl !y ==> S2 
[ ] B2, Pl?z ==> S3 
[] Bl, P2!z ==> S4 

l 

In example 3a: Sl can only be chosen if Bl is 
true and Pl is sending a value for x; S2 can 
only be chosen if B2 is true and Pl is ready 
to receive a value y; S3 can only be chosen 
if B2 is true and Pl is sending a value for 
z; and S4 can only be chosen if Bl is true 
and P2 is ready to receive a value z. The 
choice is made nondeterministically, yet it 
is restricted by private control and 
consensus control. 

Example 3b -
also illustrates hybrid control, in Ada 

select 
when Bl => accept entryl () Sl; end entryl; 
or 
when B2 => accept entry2() S2; end entry2; 
or 
when B2 => accept entryl () 53; end entryl; 
or 
when Bl => accept entry2() S4; end entry2; 

end select; 

Example 3c -
illustrates hybrid control in Concurrent C: 

select { 
Bl accept entryl () Sl; 
or 
B2 accept entry2() S2; 
or 
B2 accept entryl () 53; 
or 
Bl accept entry2() S4; 
} 

In examples 3b and 3c: Sl can be chosen if 
Bl is true and if entryl is being called; S2 
can be chosen if B2 and entry2 is being 
called; and so on ..• Again, the choice is 
made nondeterministically, yet controlled by 
private and consensus controls. 

An alternative is ready if all of the 
controls have been satisfied; that is: if the 
private control is open and/or if the 
consensus control is established or if the 
hybrid control is available. The 
nondeterministic construct will check all of 
the controls in each alternative and then 
choose one of the ready alternatives. The 
programmer can include one, all or any 



combination of the controls allowed within 
the language's nondeterministic structure to 
attain the desired expressive programming 
power. 

3. PREFERENCE CONTROL 

We will classify preference control as 
nondeterminism restricted by preferences; 
preference control gives the programmer the 
power to assign preferences to the choices 
within the nondeterministic construct. Each 
entry inside a nondeterministic construct may 
(but need not) have a preference. A lower 
value indicates a lower degree of urgency; 
the range of preferences is implementation 
defined. ( ie. a ready entry with a 
preference = 2 is chosen before a ready entry 
of preference= 1). 

3. 1 OTHER EXISTING MECHANISNS FOR 
CONTROLLING NONDETERMINISM: 

Many languages contain primitives for the 
nondeterministic construct with private 
control, consensus control and/or hybrid 
control; but none contain the primitive for 
what we will classify as "preference 
control." The "by" construct was introduced 
by Andrews [2] and Concurrent C [7] later 
implemented the "by" construct and the "such 
that" construct. These constructs allow the 
entry to selectively choose an entry call 
from the entry queue instead of receiving the 
entry calls from the queue in FIFO order, 
which is the default. The "by" and the "such 
that" constructs differ from preference 
control in that they control choices from 
within an entry's queue; "pref" controls the 
choice of alternatives within the select 
statement. The "cell" concept [14] allows 
explicit preference control amongst the 
entries within the select statement by 
attaching labels to entries and ordering the 
labels statically. Some languages can use 
other primitives to simulate preference 
control, but we will argue that these 
implementations are very complicated and 
unacceptable by software engineering 
standards. Preferences should allow some 
choices, within a nondeterministic construct, 
to be chosen before others. Concurrent C and 
Ada have implicitly defined preferences built 
into the language; in Concurrent C, an 
available accept alternative is chosen before 
an open immediate alternative. None of these 
languages contain a primitive to control 
preferences explicitly; this led us to the 
implementation of the "pref" primitive, which 
is necessary for preference control. Take 
for example, the resource manager that 
continuously releases and regains resources. 
Since the manager must have a resource in 
order to release it, a wise manager should 
give preference to the regaining of 
resources. The availability of the resource 
can be maintained by private control; the 
requests to release or return a resource can 
be checked by consensus control; but no 
primitive exists to express preference 
control, which is necessary in this case to 
give preference to the release of a resource. 
Therefore, we are forced to use other 
primitives to implement preference control, 
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which we feel should be included as a 
primitive. These implementations require 
some programming effort and result in 
implementations that do not support software 
engineering principles. Some programming 
languages implement priorities; priorities 
will be discussed in a later section, since 
they are not part of what we have classified 
as controls for nondeterminism within unique 
tasks. Preference control can also be used 
to implement "fairness" and avoid 
process/task starvation; this will also be 
covered in section 4.1. 

3. 2 IMPLEJtfENTATION OF PREFERENCES WITH 
EXISTING PRIMITIVES 

Suppose we have a process/task that is 
required to do one of four services ( 
servicel, service2, service3 and service4), 
and that we wish to give the services 
preferences - that is, we wish to service4 if 
possible, else service3, else service2 and 
the least preference is to servicel. 
Services 1 - 4 are all different. This 
cannot be implemented in CSP within the 
nondeterministic construct. This can be 
simulated in Ada in a couple of ways: (You 
might try to come up with some solutions 
yourself before reading the following known 
solutions) 

I. Using low level system defined queues 

Example 4 

task CONTROLLER is 
entry SERVICE4(D:DATA); 
entry SERVICE3(D:DATA); 
entry SERVICE2(D:DATA); 
entry SERVICEl(D:DATA); 

end CONTROLLER; 

task body CONTROLLER is 
begin 

select 

"'-- very urgent 
-- urgent 
-- medium urgency 
-- low urgency 

when B4 •> accept SERVICE4(D:DATA) do 
ACTION4(D); "" 

end SERVICE4; 
or 
when B3 and (not(B4) 

or SERVICE4'COUNT • 0) •> 
accept SERVICE3(D:DATA) do 

ACTION3(D); 
end SERVICE3; 
or 
when B2 and (not(B4) or SERVICE4'COUNT • 0) 

and (not(B3) or SERVICE3'COUNT • 0) •> 
a~cept SERVICE2(D:DATA) do 

ACTION2(D); 
end SERVICE2; 

or 
when Bl and (not (B4) or SERVICE4'COUNT • 0) 

and (not(B3) or SERVICE3'COUNT • 0) and 
(not(B2) or SERVICE2'COUNT • 0) •> 
. a,ccept SERVICE! (D:DATA) do 

ACTION I (D); 
end SERVICE I ; 

end select; 
end CONTROLLER; 

1. This implementation is not very 
readable; it is not clear why the 
queues for service4, service3 and 
service2 are being checked if servicel 
is to be accepted. 



2. All of those checks on the queues are 
expensive and make the implementation 
very complex. 

3. Using the system defined low level 
queues forces the programmer to use low 
level commands, which ideally should be 
hidden from the user and are not 
desirable in a high level language like 
Ada. 

4. This implementation requires a lot of 
modification if the user wishes to 
change the preferences or add entries 
with different preferences. 

5. This implementation uses a "loop hole" 
in Ada, (ie. the COUNT attribute) to 
implement consensus control using 
private control. The use of the COUNT 
attribute as a condition is 
syntactically private control, and yet 
semantically consensus control. This 

2. Using nested select statements 

Example 5 

task CONTROLLER is 

end; 

entry SERVICE4(D:DATA); 
entry SERVICE3(D:DATA); 
entry SERVICE2(D:DATA); 
entry SERVICE1(D:DATA); 

task body CONTROLLER is 
begin 
Done:boolean = false; 
while not(DONE) do 

loop 
select 

when not(Done) and B4 => 
accept SERVICE4(D:DATA) do 

inconsistency adds ambiguity to this 
problem. 

6. This implementation is dangerous 
because it can cause the raising of an 
unnecessary exception. The semantics 
of the select statement specify that if 
all conditions ( the private control ) 
are false and there is no else 
alternative or terminate alternative 
included, then an exception should be 
raised. This rule was probably made 
assuming that the conditions covered by 
private control were static and could 
not change at a later time. But you 
can see by this example that if the 
boolean conditions are true, but the 
queues are empty, an unnecessary 
exception will be raised; although 
entry calls may be in progress. This 
faulty behavior can be caused by the 
inconsistent use of private control 
instead of consensus control ( as 
described in the latter paragraph). 

ACTION4(D); end SERVICE4; Done=true; 

else select 
when not(Done) and (not(B4) 

and B3) => 
accept SERVICE3(D:DATA) do 

ACTION3 (D); end SERVICE3; Done=true; 

else select 
when not(Done) and (not(B4) 
and not(B3) and B2) => 

accept SERVICE2(D:DATA) do 
ACTION2(D); end SERVICE2; Done=true; 

else select 
when not(Done) and 
(not(B4) and not(B3) 
and not(B2) and B1) => 
accept SERVICE1(D:DATA) do 

else NULL; 
end select; 

end select; 

ACTION1(D); end SERVICE1; 
Done=true; 

end select; 
end select; 

end loop; 
end CONTROLLER; 
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(NOTE: Could not use array/family of entries 
since all four entries are different) 

1. This implementation is ambiguous; it is 
not clear why all of the nesting is 
necessary or how the nondeterminism 
will work in this case. 

2. The nesting is very complex and will 
require further nesting if entries of 
different preferences were to be added! 

3. This example requires an extra boolean 
variable (private control) and a loop 
(although the repetitive behavior of a 
loop is not desired) structure to make 
sure one and only one entry is 
accepted; this is extremely inefficient 
and confusing to a reader. 

4. This example also implements "Busy 
Waiting", which is very expensive and 
inefficient. 

5. This implementation is also very 
difficult to modify; changing the 

Example 6 

Syntax for the select alternative: 

preferences of the entries would 
require renesting the entire select 
statement. 

Both of these simulations are ambiguous and 
do not support software engineering 
standards. The need is then evident for a 
primitive to implement preference control 
within a nondeterministic construct. 

3. 3 INTRODUCTION TO THE PREFERENCE CONTROL 
PRIMITIVE CONSTRUCT: 

We propose the syntax: "pref -> <constant>" 
to assign a static preference control value 
within a nondeterministic construct. Dynamic 
preference control, in which we could pass 
"pref" the value of an expression, is much 
more powerful and expensive ( and out of the 
scope of this paper ). Static preference 
control is simple, easy to implement, and can 
be evaluated at compile-time. For the Ada 
nondeterministic construct, we suggest the 
following syntax for the select alternative: 

pref -> <constant>: when <condition> => select_alternative 

SELECT ALTERNATIVE: 

-~:::~:~::::::::~-~---> [select_alternative] --> 

Example 7 

selective wait ::= 
select 

[pref -> constant ] [ when condition => ] 
select alternative 

or [pref -> constant : l [ when condition => 
select_alternative } 

else 
sequence of statements 

end select; - -

select alternative::= 
accept_statement [sequence_of_statements] 

I dela~_statement [sequence_of_statements] 
terminate; 

All of the nondeterminism constraints are 
listed before the entry call: first, the 
preference control (pref -> constant); 
followed by the private control (when 
<boolean expression>; and finally, the 
consensus control (=> accept <entry>). ( We 
considered placing the preference control 
declaration within the task entries 
declaration, but concluded it belonged within 
the select statement, with the other 
nondeterminism controls.) If a preference is 
not specified, it should default to the 
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lowest value ( ie. if negative values for 
preferences are not allowed, then default to 
0 ). The same value preference can be 
assigned to different entries within the same 
select statement to allow a greater amount of 
nondeterminism. 

For example, using the nondeterministic 
construct "select" in Ada, combined with our 
proposed preference control construct, the 
problem described above can be solved by the 
following: 



Example 8 

task CONTROLLER is 
entry SERVICE4(D:DATA); 
entry SERVICE3(D:DATA); 
entry SERVICE2(D:DATA); 
entry SERVICE1(D:DATA); 

end CONTROLLER; 

task body CONTROLLER is 
begin 

select 

very urgent 
urgent 
medium urgency 
low urgency 

pref -> 4: when B4 => accept SERVICE4(D:DATA) do 
ACTION4(D); end SERVICE4; 

or 
pref -> 3: when B3 => accept SERVICE3(D:DATA) do 

ACTION3(D); end SERVICE3; 
or 
pref -> 2: when B2 => accept SERVICE2(D:DATA) do 

ACTION2(D); end SERVICE2; 
or 
pref-> 1: when Bl =>accept SERVICE1(D:DATA) do 

ACTION1(D); end SERVICE1; 
end select; 

end CONTROLLER; 

Semantics of preference control construct: 
Select one of the available alternatives with 
the highest pref value. More than one entry 
can have the same pref value; this will 
increase the nondeterminism of the choice. 

1. This example is much more readable than 
the previous two and is much simpler 
and easier to understand. 

2. Since nested select statements, loops 
and low level queues are not needed, 
this is also a mere efficient 
implementation that supports software 
engineering standards. 

3. Different entries could have the same 
preference and possibly differ in the 
private control or consensus control. 

4. This construct adds expressive power to 
languages, like CSP, that cannot 
otherwise implement preferences. 

5. A smart compiler could save some 
unnecessary evaluations by first 
evaluating the entries with the highest 
prefe.rences. 

6. This implementation is easy to modify; 
changes of priorities or the addition 
of entries would require minimal change 
of code. 

7. This implementation does not contain 
busy waiting; nor does it include the 
danger of causing an exception handler 
to be raised unnecessarily because it 
makes a clear distinction between 
private control, consensus control and 
preference control. 

The preference control primitive can directly 
be used to give an elegant solution to the 
resource manager problem by simply giving a 
higher preference to the releasing of 
resources. It should be noted that assigning 
preferences to the entries sequentially as 
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they are ordered within the select statement 
is not a valid implementation of preference 
control, since the "pref" value of each entry 
would be unique; preference control requires 
that more than one entry can have the same 
"pref" value. 

4. EXTENSIONS & ISSUES OF PREFERENCE 
CONTROL: 

4.1 FURTHER USE OF PREFERENCE CONTROL TO 
IMPLEMENT FAIRNESS: 

We propose the extension of the 
implementation of type tasks in Ada to allow 
specifying different preferences to the type 
tasks. A type task could be defined once 
(possibly with default preferences) and 
later, when these tasks are declared 
dynamically, the preferences could be listed 
as a parameter to the declaration. We could, 
for example, define : 

Example 9 

task type CONTROLLERS( prefs -> a,b,c,d ) is 
entry entryl 
entry entry2 
entry entry3 
entry entry4 

end CONTROLLERS; 

task body CONTROLLERS( prefs -> a,b,c,d ) is 

select 
pref -> a: accept 
or 
pref -> b: accept 
or 
pref -> c: accept 
or 
pref -> d: accept 

end select; 
end CONTROLLERS; 

And then declare: 

CONTROLLER I 
CONTROLLER2 
CONTROLLER3 

CONTROLLERS(l,2,3,4); 
CONTROLLERS(4,3,2,1); 
CONTROLLERS(2,3,3,1); 

entryl 

entry2 

entry3 

entry4 

CONTROLLER1 is of type CONTROLLERS and was 
assigned a preference of 1 to entry1, a 
preference of 2 to entry2, a preference of 3 
to entry3 and a preference of 4 to entry4. 
Oppositely, CONTROLLER2 was assigned a 
preference of 4 to entry1, a preference of 3 
to entry2, a preference of 2 to entry3 and a 
preference of 1 to entry4. CONTROLLER3 
illustrates that more than one entry can have 
the same pref value. Type tasks with 
preference control parameterizing would allow 
the programmer to assign different 
preferences to different instances of the 
same task without having to rewrite a copy of 
the task. The use of preferences can help 
avoid starvation of processes or tasks and 
could then implement fairness. Concurrent 
Prolog (13) implements fairness using the 
"stable machine", but the stable machine does 
not appear to implement nondeterminism as 
needed in our examples. 



4.2 PRIORITIES VERSUS PREFERENCE CONTROL: 

We,distinguish between preference control and 
priority control. Priority refers to 
processes or actions to be chosen at the 
system level; preferences are defined at the 
user level. Priorities cannot be considered 
to be included in our classification of 
controls restricting nondeterminism within a 
task. Priority is a function from a set of 
tasks to a set of values; whereas, preference 
is a function from a set of entries within a 
task to a set of values. Priority controls 
the race among different tasks in the system 
level. Preferences control the race among 
entry calls within a task at the user level. 
Giving a process or task a priority would not 
solve the example above, since the same 
process can call the manager for the request 
or release a resource. Preferences give 
control to the server, whereas priorities 
give priority to the clients. Priority 
control is implemented in both Ada and 
Concurrent C. 

In Ada, for example, the user can explicitly 
define the priority of a ~ask using the 
"PRIORITY pragma", which is a 
suggestion/pragma to the compiler. 

"Each task may be assigned a priority that 
overrides the default priority assigned to a 
task by the implementation. Tasks can be 
assigned a priority by using the PRIORITY 
pragma which is of the form: pragma 
PRIORITY(P); and is included in the 
specification of the task. P is a static 
expression of the implementation defined 
integer subtype PRIORITY. The higher the 
value of P, the higher the priority of the 
task." 

Like Ada, Concurrent C implements process 
priority assignment. Concurrent C also 
implements a different version of priorities, 
using the "BY" construct, which allows the 
user to define/prioritize the tasks that 
could be served by an individual entry. The 
"BY" construct is considered a priority 
control because it controls the race among 
different tasks. Concurrent C controls this 
at the user level as an additional language 
within a nondeterministic construct, not at 
the system level like Ada does. The "BY" 
construct is not powerful enough to solve the 
resource manager problem, since we need to 
prefer one entry over other entries, not one 
task over another at the entry level. 

Concurrent Prolog defines a stable machine 
as: "A Concurrent Prolog machine is 
'stable' if it alwavs chooses the first 
unifiable clause fo~ reduction, if several 
such clauses exist." Concurrent Prolog 
implements implicit preference control, but 
it does not do so within a nondeterministic 
construct. Therefore, we cannot classify 
Concurrent Prolog's stable machine as a 
priority, nor as preference control, because 
it does not control a nondeterministic 
construct. Preferences are implicitly 
defined (and forced) by the ordering of the 
statements. Similar to preference control, 
the stable machine in Concurrent Prolog can 
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implement fairness and decrease the chance of 
process/task starvation. 

4. 3 NEW ISSUES RAISED BY PREFERENCE 
CONTROL: 

The additional expressive power of 
implementing preferences may bring about 
other difficulties such as: difficulty of 
implementation; and difficulty of use. 
Consider the following program in CSP with 
the addition of preferences: 

Example 10 

P:: P1 11 P2 

Pl:: [ 
[ J pref->2, P2?x ==> S1; 
[ J pref->1, P2!0 ==> S2; , 

J 

P2:: [ 
[ l pref->2, P1 ?y ==> 53; 
[ J pref-> 1, P1 !O ==> S4; 

J 

The above conflict arises when P1 & P2 are 
executed in parallel and are in essence 
"deadlocked"; this new type of error can be 
introduced by preferences. The programming 
methodologies of Communication Closed Layers 
[5] of constructing well-structured 
distributed programs may help avoid such 
errors, but cannot insure their discovery or 
elimination before run time. Ada and 
Concurrent C avoid this conflict bv the 
asymetric use of the accept alternatives and 
the call alternatives within separate select 
alternatives. 

These issues, and others that may arise from 
the combination of preference control and 
different language constructs, are out of the 
scope of this paper. We simply wish to 
introduce the concept of "preference control" 
restricting nondeterminism for concurrent 
programming languages. The actual 
implementation of preference control will 
have to vary for each individual programming 
language, depending on the language's 
programming philosophies and methodologies. 

5. CONCLUSION: 

Nondeterminism is a central concept and issue 
in modern concurrent programming languages 
that exploits explicit parallelism. 
Controlling nondeterminism should therefore 
be an important issue of distributed 
programming language design. In this paper, 
we first classified the current available 
primitives that can be used for controlling 
nondeterminism : private control, consensus 
control and hybrid control. We then 
introduced and suggested the addition of a 
new language independent primitive to control 
nondeterminism, which we call preference 
control. Our examples have illustrated the 
expressive programming power of controlling 



nondeterminism with the above mentioned 
controls. We strongly suggest the use of 
preference control in real time applications, 
where it is urgently needed. 
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Abstract - This paper presents the appli­
cation of the refined-language methodology to 
ANSI FORTRAN 77. The resulting language, 
RF77, permits: 
• Users to write code which differs from 

standard ANSI FORTRAN 77 code only in 
that data access rights are more precisely 
specified 

• Compilers, using well-known flow-analysis 
techniques, to generate consistently good, 
highly-parallel, race-free, code for virtually 
any machine architecture. 

In modifying ANSI FORTRAN 77, our goal is 
not merely to find parallelism where none was 
envisioned by the programmer, but to provide a 
more general way of expressing algorithms for 
parallel computers of any type (MIMD, VLIW, 
SIMD, etc.). 

Introduction 

In our paper, "Refined C: A Sequential 
Language For Parallel Programming," which 
appeared in the proceedings of ICPP 1985 [Die 
85], we presented both a definition of the 
language RCl and a discussion of what the 
refined-language methodology is. We also 
claimed that the methodology could be applied 
to other languages - and everyone asked "Can 
you do it with FORTRAN?" 

In this paper, we present both a review of 
the problems encountered when flow analysis is 
applied to unmodified ANSI FORTRAN 77 
(toward concurrency-detection), and the specifi­
cation of RF77: refined ANSI FORTRAN 77. 

As might be expected, the substantially dif­
ferent natures of C and FORTRAN are reflected 

1 The syntax of RC has been slightly altered to 
better conform to the draft specification of ANSI C. A 
revised definition of RC is available from the authors 
upon request. 
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in significantly different-looking refinements 
being made to FORTRAN as compared to C. 
However, the methodology remains intact. 

The Methodology 

The refined-language approach begins with 
a conventional HLL - nearly any HLL: in this 
paper, ANSI FORTRAN 77. We have chosen 
this particular dialect of FORTRAN because it is 
a superset of most dialects in popular use, yet its 
specification is readily available. Because the 
ANSI FORTRAN Bx specification includes vec­
tor operations, it might seem, at first, that we are 
attempting to "re-invent the wheel" - but vector 
operations do not make generation of good 
MIMD code significantly easier [Die 86]. In 
addition, the refinements made to ANSI FOR­
TRAN 77 are compatible with the vector nota­
tion of ANSI FORTRAN Bx; hence, RF77 can 
be easily transformed into RFBx. 

Since ANSI FORTRAN 77 contains no 
explicit parallelism or synchronization con­
structs, it is naturally impossible to write a race 
condition in the language. Likewise, a flow­
analyzing compiler re-structuring code into a 
parallel form by using only correctness­
preserving transformations will be incapable of 
generating a race condition. Therefore, if such a 
compiler is given pure ANSI FORTRAN 77 
code, the programmer is guaranteed that the 
parallelized program will produce the same 
result as the sequential program - the program 
will be debuggable. Perhaps even more impor­
tant, using a compiler with a "back-end" 
appropriate for each parallel or sequential 
machine, the program will be completely port­
able. 

Unfortunately, the amount of useful paral­
lelism found by a flow-analyzing compiler exa­
mining a typical (unrefined) ANSI FORTRAN 
77 program is not necessarily all (or even a large 
fraction of all) that is present in the program 



[Kuc 72]. This discrepancy is caused by certain 
language constructs obscuring (from the 
compiler's flow analysis) the fact that some 
operations could be parallelized. In refining 
ANSI FORTRAN 77, constructs which obscure 
the needed information are removed from the 
language and are replaced by modified versions 
which do not inhibit the analysis. These replace­
ments can be made to look much like the origi­
nal constructs and can provide all, or nearly all, 
of their expressive power. All the other language 
constructs remain as they were. 

The resulting language, RF77, looks and 
"feels" like ANSI FORTRAN 77, but, unlike the 
latter, can be compiled into reasonably efficient 
race-free code for any kind of machine, parallel 
or sequential (assuming a compiler has been con­
structed for the machine in question). 

What's Wrong With FORTRAN? 

For the purpose of automatically generating 
parallel code, it is convenient that typical (unre­
fined) FORTRAN programs are far simpler and 
more static than programs written in most other 
languages. Programs are simpler because FOR­
TRAN is a relatively spartan language - there 
are not as many different ways to say the same 
thing as in most other languages. Programs are 
more static in that more information than usual 
about the run-time behavior of a program can be 
determined at compile-time. For example, the 
amount of data space required by a typical 
FORTRAN program is known at compile time; 
in most languages, the ability to perform recur­
sive calls and to dynamically request chunks of 
memory makes determining the run-time size 
equivalent to solving the halting problem. 

In these respects, FORTRAN, in any of its 
major dialects, is an ideal language for a com­
piler to analyze. This fact is evidenced by the 
multitude of parallelizing compilers for dusty 
deck FORTRAN [All 82] [Fis] (Kuc 84] [Nie 85] 
(KAI 85] and the lack of parallelizing compilers 
for almost any other language. 

Although the simple, static, nature of FOR­
TRAN programs aids the compiler in its 
analysis, there are FORTRAN constructs which 
severly impede analysis for automatic 
parallelism-detection. Any construct which blurs 
the compiler's picture of which data items might 
be accessed by any particular reference will 
result in the compiler making a "safe" assump-
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tion. For example, in: 

C For this and the following examples, assume 
C that labels 10 and 20 are never referenced; 
C they appear only to relate each example to 
C the discussion in the text. 
10 A=B•c 
20 D =E • F 

it is obvious that the statements labeled 10 and 
20 can be executed either sequentially or in 
parallel, but if and only if the answers to the fol­
lowing questions are "No": 
(1) Is B or C an alias for D? Is E or F an alias 

for A? 
(2) Are A and D aliases for each other? 
If any part of (1) was answered "Yes," execut­
ing statements 10 and 20 in parallel could pro­
duce an incorrect result - a write/read race 
condition would exist. If (2) was answered 
"Yes," executing statements 10 and 20 in paral­
lel would produce unreliable results - a 
write/write race condition would exist. 2 If static 
analysis could not answer either (1) or (2), or if 
either answer was "Sometimes Yes," the only 
"safe" assumption is that parallel code for state­
ments 10 and 20 cannot be generated. 

The previous example is somewhat con­
trived, because it is (usually) trivial for a flow­
analyzing compiler to determine the answers to 
each of the above questions - any of the 
"dusty-deck" parallelizing compilers mentioned 
above could answer them. However, we will use 
minor variations on this example to demonstrate 
the analysis problems Ca\lsed by each of the 
ANSI FORTRAN 77 constructs which must be 
refined. 

References to Global Data (COMMONs) 

Suppose that A, B, and C are all defined as 
independent variables which reside in a COM­
MON and that the statement labeled 20 is 
changed so that we now have: 

10 A =B • C 
20 CALLSUBR 

2 It is interesting to note that, in general, if an 
answer is known to be "Yes" then a sequential code 
optimisation is poBBible. For example, if A and D are 
aliases for each other, statement 10 is a dead computa­
tion and can be eliminated. 



Also assume that SUBR is a SUBROUTINE 
which is defined in another file. The questions 
the compiler must answer are essentially the 
same: 
(1) Does SUBR (or any subprogram invoked 

by SUBR) contain any stores into B or C 
or any loads of A 7 

(2) Does SUBR (or any subprogram invoked 
by SUBR) contain any stores into A 7 

In order for the compiler to generate code which 
can safely execute statements 10 and 20 in paral­
lel, the answers to both questions must be 
known to be "No." 

The time complexity of some flow-analysis 
techniques used to attempt to answer these ques­
tions forces flow-analysis to be localized to small 
regions of a program (for example, a SUBROU­
TINE or FUNCTION at a time) - analysis of 
larger regions would take an unacceptably long 
time. Since the above example may require this 
analysis to be performed on the entire program, 3 

the compiler \YOUld probably be unable to 
answer these questions. This, in turn, would 
force the compiler to make the "safe" assump­
tion that every SUBROUTINE or FUNCTION 
call might affect every variable that appears in 
any COMMON. Sequential code results. 

A less obvious, but very similar, situation 
exists relative to the use of I/0 channels by sub­
programs. The I/0 channel numbers act like gto­
bal variables. Consider: 

10 WRITE (6,•) A 
20 CALLSUBR 

It is impossible to tell if SUBR uses I/0 channel 
6 without looking, at the very least, at the code 
for SUBR. 

References using Pointers (Call-by-Address) 

Let us now assume that A, B, and C are all 
defined as independent variables local to the 
SUBROUTINE in which the following code 
appears: 

3 Recently 1 substantial advances have been made to­
ward limiting the scope of analysis by constructing 
"programming environments" which incrementally col­
lect the needed information. A good example of this ia 
[Coo 86). However, this mechanism alone is not capa­
ble of solving the problems described in section on 
Reference11 to Indexed Data Structures. 
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10 A =B • C 
20 CALL SUBR(A, B) 

As before, SUBR is assumed to be defined in 
another file; but, since we have already con­
sidered the problem, we will assume that there 
are no COMMONS in SUBR. Although FOR­
TRAN does not explicitly support pointers, it 
does use call-by-address in passing arguments to 
FUNCTIONS and SUBROUTINES. The com­
piler must now find answers to: 

(1) Does SUBR (or any subprogram invoked 
by SUBR) store into B or load from A 7 

(2) Does SUBR (or any subprogram invoked 
by SUBR) store into A 7 

which, of course, would normally be too expen­
sive for the compiler to answer. 

References to Indexed Data Structures 

Let us return to our original example, 
again, slightly modified: 

IMPLICIT INTEGER A-Z 
DIMENSION G(lOO) 

10 G(A) =G(B) • G(C) 
20 G(D) = G(E) • G(F) 

Again, we must answer nearly the same ques­
tions as for the original, trivial, example: 
(1) Is G(B) or G(C) the same element as G(D)? 

Is G(E) or G(F) the same element as G(A)? 

(2) Is G(A) the same element as G(D)? 

However, these questions are much harder to 
answer. In fact, they cannot be answered at com­
pile time if any of A, B, C, D, E, and F is given 
a value at run-time which is not related to all the 
other variables' values in an obvious way. For 
example, suppose a value is READ for A in the 
statement which is executed just before 10. It is 
not merely difficult to find answers to these 
questions by analysis; it is theoretically impossi­
ble in such a case. In other cases, answering 
these questions requires theorem proving. 

If the value of any of A, B, C, D, E, and F 
is affected by a parameter entering the SUB­
ROUTINE which contains the above example, 
then the corresponding argument to every CALL 
of that SUBROUTINE must be examined. This 
may be theoretically possible, but it certainly is 
not practical 

Since it can be very difficult to determine 
which element(s) of a data structure an indexed 
reference can access, it is often necessary to 



assume that such a reference potentially affects 
any (every) element of the array. 

Several attempts have been made to resolve 
these analysis problems by having the program­
mer insert assertions. Some of these assertions 
have been of the form "Trust Me ... it's safe to 
do this in parallel," which is very thinly­
disguised explicit parallelism - with all the 
disadvantages thereof. The best approach to 
adding assertions is described in [Fis] and [Fis 
84). These assertions take the form of equations 
which can actually be checked for validity at 
run-time, but solving the equations is a complex 
task for the compiler and the assertions them­
selves are quite alien to the average FORTRAN 
programmer. 

The RF77 equivalent to assertions (the 
concept of partitio11i11g) is both efficient and safe, 
but, most importantly, it makes sense in terms of 
expressing an algorithm. 

The Refinements 

In each of the situations described above, 
the compiler's inability to resolve exactly which 
data items might be accessed by a particular 
reference must result in the "safe" assumption -
that all possibly touched items are not "avail­
able" across such a reference - which typically 
forces the generation of sequential code. If we 
can enable the programmer to specify what 
really happens in these cases, more computations 
can be known to the compiler to be available, 
fewer precedence constraints need be artificially 
imposed by the compiler, and less of the gen­
erated code will be forced to be sequential. 

Each refinement can be viewed as simply 
providing the programmer with a language con­
struct which, while being intuitive and natural to 
the programmer, allows him to provide exactly 
the extra information the compiler needs. 

Access Permissions for Globals 

As pointed-out in the discussion above, 
FORTRAN supports two basic kinds of global 
data: 

• COMMONs, which are used to group sets 
of variables together by name and to give 
FUNCTIONS and SUBROUTINEs access 
to the variables by these group (COM­
MON) names. 

• I/0 channel (logical unit, logical file) 
numbers, each of which is used to give the 
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set of data within a file a name (number) 
and to give FUNCTIONs and SUBROU­
TINES access to the variables by that name. 

the two are -yery similar in concept. 
The kind of language structure needed to 

solve the problems associated with global data 
references closely resembles a COMMON. 
Unfortunately, although COMMON statements 
provide the naming features needed, they are 
scattered throughout the source program and 
potentially across a large number of files. To 
make compilation speed acceptable, the informa­
tion must be available without having to scan the 
entire source program. 

The required information about use of glo­
bals in an RF77 program is placed in a separate 
i1llerf ace specificatio11 file, 4 which is 
#INCLUDEd by all files that constitute the 
source program - much as C programs #include 
"header files." The i11terface specificatio11 file 
simply contains the definitions of global vari­
ables and the access permission each FUNC­
TION and SUBROUTINE has for each global. 

Borrowing the terminology of Ada [Ada 
80], there are two primitive kinds of access per­
mission relevant in performing concurrency 
detection and generation of efficient parallel 
code: 

IN For a variable, permission for the variable's 
rvalue to flow into the FUNCTION or SUB­
ROUTINE; for a file, permission only to READ 
from the file. 

OUT For a variable, permission for the rvalue of a 
variable to be different as the variable flows out 
of the FUNCTION or SUBROUTINE from 
what it was at entry; for a file, permission to 
WRITE to the file. 

Also, as in Ada, these access permissions may be 
combined: 

IN OUT For a variable, permission for the variable'• 
rvalue to both flow into the FUNCTION or 
SUBROUTINE and to be different as the vari­
able flows out; for a file, permission both to 
READ from and to WRITE to the file. 

COMMON Permissions. Each individual 
entry within an RF77 i11terf ace specificatio11 takes 
one of the following forms: 

4 A software tool currently under development, 
called PREFINE, will automatically convert a FOR­
TRAN program into its RF77 equivalent - including 
the creation of an appropriate interface 1pecification file. 



IN /glo&al_mme/ 1ubprogram_Ji.t 
OUT /global_mme/ 1ubprogram_Ji.t 
IN OUT /globa/_J1Gme / 1ubprogram_Ji.t 

where IN and OUT are as indicated above and 
IN OUT is equivalent to both IN and OUT per­
mission. Note that global_name may be either 
the name of a COMMON or it can be blank, 
representing the unnamed COMMON. 

The following is a skeletal example of the 
use of IN, OUT, and IN OUT: 

C 'this would be the interface spec., "TEST .H" 
IN /A/ SUBR1,FUNC2 

C SUBRl and FUNC2 both can examine any var in A 
OUT /A/ SUBR2 

C SUBR2 can change any var in COMMON A 
IN OUT /A/ FUNCl 

C FUNCl can examine and change any item in A 

C the following appears in TESTl.RF 
#INCLUDE TEST .H 

FUNCTION FU NCI( .. .) 
COMMON /A/ X,Y,Z 

END 

C the following appears in TEST2.RF 
#INCLUDE TEST .H 

FUNCTION FUNC2( ... ) 
COMMON /A/ X,Y,Z 

END 

C the following appears in TESTS.RF 
#INCLUDE TEST .H 

SUBROUTINE SUBRl ( ... ) 
COMMON /A/ X,Y,Z 

END _ 

C the following appears in TEST4.RF 
#INCLUDE TEST .H 

SUBROUTINE SUBR2( ... ) 
COMMON /A/X,Y,Z 

END 

It is important to note that the RF77 com­
piler will flag any attempt to reference a global 
for which permission was not explicitly or impli­
citly granted: if any subprogram attempts to 
exceed the access rights granted by the inter/ ace 
specification, a fatal compile-time error will 
result. By the inter/ ace specification given in the 
previous example, the following definition of 
SUBRl is an error because only IN rights were 
granted for members of the COMMON A: 

SUBROUTINESUBRl(B) 
COMMON /A/ X,Y :Z, 
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x =6.0 
END 

By the same principle, any attempt to CALL a 
SUBROUTINE or FUNCTION which has 
access privileges beyond those of the caller also 
constitutes a fatal compile-time error: 

SUBROUTINE SUBRl(B) 
COMMON /A/ X,Y,Z 
CALLSUBR2 
END 

I/0 Channel Permissions. As we pointed­
out at the start of this section, 1/0 channels are 
also a form of global, named by the INTEGER 
channel number (which is considered to be a 
pre-defined COMMON name). For example, the 
ability to READ from 1/0 channel 7 would be 
granted to subroutine SUBR3 by: 

IN /7/ SUBR3 

The parallelization of 1/0 operations is 
traditionally one of the most difficult and unreli­
able language features, as evidenced by the lack 
of 1/0 operations in many new parallel­
processing languages. In creating RF77, this 
problem is even more difficult because much of 
the flavor of FORTRAN is its style of I/O -
drastically changing the I/O would have made 
RF77 drastically different from FORTRAN. We 
have chosen to maintain the FORTRAN I/O 
style, at a slight cost in reliability of paralleliza­
tion. 

To function properly, I/O operations 
would have to be based on naming files - but 
FORTRAN, and hence RF77, I/O is based on 
naming channels. RF77 compilers assume that 
operations performed using different 1/0 channels 
are always independent of each other. Strictly 
speaking, this is not always true - a single file 
may be associated with several 1/0 channels: if 
one is WRITEing, the compiler might acciden­
tally create a race condition by assuming that 
operations on two different channels can 
proceed simultaneously. In fact, this can also 
cause unpredictable results on some single­
processor machines, due to I/O buffering prob­
lems. 

Argument Passing & Parameter Definition 

Each FORTRAN FUNCTION or SUB­
ROUTINE is able to accept any number of call­
by-address arguments. Since call-by-address is 



used, each argument passed to a subprogram 
could be carrying IN, OUT, or IN OUT, permis­
sions to the rvalue: for the same reasons that a 
parallelism-detecting compiler must know the 
access permissions that subprograms have to 
COMMONs and I/0 channels, the compiler must 
know which of these permissions each argument 
carries. As with global information, the same 
specification must be available to the compiler 
during compilation of both the CALLer and the 
CALLed subprogram. The CALLed routine can­
not require access privileges not granted by the 
CALLer. 

The access privileges granted by the caller 
for each argument should generally match those 
rights required by the called subprogram of its 
parameters. 5 By placing this information in the 
interface specification, it need be given only once 
for each FUNCTION or SUBROUTINE. RF77 
uses the following syntax to state which access 
rights are carried by each argument of a subpro­
gram: 

/unction._!pec ::=ARGUMENT FORTRAN_Jype arg_!pec 
aubroutin.e _!pee ::=ARGUMENT arg _!pee 
ar(J_!pec ::=aub_n.ame (a_p.Jiat) 
a_p.Jiat ::=a_p.Jiat ,perm tgpe_!iz:e 

I perm tgpe_!ize 
perm ::=IN I OUT I IN OUT I n.ull _!trin.g 
tgpe_!ize ::=FORTRAN_Jgpe ( dim.Jiat) 

I FOR'.mAN _Jype 
I n.utl _!trin.g 

where FORTRAN_type is any data type available 
in ANSI FORTRAN 77. 

Normally, ARGUMENT specifications will 
state the access permission carried by each argu­
ment; however, if the access permission carried 
by an argument is not specified then the permis­
sion is assumed to be IN. The optional 
type_size specifications, if given, allow the RF77 
translator to perform type checking on argu­
ments - a feature not related to parallel execu­
tion, but desirable for other reasons. 

As an example of access permission specifi­
cation, a subroutine to add its first two argu­
ments and store the result in the third might be 
written as: 

6 In fact, these permissions often do not match. An 
individual call might pass more restricted rights than 
the subprogram normally requires, but that are known 
to be sufficient for that call. Capitalizing on this was 
deemed too risky. 
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C this would be the interface spec., "TEST2ll" 
ARGUMENT ADDSUB(IN, IN, OUT) 

C the following appears in TEST2RF 
#INCLUDE TEST2ll 

SUBROUTINEADDSUB(A, B, C) 
C =A+B 
RETURN 
END 

And ADDSUB would be called as, for example: 

CALLADDSUB(5, D, E) 

A more concrete (but still artificial) exam­
ple of the use of these constructs is the following 
matrix multiplication code: 

C this would be the interface spec., "MATMUL.H" 
C MATMUL and DOTPRO examine COMMON AB 

IN /AB/ MATMUL, DOTPRO 
C DOTPRO can examine,examine,&change its args 

ARGUMENT DOTPRO(IN,IN,OUT) 
C MATMUL can change its arg 

ARGUMENT MA TMUL(OUT) 

C the following appears in some other file 
#INCLUDE MA TMULll 

SUBROUTINE MA TMUL (C) 
REAL C(l00,100) 
COMMON /AB/ A(l00,100),B(l00,100) 
DO 10 1=1,100 

DO 20 J=l,100 
CALL DOTPRO(I, J, C(I,J)) 

20 CONTINUE 
10 CONTINUE 

STOP 
END 

C the following appears in yet another file 
#INCLUDEMATMULJI 

SUBROUTINE DOTPRO(I, J, C) 
COMMON /AB/ A(l00,100),B(l00,100) 
SUM=O.O 
DO 10 K=l,100 

SUM =SUM +A(I,K) • B(K,J) 
10 CONTINUE 

C=SUM 
RETURN 
END 

The constructs presented in this and the previ­
ous section enable the RF77 compiler to deter­
mine which subprograms can be executed in 
parallel with one another without requiring 
expensive global analysis. The constructs 
presented in the next section permit the pro­
grammer to express information beyond that 
which can be expressed in a "dusty-deck" 
language, hence greatly increasing parallelism. 



Indexing and Partitioning 

Partitioning is the technique used by 
refined languages to create new names for arbi­
trary portions of a data structure. Once these 
names exist, it is a trivial matter to indepen­
dently control the access permissions of each 
piece (called a partition-element). 

C-Style Partitions. Partitioning can be 
viewed as a way of more-precisely specifying 
what pointers have permission to point at, which 
may imply a conceptual rearrangement of the 
object data structure such that elements which 
are not accessible appear to be removed from 
the structure. This the primary function of par­
titions in languages like C [Die 84] [Die 85]. 

Partitioning a matrix by an arbitrary for­
mula specifying which partition-element each 
datum belongs to can produce partition-elements 
which are not the same size or shape as the origi­
nal array - perhaps not even rectangular. For 
example, each "row" might be of a different 
length. This style of partitioning is what we call 
partitioning with dynamic indexing; that is, the 
shape and indexing structure may change 
dynamically according to the partitioning specifi­
cation. 

FORTRAN Partitions. FORTRAN doesn't 
support pointers. FORTRAN programmers 
don't want to think in terms of non-rectangular 
structures because conventional FORTRAN 
doesn't provide any way of building such struc­
tures. 

In RF77, the shape and indexing structure 
of the original data structure must be preserved 
independently of the partitioning specification -
we call this partitioning with static indexing. 

Static indexing means that, for example, 
when a matrix is partitioned into partition­
elements above and below the diagonal, each 
partition-element has the same indexing formulas 
and shape as the original matrix, but some of the 
data of the original matrix are inaccessible by 
each partition-element name: a reference to a 
datum by indexing the "above" partition­
element, where the datum is conceptually con­
tained in the "below" partition-element, is an 
error. In effect, static indexing means that parti­
tioning is a zero-cost operation and each 
partition-element has a membership test formula 
associated with it 6 
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Partitioning is accomplished by the 
(apparently executable) PARTITION statement: 

partltat ::=PARTITION ( lfrueture , partlilf part ) 
partlilf ::=part (condition ) , partlilf 

I nu11 _1tring 

where structure is the name of the structure 
being partitioned (including dummy variables 
naming each subscript) and part is a name for a 
partition-element. 

The conditions within a PARTITION state­
ment are evaluated left-to-right on only those 
data which have not yet been placed in a 
partition-element, therefore, all partition-elements 
are guaranteed to be mutually exclusive: each 
datum can belong to only one at a time. 

The fallowing code illustrates the definition 
and use of a PARTITION which creates 
partition-elements naming the portions of the 
array A which are, respectively, above, on, and 
below, the diagonal: 

REAL A(l00,100) 

PARTITION(A(I,J), AUPPER(J .GT. I), 
1 ADIAG(I ..EQ. J), ALOWER) 

C the following reference is valid 
AUPPER(5,7) =3.14159265 

C the following reference is not valid 
C and would cause a fatal compile-time error 

ALOWER(5,7) =3.14159265 

The user may explicitly test whether a par­
ticular datum is a member of a partition-element 
by using the unary prefix operator .MEMBER., 
which simply applies the membership test for­
mula for the following subscripted reference and 
returns a logical value of .TRUE. if that refer­
ence is valid. Thus: 

C the condition below is obviously .TRUE. 
IF (.MEMBER. AUPPER(l,99)) GOTO 30 

C this might or might not be .TRUE. 
IF (.MEMBER. AUPPER(4*K-1,L)) GOTO 30 

C the condition below is obviously .FALSE. 
IF (.MEMBER. AUPPER(I,I)) GOTO 30 

Compilation Techniques 

Fundamentally, compilation of RF77 into 
efficient parallel code is identical to compilation 
of FORTRAN into efficient parallel code. Any 

6 The concept of membership also applies to other 
data structures. For example, an array membership test 
formula simply checks that subscripts are within 
bounds. 



of the techniques of [All 82) [Fis] [Kuc 84] [Nie 
85] [KAI 85] could be used and the result would 
be at least as good as - probably much better 
than - that obtained from "pure" FORTRAN. 

Of course, just as we have our own parallel 
computer design [Par 86] [Die 85/2) in mind for 
the execution of these programs, we also have 
our own way of constructing refined-language 
compilers. The most unusual features of our 
approach are: 

• Use of conventional (sequential) optimizing 
compiler flow-analysis concepts and tech­
niques, as per [Coe 70] and [Aho 79), to 
build an access-flow graph. 

• Use of non-deterministic process-packaging . 
The kind of parallel code generated is 
determined by a pruned search for target­
machine-dependent structures within the 
access-flow graph. The basic technique is 
similar to that used by [Kru 82] for sequen­
tial code generation. 

Conclusions 

In this paper, we have given a detailed 
presentation of the application of the refined­
language methodology to ANSI FORTRAN 77, 
and we have given a reasonably precise defini­
tion of the resulting language, RF77, including 
many small examples. 

Throughout our modifications, we have not 
changed the FORTRAN flavor of the language 
nor have we imposed any particular view of 
parallel processing. We hll;ve, however, built the 
language in such way that it can be easily com­
piled into efficient code for nearly any kind of 
parallel computer. Further, since these refine­
ments aid any compiler in building a more accu­
rate flow-graph, RF77 is completely compatible 
with, and efficiently usable by, compilers for 
single-processor machines. In fact, by applying 
conventional optimization techniques to the 
better quality flow graph, RF77 may actually be 
a more efficient language for SISD machines 
than ANSI FORTRAN 77. 
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Abstract - A class of multistage interconnection networks 
(MINs) that minimizes the number of wire crossovers is presented. 
The basic idea is to use a MIN (made with smaller MINs) as the 
basic switch in the realization of a larger MIN. The resulting 
awitch-recurait1e MIN has far fewer wire crossovers when com­
pared to others MINs, such as the SW-Banyan, Baseline, Delta and 
Omega networks. More importantly, switch-recursive MINs have 
very distinct clusters in the topology, with heavy communications 
within clusters, and little communications between clusters. In a 
discrete component realization, such clustering makes the parti­
tioning of these networks onto printed circuit boards, in a way to 
minimize edge connector and board costs, relatively straight for­
ward. The network's physical size' ·is reduced, and hence delays 
through the network are also red..uced. In a VLSI realization, 
where the entire MIN is realized in a single integrated circuit, such 
clustering reduces the area requirements of these networks by up 
to 50%, when compared with the SW-banyan layout. 

1. Introduction 

With the emergence of VLSI technology and wafer-scale 
integration, the prospect of one day integrating an entire system 
on one wafer is growing. An important component in many sys­
tems, such as multiple processor architectures, is the interconnec­
tion network. A large number of interconnection networks have 
been proposed, the most predominant ones being the crossbar net­
work, numerous multistage interconnection networks (MINs), and 
the single stage shuffie exchange network (SEN). Optimal layouts 
for SENs have been presented in [7}, and the VLSI aspects of SW­
banyans (6} and crossbars have been analysed in (4). This paper 
extends the latter by introducing a class of banyan networks, 
called switch-recursive banyan networks (or SR-banyans), with a 
topology that tends to minimize the "crossovers" of wires. Such a 
topology is very useful in the VLSI layout and in the discrete com­
ponent layout (i.e., with printed circuit boards) of MINs. 

An analysis by Franklin on the VLSI requirements of 
ci:ossbar and SW-banyan networks indicated that "for reasonable 
values of (network size} the two have roughly comparable space­
time performance" [4}. A strong result of Franklin's work is that 
the area of both networks grows as 0 (N2), where N is the 
number of input or output ports. While there is little that can be 
done to improve the layout or performance of a crossbar, a large 
number of parameters may be selected to improve the layout or 
performance of a banyan network. Switch-recursive banyan net­
works have such a topology. In addition, other aspects of the sys­
tem such as the use of multiple metal layers for routing are exam­
ined in this paper. We present much simpler and more general 
models for VLSI area comparisons than presented in (4), and use 
these to calculate the area requirements of conventional SW­
banyan and switch-recursive banyans. 

One area of research identified by Franklin was the general 
question of which MIN, out of many topologic~ly ~quivalent ones, 
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(i.e;, the SW-banyan [6},' baselme [2}, delta [10], omega (8), indirect 
binary n -cube ( 11]) to use in a discrete component environment. 
"The printed circuit boards and the wire interconnecting the 
boards are much larger contributors to system delays (compared 
with chip delays], primarily because the distances the signals must 
travel are orders of magnitude longer" [13}. Our analysis indicat~_ 
that Switch-recursive ·banyan networks are preferable to other 
MINs in a discrete component environment by virtue of their 
minimized wire crossovers, which will result in increased packaging 
densities and thus fewer boards and connectors to realize the sys­
tem. Hence, the delays through interconnect in the network will 
also be reduced. 

The use of recursion to realize large switches is not a new 
concept. However, the topological considerations of switch­
recursive networks have gone largely unnoticed. A detailed exami­
nation of these issues is presented in this paper. 

This paper is organized as follows. Definitions are presented 
in Section 2. Section 3 presents a simple VLSI area model for 
crossbars and SW-banyans. This model will be used to calculate 
the area requirements of the switch-recursive MINs introduced in a 
later section. Section 4 summarizes Franklin's VLSI delay models 
for SW-banyan and crossbar networks. Section 5 presents a com­
parison of SW-banyans and crossbars in a VLSI environment. Our 
assumptions and analysis are different from Franklin's, and hence 
our results are significantly different. Section 6 introduces the 
switch-recursion used to realize MINs with low wire crossover 
counts. Section 7 presents a VLSI comparison of switch-recursive 
banyans and crossbars in a VLSI environment. Section 8 contains 
some concluding remarks. 

2. Definitions 

Many of our definitions have been previously presented by 
Franklin [4]. We present a brief overview. 

An N X N crossbar connects N processors to N memories, 
as shown in fig. la. The basic switch used in these crossbars has 2 
states, which are shown in fig. lb. 

An N XN SW-ban11an network, built with 2X2 switches, 
connects N processors to N memories, as shown in fig. 2a (6). 
The basic switch used in these networks has 6 states, which are 
shown in fig. 2b. 

Network Coat: In a discrete component environment, the cost 
0 of a network is usually the number of switches required to real­
ize it. The cost of the crossbar a .. is N 2, and the cost of the 
banyan a •• is (N /2)·1og2N. 

Network Delay: The average network dela11 D, experienced 
by any individual connection request, can be modelled as 1/(1-pb) 
times the average path length through the network, were pb is the 
blocking probability of a network under the assumed operating 
mode [10). 



processors 
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(b) 

Fig. 1: a) an 8X8 crossbar network. b) the 2 states 
of a basic switch. 

In a crossbar network, a request must travel through N 
switches on average, hence the delay of a crossbar D,. is given by 

D •• =N · - 1- (1) 
1-pb,. 

where pb,b is the blocking probability of the crossbar network. 

In a banyan network, a request must travel through log2N 
switches, hence the delay of a banyan Dh is given by 

D•• = log2N · - 1-6 - (2) 1-p ba 

where pbbo is the blocking probability of the banyan network. 

The blocking probabilities of these networks are more 
difficult to arrive at. For simplicity assume that the network is 
synchronously circuit switched and all N input ports are occupied 
in each cycle, (i.e., the network is fully saturated). Franklin used 
the pb when the set of N requests submitted during each cycle 
was a randomly selected permutation in the equations above. In 
this case the pb of a crossbar is 0 and the pb for the banyan was 
obtained by simulations. However, this permutation model biases 
the results in favour of the crossbar, since the banyan has large 
pb 's under this assumption, even for very small N . 

A more realistic, general performance comparison is to use 
the blocking probability when the requests are random and 
independent during each cycle. This model would correspond to 
general MIMD operating environments. In this case, the difference 
b"t.ween the pb 's for both networks is reduced considerably. 

We assume that the requests submitted during each cycle are 
random and independent. Under this assumption, the pb of an 
N XN crossbar is simply [10] 

U2 
pb •• ·= 1- -

"1 

U2=l-(l- ~ r 
(3) 

where u 1 is the probability that each processor issues a 
request in every cycle. 

Under these assumptions, the blocking probability of an 
N XN banyan, built with 2X2 switches and with n =log2N 
stages, is simply [10] 
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Fig. 2: a) a 16X16 SW-banyan network. b) the 6 
states of a basic switch. 

"• pbbo = 1- -
"1 

( "•-1 )2 u.=1- 1--2 

and u 1 is as above. 

(4) 

Goat-Delay Products: A general figure of merit that has been 
used to compare networks is the coat · delay product [4]. Using 
these equations, the cost-delay figure of merit G · D for each of 
these networks, in a discrete component environment, can be com­
puted: 

a •• ·Deb = N 3/(1-pb,•) 

Oh ·D•• = N(/ohN)2/2(1-pb••) 

(5) 

(6) 

The remainder of this paper examines how this figure of 
merit changes when the entire network is realized in a single 
integrated circuit. As will be shown later, the area requirements of 
the SW-banyan are largely due to routing, and a topology that 
minimizes the wire crossover count will be introduced. 

3. VLSI Area Models 

We now present a simple and general model for the VLSI 
area requirements of SW-banyan networks. This model incl~des 
the effects of the use of multiple layers of metal for the routing, 
and is easily extensible to other topologically different MINs. In a 
later section we introduce the class of switch-recursive banyan net­
works, which require about 50% less area than the SW-banyan for 
large network sizes. The area models developed here will be 
adapted to calculate the area requirements of these recursive 
MINs. 

3.1. VLSI Area Model For Crossbar Networks 

An accurate model for the crossbar is difficult without under­
taking a detailed design in a particular technology. To simplify 
the analysis, we assume the existence of a basic 2-input 2-output 
switch, with w bits in each input and output, as shown in fig. 3. 

We. assuine that metal lines are 3 " wide aiid must be spaced 3 }\ 
apart, where >.. is a basic dimension [9]. Assume that the basic 
switch is square and has dimensions given by Franklin's equation 

L=6VK(-r+w 2) 

where K = 1.5, and '1=20 [4]. We assume that the switch is 



1 w 
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w 

Fig. 3: the basic switch with w bits in each input 
and output 

square ior· 81mphc1ty, however, we note that non-square. Switches 
would reduce the area of the banyan network considerably. 

Assuming the crossbar topology as shown in fig. la, the area 
of a N XN crossbar is approximately (N ·L·• )2, where 
Le• = L +3 (the 3 is due to spacing between switches). 

3.2. VLSI Area Model for SW-Banyan Networks 

We assume that the SW-banyan network is made with basic 
2X2 switches, with w bits in each input and output, as shown in 
fig. 3, and that these switches have the same area as the basic 
switches used m the crossbar [4). This assumption is valid if the 
control logic associated with each switch is not significant [4), and 
that the basic switch dimensions are limited by the minimum pos­
sible pitch for a transistor in the fabrication technology. 

We currently ignore the increased area required by the line 
drivers used in the switches in the banyan network; this will be 
examined later. The SW-banyan network topology we are assum­
ing is shown in fig. 2a. 

A 2X2 switch requires height Le•, since we assume the basic 
switches have comparable complexity, as in [4). The wires into 
and out of the sides of the basic switch must be bent to go verti­
cally, which will increase the horizontal space required by each 
switch. We assume, as Franklin did, that each switch can be real­
ized in width w._ ::::::: L_. +6w , as shown in fig. 4a. Note that 
w._ may be decreased if more layers of metal are used for routing, 
and th~.~!' of the banyan will be _reduced proportionately. 

Assume the technology iised h~ at least 2 layers of iri.etal 
used for routing. By implementing all horizontal inputs in one 
layer and all horizontal outputs in another, the layout in figures 4a 
and 4b are realizable. A small area above or below each switch 
may have to be used to convert from one layer to another (for 
channel routing). 

Consider the N XN SW-banyan network shown in fig. 2a. 
This network clearly has a recursive structure; it consists of one 
stage of 2X2 switches, connected to two smaller networks of size 
N /2 each. Between the first and second stages (from the top), 
exactly N /2 links, with w bits each, will cross an imaginary line 
drawn vertically through the middle of the network. Assuming 
that the vertical components of links are routed on one layer and 
the horizontal components of links are routed on another, the vert­
ical height required for routing these links is then (N /2)6w . 
Note that this is true regardless of the basic switch size used in 
the banyan network. 

H we have more than 2 layers of metal, then assume any 
extra layers are used to route the horizontal links between stages. 
H we let a denote the number of metal layers used for horizontal 
routing, then the vertical area required is reduced by !' factor of a . 
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Fig. 4: a) minimum horizontal spacing for switches. 
b) minimum vertical spacing for switches. 

(The effects of extra layers on the switches must be reflected in. the 
basic switch size L , but it appears that L.. will not change much 
for a crossbar; In the case of the banyan, w.. may be reduced, 
and the network's area requirements are reduced proportionally). 

The height of the network, H,. (N ), is determined by the the 
height of the first stage of 2X2 switches, the height required for 
routing between the first stage and the two smaller networks of 
size N /2, and the height of the smaller network of size N /2: 

6wN 
H,. (N)=~ + H .. (2) + H,111 (N /2) 

H,. (2) ::::::: Le• 

Assuming that a 4X4 banyan has the layout shown in fig. 
4b, then 

H,. (4)::::::: 2Lc• 

3.3. Driver Considerations 

The preceding development has ignored the area required for 
drivers in each stage of the banyan network. The propagation 
delay through a long line is minimized by having a sequence of 
successively larger drivers driving the line (9). Franklin has shown 
that the area of a driver will require between 10 and 30% of the 
area of the line being driven (assuming NMOS fabrication) [4), and 
assumed the value 25%, as we will do (i.e., 11 =0.25). We now 
must derive an expression for the line length. 

Assume the line length must be greater than some minimum 
value (2/0.75cr) in order for a driver to be necessary. The reason 
for this choice will become apparent in the section on delays. 

Consider switches in the first stage of the N XN SW­
banyan. Each switch will have two types of drivers; w drivers 
that drive a line with a vertical component 'only, and w drivers 
that drive a line with both vertical and horizontal components [4). 
The vertical component of a line after the first stage is ::::::: 
6wN /2a . The sum of the vertical and horizontal components of 
a line with both components is::::::: (6wN /2a) + (N /2)·(W._ /2), of 
which ::::::: w •• /2 is used to reach the drivers (if any), and the 
remaider is the length of the line being driven. 

We assume these drivers are implemented in a way to 
increase the _vertical _dimensions of the switch, rather th_an the hor-



izontal [4]. Each switch may have w drivers of each type, which 
must be realized within the width of the switch Wb• (note that we 
differ from Franklin here, and this difference is not insignificant). 
Assume each line contributes height dr •• (p ) to the height of the 
switch, where p is the line length: 

d ( ) = v (3·p ) if > _2 -
r,,. p wb. p - .75·a 

dr,,. (p) = 0 otherwi8e 

The added height due to drivers after the first stage, DR,,. (N), is 
then 

6wN 6wN Wbo N 
DR,,.(N) = w ·dr,,. (2;-) + w ·dr,,. (2;- - - 2-+4 Wb.) 

DR,,. (2) = 0 

Assume that a 4X4 banyan has the layout shown in fig. 4b and 
that no drivers are used: 

DR.,. (4) = O 

The height of an N XN SW-banyan network is then 

H,,. (N)= 5wN +DR,,. (N) + H,., (2) + H,., (N /2) 
28 

The width of the banyan network is determined by the 
(N /2) 2X2 switches, and is given by ~ (N /2)Wba. Hence, the 
total area required for a NXN SW-banyan, made with 2X2 
switches, with w bits per input/output, and with s +1 metal 
layers for routing, is given by 

N 
~H,,.(N)·2Wb• (7) 

4. VLSI Delay Models 

We use the NMOS delay models developed by Franklin [4], 
but with a few modifications. Recall that Franklin assumed that 
the pb used in equations (5) and (6) was the observed blocking 
probability when the request pattern submitted during each cycle 
was a randomly selected permutation. We assume that the indivi­
dual requests are random and independent. Hence, in our delay 
model the crossbar also has a non-zero blocking probability. 

In addition, Franklin assumed that all lines being driven in 
the banyan required drivers. This is not true in the last few stages 
where the line lengths are relatively small. 

4.1. General VLSI Delay Models 

A very brief summary of Franklin's NMOS delay models is 
presented [4]. Assume each switch is implemented with NOR 
gates in NMOS technology. If each gate has a fanout of f , and 
each switch has m levels of logic, then the switch delay is typi­
cally [4] 

~ 2.5mf T 

where r is the transit time through the gate's active region. 

If the gate is driving a line of length p whose total capaci­
tance is comparable to the gate capacitance, then the delay associ­
ated with driving such lines is [4] 

~ r(l + 0.75ap) 

If the line to be driven has a total capacitance that is much 
larger than a minimum sized gate's capacitance, then the delay is 
minimized by having a sequence of successively larger drivers driv­
ing the line [4,9]. Assuming each gate is 4 times the size of its 
predecessor [4], then the delay associated with driving a line of 
length p is 

~ 2r log2 (0.75ap) 

If the line is very long, then a resistance factor should be taken 
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into account and a transmission line model should be used. We 
assume that a simple capacitance based model is sufficient. 

Franklin assumed a value of a=O.l. However, an examina­
tion of SPICE circuit parameters for NMOS and CMOS indicates 
that a=0.03 is typical today. The value a=0.03 will be used 
throughout this paper. An implication of this assumption is that 
lines can be much longer before a driver is required. 

Let d (p ) be the delay due to a line of length p : 

d (p) ~ 2 T log2 (0.75ap ) if p > 0.:5a 

d (p) ~ r (l+0.75ap) if p ~ o.:5"' 

d(p)=O ifp =0 

4.2. Crossbar Delay Model 

The delay of an N X N crossbar is given by [4] 

D,b = _r_(2.5Nm/ + (N-1)(1+0.75a3)) 
1-pb,b 

(8) 

We will use m =2, f =2, and a=0.03 throughout the paper, and 
pb,b can be calculated from equation (3). The parameter T will 
cancel out later. 

4.3. SW-Banyan Delay Model 

Let D (N) be the average path delay through an N XN 
SW-banyan: 

D (N) ~ .!_ (d ( BwN) + (l+0.75a Wb. /2)r + (9) 
2 28 

d ( 6wN _ Wba + N ~b ) ) 
28 2 4 • 

D (N /2) + D (2) 

where D (2) = 2.5m/ T. Within the large brackets, the first term 
is the delay of a line with a vertical component only, the second 
term is the delay to reach the line drivers for lines leaving the side 
of the switch, and the third term is the delay over a line with a 
vertical and horizontal component. 

If we assume that 4X 4 banyans have the layout shown in fig. 
4b and have no drivers, then 

D (4) ~ (1+0.75a wbo )r + 5m/ T 

Hence, the delay of an N XN SW-banyan is given by 

Db•= -1 
1
6 D(N) 

-p b• 

where pbba can be calculated from eq. (4). 

5. VLSI Comparisons 

5.1. SW-Banyan and Crossbar Comparisons 

(10) 

In fig. 5, the area, delay and space-time comparisons of SW­
banyan and crossbar networks are presented. The space-time 
ratios in the VLSI environment are similar to the cost-delay ratios 
in the discrete component environment. 

Our area results for the SW-banyan are lower than 
Franklin's by about 30% [4], which can be explained as follows. 
While Franklin's analysis was basically correct, his equation (16) 
increased the area of the banyan by one extra stage of drivers. 
(This alone accounted for an error of 25%). Also, Franklin's 
analysis assumed that the area required by drivers was realized in 
such a way that the width of the switch did not increase (only its 
height was allowed to increase). Hence, the vertical contribution 
to a switch of width L due to a driver requiring area A was given 

by A / L . However, while the true switch width is L , switches are 
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Fig. 5: a) ratio of SW-banyan to crossbar areas. b) 
ratio of SW-banyan to crossbar time delays. c) ratio 
of SW-banyan to crossbar space-time products. 
(dashed curves are from traditional analysis); d) frac­
tion of SW-banyan area used for routing. 

spaced 6w apart, so each switch requires L + 6w R:: w._ . Hence, 
our analysis assumed that the drivers can be realized over the 
width wbo ' and the added contribution to a 8Witch's height is then 
A/W6•· 

Our delay curves are significantly different from Franklin's 
since we assumed that the blocking probability of these networks 
under the assumption of random request distributions was used in 
equations (8) and (10), and we have used the value of a=0.03. 
The effectiveness of each network is indicated in fig. 5c, the space­
time ratios. Our space-time ratio drops off more rapidly than 
Franklin's, indicating that banyans become more effective as N 
increases. 

Fig. 5d illustrates the area required by routing in the SW­
banyan networks. AB the network size N increases, this area 
rapidly approaches an asymptotic limit. This limit can be 
explained as follows. AB N increases, the area required by 
switches in a banyan approaches 0, and the majority of the area is 
due to routing and drivers. The area of actual metal routing (not 
including the spacing between metal lines) is about 50% of the 
banyan's area, and the drivers require 25% of this area (by 
assumption). Hence, the drivers require about 12.5% of the area 
of a banyan, for large N. 

8. Recursive MINs 

The preceding graphs indicate that in a VLSI realization, the 
majority of a large SW-banyan's area is devoted to interconnect 
between stages. This area can be reduc:tid by !Mlhic~iJ:ig_a, !9J10logy 
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that minimizes the wire crossover count. In a discrete component 
realization, minimizing the wire crossovers will result in increased 
packaging densities, and hence minimized cost and delays. In this 
section, we present such topologies. 

The SW-banyan network shown in fig. 2a (in section 2) 
clearly has a recursive structure; a network of size N consists of 
one row of 2X2 switches that are connected to two smaller net­
works of size (N/2) each. We introduce another type of recursion, 
which we call Bwitch-recuraion. The basic idea is to use a MIN 
(made with smaller MINs) as the basic switch in the realization of 
a larger MIN. We illustrate the concept by examples on various 
MINs, which we call SR-MINs. 

6.1. Switch-Recursive Delta Networks 

Consider a 64X64 delta network [10] made with 2X2 
switches, as shown fig. 6a. This network can be reorganized into a 
network where each recursive switch is a 4X4 delta network, as 
shown in fig. 6b, and into a network where each recursive switch is 
a 8X8 delta network, as shown in fig. 6c. An advantage in the 
latter realizations is the decreased wiring complexity. In a 
printed-circuit board environment, each recursive switch should be 
realized on the same board. This would translate into an increased 
component density per board (since less board area is used for 
routing to edge connectors), fewer boards to realize the network, 
and decreased interboard communications and delays (through 
edge connectors and ribbon cables). In a VLSI environment, the 
clustering and high connectivity within each recursive switch will 
result in reduced wiring area. (Many automatic placement and 
routing programs look for such clustering in the "net list" of a cir­
cuit, for improved layout [12]). 

8.2. Switch-Recursive Banyan Networks 

The llrevious fig_ures !II11Str11.~<l- trut..re.cursive._ process when 
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Fig. 8: a) a 64X64 delta network. b) a 64X64 delta 
network with 4X4 recursive switches. c) a 64X64 
delta network with 8 X 8 recursive switches. 

applied to delta networks. In a VLSI environment, the SW~ 
banyan network has significantly lower area requirements than the 
delta. The recursive process can also be applied to SW-banyan 
networks, as shown in fig. 7. (Note that "delta• networks are 
actually a subclass of "banyan• networks, as defined in [6]; we use 
the term "SW-banyan• to denote the topology illustrated in fig. 2a 
and fig. 7a). 

6.3. Generalized Switch-Recursive Banyans 

A large number of possible topologies exist when switch level 
recursion is used. A conventional N X N network can be realized 
by an m stage network, where each stage is made of le; Xie; 
crossbars [3]. The integers <k 1,lc 2, ... ,lc,. >correspond to the fac­
tors of N, i.e., le (k 2• • • • ·le,. = N. Given a basic switch size, 
such as a 2 X 2 crossbar, we can synthesize each le; X le; crossbar 
with a MIN, provided the crossbar size is a power of 2. Mter 
applying switch level recursion corresponding to some factorization 
of N, we a.re left with a log2N stage network with N /2 switches 
per stage, as before. However, the topology is different and gen­
erally has more localized communications. 

Clearly, this recursion can be extended to many levels, so 
that a le X le switch could be realized by recursive switches, which 
in turn use recursive switches. We have not yet proven results on 
an optimal factorization of N. However, a heuristic that seems to 
give optimal results is as follows (let n =log2N ). To realize an 
abstract N XN network, we use a 2 stage recursive SW-banyan, 
with recursive switches of size 2 L• /2 J in one stage, and recursive 
switches of size 2 f • /2 l in the other stage. One recursive banyan 
network derived from this heuristic is shown in fig. 7b. This par­
ticular network requires only one level of recursion. 

The recursion process only improves the area requirements 
when the network size is >8. We have written a branch and 
bound routine to try all possible factorizations for a particular N , 
and the heuristic always yields the optimal result. 

7. VLSI Comparison of SR-Banyans and Crossbars 

An analysis of the area requirements of SR-banyans is now 
presented. Let H,, (N) represent the height required for an 

197 

(•) 

(b) 

Fig. 7: a) 64X64 SW-banyan network, made with 
2X2 switches. b) 64X64 SW-banyan network, 
made with recursive 8X8 switches, in turn made 
with 2 X 2 switches. 

N x N SR-banyan. The SR-banfan consists of 2 stages, with 
recursive switches of size 2 La /2 in one stage, and recursive 
switches of size 2 r • /2 l in the other stage, where n =log2N. 

Our analysis indicates that the area and delays a.re minim­
ized when the smaller switches .are in the first stage, so let each 
recursive switch in the top stage be of size 2 La 12 J. The recursive 
switches in the top stage have width T6• = 2 L• 12 J-1 *Wba , and 
the recursive switches in the bottom stage will have width 
B6• = 2 fa/21-1 *W6o, where w .. is the width of a 2X2 switch as 
described in section 3. 

Since N /2 links, with w bits each, will cross an imaginary 
line drawn through the middle of this network, the vertical height 
required for routing between these two stages is 6wN /2a , where s 
is the number of metal layers used for horizontal routing. 

The height required by drivers for a recursive switch in the 
top stage must be calculated. Consider a recursive switch nearest 
the middle of the row in the top stage. At this point, the channel 
used for routing the wires is most dense and any height required 
for drivers will contribute to the height of the network (at the 
ends, the drivers can extend into the channel since very few wires 
exist there). One line leaving this switch will have ::::::: a ·vertical 
component of 6wN /21l only, two lines will each have this vertical 
component and a horizontal component of ::::::: Bba , another pair of 
lines (if any) will have this vertical component and a horizontal 
component of ::::::: 2B60 , etc. Assuming that the total driver area 
can be realized over the width of the switch T6• , then each line of 
length p contributes height dr., (p ) to the height of the switch 
(note that T6• changes according to N): 

( ) - ti (3p ) . _2 -
dr., p - r.. if p > 0.75a 

dr., (p) = 0 otherwise 

The total height added to a switch due to drivers is then 
2L.;.il . 6 N 

DR.,(N):::::: E w·dr,,.(-2w + ab1(2L•/2 J-J_i)·B6o 
i=t a 

where n =lo12N. Hence, the total height required for the SR­
banyan is then 

H,, (N) = 6;: +DR,. (N) + 

H,, (2 fa/21) + H,, (2 La/2 J) 
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Fig. 8: a) ratio or SR-banyan to crossbar areas. b) 
ratio or SR-banyan to crossbar time delays. c) ratio 
oC SR-banyan to crossbar space-time products. 
(dashed curves are from traditional analysis); 

where H., (2) and H., (4) are as before. 

The total area or an N X N SR-banyan is then 

~H,.(N)·~Wbo (11) 

Th~· delay equations Crom section 4 can be adapted in a simi­
lar manner to yield the delay of SR-banyans. (We have used the 
average delay over a recursive switch at the end of each row and 
a recursive switch nearest ~he middle of.each row.) . 

Fig. S illust1·ates the area, del~y, and space-time comparisons 
between SR-banyans (given by the heuristic) and crossbars in a 
VLSI environment. The area requirements of the SR-banyans are 
about 50% less than that of SW-banyans for large N. For 
N =1024, with b =16 and a =l, the SR-banyan requires 45% less 
area than the SW-banyan, and has 19% less delay. For 
N =16 384, the savings are 49% and 25% respectively. (Note that 
Delta [io] and Omega [8) networks require 0 (N2·lo!2N) area, and 
are not eve!l considered here.) . 

Fig. 9 illustrates the area and space-time comparisons when 2 
and 4 layers of metal are used for horizontal routing. Clearly, as 
more layers of metal are used, the banyan network becomes more 
attractive. 

8. Conclusions 

A class of multistage interconnection networks, called SR­
banyans, that minimizes the number of wire crossovers has been 
presented. The basic idea is to use a MIN (made with smaller 
MINs) as the basic switch in the realization or a larger MIN. We 
have presented a heuristic that appears to yield the optimal net­
work, in terms of minimized wire crossovers, for a given network 
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size N and a given basic switch size k . The resulting awitch­
recurai11e banyan has far fewer wire crossovers when compared to 
others MINs, such as the SW-Banyan, Baseline, Delta and Omega 
networks. 

More importantly, switch-recursive MINs have very distinct 
clusters in the topology, with heavy communications within clus­
ters, and little communications between clusters. It has been 
estimated that printed circuit boards and wire interconnect are 
much bigger contributors to system delays than gates, in a discrete 
component realization [13]. In [2] it is estimated that the round 
trip network delay is dominated by cable delay, which is irreduci­
ble because it is imposed by the physical size of the assemblage. 
The clustering in switch-recursive MINs makes the partitioning of 
these networks onto printed circuit boards, in a. way to minimize 
edge connector and board costs, relatively straight forward. The 
delay through a switch-recursive banyan realized in a discrete com­
ponent environment should be reduced significantly, since fewer 
edge connectors and ribbon cables must be traversed, and since the 
network size should be reduced significantly. 

In a VLSI realization, where the entire MIN is realized in a 
single integrated circuit (as a log2N stage network with N /2 
switches per stage), such clustering reduces the area requirements 
of these networks by up to 50% (for large N) when compared with 
the SW-banyan layout. The average delay through the network is 
reduced by up to 25% (for large N) when compared with the SW­
banyan layout. (The area required for an 8X8 banyan can be 
improved further; see [14].) 

However, even better layouts for banyans exist if we assume 
that the links into the network are not necessary. This could be 
true if a) processors are realized on the same substrate and have 
negligible area., as in (7], or b) each switch actually contains a pro­
cessor. Asymptotically up to 50% of the area of the SR-banyan or 
up to 75% of the area of the SW-banyan can be saved. The sav­
ings is achieved by laying out the top row of a SW-banyan as two 
horizontal rows, one above the other, and each half as long as the 
original. The two subnetworks (of size N /2XN /2) are placed one 
above and one below this "row" (using the SR-banyan layout), for 
a total area about equal to that for the two subnetworks. (For 
N =1024, 6 =16, and • =1, this layout requires 48% less area 
than that for the SR-banyan, and 70% less than that for the SW­
banyan.) 

While this paper has focused on SW-banyans and SR­
banyans, the results a.re more general. It has been proved that all 
"strict-buddy type MINs" (i.e., SR-banyan, SW-banyan, baseline, 
delta, indirect binary n-cube, and omega. networks) are isomorphic 
[1]. Hence, if we are able}o change the labels assigned to t_he pro-
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Fig. 9: a) ratio of SR-banyan to crossbar areas when 
2 layers of metal are used for horizontal routing. b) 
ratio of SR-banyan to crossbar space-time products 
when 2 layers of metal are used for horizontal rout­
ing. c) ratio of SR-banyan to crossbar areas when 4 
layers of metal are used for horizontal routing. d) 
ratio of SR-banyan to crossbar space-time products 
when 4 layers of metal are used for horizontal rout­
ing. 

cessors connected to an Sl{-banyan, than any strict-buddy type 
MIN can be realized. This labelling can be accomplished by hav­
ing a writable register associated with each processor that contains 
its label. This result has an important implication. The omega 
network is very useful in array processor architectures [8], but has 
a very high cost due to the number of link crossovers. However, 
we can transform the omega network into an SR-banyan, and 
obtain the exact same behaviour at a much lower cost. Similarly, 
any other strict-buddy type MIN can be realized simply by chang­
ing the processor labels. 
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ABSTRACT 

This paper envisages to evaluate three types of static inter­
connection networks for VLSI implementation. At first. a real­
istic VLSI computational model has been proposed taking into 
account several aspects of VLSI technology. like chip embed­
ding. interconnection delay. chip yield. device dissipation. device 
failure, etc. The criteria of evaluation have been selected from 
three orthogonal aspects - physical (chip area and dissipation). 
computational speed (message delay and message density) and 
cost (chip yield. operational reliability and layout cost). The 
result of the evaluation reveals that the Cellular Networks 
similar to two dimensional meshes are most suitable for on chip 
parallel processing in VLSI. The salient feature of this paper is 
to augment the selection criteria for the interconnection net­
works from the classical AT2 metric and to provide results per­
taining to realistic VLSI implementation. 

1. INTRODUCI'ION 
Over the past two decades many interconnection networks 

have been proposed in the literature for SIMD architectures. 
Extensive accounts of these networks and their performance 
evaluation have been reported in [l, 2. 3, 4]. Now with the 
advent of submicron silicon technology. more than ten million 
devices can be integrated in the VLSI circuit [5] and it has 
opened a new vista in parallel processing. On-chip multiprocess­
ing by several processors for executing special algorithms is 
envisioned to be the major application goal of the future genera­
tion computers using massive parallelism. 

In order to justify the need for re-evaluation of intercon­
nection networks, it should be noted that in the design of earlier 
networks adapted for non-VLSI environment 

a. spatial distribution of the processors is not a con­
straint on the design. 

b. signal propagation time is exclusively determined by 
the velocity of electromagnetic wave in the resistive 
medium and is negligibly small compared to the speed 
of -operation. Thus. the length of -the interconnecting 
wire is not a constraint on design. 

c. cost of the system is directly proportional to the aver­
age number of links per node. 

d. fault-tolerance capability of such networks is merely 
a topological property (i.e .• whether alternate message 
transmission routes exist or not) 

On the contrary, under a VLSI environment 

1 This research was supported by the Semil:oru/JJctor Rea«JJ"Ch Corporation 
(SRC) under contract 84-06-049. 
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a. the spatial distribution of the processors play an 
important role on the total chip area. 

b. the interconnecting wire behaves as transmission line 
having both resistive and capacitive components and 
signal propagation time is largely dependent on these 
values which are directly proportional to the length of 
the interconnection. 

c. link per node does not have any direct relevance to 
design cost. The regularity of the networks topology 
decides the layout cost and siu of chip decides the 
fabricational cost. 

d. fault-tolerance has an additional role to play. To 
improve the device yield and thereby to reduce the 
overall cost. it is necessary to introduce redundant 
processors. The existence of long interconnects 
increases the chip failure probability. both at the time 
of fabrication and in normal operation. 

This paper which was written as a term project in an 
architecture course envisages to evaluate the performance of 
three types of static interconnection networks and to determine 
how these new constraints modify the performance of these 
interconnection networks in VLSI implementation. The choice 
of the networks has been motivated from the facts that these 
networks have been widely pursued in the literature for design­
ing many algorithms [6. 7] and all of them have optimal VLSI 
layouts. Also. these provide the insights to three topologically 
different classes of networks. The networks discussed are: two 
dimensional meshes. binary trees and Cube Connected Cycles 
(CCC). These three networks conceptually belong to separate 
classes in the sense that if the interprocessor link is constrained 
to have constant length. their distribution in three dimensional 
space reveals somewhat planar. conical and spherical surfaces. 
respectively. Thus the results of this evaluation can be easily 
extended to assess the performance of other networks. because 
most networks have one of these three topologies in three 
dimensional space. Networks with wraparound connections like 
the ILLIAC IV describe a torroidal surface and are not suitable 
for VLSI implementation because the endaround interconnection 
introduces large delay and also expands the area by a factor of 
two. Otherwise. the overall performance of these networks is 
similar to two dimensional meshes [3]. 

At first. a computational model for the VLSI technology is 
proposed and the results of the model is employed to evaluate 
the performance of the networks. The model is similar to 
Thompson's [8] model and additionally accounts for device 
faults and chip yield. The criteria of evaluation are enumerated 
from three orthogonal viewpoints, viz. area, speed and cost. 
The results of the analysis are compared and it is concluded 
that the regular structured Cellular Networks having short 
interconnects similar to the two dimensional meshes are the 
most suitable candidates for VLSI implementation with two 
layered interconnects. It may be pointed out that the conclusion 



made here is on the basis of asymptotic performance and may 
not hold good for small sized networks. Some of the results dis­
cussed here have been reported by other researchers. But the 
modest objective of this paper is to identify the relevant aspects 
of VLSI technology and to demonstrate that under the new con­
straints (like chip yield. layout regularity. failure probability 
of long interconnects. reliability improvement per redundant 
processor, etc.). Cellular Networks indicate overall better per­
formance than H-tree. CCC and other fast networks. This is in 
direct contrast to the results of [3. 9] where it was concluded 
that fast networks like CCC. PSN. dual bus hypercubes. etc .. 
have better overall performance. The paper is organized as fol­
lows: Section 2 discusses the VLSI model. Section 3 discusses the 
criteria of evaluation. Section 4 provides the performance 
analysis. Section 5 compares the performance of these three net­
works and Section 6 concludes the paper. 

2. VLSI MODEL OF COMPUTATION 

The model is based on MOS and C(omplementary)MOS 
technologies and assumes a two layered model for interconnects. 
The two layered model uses one layer of polysilicon and one 
layer of metal for interconnection networks. A two layered 
model is easy to fabricate and provides a high yield. A compo­
site two layered metal interconnects like Al-Pt-Ti-Au improve 
the device performance. but is difficult to fabricate and is not 
assumed in this model. The model makes four types of assump­
tions as discussed below: 

2.1. Embedding Assumptions:-

Assumption 2.1.1: All processors are tdentical in shape 
and size. 

Since the processors have identical computational power. 
they need equal computational area and hence can be identical 
in shape and size. 

Assumption 2.1.2: Each processor occupies O( I) area and 
can be represented as a square of unity area. 

The natural layout of any computational circuit has a rec­
tangular topology. Any rectangular topology can be converted 
to a square topology by increasing the overall area by at most a 
factor of three [10. 11]. 

Assumption 2.1.3: Wires al.ways run euher in vertical or 
in horizontal. direction in two different layers. 

This scheme is called the Manhattan interconnection tech­
nique [12]. Since the processors are aligned parallel to the 
Cartesian co-ordinates. interconnection wires being perpendicu­
lar to the sides of the processors run along the horizontal and 
vertical directions. 

Assumption 2.1.4: At most two wires may cross over each 
other at any point in the plane. 

In MOS technology metal wires can cross over either 
polysilicon or diffusion without making contact. Whenever 
polysilicon runs over diffusion automatic contact is established 
resulting in a transistor at the overlapping surface. 

Assumption 2.1.S: Wires can bypass the faulty nodes. 

Switches can be placed over the processor to isolate them 
[13] and built in self test circuit can be incorporated to test 
whether the processor is faulty. 

Assumption 2.1.6: Wire of length l behaves as a 
transmission line having 0 (l) resistance and 0 (l) capaci,tance. 

Since the interconnection wire has distributed resistance 
and capacitance all along the length of the wire. 0 (l ) assump­
tion is justified. 
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2.2. Timing Assumptions:-

Assumption 2.2.1: Processors have 0( I) computational 
delay. 

Since the processors are identical in shape and occupy 0(1) 
area. the delay is constant. 

Proposition 1 Wire of length, l introduces O (l 2) 
delay and this is the upper bound of propagation 
delay. 
Proof: see [14]. 

For metal wire. the delay can be reduced to 0 (log l ) by 
introducing a cascade of drivers as stated in the following pro­
position. 

Proposition 2: The metal wire of length, l has a 
minimum of O (log l) delay and it needs O (log l) stages 
of drivers having a combined area of 0 (l ). 
Proof: see [15]. 

Mead & Conway [14] have shown that quadratic propa­
gation delay in polysilicon (or difftision ) wire of length l can 
be minimized to 0 (l ) by introducing l /k drivers at regular 
interval such that the driver delay is equal to signal propagation 
time over polysilicon (or diffusion) of length k. Thus 

Proposition 3: The poly/difusion wire of length, l 
has a minimum of o ( l) delay and it needs l /k stages 
of drivers having a combined area of O (l ). 
Proof: see [14]. 

Ramachandran [16] has shown that if many parallel long 
wires exist and space available externally to the processors is 
not sufficient to lay down all the drivers. then the delay can be 
minimized at the cost of increasing the size of the processors. In 
the worst case. this results in quadrupling the area of the pro­
cessor. 

2.3. Energy Dissipation Assumption:-

Assumption 2.3.1 Each processor of size 0 (1) consumes 
0 (1) power in unit time. 

Since the power consumption in CMOS occurs due to 
charging and discharging of nodal capacitors. the switching 
power consumption at a node is equal to 0.5CV2 f . where f is 
the frequency of operation and C is the nodal capacitance. For a 
static CMOS circuit. the total switching power dissipation 
depends on the input to the processor and the internal circuit 
configuration of the processor. On the average. the dissipation 
will be a constant fraction of the total processor area and is 
bounded by 0 (1). For dynamic CMOS circuit. since each gate 
will be charged by the refreshing clock. an 0 (1) power con­
sumption automatically follows. 

Proposition 4; Wire of length l consumes at most 
O(z) power. 
Proof: The power consumed by the resistor R(l ) in charging 
the capacitor C(l) is equal to 0.5C(l)V2f . The capacitor stores 
charge only and does not dissipate any energy. Hence the upper 
bound is O(l ). D 
2.4. Failure Assumptions:-

The failure in VLSI can be classified into two categories -
chip related defects which lower the IC yield and the field 
operational which is a function of time. 

Assumption 2.4•1: Defects in the fabrication of an IC 
(viz., pinhole defects in oxtde, defects in photoresist, implant 
defects, etc.) are randomly distribured and statistically indepen­
dent. 

Generally, gross imperfections causing large areas of the 
chip to be bad (i.e .. area defects) are detected at slice test and 
and line defects (like scratches) do not occur in a well­
controlled process [17]. The most commonly encountered chip 



related ftaws are random isolated spot defects. Clusters of spot 
defects also occur, but they can be treated as a single defect 
since usually the si7.e of the processor is large enough to encom­
pass the whole cluster. Thus the probability of failure of pro­
cessors is independent and the same for an the processors. 

Assumption 2.4.2: The yield of an IC decreases inversely 
with tlUI size of tlUI chip. · 

Since the defects occur randomly as Poisson's process. the 
yield (i.e., the probability of having no defect in a chip) is given 
by 

Y 0 = e -ADo (2.4) 

Practical results show that this under-estimates the yield 
slightly for larger si7.e chips [18] and Poisson's distribution of 
random defects represents the yield pessimistically [19]. A 
better fitting with practical results has been obtained by 
employing Bose-Einstein statistics and it is shown [20] that the 
yield of defect-free chips are given by 

- 1 Yo- l+ADo (2.5) 

where. AD 0 is the average number of defects per chip. 

The random distribution of defects can be assumed to 
increase linearly with si7.e for small si7.ed defects like pinholes 
and to decrease as the cube of defect si7.e for large si7.ed defects 
like those occurring in diffusion patterns [21]. Using this ran­
dom defect distribution. it can be shown that the effect of these 
defects on interconnection is very drastic and the failure rate is 
related to the aspect ratio of the interconnection wire. Formally. 

Proposition S: Long wire of len~th, l and width, 
)... can /ail wiJ;h a probahlliJ;y proporttonal to O (l />.... ). 

Proof: Let L be a long wire of length. l and width, )... . Let a 
circular defect of diameter.11 occur randomly on the conducting 
wire resulting in a hole as shown in Figure 1. If the width of 
the conducting material available for current conduction is 
sufficient to carry current in normal operation without causing 
any catastrophic failure. then the pinhole caused by the defect 
will not have any effect on the wire. Let 8 be the minimum 
width of the wire required for normal operation at a particular 
current density. then defects of diameter. 11<()...--3) will not 
cause any failure, while the defects of diameter, 11~()...--3) 
will cause failures if they occur such that they do not leave 8 
width of conducting wire. The locus of the center of defects 
that lead to failure is called critical. area, A (11) and is given by 

{
o for M;11<()...-3), 

A (11) = (T)-)... )Z, for (X.,-3)'Ei11<co. 

If f (11) denotes the distribution of defect density. then the 
average value of the critical area with respect to defect si7.e dis­
tribution is given by 

... 
A = I A (11)f (11")d 11· 

0 

Very small defects can be assumed to increase linearly with 
defect size up to a certain value (say 'l)o) and large defects can 
be assumed to vary inversely as the cube of defect size [21]. 
Thus 

Hence • 

... 

for O'Ei11<'1Jo. 
for 11o'Ei71'Eico. 

A = l C-rrX.. )l C11o2/Tf') d 71 = o (l /X., ). assuming 8<<).... 

The probability of failure of the wire is directly proportional to 
its critical area and is 0 (l />.... ). 0 
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3. CRITERIA FOK. EVALUATION 

The interconnection networks have been modeled to study 
three aspects - a) the physical aspects. b) the computational 
aspects and c) the cost aspects. The overall performance of the 
networks has been estimated from these viewpoints which form 
three orthogonal classes. 

3.1. ; Physic:a1 aspectC 

The physical aspects relate to the chip area and power con­
sumption by the chip. 

3.1.1. Chip Area 

The chip area refers to the total area required to lay the 
processors and the communication links. The area occupied by 
the processors is the computation area. The ratio of the compu­
tation area to the total area is the performance metric and is 
defined as area ejftciency. 

3.1.2. Power Consumption 

Like the chip area. the total power consumed by the chip 
can be divided into computational power which is equal to the 
power dissipated by the processors and the power required to 
drive the communication links. The ratio of the computational 
power to the total power consumed by the chip is defined as the 
power efftcilmcy. The average power consumption inside the chip 
is an important parameter because in VLSI the chip computa­
tional limitation is largely due to finite device dissipation. The 
standard commercial epoxy and ceramic packages allow about 
2-5 watts of steady state power dissipation. 

3.2. Computational .Aspects: 

The computational aspects refer to the speed of computa­
tion and the message :Bow within the networks. The speed is 
estimated by computing the delay in interprocessor communica­
tions and the message density in the interprocessor links reveals 
the message :Bow. 

3.2.1. Delay 

The delay refers to the time needed in interprocessor com­
munication to execute a computational task. This is both the 
property of the topology of the network and the length of inter­
connects. The average energy dissipation is measured as a pro­
duct of the total chip area and the average delay. 

3.2.2. Message Traflic Density 

An important aspect of the computational power of the 
networks is the distribution of data :Bow within the networks. 
An efficient network should avoid the message tra11ic congestions 
at the links and should distribute the data (message) :Bow uni­
formly across all the available links. The message tra11ic density 
of at the links with respect to the networks si7.e is a good meas­
ure of the computational power of the network. The average 
rate at which each node originates messages is assumed to be 
fixed at one message per time unit regardless of network si7.e N. 
Also it has been assumed that the average rate at which any 
node. i within the network transmits messages to another node 
j :;J!:i in the network, is constant. The average message trafli.c 
density is defined as the product of number of processors (N) 
and the ratio of average number of nodes visited by a message 
to the total number of links in the network and is denoted by 
M. 

3.3 •. Cost .Aspects: 

The cost aspects consider the fabrication cost and . the 
replacement cost due to poor reliability of the networks. The 
manufacturing cost of the IC is related to the total chip area 
(Assumption 2.4.2) and the regularity of the layout [22]. The 



reliability of the networks largely depends on the presence of 
long interconnects (Proposition 4) in the embedding and the 
topology of the networks. Depending on the existence of alter­
nate message routes within the networks. the networks can fail 
completely or partially. 

3.:U.!Yield 

The yield of the IC is largely dependent on the total chip 
area. The occurrence of random spot defects will reduce the 
yield by a factor inversely proportional to the area. A of the 
chip. This 0 (1/A) factor is called the yield factor and is a 
measure of manufacturing cost of the IC. The defective proces­
sors can be replaced by redundant processors. but the chips with 
defects on the interconnects cannot be salvaged. The size of the 
interconnect is highly relevant for the chip yield (Proposition 4) 
and the presence of long wires will be enumerated for evalua­
tion of the manufacturing cost. 

3.3..2.. .Regularity 

The regularity of the network largely decides the layout 
cost. Since all processors are identiCal. 'an 0 (1) layout cost can 
be assumed for laying out a processor. Each link between the 
processors also can be made hierarchically. the actual cost to 
layout the links may be much less than the actual number of 
links. The regrdarUy factor is a measure of layout cost and is 
defined as the ratio of total number of interconnections to the 
number of interconnections actually laid. 

· · 3.3.3. Fault-tolerance 

The fault-tolerance capability largely decides the reliabil­
ity of a working chip. Due to a host of causes. like electromigra­
tion. Kirkendall's effects. hot electron effects. etc .• a processor or 
a link may fail during the normal use of the chip. Depending on 
the topology of the networks. the effect of failure of a single 
processor or a link will adversely affect the operation of the 
network. Normally the level of masking and processing associ­
ated with the interconnect is far more simpler than the proces­
sors and the reliability of the interconnect is higher than the 
reliability of the processor. So the reliability due to the proces­
sor failure and the interconnect failure are separated and 
different measures are used here. Since by Proposition 4. the 
probability of interconnect failure is directly proportional to its 
length. total length of the interconnects in the network is used 
as the measure of fault-tolerance due to interconnect failure 
and is denoted by Ri . The failure of a single processor will 
result in performance degradation because it may isolate one or 
more processors. The degradation in computing will be deter­
mined by the maximum number of connected processors (say 
N") in the network due to the occurrence of a single processor 
failure. The .value of N' depends on the topology and the loca­
tion of failed processor. The ratio of maximum value of N' to 
the original size of the network is defined as the degradation 
factor. 8 and is used as a measure of fault-tolerance. The relia­
bility of the network can be improved by introducing redun­
dant processors. The ratio of the reliability of redundant net­
work to that of the non-redundant (original) network is defined 
as reliability improvement factor (RIF ). Since the addition of 
redundant processors increases the chip area. the ratio of RIF to 
the number of redundant processors (denoted by p ) is also used 
here as a measure of fault tolerance. Overall fault-tolerance 
capability of three networks will be graded as High. Medium 
and Low by making a relative comparison of these three meas­
ures. 

4. EVALUATION OF NETWORKS 

4.1. Two Dim.ensioDal Meshes 

The two dimensional mesh is shown in Figure 2. By 
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Assumption 2.1.2. each processor is represented as a unit square 
and the interconnect length can be ignored. Thus both the area 
efficiency and the power efiici~y ~( two dimensional meshes 
are approximately equal to 1. · 

In order to compute the delay in a ./ii x./ii mesh. it 
should be noted that the message path length between two arbi­
trarily located processors at G • j ) and (k • l ) within the square 
grids is given by the city bl.oc1c distanoil d = Ii -k I + I j -l I . 
Thus the average message path length from a source processor is 
a function of its location (i. j ). assuming the lower leftmost 
processor is at (0. 0). If the source processor is at any of the 

locations (0. 0), (n. 0). (0. n ) or (n • n ). ( where n = ./ii). 
then the average message path length is 
iI 1 = n - 2[2* 1+3* 2+ · · · +n* (n-1)+(n-1)*n + · · · +(2n-2)] 
= 0 (n) = 0 (.JN). If the source processor is at (n 12. n 12). 

then the average message path length is 

iI 2 = 4n -2[2* 1+3*2+ · · · +!!:..* (!!:..-1)+(!!:..-1)*!!:..+ · · · +(n -1)] 
2 2 2 2 

= 0 (n ) = 0 (.JN). For the source processor in any other posi-
tion it can be shown that the average message path. iI. is 
0 C ./ii) and satisfies the inequality iI 2 < iI < iI 1• 

Assuming an 0 (1) delay time (Assumption 2.2.1) associ­
ated with each mcessor. the average delay between the proces­
sors is D = 0 (:.JN ). 

The total number of links in the square mesh is equal to 
2 ./ii (./ii -1) = 0 (N) and the average message path is 
0 (./ii ). Assuming all the N nodes issue messages simultane­
ously. the average mess&g!L traflic density is then 
M = NO(./ii) /O(N) = O(vN ). 

Since the average delay is 0 (./ii ) and the chip size is 
O(N). the average chip dissipation is O(N312). Also the area 
efficiency is 1 and by Assumption 2.4.2. the yield is 0 (1/N ). 

The layout can be constructed hierarchically and a block 
of 41: processors can be laid in k: -th step paying 2" +l cost. Thus 

los..N 
a network of size N needs L, 21:+i = 21og.jH+2-4 = O(./ii) 

l:=l 
cost. The regularity factor is thus 0 (N )/0 (./ii ) = 0 (./ii). 

Since the network consists of nearest neighbor type con­
nections. interconnect reliability is Ri == 1. The failure of a sin­
gle processor does not impair the performance of the networks 
drastically. Due to the presence of many parallel paths in the 
square grids. the failure of a single processor results into isola­
tion of the failed processor only and does not impair the perfor­
mance of the networks drastically. The degradation factor is 
thus 8 = 1/N. If RP = e-A.,t is the functional reliability of 
each processor in the meshes. then the overall reliability of the 
network is RM (t ) = RP N. This reliability can be sufficiently 
ameliorated by adding a redundant row and the overall net­
work can be made to be (./ii -1) fault-tolerant. The reliability 
of the redundant mesh network is 
R,.M(t) =(RP" + n (1-RP )Rp •-1)" • where n 2=N. The relia­
bility improvement factor. RIFM due to the redundant proces­
sors is given by RIFM = R,.M/RM such that 
p = (1/(2n-1))(1+n CR,. -1-1))", 

The delay can be improved for mesh networks if the pro­
cessors belonging to each column and each row are connected 
hierarchiCally as binary trees. Such networks are known in the 
literature as orthogonal tree networks [23]. mesh of trees 
[24, 25] and orthogonal forests [26]. The average delay for such 
networks reduces to 0 (logN) but the chip area increases to 
0 (N lof N ). The overall performance thus does not improve. 
On the contrary. the presence of long interconnects of length 

O(./ii) actually increases the average delay to O(log2N) (by 
Proposition 2). Moreover, these networks suffer from many 
practiCal limitations as poor yield (due to large chip size). poor 
regularity (due to presence of mesh and trees combined). 
0 (N logN) cross-overs. long interconnects. etc. 



4.2. Binary Tree Network.c 

The complete binary tree networks of N piocessors is 
shown in Figure 3 which needs at most 0 (N logN) layout area 
corresponding to O(N) leaves and O(logN) height of the tree. 
A better layout which needs optimal 0 (N) area can be con­
structed using the concept of an H-diagram, originally proposed 
by Marihugh and Anderson [27] as a graphical approach to logic 
design. Horowitz and Zorat [28] have constructed the algo­
rithms for the generation of such a layout and the modified net­
work is henceforth referred as an H-tree. The H-tree layout of 
the binary tree is shown in Figure 4. The total area for a com­
plete binary tree of N processors can be computed from the fol­
lowing recursive relationship 

A (N) = [2.J.«'F"'r + 1]2 with A (1) = 1. 

Assuming N = 2.4t -1, it can be shown that 
A(N)-4t+i_2H2 +1 =2N-2.82.JN+t+3. 

Thus, the area efficientLis better than O.S. The longest 
wire in the layout is of si7.e ../ N 12 and the total length of wires 
in the layout is given by the recurrence relation: 

L (N) = 4L ( r /41) + JN with L (7) = 1 

which gives a solution L (N) = 0 (.JN logN ). 

The power efficiency depends on L (N) and the width of 
the wires and is more than O.S. 

The worst case delay occurs when a message is propagated 
between the leaves through the root of the tree. Assuming 0 (l) 
delay for both metal wire (without driver) and polysilicon wire 
(with interspersed driver). the worst case delay can be given by 

l 
Dmu(N) = 2*[21:(2t-J-1)+2k+1] = 2.J2(N +t)-log(N+l)-2 

J=l 
= O (JN ). But this delay is smaller than in mesh network. 
since o.filY 2logN intermediate processors are visited as opposed 
to 2../N -1 in mesh network. The average message delay 
between root and other processors can be given by 

lJ = 2lflEJ2J-2k(2(2l-i_1)+(j mC:d2)(2l-~/2~1-1)+log j) 
=0(1/t).1 

To calculate the message traflic density on a link. consider 
N -1 time units during which N (N -1) messages are generated 
and each node on the average will have sent a message to each of 
the others. Leth = log(N +1) be the height of the tree network. 
denoted as T,. • such that IT,. I = N . A subtree of T,. at level le 

from leaves is shown as Tt such that I Tt I = 2t -· i. A link 
between level le and level le +1 :Ith will be used to transmit 
messages between i) all the nodes of the left and the right sub­
trees each of size I Tt I and ii) one subtree of si7.e Tt connected 
by the link and (N - 2Tt) nodes of the tree. T,. (Figure S). 
Thus. the message density per unit time at a link between level 
le and level le + 1 is 

M(k)= N2_1 [ITt1 2 +(N -21Tt l).ITt I)] 

== (2,. - 2t ) 1 2~~1-_ 11 I· Since M(k) is a monotonically 

increasing function of le • the maximum congestion occurs at the 
link between the root and its sons (i.e .• le = h -1) which can be 

obtained by solving cJ~le ) = 0. The total number of messages 

that pass through these links is 
M(h-1) = 2A-l =Iii N /2 = O(N). 

Since the area efficiency is less than 1, the yield is not 
likely as high as the· meshes. but it is asymptotically equal to 
0 (1/N ). The average energy dissipation of the chip is 0 (N312). 
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The layout can be constructed hierarchically and each 
level of embedding needs 7XO (1) cost and the overall connec­
tion cost for a network of N processors is equal to 0 (log...N ). 
The total number of links in a binary tree is equal to N-1. 
Thus the regularity factor is 0 (N /logN ). 

The fault-tolerance capability of the network due to the 
failure of a single processor depends on the location of the pro­
cessor. If the external communication is done solely through 
the root. its failure will have total disastrous eJfect invalidating 
the usability of the IC. Since there is no parallel path for mes­
sage flow, failure of any links will truncate the operability of 
the chip. If any processor other than the root fails, will also 
reduce the performance of the IC by an amount depending on its 
location in the tree. The computational degradation that occurs 
due to a faulty processor or an interconnect at level i from the 
leaf nodes can be defined as the number of processors which are 
eliminated due to the fault at level i and is equal to 2; -1. If 
the external communication is made through leaf nodes, then 
3 = (N -1)/(2N ). The network can be restored to function 
normally by replacing the defective processor by redundant 
processor. Redundant processors can be placed in the extra space 
available within the chip and re-routing can be done by electri­
cally R!Q&!.ammable routing technique. Since only 
N-2.8../N +1+3 space is available foJT laying out the redundant 
processors redundancy can be added for nodes till level 2 from 
the leaf nodes. i.e .• level h -2 from the root. Thus the leaf pro­
cessors and their fathers are not replicated and all other nodes 
in the tree are replicated at locations shown by * in Figure 4. If 
R, is the reliability of each processor then the overallreliability 
of the tree network without any redundancy is Rr = R, N • 

Clearly, R1 = 0 (JN logN ). If the redundancy is added as 
described above, then the reliability of the redundant network 

is Rrr = R, SN t•x(2R, -R, 2)N 1•. The reliability improvement 
factor. RI Fr, is given by RIFr = R,.r IRr = (2-R, )NI• and 
p = (4/N)(2-R,)N'4• Thu8 the reliability of the tree network 
is poorer compared to the meshes. 

4.3. Cube Connected Cycles: 

An m dimensional Cube Connected Cycle (CCC) is a net­
work which can be derived from a boolean hypercube of 2m 
vertices by replacing each vertex with a cycle of m vertices. 
This was originally proposed by Preparata and Vuillemin [7] to 
ensure that the degree of each vertex is bounded to 3 and not to 
m as in an m -cube network. The topology of a 3-dimensional 
CCC with 3.23 = 24 processors iS shown in Figure 6 and its 
optimal VLSI layout has been given in Figure 7. It should be 
noted from Figure 7 that the layout of an m dimensional CCC 
can be made by laying out m C1 routes in an m -cube [29] on a 
grid graph and replacing the vertices of m -cube by 2"' cycles of 

m-1 
size m. Clearly. the maximum height of the cycle is 1: 2; = 2"' 

i=O 
and there are totally 2"' cycles. Thus the total area required by 
an m dimensional CCC is 221n +l assuming that the width of the 
edge is equal to the square root of processor area. Since 
N = m 2"'. then 2"' = N I (logN - logm ). i.e •• 
m == log(N /logN ). Thus the total chip area is approximately · 
0 (N2/logN2). Thus both the area efficiency and the power 
efficiency are 0 ((log2N )IN). 

Let the interprocessor link in the cycle be called ring link 
(vertical lines in Figure 7) and the interprocessor link between 
two adjacent cycles be called vertex link (horimntal lines in 
Figure 7). Using Wittie's algorithm for message routing. it can 
be shown that on the average a message traverses m 12 vertex 
links and (Sm /4)-2+21...,,. ring links if m is even (and an addi­
tional 1/( 4m ) ring links if m is odd). It may be noted that 
Wittie's average path length analysis by his routing algorithm 
was incorrect and the correct result is stated above. Wires are 



either horizontal or vertical and cannot be both metal (Assump­
tion 2.1.4). Thus in order to reduce the propagation delay. it is 
needed that the cycle links should be made of metal and the 
vertex link should be made of polysilicon (or diffusion). It may 
be noted that in an m dimensional CCC. there are m 2m-l vertex 

links having a total interconnection length of 2m-l f,21 so that 
i=l 

average vertex length is (2m+1-2)/m. Thus the average vertex 
delay is 4(2m -1) i.e .• 0 (N /logN ). The asymptotic average 
delay over metal ring link is 0 (logN ). The worst case delay is 
due to message transmission between two processors at the 
opposite edges of the chip and is proportional to the perimeter of 
the chip. i.e. 0 (N /logN ). Since each node has degree 3. the total 
number of links is equal to 3N. H N messages are generated on 
the average in unit time. then the average message density is 
equal to M = (N /3N) x 0 (m ) = 0 (1.ogN ). 

Since the chip area is very large. ·the yield is 
O(log2N /N 2). which is very poor compared to the mesh and 
the tree networks. The average energy dissipation of the chip is 
O(N 3/log3N). 

The layout can be partially constructed hierarchically. An 
N(=m2m)-node CCC composes of two (m-1)2m-1-node CCC 
and 2m-l connections as is evident from Figure 7. Thus the lay­
out cost to construct an N -node CCC is 
2m +m -1 = 0 (N /logN ). Since the total number of connections 
in the layout is equal to 1.SN. the regularity factor is 0 (logN) 
and is poor compared to the mesh and the tree networks. 

The fault tolerance capability of CCC is good because there 
is always an alternate path to re-route the message like in the 
mesh. Thus the failure of a single processor will not have any 
drastic effects on the performance of the network and 8 = 1/N. 
But due to presence of many long interconnects and large chip 
area. the reliability is not as good as the meshes. Total length of 
interconnect within the chip is 0 (N2/log2N) due to the pres­
ence of N /logN cycles of average height N /logN . Thus 
R1 = 0 (N2/log2N ). The reliability of the network due to pro­
cessor failure can be given by Rcc:c = R,, N • H one redundant 
processor is added to each cycle. then the reliability improves to 
Rrecc = (Rpm+m(l-RP)RPm-l)NllogN. The reliability 
improvement factor. RIFccc. is given by 
RIFccc = Rrecc IRcc:c and p = (1/m )(l+m (l/R,, -l))N /logN. 

S. COMPARISON OF THREE CLASSES OF NETWORKS 

From the analyses done in the previous section. it is evi­
dent that each network has certain strong aspects and certain 
weak aspects. It is difficult to relate all these aspects by a com­
pact formula which can be utilized as a performance metric. A 
weak effort in this respect was originally done by Mead and 
Rem [14] relating the area (A) and the speed (T-1) and propos­
ing the rental time of the chip AT as a metric. Thompson [8] 
has extended the concept for any arbitrary network by showing 
that AT2 indicates a better performance metric. He has related 
the area and the speed of computation in a network through its 
minimal bipartition width. C.t.I and have shown that a computa­
tional problem can be solved by exchanging information over C.t.I 

such that the speed of computation is directly proportional to 
the cardinality of C.t.I while the area of planar implementation of 
the network is directly proportional to the square of the size of 
C.t.I. But this metric accounts for the -lower bound of the chip 
area. Savage [30] has contended that A 2T reilects a better 
evaluation for certain computational problems like binary sort­
ing. From all these contradictory claims. it is evident that it is 
virtually not possible to correlate all the criteria discussed in 
section 3. An alternative strategy has been adopted here. The 
networks have been given credit points for each criterion 
depending on their relative merits and the total points have been 
used as a performance index for the network. The results of the 
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evaluation with respect to different criteria have been shown in 
Table 1. The credit points have been assigned on the basis of 
relative merits of the networks. From the values of total 
points. it can be seen that the two dimensional mesh networks 
indicate overall better performance than the H-tree and the 
CCC. This is in direct contrast to the results of Wittie [3]. Siegel 
[31. 9]. etc .• who have concluded that fast networks like CCC. 
PSN. spanning bus hypercubes. etc .• have better overall perfor­
mance. It may be argued whether it is appropriate to give same 
weight to all the criteria. But it can be easily seen that the con­
clusion remains true even if different weights are ascribed to 
three orthogonal aspects (i.e. criteria having same aspect only 
has same weight). 

6. CONCLUSION 

The basic conclusion from this paper is that the Cellular 
Networks which have a similar structure to the mesh can be 
cost effectively implemented for VLSI implementation and are 
highly suitable for VLSI parallel processing. The penalty in 
delay can be offset by the gains of several criteria discussed in 
this paper. The faster topologies like CCC. PSN. tree. etc .• do not 
provide an overall good performance because of long intercon­
nects which introduce high delay and large chip area which 
reduces the chip efficiency and the chip yield. A multilayered 
model with more than one layer of metal will improve the per­
formance of these topologies and a judicial laying out is neces­
sary to reduce the chip area under the multilayered model. 
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Figure 1: Occurrence of Circular 

Defects of diameter 'I 

Figure 2: A 4 x 4 Mesh Network 

Figure 3: Layout of a Binary Tree 
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Figure 5: Message Flow through a· 

level k node in a Tree Network 

Figure 6: Cube Connected Cycle 
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ABSTRACT 
!This paper considers various physical constraints which influence 
;t.he design of VLSI based interconnection networks used in 
;multiprocessor systems. Design expressions are presented for 
,implementing an N log N packet passing interconnection network 
;composed of circuit switched crossbar chip modules. Expressions 
·reflecting chip level and board level pin and area constraints are 
;derived and used to determine the network delay expected at a 
_given clock frequency. Logic and memory delay, signal path 
delay, clock skew and clock tree delay parameters are defined 
. and used to determine the maximum frequency which can be 
:obtained with a given design. An example 2048x2048 network 
·design is considered. 

1. Introduction and Overview 

The design of effective multiprocessor systems involves 
numerous interacting elements ranging from parallel 
algorithms to programming languages to computer 
architecture. This paper focuses on the computer architecture 
question and, in particular, on the design of VLSI based electrical 
interconnection networks for use in multiprocessor systems. Due 
to their potentially critical effect on overall 
multiprocessor performance, interconnection networks have been 
widely studied. Various studies have focused on their 
functional properties (permutations, control algorithms) 

: [2,9,14,18], their complexity and performance [5,16,17,23], and 
their actual design (7,20]. 

One way of characterizing interconnection networks relates 
to the style of multiprocessor system in which they are 
used. At one end of the spectrum are systems where the 
. interconnection network is the central communications 
component between the processors (as in a message passing 

.system) or between proceasors and the main memory (as in a 
shared memory system). The NYU Ultra computer (10], the 
related IBM RP3 [19] computer and the BBN Butterfly (3] arc 

. examples of this style of design. It is convenient to refer to 
these systems as NETWORK CENTERED multiprocessors 

; since the network is a central resource which has a major effect 
on overall system performance. This system style encourages 
viewing memory access and communications interchange in a 

· uniforin manner with costs associated with access and 
communications being roughly independent of physical location. 
(We ignore questions of cache and processor local memory here. H 
most accesses are local, then the need for a large and complex 
interconnection network is questionable). Algorithm development 
in this environment tends to encourage the use of large data 
structures which span the memory space and develop processor 
access patterns which are relatively uniform in nature. 

At the other end of the spectrum are systems where the 
processors are embedded within the network itself with direct 
communications taking place primarily on a physically local 
_basis. The Intel Cosmic Cube [22], the Blue Chip computer and 
various tree machines (24,4,11] are examples of this style. These 
systems are PROCESSOR CENTERED in that processor 
~performance is a main determining factor in overall performance. 
'.l'his, system style encour,~ges viewing the world as being made up 

. .. . .. .. .. . . . -. .. ... . : : : 
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of loc~l processing niches with data exchange between processors 
beco~mg more costly as one reaches further from the local niche.· 
Algorithms which can take advantage of memory access and 
communications locality associated with a given interconnection 
structure can operate effectively in this environment. 

In the middle of these two ends of the multiprocessor 
spectrum a~e machi~es where some (typically small) portion of 
the processing task is allocated to the interconnection network: 
'.1'he idea ~ere is that since data must pass through the 
mterconnect1on network (and be delayed) anyway on its way to . 
and from memory, why not do some processing on the way. 

. This paper considers the design of large (several thousand, 
inputs and outputs) VLSI based interconnection networks for the 
case of NETWORK CENTERED multiprocessor systems. The; 
emphasis is on the physical design aspects of the network and 
the implications of design constraints on network implemen;ation 
and _perfor~ance. A sii_nple modified packet switched N log N 
multistage mterconnect1on network topology is assumed with 
~ac~ node being implemented as a crossbar switch ha~ing a 
limited amount of packet buffering at its input. Interconnection 
net~ork designs using optical techniques are not 
considered though they may well serve as the basis for networks 
of the next generation. 

The next section presents overall network topology and 
operation. Section 3 considers pin and area limitations at both 
the chip and board levels. Section 4 presents simple models of 
overall network delay as a function of" clock frequency. Section 5 
ierives data rate equations for the network in terms of various 
design parameters such as logic, memory, and data path delays. 
Clock skew and distribution factors are included in the model. 
The model presented can be used to determine the maximum 
clock rate achievable and hence the expected delay through the 
network. Section 6 explores an example design of a 2048 
input/output switch. The conclusion indicates that in the current 
design environment, a large NETWORK CENTERED shared 
memory multiprocessor is likely to encounter a large performance 
penalty when accessing memory on the other side of the switch. 
2. The OveralfNetwork · ' 

The overall network topology considered is of the Boolean' 
hypercube variety as shown in Figure 1. All switch modules are; 
the same and are designed to be crossbar (CB) switches sized so· 
that each one fits entirely on a single chip. Earlier studies have 
indicated that from an &.rea-time performance viewpoint there is 
little difference between using an N log N versus a CB network 
within a chip [7]. Across the network as a whole, however, use of' 
a Boolean hypercube structure is significantly less costly in terms 
of the total number of chips required (8]. ' 

While each swi~ch modu~e (being a CB) is nonblocking, the'· 
~etwork as a wh?le is a blocking network. The number of stages' 
m the network IS logNN' where N' is the size of the overall· 
network and N is the size of the CB on a chip (see Table 1 for· 
various definitions). Since the blocking probabilities of the 
network decrease as the number of stages decrease, it is'. 
advantagous to place as large a CB as possible in each switch: 
module. This is shewn in Figure 2 which contains a plot of: 
blocking probability versus number of stages for a network of size 
4096 (based on the formula derived in (17]). Note that reducing 
the number of stages from 5 to 3 decreases the blocking 
probability by about 10%. · 



Note also that the length of off-chip signal lines generally 
increases as the number of stages increases. Thus, for example, 
the maximum line lengths between the first and second stages in 
the network of Figure 1 are shorter than those between the 
second and third stages. This is important because of the delays 
associated with driving these lines. Thus, in general, reducing the 
number of stages reduces the off-chip delays. 

Overall network throughput can be increased by using a 
modified packet switched rather than a pure circuit switched 
:lesign. A modified packet switched design places a limited 
number of packet buffers at the input to each of the switch 
modules. However, within the module circuit switching occurs. 
Thus, a packet holds an entire path within each switch module as 
it passes through that module. On leaving the module the path is 
released for use by some other packet. Increases in throughput 
.vhich result from a packet switching approach have been 
discussed elsewhere [5]. These studies also indicate that most of 
the potential gain from buffering is achieved with a limited 
number of buffers (about 4) on each switch module input. For 
simplicity, in our discussion here we assume a single packet 
buffer. However, this is not critical to the analysis which follows. 
We also assume fixed size packets of length 100 bits which is 
about what is needed to include sufficient bits for data, memory 
module address, intra-memory module address, and return 
processor address. 

Figure 3 shows an example path through a three stage 
network. In addition to the input packet buffer, a single bit buffer 
has been placed at each CB output to allow for a limited 
pinelinin11; canability. Notice that_ a dotted line is present in the 

VARIABLE TYPICAL DEFINITION 
NAME VALUE 

N' 2048 Size overall network 

N 16xl6 Size crossbar module_ (NxN) 

~ 250 Jl..£jns on module chi£.. 

Nk 40 # pins on module chip 
for ctr! elk ...l!.ower 

w 1248 .J1.. of lines in a data __£_ath 
p 100 Packet size in bits 

F 20 40 60 80 Clockfr~uen£l'...ilMHzt 

T 2 Packet time thro'!S_h ntwk~ed 

M,.. 2 # clock cycles to perform chip 
set':!E. functions_lDMUX/MUX) 

v 5 Power s~ voltage (volti;) 

£:,. vmax 0.50 Max. variation in 
__p_ower s'!.E£!L voltag_e j_volt~ 

~ 50 Line driver im...!!.edancej_ohms_l 
L 5 Pin inductancej_nano henrie~ 

Table 1: Variable Name Definitions 

diagram around the input buffers. This indicates the presence of a 
cut-through mechanism which permits packets to stream through 
the switch module without going through a buffer filling process if 
the down stream switch module it requires has an empty input 
buffer. Under light loading conditions this will allow packets to 
pass from one switch module to another without being slowed 
down by buffer fill times [12]. 

The broad design philosophy taken is to keep the switch as 
simple as possible •:nee simplicity generally leads to speed. In this 
spirit, combining networks and network information processing 
other than routing is omitted. Hot spots [20] and other problems 
are assumed either to be dealt with by the operating system, or 
are accepted and result in performance penalities which hopefully 
are partially overcome by having a fast network. The network is 
thus of the RISC (Reduce Interconnection System and 
Complexity) style of design. 
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2.1. Network Control 

The general design methodology employed utilizes clocked 
as opposed to asynchronous control. Other studies have shown 
that given today's design environment, system sizes and data 
rates, clocked designs adequately meet most performance 
requirements [6,25]. At very high clock rates, multiple clocked 
approaches will need to be considered, however they are not 
treated here [l]. We assume that a two phase clock is used and 
that two pins on each chip are allocated for this purpose. 

A complete interconnection network requires control 
provision for: 

• path establishment and data transfer 
• detection of a blocked path 
• indication of end of transmission 
• path clearing 

Packets are self routing, moving from CB chip to CB chip 
according to address bits in the header portion of the packet. 
Within each CB the entire path is held from chip input to output. 
Feeding back from each input buffer to the associated output of 
the preceding chip is a buffer full line. This indicates whether the 
buffer is full and thus the path is blocked at that point. Packets 
are backed up and held in prior buffers until the buffer full line 
indicates transfer can proceed. For each NxN CB chip there are 
thus 2N buffer full control lines, N of these indicating whether its 
buffers are full, and N indicating whether the buffers downstream 
are full. All packets proceed in lock step from stage to stage in 
the network. 

Given fixed length packets, an on-chip counter can 
determine when packets have completed transmission. Path 
clearing will occasionally be necessary when certain error 
conditions occur. We assume that such clearing operations 
constitute a type of network reset and that such a drastic action 
will be initiated by some master processor for the network as a 
whole. One pin per chip is allocated for this purpose. Thus, 
ignoring power and ground for the moment, 2N+3 control lines 
are needed per chip . 

2.2. Crossbar (CB) Design 

There are many ways of designing CB switches. In this 
paper we consider two approaches (see Figures 4a and 4b). The 
first is referred to as the MESH CONNECTED CROSSBAR 
(MCC) design [16]. In this design, N2 two by two crosspoint 
switches are placed on the chip, with each switch having a packet 
routing capability and one bit of buffering to allow for limited 
pipelining. Packet routing is thus completely local, the layout is 
planar and the distance between adjacent switches constant. The 
design is modular and as technology improves larger on-chip CBs 
can be easily implemented by replicating the basic switch 
crosspoints. The area of the entire CB grows as O(N2) while the 
time delay grows as O(N) . 

The second design approach is referred to as the 
DMUX/MUX CROSSBAR (DMC) design [13]. In this case, after 
log2N bits have arrived at an input port, an input port controller 
(IPC) (i.e. a demultiplexer) determines on which output line to 
route the arriving message. The IPC also signals an output port 
controller (OPC) (i.e. multiplexer) which selects between multiple 
input packets that request the same output port. An NxN 
DMUX/MUX crossbar would require O(N2) two input gates and 
have a time delay of O(logN) gate delays. In addition to gate 
delays, however, there are the line delays associated with the 
potentially long on-chip lines between the input and output ports 
and controllers. This is due to the fact that path topology from 
input to output represents a complete bipartite graph whose 
layout area grows a~ O(N4). L:ertaiii: resuits show that the 
overall delay with this type of CB grows as O(N2) [16]. 



3. Pin and Area Constraints 

A serious constraint in the physical design of large networks 
is imposed by the limited number of signal pins available both at 
the chip and board levels. In this section these pin limitations are 
explored assuming a Pin Grid Array (PGA) packaging 
technology that is aggressive, but currently realizable, and board 
edge connectors of standard high performance design. 

3.1. Chip Pin Constraints 

Pin usage can be broadly grouped into three categories: 
data pins (Np.d), control pins (N,..), and ground and power pins 
(Np.,). The total number of pins on a chip, NP, is thus given by: 

(3.1) 

Since the size of the subnetwork on a chip is NxN and W is the 
data path width, the number of dat~ pins is: 

Np.d =2WN (3.2) 

The control ·information required for setting up paths in the 
network is obtained as part of the data and hence requires no 
extra signal pins. However, for each input or output port, a 
control signal indicating the state of the buffer (full or not) is 
required. This necessitates 2N pins for the buffer full signals. In 
addition, we allocate two pins for a two phase non-overlapping 
clock and a pin for system reset. Hence: 

N,.. = 2N + 3 (3.3) 

Normally, when small circuits are considered, especially 
those that have a small number of signal pins, the use of a single 
pin for power and a single pin for ground is sufficient. However, 
for large chips, especially those that have a large number of 
signals all of which can switch at the same time, it may be 
necessary to allocate more pins for power and ground in order to 
maintain ground and power voltage variations to within 
acceptable limits. 

Each signal pin has an associated inductance. When a 
signal switches between its high and low voltage states, the 
change in current through this inductance causes a voltage to 
appear across the pin. As the number of signal pins increases, in 
the worst case, all of them can switch in the same clock cycle, 
thus causing a large voltage change of either the ground or the 
power net. Given the impedance of the pin driver circuit and 
assuming that this circuit itself is driven by an exponential 
driver, the rate of change of supply current with respect to time 
for a single pin can be obtained (by analytic or simulation 
methods). For a 50 ohm driver driving a 30 inch metal pc board 
line with typical characteristics, the rate of change of current 
with respect to time, di/dt, is about 7*108 amps/second. The 
following expression can be . used to determine the number .of 
power and ground pins, N~,"; ne~c:iec:i ror. a given n~mbcr or 
output signal pins, N(W + 1), maximum permissible voltage 
variation, .0. V max• and pin inductance, L. 

N. = 2N(W + l)L (di) (3.4) 
M .0. Vmax dt • ., 

The expressions 3.2, 3.3 and 3.4 can now be substituted into 
3.1 and the overall number of pins, N, determined. Using the 
parameter values indicated in Table 1, Table 2 indicates N, as a 
function of subnetwork size and path width. Assuming that the 
maximum number of pins available on a chip is 240, the portion 

:9r the table to the left and top of the heavy lines indicate designs 
that satisfy the pin constraints. 

8.2. Chip Area Constraints 

We now consider constraints on chip area and obtain the 
~ze of the largest network that can be.~mplemented in a sin~ 

210 

chip. As mentioned earlier, maxumzmg the size of the CB 
subnetwork (residing entirely on a single chip) reduces blocking 
and hence is desirable. The two designs introduced earlier (i.e. the 
mesh connected CB, MOC, and the demultiplexer/multiplexer CB, 
DMC) are explored. The development follows that of 
Padmanabhan [16). 

For the case of the MCC design the key element in 
estimating the area lies in estimating the area occupied by a two 
input, two output switch. These switches can then be connected· 
in a mesh to form the CB network. Padmanabhan gives a PLA 
implementation of this switch with a one bit wide data path. He 
shows that the implementation would occupy a rectangular area 
of dimensions approximately 100 lambda by 100 lambda. Assume. 
that the above implementation gives the area of the control logic 
of a switch with a W bit data path. The area occupied by the 
·~ata path must now be estimated. The data path consists of W 
lines traversing the switch from left to right and from top to 
.bottom. In ad~ition, W control lines for each set of data lines 
must be routed. Assuming that separation between lines, 
including area for driving and control buffers, is 10 lambda, the 
dimensions of the rectangular area occupied by the switch 

N - Crossbar Subnetwork Size 
w 16 18 20 22 24 

1 72 80 89 97 106 
2 106 119 132 144 r!2L 
4 174 196 217 239 260 
8 311 350 388 427 465 

Table 2: The number of pins per chip necessary, N,, for different 
values of subnetw01·k size N and data path width W. 

becomes 100 + 201V. Hence the area of the MCC realization 
consisting of N2 switches is: 

AMcc = N2{100 + 20W)2 (3.5) 

Next consider the area occupied by the MUXfDMUX 
realization. The area occupied by such an implementation can· be 
broadly divided into the area occupied by the N 1-to-N 
demultiplexers and N N-to-1 multiplexers, and the area occupied 
by the WN2 wires which must be routed from the multiplexers to· 
the demultiplexers. The routing of the wires from the; 
demultiplexers to the multiplexers will be done according to the: 
routing presented by Wise [26) which results in identical wire: 
lengths. Let the minimum separation between wires be d and the. 
vertical separation between consecutive wire origins and endings 
be h. The area occupied by such a routing can be shown to be· 
given by: 

A = (N - 1)' 1i2W2d 
wire V 41&2 - d2 (3.6) 

The minimum area is occupied when h = d which results in: 

A - (N 1)4 1!f!!l: wire - - Vs (3.7) 

.Next estimate the area occupied by the N demultiplexers and N 
multiplexers. Assume that the demultiplexers are implemented as· 
·a binary tree of 1-to-2 demultiplexers. A 1-to-2 demultiplexer 
with W data bits occupies a rectangular area of dimensions 30W 
by 24 (16). A tree realization will have a maximum of N /2 
demultiplexers in the first stage with log~ stages. Thus, the 
bounding box of this tree is given by 360WMogN. The area 
occupied by N demultiplexers. and N multiplexers (assuming a 
.multiplexer occupies the same area as a demultiplexer) is given 
by: 

A11mu/11111X = 360WN2logN (3.8) 



The total area of the MUX/DMUX design is given by: 

AoMc = (N - 1)4 (l~~t + 360 W.N'llogN (3.9) 

The area expressions of (3.5) and (3.9) are lower bound estimates. 
Table 3 gives the maximum size network that can be 
implemented in a chip satisfying the above area constraints 
assuming that these estimates are increased by a third (to handle 
line drivers, etc.). The maximum chip dimensions assumed are 
lcm by lcm with a>.= 1.5 µm. 

Examination of Table 2 shows that the largest network 
that can be implemented in a chip satisfying the pin constraints 
is 22x22 with a 4 bit data path. Table 3 indicates that the area 
constraints limit the network size to about an 18xl8 network 
with the DMC design and a 25x25 network with the MCC design 
(assume a 4 bit data path). However, we choose a convenient· 
power of 2 network size of 16x16 with a 4 bit data path as our 

Sub network size N 
w MCC DMC 

1 37 34 
2 32 25 
4 25 18 
8 17 13 

Table 3: The largest subnetwork that can 
be implemented on a lcmxlcm chip. 

basic subnetwork to be implemented in a chip, satisfying both pin 
and chip area constraints. Though not detailed here, a CMOS 
power analysis of such a chip indicates that about 2.5 watts will 
be dissipated at 50 Megahertz. We next investigate the layout of 
the network at the board level. 

3.3. Board Area Constraints 

Assume that the pin layout on the chip package uses a pin 
grid array with three rows of pins having a separation between 
adjacent pins of 100 mils. The size of a package with at least 
175 pins is about 2 inches on a side. The use of a 16x16 
subnetwork makes a 256x256 network reasonable for 
implementation on a single board. This network has two stages, 
each stage consisting of 16 chips. If a stage of 16 chips is lined up 
on a single side along a board edge then the board length will be 
about 32 inches. The routing of wires between these two stages 
will determine the width of the board occupied by the 256x256 
network. 

To estimate the area occupied by the routing assume that 
the routing strategy is similar to that adopted for the chip level 
DMC implementation. The routing in this case is identical to the 
DMC implementation of a 16x16 crossbar network. The 
parameters h and d must, however, be estimated differently. d 
still remains the minimum separation between wire at the board 
level with a typical value of 50 mils. Assume the board has two 
signal layers. The total number of wires to be routed is 
.N'l( W + 1) = 1280. Each layer then has to route half the total 
number of wires, that is, 640 wires. Hence the vertical separation 
between wires is h = 32000/640 = 50 mil, the minimum. The 
area occupied by the wires is then obtained by evaluating (3.7) as 
73 square inches. Thus, the width of the layout of the wires is 
about 3 inches and the longest path on the board is then no more 
than 32 + 3 = 35 inches. This layout will be used in Section 6 in 
examining the design of a 2048x2048 network. 

3.4. Board Pin Constraints 

At the board level, consideration must be given to the 
routing of signal wires from one board to the next. Implementing 
a 256x256 network with a 4 bit data path requires the routing of 

1280 wires on the input and output sides. In the last section it 
was shown that the layout of the chips required each edge of the 
board to be about 32 inches long. If the wires were brought out to 
the edge of the board on two layers, it was shown that the 
separation between wires would have to be 50 mil. This is about 
the minimum separation between wires on the board that keeps 
crosstalk among wire to acceptable levels. Commercially 
available connectors are able to connect up to 100 lines from one 
side of a board and are no more than 4 inches long. Thus with 
connectors using both sides of the board, eight connectors can be 
used for the entire 1280 lines which can be lined up on one edge 
of the board. Thus the pin constraints at the board level can be 
satisfied. 

4. Network Delay 

In this section expressions are presented for the time to 
transfer a packet through the network ( T). This is a one way 
network delay time and doesn't include memory access time. A 
best case model is presented in which a lightly loaded network is 
assumed with no blocking of packets. Packets, in this situation, 
ean thus stream through the entire network from the input to the 
output being delayed only by chip module setup and pipeline fill 
times. 

For the case of the MCC design, network delay is composed 
of two components. The first is the time to fill the pipe of 
crosspoint switches from input to output of the network. The 
second is the time it takes to transfer the packet once it has 
arrived at the end of the network. Thus: 

T MCC = pipeline fill time + packet transfer time ( 4.1) 

In this design the average number of crosspoint switches per chip 
that a packet passes through is N. The number of stages the 

packet traverses is rlogNN'l Thus, the pipeline fill time is 

NflogNN'l The number of bit times associated with a packet 

transfer is the packet size (P) divided by the path width ( W). 
Thus, the packet delay time is: 

rMcc = (Nr1ogNN'l + P/W)(1/FMccl ('i.2) 

In the DMC design, associated with routing the packet 
within each chip is a setup time. This time is de~endent on the 
size of the on-chip CB in that at least f1og2NI bits must be 

received by the chip before the path can be established. Given a 
path width of W, the number of clock periods, M,., associated 
with this setup time for a single chip (or stage) through which the 

· message passes is thus: 
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M,. = f1og2N ;wl (4.3) 

To break up long path delays, this design also assumes that a 1-
bit buffer is present at the output of each chip. This acts as a 

flogNN'l pipeline through the network. AB in the MCC _c~se, '.1 
packet transfer time is also present to account for the time 1t 
takes the packet to leave the network when its first bit starts to 
leave an output port. The resulting overall time is given by: 

TvMc=setup time+pipe fill time+packet transfer time (4.4) 

TvMc = ( [M,.. + l] rlogNN'l + P/W )(l/FoMc) (4.5) 

These network delay expressions have been evaluated and 
are presented in Table 2. Notice that the results indicate that, 
even at fairly high clock frequencies, the one way delay through 
the network is substantial when compared to typical memory 
cycle times. For example, in the DMC model operating at 40 MHz 
with a path width of 2, the one way network delay is 1.48 
µseconds. Round trip delay, including 200 nanoseconds for 
memory a.ccess, w.ould be 3.16 µsec .. That is, the remote (through 



-the networli:finemory access is more than an order of magnitude 
greater than local memory access. Note also that the delay 
expressions and associated tables do not indicate whether or not 

; the frequencies suggested are achievable. This is dependent on the 
; logic and path delays, and on clock distribution characteristics. 
: (e.g. clock skew). These design parameters are explored in the 
next section. 

5. Clock Frequency and Data Rate Expressions 

The clock frequency at which a given system can run is 
determined by a host oC factors ranging from effectiveness of the 
logic design, to chip layout and signal delay consequences of using 
a particular packaging technology. The final result of these 

. factors are a set of delay parameters which determine the rate at 
which data can pass from chip to chip. This maximum data rate 
corresponds to the maximum clock frequency which can be used 

CLOCK FREQUENCY (MH~ 
w 10 20 30 40 80 
1 14.8 7.4 4.9 3.7 1.9 
2 9.8 4.9 3.3 2.5 1.2 
4 7.3 3.7 2.4 1.8 .91 
8 6.1 3.1 2.0 1.5 .76 

MCC (Mesh Connected Crossbar) MODEL 

CLOCK FREQUENCYlMHZ} 
w 10 20 30 40 80 
1 
2 
4 
8 

11.5 5.75 3.8 2.88 1.44 
5.9 2.95 1.9 1.48 .74 
3.1 1.55 1.03. .78 .39 
1.9 .95 .63 .48 .24 

DMC (Demux/Mux Crossbar) MODEL 
Table 2: Time Through Network (µsec) 

(P=lOO, 512:=:;;N~4096, N=l6) 

without errors occurring. 

The data rate can be expressed in a general form as follows: 

DR 1 
(5.1) maz[information signal delay, clock signal delay) 

Information signal delays consist of logic and memory delays 
(DL), information signal path delays (D,) and delays due to clock 
skew (6). The sum of these delays can be associated with the time 
for a signal to pass between communicating modules (chips or. 
crosspoint switches). Since this must occur within a single clock 
cycle, a constraint is placed on minimum clock cycle duration 
(and thus maximum frequency). Taking the worst case (largest} 
sum of these delays overall communicating modules leads an 
overall constraint on data rate and clock frequency [25). 

In a similar manner, delays associated with propagation of 
the clock signal form another basic limitation on clock frequency. 
Two types of clock distribution schemes are considered here. In 
the first (the STANDARD CLOCK SCHEME), the entire clock 
tree is viewed as an equipotential surface which must achieve a 
single final voltage in each half of the clock cycle. That is, the: 
entire clock tree must be charged and discharged during the clock 
cycle. Given that such clock trees may present a large capacitive· 
load, and that this load grows as systems become larger, this· 
constraint can be a limiting factor in achieving high frequencies 
in physically large systems. U r is the time required to charge or 
discharge the clock tree, then the data rate for this clocking 
scheme is constrained to be less than l/2r. Based on the above, 
the data rate for the case of a Standard Clocked Scheme is as 
follows: 

1 
DR,.= [ I ma:r DL + D, + 6, 2r (5.2) 
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Notice also that a relationship exists between r and 6. That 
is, as the clock line increases in length, both r and 6 increase with. 
r being an upper bound on 6. One model that relates rand 6 was' 
developed by Wann and Franklin [25). The model assumes simple 
exponential rise times to and from the power supply voltage, 
V,,. Variations in material properties can result in variations in 
rise time which can be expressed in terms of maximum and 
minimum r values, rmax and rmin. Variations in processing can 
result in variations in FET threshold voltages which can also be 
expressed in terms of maximum and minimum threshold voltage 
values, Vrm ... and Vr.na· The resultant expression is: 

Vr.na ( VTmu) 6 = rmin ln(l - --) - rmax In 1 - -V-
V dd '' 

(5.3)' 

When dealing with long clock lines, the charge/discharge'. 
;ime constraint and the clock skew can severely limit 
performance. The charge/discharge time constraint can be 

·partially overcome by treating the clock lines as transmission 
lines and, using the memory properties of the line, placing 
multiple pulses on the line at the same time instant thus reducing 

the delay between clock pulses (MUI. TIPLE PULSE SCHEME). 
Clock skew can be reduced by using a global clock and employing· 
phase locked loop techniques (called "dynamic delay adjustment" 
in reference 1) to perform phase synchronization. These 
techniques, however, add complexity to the design and are not 
pursued here. 

8. An Example 

8.1. Physical Design 

Based on the design constraint and data rate expressions 
developed in prior sections, we now consider the design of an 
interconnection network with 2048 inputs and outputs. AB stated 
in section 3, pin constraints on the chip limit the maximum size 
of the crossbar that can be implemented in a chip. A 16xl6 
network having path widths of 4 bits appears to be reasonable . 
and is used in this example. 

The implementation of a 256x256 network on a single board 
was shown to be possible, satisfying area and pin constraints on· 
the board. Larger size networks can then be implemented from 
these boards by racking the boards in three dimensional space to 
reduce the distances over which wires must be routed. A 2048 
input, 2048 output network implementation is shown in Figure 5. 
The first two stages of the network are implemented from eight· 
256x256 network boards; the last stage consists of eight boards< 
with each board implementing one eighth of the last stage. If the 
boards are stacked as shown in Figure 5, the longest wire between 
any two chips is one that traverses the diagonal of a board. In 
section 3 we showed that this distance is 35 inches. 

8.2. Clock Frequency 

Expressions for the clock frequency (data rate) were 
derived in Section 5 based on the logic and memory delays and 
signal path delays and skews in clock distribution. In this section 
. we estimate the information signal delays and clock delays from · 
a knowledge of the physical layout of the network. A 
STANDARD CLOCK SCHEME is used. 

Information signal delays consist of delay in the logic and in 
·the memory of a finite state machine implementaion. Estimates 
given in [16] indicate that the logic delay would be about 12 nano 
seconds whereas the memory delay can be restricted to about 2 

. nano seconds. This results in DL = 14 nsec. 

Consider the path delay. Since the network is pipelined, 
.mly the largest path delay is of significance. This corresponds to 
•he path that has to go off-chip and traverse the longest distance , 
(35 inches) on the board. This results in off-chip delays_ muc~ _ 



larger than the signal rise times, . thus off-chip paths ·must be 
viewed as transmission lines with on-chip drivers matched to their 
impedance (50 ohms). The off-chip path delay is determined 
largely by the speed of signals on the board and this is typically 
0 .. 15 nsec/inch. Thi; delay in drivi~g t~e driver is about 6 nsec. 

.Hence D, = 6 + 0.15"35 = 11.3 nsec. 

The clock distribution essentially consists of two parts: one 
totally internal to a chip, consisting of a tree distributing the 
clock to the 16x16 network, and the second external to the chips 
consisting of the clock distribution on the board. Using a H-tree 
distribution to minimize clock skew for the clock distribution 
internal to a chip, the clock delay is given by [27]: 

Tcbip = (10N3 - 3)(3 - 2/ N)RoCo/7 (6.1) 

where R 0 and 0 0 represent the resistance and capacitance of the" 
last branch of the tree distributing the clock to a switch. In this 
design (a 16x16 network occupying a lcmxlcm chip) we have 
R 0 0 0 = 0.244 pico sec. and we get Tchip = 4.1 nano sec. The delay 
in the clock distribution on the board is determined in a similar 
manner as the path delay. It consists of the delay in driving a 
driver with a 50 ohm output impedance and the delay in driving 
a line of maximum length of 35 inches. Thus Tboard = 11.3 
nanoseconds. Thus, the total clock delay is T = 15.4 nanoseconds. 
An expression for the clock skew is given in Section 5. Assuming 
a 20% variation over the nominal value in both the clock delay 
and transistor threshold voltages, the .clock skew is obtained as: 

ti= .8Tlog(l-2/5)-1.2T)og(l,--3/5) = .7T = 10.8 nano sec. (6.2) 

We can now estimate the clock frequencies. Note that due 
to the pipeline design of the network, only the largest delays are 
significant and both the MCC and DMC designs resulted in equal 
cloek frequencies. Since, DL + D, + ti > 2T the clock frequency is: 

1 
F = D ti = 27.7 MHz (6.3) 

L + D, + 

7. Summary and Conclusions 

This paper has presented design expressions for 
implementing an N log N packet passing interconnection network 
co~posed of circuit switched CB chip modules. The expressions 
considered are derived from various physical constraints and 
network models. Chip level and board level pin and area 
constraints are considered and expressions are derived which 
indicate the sort of delay which can be expected through a 
network at a given frequency, and the design constraints on 
achieving that frequency. 

An example 2048x2048 network design is considered. This 
example indicates that using aggressive packaging and MOS 
technology, a rate of about 28 Mhz is achieveable. However, this 
frequency, with this network design, would result in a one way 
delay (ignoring blocking and hot spot delays) of about 1 µsecond. 
A read operation from memory requiring a round trip would thus 
require more then 2 µseconds. This represents more then an 
order of magnitude slowdown when compared with accessing 
strictly local memory and appears to be a major problem in the 
&sign of VLSI based, network centered multiprocessor 
architectures which utilize standard clock destribution designs. 
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Figure 1: A 16xl6 NlogN network built from 
2x2 switch modules. 
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Figure 2: Plot of probability of blocking 
with the number of stagesin a NlogN network. 
Each stage consists of switches that are 
crossbar networks. 
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Figure 3: A path from an input to an output in 
a-three stage network. Each .input at each stage 
has a.buffer that can be bypassed. 
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ABSTRACT 

Symmetric graphs, such as the ring, the n -dimensional Boolean 
hyper-cube and the cube-connected cycles, have been widely used as 
processor/communication interconnection networks. The performance of 
such networks is often measured through an analysis of their degree, 
diameter, connectivity, fault tolerance, routing algorithms, etc. In this 
paper we develop a formal group theoretic model, called the Cayley graph 
model, for designing, analyzing and improving such networks. We show 
that this model is universal and demonstrate how the networks mentioned 
above can be concisely represented in this model. 

More importantly, we show that this model enables us to design new 
networks based on representations of finite groups. We can then analyze 
these networks by interpreting the group theoretic structure graph theoret­
ically. Using these ideas, and motivated by certain well known combina­
torial problems, we develop two new classes of networks, called the star 
graphs and the pancake graphs. These networks are shown to have better 
performance, as measured by the parameters mentioned above, than the 
popular n-cubes. 

L INTRODUCTION 

A processor/communication interconnection network is often 
modeled as an undirected graph, in which the nodes correspond to 
processor/communication ports, and the edges correspond to communica­
tion channels. Communication over such a networlc is achieved by a mes­
sage passing protocol, and the delay in communication is measured by the 
number of edges traversed. Some of the key features of interest in such 
an interconnection network are its degree, diameter, congestion, sym­
metry, connectivity, routing algorithms, structure, etc. 

A number of interconnection network topologies have been suggested 
in the literature which address one or more of the above features {[l-7]). 
These range from simple graphs, such as cycles, complete graphs and 
stars to more sophisticated graphs such as shuffle-exchange graphs, n­
dimensional Boolean cubes and cube-connected cycles. Since there is no 
single measure to compare these networks, each of the above examples 
have been justified for one application or another. 

A special class of networlcs, called symmetric interconnection net­
works, have the property that the network viewed from any vertex of the 
network looks the same. In such a network congestion problems are 
minimized since the load will be distributed uniformly through all the ver­
tices. Moreover, this symmetry allows for identical processors at every 
node with identical routing algorithms. It is also very useful in designing 
algorithms that exploit the structure of the network. it is this class of net­
works that we address in this paper. With the exception of the star net­
work and the shuffle exchange graphs, all of the networlcs mentioned 
above are symmetric networks. 
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In designing symmetric interconnection networks, the overall objec­
tive has been to constnict large vertex symmetric graphs with small 
degree and diameter, high connectivity and offering simple routing algo­
rithms.1 One attractive network that offers all these properties together 
with a good degree. and diamerer is the n-cube, which is a network of 2~ 
vertices, with degree n and diameter n. Thus, the n-cube will be used as 
a standard against which to compare many of the networks constructed in 
this paper. 

Specifically, we shall present a group theoretic model for designing, 
analyzing and improving symmetric interconnection networlcs. We show 
that most symmetric interconnection networks can be represented using 
this model, and that every symmetric interconnection network can be 
represented by a simple extension of this model. This allows us to pro­
vide an algebraic representation of each of the symmetric networks men- ; 
tioned above. More importantly, this group theoretic model enables us to 
start with an aibitrary finite group and construct a symmetric networlc 
using that group as the algebraic model. This, in conjunction with the vast 
literature, on finite groups allows us to construct a variety of new inter­
connection networks. 

Another advantage of analyzing such networlcs in this algebraic set­
ting is that many properties of these networks can be proved for the class 
as a whole, instead of proving that property for each networlc indepen­
dently. For example, all networks derived from a finite group are neces­
sarily vertex symmetric, i.e., the networlc viewed from any vertex in the 
network looks the same. We prove a number of other such properties of 
these networks. Further, even for specific networks constructed using this 
algebraic model we can often derive properties algebraically and inteipret 
the properties graph theoretically. We will repeatedly use this technique 
in this paper. 

Apart from the algebraic model suggested in this paper we also offer 
two specific classes of networks that are especially attractive for distri­
buted processing. We call these the star graphs and the pancake graphs. 
We describe these networks in some detail and compare them to then­
cubes. 

The paper is organized into 8 sections. In the second section we · 
define the algebraic model, called the Cayley graph model and provide a 
number of examples as well as some new networks. In Section 3 we 
prove certain general properties of Cayley graphs. In Section 4 we define 
transposition trees which is a level of abstraction beyond Cayley graphs. 
A specific Cayley graph resulting from a specific transposition tree, called 
the star graph, is investigated in Section 5. In Section 6 we present some 
preliminary ideas on designing algorithms on another class of such 
graphs, called pancake graphs. In Section 7 we compose Cayley graphs 
using a variety of group theoretic operations and study the resulting 
graphs. The concluding Section 8 reiterates the fertile source of new net­
works offered by this group theoretic model. 

1. We point wt that the prob!~ of constructing large graphs of a given degmo and diame­
ter. known as the (d,lc) graph problem - is a well studied eJ<tremal graph theory problem. 
However solntlcns to the (d,lc) graph problem often ignore the more subjective parame­
ters of ihis problem, such as symmetry, ease of rooting and the structure of the graph,: 
which are essential for the design of efficient algorithms en these networks. 



In the remainder of this section we will state the group theoretic and 
graph theoretic terminology that we will use in this paper. We will 
assume basic knowledge of elementary group theory and graph theory. 
The reader is referred to [14 and 15] for an elementary exposition of the 

·relevant terminology in group theory and graph theory, respectively. 
Since we will only be considering finite groups we will represent our 
groups as permutation groups. We will be using a one-row representation 

· for permutations. Thus, the permutation whose cycle representation is 
(12)(345) will be represented by us as 21453. Recall that transpositions 
are permutations with exactly one cycle of length 2 and all other cycles of 
length 1. Our descriptions of permutations will be quite informal. Thus, 
we will view a transposition as swapping a pair of symbols. 

As we mentioned in the beginning of the section, we will view inter­
connection networks as an undirected2 graph. Thus in the remainder of 

the paper we will use the term graph in place of interconnection network. 
Our graphs will be finite, undirected, loop-free and devoid of multiple 
edges. We will make special use of cycles, complete graphs, trees, and 
stars. 

2. THE CAYLEY GRAPH MODEL 

Given a set of generators for a finite group G, we can draw a graph, 
called the Cay/ey graph, in which the nodes correspond to the elements of 
the group G and the edges correspond to the action of the generators. 
That is, there is an edge from an element a to an element b iff there is a 
generator g such that ag=b in the group G. We require that the set of 
generators be closed under inverses so that the resulting graph can be 
viewed as being undirected. 

Let us illustrate Cayley graphs with a few examples which will make 
these ideas clearer. First, we point out that since we will be considering 
permutation groups the generators are themselves permutations. We will 
be representing permutations using the symbols 1, 2, 3,. . ., n. For exam­
ple, consider the generators 1324, 2143 and 4321. Since these generators 
are permutations of four symbols they must generate either S4 (which 
itself consists of 24 permutations) or a subgroup3 of S4• In this case the 
subgroup generated by these three generators consists of the 8 permuta­
tions: 1234, 2143, 2413, 4231, 4321, 3412, 3142 and 1324. The 
corresponding Cayley graph arising from the above generators is shown in 
Figure 1. The reader can easily convince himself that the edges of this 
graph correspond to the action of the generators. 

1234 

4321 

Generat.ors: 1324 
2143 
4321 

Figure 1: A simple Cayley graph. 

2. The techniques of this paper can also be used for directed graphs. However, we will limit 
our attentioii"to ·undirected graphs. · 

3. The reader unfamiliar with LeGrange's theorem would find it useful to know that in a 
finite group the order of any subgroup (the number of elements in it) always divides the ; 
order of the group. 
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As another example, consider the generators 213456, 124356 and 
123465. The group generated by these generators again contains 8 per­
mutations. These permutations and the corresponding Cayley graph are 
shown in Figure 2. We might point out that this is, of course, the familiar 
3-dimensional cube. Figures 3 and 4 show two additional examples of 
Cayley graphs, where we have only shown the permutations at a few 
selected nodes. In Figure 4 we have also shown the generators as labels 
on the edges. Again we might simply mention that Figure 3 is a 3-
dimensional cube-connected cycle, i.e., a 3-dimensional cube with its 
comers chopped. Figure 4 is an example of a star graph that we will dis­
cuss later in this paper. 

1342 

1342 

213456 

214356 

123456 

214365 

Generat.ors: 213456 

123465 

12'4365 

124356 
123465 

Figure 2: 3-Cube as a Cayley graph. 

Generators: 

1423 4123 

2134 
1342 
1423 

figure 3: 3-Dirnensional cube-connected cycles as a Cayley graph. 



The re2.der might have observed that all the Cayley graphs shown so 
far are vertex symmetric. In fact, 

Theorem 1: Every Cayley graph is vertex symmetric. 

Proof. We need to show that given any two vertices in the Cayley graph 
there exists an automorphism of the graph that maps one vertex into the 
other. Let a and b be the permutations conesponding to the two vertices. 
Consider the transfonnation on the group that maps an arbitrary permuta-

. tion x into ba-1x. Clearly, this maps a into b. Further, this transforma­
tion is an automorphism of the graph. For, if two permutations x and y 
were connected by an edge in the graph then there is a generator g such 
that xg=y. Then the images of the two permutations, ba-1x and ba-1y, 
are connected by an edge since ba-1xg=ba-1y. Hence the proof. D 

Generators: 2134 (I) 
3214 (2) 
4231 (3) 

Figure 4: An example of a star graph. 

As mentioned in Section l, an attractive feature of vertex symmetric 
graphs is that routing between two arbitrary nodes reduces to routing from 
an arbitrary node to a special node. We can now state this more formally. 
First, observe that in a Cayley graph a path from one vertex to another can 
be represented by a sequence of generators g 1,g2, ••• ,gP, where each g; 
is a generator of the Cayley graph. Now if g 1,g:z, ... ,gP is a path from x 
toy then it is also a path from ,-1x to I, the identity permutation. Thus if 
we want to find a route from x toy we can instead find a route from y-1x 
to I. Consequently the problem of routing reduces to the problem of sort­
ing! 

We can now describe a class of Cayley graphs, which we will call the 
bubble sort graphs. Recall that a Cayley graph is completely specified by 
providing the set of generators. The generators for the n"' bubble sort 
graph is the set of n-1 transpositions of then symbols 1,2, ... ,n that 
transpose adjacent symbols. Thus, for n=4 the generators are: 2134, 
1324 and 12143. Notice that a path in this graph is a sequence of adjacent 
transpositions. 'Thus, finding a route from a given permutation to the iden­
tity permutation is equivalent to sorting the given permutation using the 
familiar bubble sort algorithm. The reader can verify that the group gen­
erated by this set of generators is the symmetric group S,. . Consequently, 
the corresponding Cayley graph has n I vertices. Further, it is easily 
shown that the corresponding Cayley graph has degree n-1 and diameter 

G). 

As a second example of a family of Cayley graphs we consider an old 
combinatorial problem, called the pancake flipping problem (8]. The 
problem is to sort a stack of n pancakes of different sizes by repeatedly . 
flipping top sub-stacks with a spatula. For example, consider an arrange'- : 

· ment of 5 pancakes represented by the permutation 23514. Let us adopt 
the convention that the left end of the permutation is the top of the stack. 
Thus the sorted stack would look like the identity permutation 12345. If 
we apply a 3-flip, ie., flip the top (left) three pancakes with the spatula, 
the 23514 permutation will be transfonned into 53214. Notice that such a 
3-flip is equivalent to multiplying on the right by 32145. We give below a 
sequence of flips to sort the given permutation: 
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23514 -+ 53214 -+ 12354 -+ 45321 -+ 54321 -+ 12345 

We model the pancake flipping problem as a class of Cayley graphs 
using generators representing the pancake flips. Thus, flipping the top i 
of n pancakes with a spatula gives rise to the generator 
i(i-1) ... 32l(i+l)(i+2) ... n. Clearly, there are (n-1) generators, one for 
each value of i, 1 <i Sn. It is easy to show that the corresponding Cayley 
graph has n ! vertices with degree (n-1). Finding the diameter of the pan­
cake graph is equivalent to finding the maximum number of pancake flips 
one would need to sort an arbitrary stack of pancakes. This problem is 
still open, and the best know results can be found in (13]. 

For this paper we will give a simple routing algorithm that routes in at 
most (2n-3) steps. Recall that instead of finding a path between two arbi­
trary permutations, it suffices to find a path from one permutation to the 
identity, i.e., sort a given permutation. In one step we can bring the sym­
bol n to the left most position using an appropriate flip (generator). In 
one more step, we can bring n to the n"' position using the n-flip. 
Thereafter, we can ignore the symbol n and sort the remainder of the per­
mutation, recursively. This yields a route of 2n steps. We can slightly 
improve this by observing that the last two symbols, i.e., the symbols 1 
and 2, do not require two steps each. In fact, when we have moved all the 
other symbols to their place, 1 and 2 would require at most one more flip. 
Hence the (2n-3) result. Note that we have in effect proved a (2n-3) 
upper bound on the diameter of this Cayley graph. We will point out that 
in contrast to the n -cubes, whose diameter and degree grow logarithmi­
cally as a function of the number of vertices, the n-pancake graphs have 
degree and diameter that grow slower than logarithmically as a function 
of its size. 

Before we offer a picture of the pancake graph for a small value of n, 
we will first mention some elementary properties of Cayley graphs. This. 
will allow us to use the underlying group theoretic structure of these 
graphs in analyzing them. 

3. PROPERTIES OF CAYLEY GRAPHS 

Since a Cayley graph is completely specified by a set of d permuta­
tions as generators. The degree of the graph will, of course, be d. We 
have already shown in Theorem 1 that every Cayley graph is vertex sym­
metric. As we had mentioned in Section 1, a vertex symmetric graph has 
the desirable property that the communication load is uniformly distri­
buted on all the vertices so that there is no point of congestion. A stronger 
notion of symmetry, called edge symmetry requires that every edge in the 
graph -look the same.· That is, given two edges of the graph there iS-iin 
automorphism of the graph that maps one edge into the other. Such a 
symmetry would ensure that the communication load is unifonnly distri­
buted over all the communication links, so that there is no congestion at 
any one link. It is easy to prove the following necessary condition for a 
Cayley graph to be edge symmetric. We state it without proof: 

Theorem 2: Consider a Cayley graph defined by a set of d generators on 
n symbols { 1,2,3, ... ,n ) • If for every pair of generators there exists a per­
mutation of the symbols that maps one generator into the other then the. 
Cayley graph is edge symmetric. · 

As a consequence of the above theorem we can conclude that the bubble 
sort graphs are edge symmetric. 



Apart from the symmetry properties of these Cay ley graphs there is a 
very useful decomposition of these graphs that can be-seen using elemen­
tary group theory. First, we observe that one of the attractive features of 
the n -cube is its recursive decomposition into smaller cubes. Thus, an n -
cube can be viewed as consisting of two (n-1)-cubes, interconnected by 
edges that are said to lie in the n •h dimension. We will now show that this 
property can be abstracted as a group theoretic property and is possessed 
by a number of different Cayley graphs. 

Consider the 4-pancake graph defined by the 3 generators 2134, 3214 
and 4321 on 4 symbols. Let us examine the subgraph of the 4-pancake 
graph consisting of those vertices (i.e., permutations) that fix the symbol 4 
in the 4th position. Clearly, there are 3 ! such permutations and thus six 
vertices i'I this subgraph. Further the only edges that connect these ver­
tices in this subgraph are those that correspond to the first two generators, 
since the last generator will move the symbol 4 from ihe 4rh position. 
Consequently, this subgraph is identical to a 3-pancake graph (on the 
symbols ( 1,2,3} ), with the symbol 4 being affixed at the end of each per­
mutation. 

More interestingly, let us now examine the subgraph of the 4-pancake 
graph consisting of the 6 permutations that fix the symbol 3 in the last 
position. Once again we will find that the subgraph is identical to the 3-
pancake graph, but this time on the symbols ( 1,2,4}, with the symbol 3 
being affixed at the end of each permutation. In this manner we can iden­
tify 4 mutually disjoint subgraphs of the 4-pancake graph, each of size 
3!=6, with each subgraph being a copy of the 3-pancake graph. These 4 
copies of the 3-pancake graph are then interconnected by edges that 
correspond to the 4rh generator, i.e., the generator corresponding to a flip 
of all four pancakes. We can now offer the informative picture of Figure 
5 illustrating the 4-pancake graph. 

d 

<leamlms: 2134 

b 

Figure 5: The 4-pancake graph. 

3214 
4321 
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Finally we make the trivial observation that the 3-pancake graph itself 
(i.e., the hexagon) is made up of 3 copies of the 2-pancake graph which is 
itself a line. More generally, an n-pancake graph can be viewed as n 
copies of (n-1)-pancake graphs that are interconnected by edges 
corresponding to the n -flip. Further, this decomposition can be carried 
out recursively, so that each of the (n-1)-pancake graphs in turn are made 
up of n-1 copies of (n-2)-pancake graphs, and so on. 

We can now ask which Cayley graphs have this recursive decomposi­
tion property. Notice that in the 4-pancake graph we used the properly 
that the 4-flip cannot be obtained through any combination of 2- and 3-
flips. That is, the permutation corresponding to the 4-flip, i.e, 4321, is 
outside the subgroup generated by the 2- and 3-flips. In fact, that is the 
only requirement that is needed for such a decomposition. Thus, for con­
venience we will define a Cayley graph to be hierarchical, if its genera­
tors can be ordered as gl>g2, ... ,gd, such that for each i, l<i5;d, gi is 
outside the subgroup generated by the first i-1 generators. Under this 

definition, every hierarchical Cayley graph has such a recursive decompo­
sition structure. 

Another important property of interconnection networks is their fault 
tolerance. The fault tolerance of a graph is better defined through the 
graph theoretic property, called connectivity. The connectivity of a graph 
is the minimum number of vertices that need to be removed to disconnect 
the graph. The fault tolerance is then one less than the connectivity and 
indicates the maximum number of vertices that can be removed and still 
have the graph remain connected. Clearly, any graph can be disconnected 
by removing all the vertices adjacent to a given vertex. Thus its connec­
tivity can be at most its degree.. It has been shown that hierarchical Cay­
ley graphs (with an additional size requirement) are maximally fault 
tolerant. That is, their fault tolerance is exactly one less than their degree. 

The last property we will mention in this section is the universality of 
this model for symmetric graphs. Can every vertex symmetric graph be 
represented as a Cayley graph? For example, the n-cube can be 
represented as a Cayley graph by generalizing the example shown in Fig­
ure 2. We will offer a more formal representation of the n -cube in Sec­
tion 7. We will also provide in that section a representation of the cube­
connected cycles as Cayley graphs. While, most symmetric networks 
considered in the literature can be viewed as Cayley graphs, it remains 
that there are certain vertex symmetric graphs that cannot be represented 
as Cayley graphs. A prime example is the Petersen graph, shown in Fig­
ure 6. 

Figure 6: Petersen graph- An example of a vertex symmetric graph that 
is not a Cayley graph. 
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However, one can extend the Cayley graph model to the quotient 
graph of two Cayley graphs. In this paper we will merely give a rough 
definition of the quotient and state (witho:it proof) a theorem that estab­
lishes the universality of tbis model. To d\':fine the quotient graph of two 
Cayley graphs we select a subgroup of the group generated by the given 
set of generators. We then identify the subgroup and all its cosets as sub­
graphs of the Cayley graph. The quotient graph is obtained by reducing 
these subgraphs to vertices and connecting two such vertices iff there 
existed an edge between elements of the corresponding subgraphs. 

Theorem 3: Every vertex symmetric graph can be represented as the quo­
tient of two Cayley graphs. 

Finally, we mention an interesting open conjecture. Recall that a 
Hamiltonian path is a path that visits every vertex exactly once. A Hamil­
tonian cycle is a cycle that forms a Hamiltonian path. 

. Conjecture: Every Cayley graph is Hamiltonian, i.e., has a Hamiltonian 
cycle. Further, every vertex symmetric graph has a Hamiltonian path. 

This conjecture has remained open in the sense that neither has it been 
proven nor has a Cayley graph been shown to violate it. For specific Cay­
ley graphs it is often easy to establish that it is Hamiltonian. For example, 
the Hamiltonian property of the n -cubes is demonstrated by Gray codes. 
The Hamiltonian property of the n -pancake graphs have been shown in 
[16]. 

As we have mentioned, most symmetric interconnection networks 
that have been saggested in the literature can be represented as Cayley 
graphs. However, we offer this group theoretic model not only to capture 
existing networks, but also to design new networks. It is in this vein that 
we suggest the pancake graphs. We have already pointed out how their 
degree and diameter (as a function of its size) are more attractive than the 
n -cubes. Later, in Section 6 we will show how we can design some fun­
damental computational algorithms on the pancake graphs. But first, we 
will show how even better graphs can be designed using the Cayley graph 
model. 

4. TRANSPOSmON TREES 

Again we recall that a Cayley graph is completely specified by pro­
viding a set of d permutations as generators. We do point out a require­
ment that this set of permutations be closed under inverses. In the exam­
ples of Cayley graphs given above we have not explicitly shown to have 
met this condition since the generators that we have used have often been 
involutions, i.e., self-inverses. A special class of involutions are the tran­
spositioqs - permutations that swap two symbols. For example, 12435 is 
a transposition that swaps the symbols 3 and 4. All the generators of the 
bubble sort graphs are transpositions. In this section we provide a model 
for representing a set of (n-1) transpositions as generators. 

Consider a tree on n vertices. We can .label the vertices of this tree 
with the symbols { 1,2,3, ... ,n } and interpret the edges as transpositions. 
For example, the tree on 6 vertices shown in Figure 7, gives rise to 5 tran­
spositions: 321456, 132456, 124356, 123546 and 123654. Thus, we can 
interpret a tree as a set of transpositions, which in turn give rise to a Cay­
ley graph. We call such a tree, a transposition tree. As another example, 
the path on n vertices gives rise to the bubble sort graph. The following 
general theorem about Cayley graphs of transposition trees is an indica­
tion of the symmetry and structure underlying these graphs that can be 
readily uncovered by a simple group theoretic analysis: 

Theorem 4: Let r be a Cayley graph of a transposition tree of order n. 
; Then, 

1. r has n ! vertices. (A well known result attributed to Polya) 

2. Both the edge and vertex connectivity of r are maximal, i.e., equal 
to its degree. 

3. The chromatic index of r is equal to its degree., 

4. r can be represented as an interconnection of n identical copies of a 
Cayley graph of a transposition tree of order n-1, and hence is 
hierarchical. 
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We can view the Cayley graph of a transposition tree as the state 
diagram of a puzzle. Consider the vertices of the transposition tree to be 

s 

3 4 

6 
2 

Figure 7: An example or a transposition tree. 

labeled as suggested above. Now place n markers, each labeled with a 
symbol from { 1,2,3, ... ,n } , at the vertices of the tree in any arbitrary way. 
The puzzle is to move the markers to their appropriate positions by moves' 
consisting of interchanging the marlcers at the ends of an edge in the tran­
sposition tree. The Cayley graph is then the state diagram of such a puz­
zle. That is, the vertices of the Cayley graph are the possible arrangement 
of markers at the vertices of the tree. The edges of the Cayley graph 
correspond to the permissible moves in this puzzle. Finding a path in the 
Cayley graph corresponds to sorting a permutation, which in tum 
correspon.~ to solving this puzzle. It can be shown: 

Theorem .5: Let T be a transposition tree on n nodes. Given an assign­
ment of marlcers as a permutation, 11:, of the nodes of T, 11: can be sorted in 

" # of cycles in 11: +n + l: li(i ,it(i)) 
i=l 

where, ll(i j) is the distance between nodes i and j in T. 

We remade that the above bound on the diameter of the Cayley graph con­
forms to the diameter of the bubble sort graph. In fact, 

Theorem 6: Of all trees on n·nodes, the path yields a Cayley graph (i.e., 
the bubble sort graph) of maximum diameter. · 

We omit proofs of the above theorems for brevity. Instead we now 
focus our attention on a specific transposition tree. 

5. THE STAR GRAPH. 

Motivated by Theorem 6, we consider the other extreme tree, namely 
the star, as a transposition tree. The resulting Cayley graph is called the 
the star graph. Since this is an especially attractive alternative to the n­
cube, we provide an informal description of this graph. The nodes of the 
graph are labeled by permutations of 1 through n. A permutation is con­
nected to every other permutation that can be obtained from it by inter­
changing the first symbol with any of the other symbols. Thus, clearly the 
degree of the graph is n -1. An illustration of the 4-star graph was given 
inFigure4. 

Let us examine how we might route within this graph. Recall that 
routing between two vertices in a Cayley graph is equivalent to sorting a 
permutation. So we need to ask how we might sort a given permutation 

by exchanging the first symbol Witti any of the other symbols .. For exam­
ple, consider the permutation 64725831. Let us employ a greedy algo­
rithm where we observe that the symbol in the first position, namely 6, 
can be moved to its correct position by exchanging 6 and 8. This gives us 
the permutatio!1 8472563L Again, a greedy mov~ gives us 14725638. · 



Now we are stuck, since 1 is already at its own position. We now waste 
one step and move 1 into any position not occupied by the correct symbol. 
In this case we could interchange 1 and 4 yielding the permutation 
41725638. Now following the greedy approach gives us 21745638 and 
subsequently 12745638. Again we need to waste a step and insert 1 into a 
position not occupied by the correct symbol. Thus, interchanging 1 with 7 
gives 72145638. Resorting back to the greedy step gives 32145678 and 
the final move to 12345678. Notice that we took 8 moves to sort this per­
mutation. That means that in the Cayley graph we have shown a path of 
length 8 between 64725831 and the identity. 

Of course, this does not establish the diameter of the Cayley graph. 
For that we must find the pe!'ffiutation that requires the maximum number 
of steps to sort. Instead, we will derive the exact number of steps required 
to sort an arbitrary permutation in the following Lemma: 

Lemma 1: The number of steps required to sort a permutation it using the 
generators of the star graph is given by 4: 

-{ 
2 if !t(l);i<l 

n + # of cycles in it-2(# of invariances in it) 0 otherwise 

Proof. Follows from the routing algorithm described above. D 

Theorem 7: The diameter of then-star graph isl t<n-l)J, and its aver­

age diameter is n+l+Hn-4, where Hn is then th Harmonic number. 
n 

Proof. The diameter follows by maximizing the formula given in Lemma 
1. To establish the average diameter we total the quantity given in 
Lemma 1 for each 1t and divide by n !. It is well known (see [17, p.176]) 
that ~e average number of cycles in a permutation of n symbols is Hn, 
the n harmonic number. Thus, the total number of cycles, over all n ! 
permutations is n !Hn. It is also easy to establish that the total number of 
invariances over all permutations of n symbols is n !. Finally, the total 
number of permutations lt, such that it(l)=l is (n-1)!. Thus, the average 
diameter is: 

n\ [ n(n!)+n!Hn -2·nl-2(nl-(n-l)I) J 
2 

= n +H. -4+-. D 
n 

Let us compare this network against the n -cube. Recall that the n -cube 
interconnects 2• vertices with degree n and diameter n . In contrast, the 
n -star grl!ph interconnects n ! vertices with degree n-1 and diameter l t<n-l)J. Notice that both the degree and diameter of the star graph 

grows slower than a logarithmic function of its size. Thus, asymptoti­
cally, the star graphs offer a network with less interconnecting edges and 
smaller communication delays than the n -cubes. Even from a practical 
point of view, it is evident from Table 1 that purely based on the degree 
and diameter requirements the star graph is superior. Table 1 provides a 
comparison of various n -cubes against comparable n -star graphs. 

4. The number of cycles in a perinutation includes the number of invariances. 
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A Comp_arison 

n-cube n-star _grqp h 
n Size Degree Diameter n Size Degree Diameter 

2n n n n! n-1 l t<n-l)J 

7 128 7 7 5 120 4 6 

8 256 8 8 6 720 5 8 

9 512 9 9 6 720 5 8 

IO 1024 IO IO 7 5040 6 9 

11 2048 11 11 7 5040 6 9 

12 4096 12 12 7 5040 6 9 

Table 1. 

Of course, the degree and the diameter are not the only consideration 
for choosing a specific network. Let us examine some of the other 
relevant properties. The connectivity of the n -cube is n, indicating that 
up to n -1 vertices can fail without disrupting the network. Recall that the 
connectivity is at most equal to the degree of the graph. In the case of the 
n-star graph the degree is n-1, And, indeed, its connectivity is also n-1. 
So it is maximally fault tolerant. This is a result from [IO]. Actually, 
such a worst-case fault tolerance measure does not really reflect the prac­
tical fault tolerance of the network. Even though the n -cube has a con­
nectivity of n , the only way to remove n vertices and disconnect the 
graph is by removing all the n neighbors of any one vertex - a very 
unlikely event. Likewise, even though the connectivity of the n-star 
graph is n-1 the only way to remove n-1 vertices and disconnect the 
graph is to remove all the n-1 neighbors of any one vertex. In general 
both these networks can tolerate a much higher failure. 

With regard to symmetry considerations, we recall that the n-cube is 
both vertex and edge symmetric. This alleviates any congestion prob­
lems. We know that the star graphs, being Cayley graphs, are vertex sym­
metric. Further, it is easy to show that the Cayley graph of an edge sym­
metric transposition tree is itself edge symmetric. Thus, the star graphs, 
arising from the star as a transposition tree, are also edge symmetric. 

We have already noted the recursive decomposition structure of the 
n -cube? Does the star graph possess that property? It is easy to see from 
the generators that the star graphs are hierarchical. We can infer from that 
that they can be recursively decomposed. But, better yet, they can be 
recursively decomposed into n copies of (n-1)-star graphs, each of which 
is in turn further decomposable into smaller star graphs. Such a recursive 

. decomposition can be identified in the diagram of the 4-star graph given 
in Figure 4. Since the 3-star graph is a hexagon, the 4-star graph consists 
of 4 copies of the hexagon interconnected by edges corresponding to the 
3"' generator. Even though a preliminary inspection of Figure 4 suggests 
6 hexagons, we should isolate those hexagons whose edges are labeled 
with 1 and 2 only. The reader will notice 4 such hexagons. These are 
then interconn~ted by the edges labeled 3. 

Additionally, like then-cube which can be decomposed along any 
one of its n dimensions, the star graphs can be decomposed along any one 
of its "n dimensions." Let us explain this further. Observe that an n -cube 
is made up of two copies of an (n-1)-cube connected by edges in the n •h 

dimension. However, any one of the edges of the n -cube can be viewed 
as the n"' dimension. Similarly, any one of the edges in the star graph can 

. be viewCd as the i8St dimension. So we can bfeak it up into n. copies of 

.(n-1)-star graphs along that dimension. We do this by observing that if 
' we consider the subgraph consisting of all the permutations that fix the 
symbol i (l<iSll) in the i"' position then we are left with (n-1)! vertices 
that are interconnected by edges that correspond to swapping the first 

. symbol with any one of the other symbols - except the symbol in the i"' 
·position. 



We have tried to make a case for the star graphs by comparing them 
to the n-cubes. We believe that the Cayley model exttacts the atttactive 
properties of the n -cubes and formulates it in an absttact setting. This 
allows us. to design other networks that possess similar properties, the star 
graphs being a prime example. An issue that we have not addressed in 
this section is how one uses the interconnection structure of. these Cayley 
graphs to develop specific computational algorithms that can ·be..executed 
on these networks. We address that in the next section using the pancake. 
graphs as our example. 

6. ALGORITHMS .ON THE PANCAKE GRAPHS 

Recall that the n -pancake graphs are obtained using the n -1 possible 
pancake flips, which we will denote by I z , I 3 , ... , I,., as generators. The 
i'h pancake flip, Ii, ·is a permutation that reverses the prefix of i symbols 
in the identity permutation. In Section 2 we analyzed the degree and 
diameter of these graphs and also its recursive decomposition structure. 

In this section we show how we might implement certain fundamental 
algorithms on such a network. First, we should recount similar algorithms 
on the n -cube. Suppose we wish to find th.e maximal element amongst 2• 
elements distributed among 2" processors located at the vertices of an n -
cube. A straightforward algorithm involves n time steps. At the i 111 step 
every processor communicates with the processor connected to it along 
the i 111 dimension and compares notes on the maximal element that it has 
encountered so far. We then claim that at the end of the n steps every 
processor knows the value of the maximal element. The proof of the 
claim goes as follows: Let d; repre8ent an edge along the i 111 dimension 
and let a word of the form d 2,d 4,d 3 represent a path in the n -cube starting 
from a specified vertex. Using these conventions, consider the word 
d 1>dz, ... , d,.. It is easy to see that given any two vertices on the cube, 
there is a subsequence 5 of the above word that forms a path from the first 
to the second. Consequently, for every vertex a of the n-cube there is a 
subsequence of the above word thiit·forms a path from the vertex contain­
ing the maximiil element to a. This establishes the claim that the proces-
sor at every vertex knows the maximal element. · 

The reason for detailing the above algorithm is to establish the back­
ground necessary to implement a similar algorithm on the pancake graphs. 
What we need is a word on the alphabet of the generators {f i}, such that 
given any two vertices in the pancake graph there exists a subsequence of 
the suggested word that forms a path between the two vertices. Actually, 
it is sufficient to show that we can sort an arbitrary permutation. We, pro­
vide precisely that. First, we point out that in an algorithm such as the one 
suggested above for the n -cube each processor communicates with only 
one other processor at each time step. Consequently, the number of pro­
cessors that know the value of the maximal element can only double at 
each step. Thus, any such algorithm must take at least as many steps as 
the logarithm 6 of the number of vertices. In the case of the n -pancake 
graphs, which contain n ! vertices, this lower bound is 0 (n log n ). 

Consider the following word .(asillgl.~ word of 21 symbols broken up 
into many lines) on the generators of an 8-pancake graph: 

'11412 Is 
I 61412 h 
fsl41z 16 

1412 Is 
13'z I 4 

lz '3 
lz 

The above word has been broken up into many lines to emphasize the 
block structure of the word, and the groupings within each block have 
been appropriately indicated. 

We claim that for every permutation there is a subsequence of the above 
word that forms a path to the identity, i.e., sorts the given permutation. To 
sort the permutation we first bring the largest symbol, namely 8, to the 
first position. This is done using a subsequence of the first three letters in 
th.e.~ord (grouped togethlll' «? indicate that). It should b<:_ clear that we 

S. A subsequence need not necessarily be a contiguous subsequence. 

6. All logarithms are in base 2. 
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can bring 8 i.o the first position no matter where 8 starts out. Having done 
that we take 8 to the last position using I 8• Thus, the first block of the 
word is sufficient to position 8 in the correct place. As the reader might 
have guessed the subsequent blocks of the word are each sufficient to 
position each of the remaining symbols in. their correct places. We have 
proved the following general theorem: 

Theorem 8: There is an 0 (n log n) algorithm to find the maximal ele­
ment amongst n I elements distributed among n I processors located at the . 
vertices of an n -pancake graph. 

Proof. It should be clear how to generalize the word suggested above for 
the 8-pancake graph into a general word for the n -pancake graph. 
Further, we can also similarly prove that every permutation of n symbols 
can be sorted by a subsequence of that word. The algorithm, then, is 
merely to execute one letter of that word at each time step. Executing a 
letter requires that every vertex communicate with the vertex connected to 
it along the edge corresponding to that generator and compare notes on 
the maximal element that it has encountered so far. Thus the (parallel) 
time taken by this algorithm is exactly the length of the word. It is easy to 
see that the length of the word is 0 (n log n ). D 

In fact, we can use the above technique to construct a binary· tree of 
depth 0 (n log n) over the n ! vertices of the pancake graph. Every edge 
of t.':tis tree is an edge of the panqike graph. Thus, we can simulate a 
binary tree. Once we do that we can perform any computation for which 
the solution on the n -cube employs the construction of a binary tree. For 
example, as the following theorem states, we can compute prefixes over 
an arbitrary associative binary operation. 

Theorem 9: Given any associative binary operation • and an assignment 
of values xi to each of the n I processors located at the vertices of an n -
pancake graph, there is an 0 (n log n) algorithm that computes (in paral­
lel) the prefix x 1 * x2• • • • * xi at processor i. (The n ! vertic;es must be 
numbered appropriately.) 

Proof. Omitted. D 

The prefix computation problem is interesting because it is a general 
formulation of a class of problems. For example, the problem of comput­
ing the maximal element can be viewed as the prefix computation problem 
over the associative binary operation MAX . Other trivial applications 
include computing an n -ary associative operation, such as summation. 
Non-trivial applications include addition of binary numbers, (particularly, 
computing the carry bits), simultaneous evaluation of polynomials, etc 
(see [18]). The prefix computation is merely an example of how we might 
design algorithms on the pancake graphs. Clearly, there is considerable 
scope for further work in this area. 

In the last two sections we have made a strong case for two new inter­
connection networks: the star graphs and the pancake graphs. We have 
shown how they compare against the n -cubes. We have used the n-cubes 
as our basis for comparison since (we believe) it is the most popular non­
trivial interconnection network. However, the n -cubes themselves are 
Cayley grap'1s, as we mentioned in Section 1. Even some of the variants 
of the n -cubes, such as the cube-connected cycles, can be absttacted as 
Cayley graphs. However, this requires that we develop an interesting 
connection between group theoretic products and graph theoretic pro­
ducts. Unfortunately, space limitations· prohibit development of that con­
nection in this paper. Instead, we refer the curious reader to the more 
detailed report [19]. 

7. CONCLUSION 

The main conclusion of this paper is that this group theoretic view of 
symmetric interconnection networks not only abstracts the structure and 
symmetry properties that make the n-cubes so atttactive, but also offers a 
ferti\e source of other promising topologies. We can now bring to bear 
the algebraic tools in analyzing such symmetric networks7• The univer­
sality of this model, indicated by Theorem 3, allows us to present all sym­
metric networks in a uniform and comparable framework. 

7. An extensive smvey of the literature on the use of group theoretic techniques in analyzing 
symmetries in graphs can be found in (20). 



Some of the immediate advantages of using Cayley graphs as a tool 
for modeling interconnection networks is the conciseness with which a 
symmetric network can be specified, i.e., by providing the set of genera­
tors for the Cayley graph. Furthermore, casting such a network as a Cay­
ley graph immediately allows one to infer all the generic properties of 
Cayley graphs. 

Aside from representing known interconnection networks as Caylcy 
graphs, we have pointed out how this model offers an inexhaustible 
source of new topologies. In particular, the ability to start from a finite 
group and construct a Cayley graph is particularly attractive. We believe 
that we have hardly made a dent in the possible topologies that one cou 1 d 
investigate. And even with such a limited investigation we have 
uncovered many topologies that compare favorably against the n -cubes. 

The n -cubes have a number of attractive features. But many of these 
features can be interpreted as symmetry properties that many other Cayley 
graphs could well possess. We have indicated this at many places during 
the course of our presentation. A case in point is the recursive decompo­
sition structure of Cayley graphs. That is really an analysis of the cosets 
of the group with respect to a given subgroup. 

Finally, we have made an initial attempt at showing how we might 
design certain fundamental algorithms on such networks as the pancake 
graphs. We believe that the design of algorithms on such networks could 
conceivably use the algebraic properties of these graphs. There arc 
definitely many OtJCll problems along these lines. 

There are also many other features of an interconnection network that 
we have not at all addressed in this paper. For example, what are the 
issues involved in laying out these graphs? Can the n -star graphs be laid 

· out at least as efficiently as the comparable n -cubes? We do conjecture 
that then-star graphs can be laid out on a surface of genus (n-2). 

In summary, we have offered a unified view of symmetric intercon­
nection networks and suggested some new networks -' the star graphs 
and the pancake graphs. We believe that we have done little more than 
scratch the surface of an obviously fertile field. 
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ABSTRACT 

Parallel communication algorithms are central to large scale 
parallel computing. This paper identifies worst-case source­
destination traffic patterns, and proposes a scheme for 
obtaining relief by means of randomized routing of packets on 
simple extensions of the well-known omega networks. The 
communication problem is considered in two separate contexts: 
the non-renewal, synchronous and the renewal, asynchronous. 
In the non-renewal context we show that our scheme performs 
as well as Valiant's. The algorithm extends naturally from the 
non-renewal to the renewal. First, we explicitly identify the 
worst-case traffic intensities in the internal links of the 
extended omega networks over all source-destination traffic 
specifications which satisfy loose bounds. Second, the benefits 
of randomization on the stability of the network are identified. 
Third, exact results, for certain restricted models for sources 
and transmission, and approximate analytic results, for quite 
general models, are derived for the mean delays. 

1. INTRODUCTION 

This paper addresses the concern that particular, not rare, 
source-destination traffic patterns may cause unbalanced usage 
of the internal links of an interconnection network and thereby 
severely degrade performance in large parallel computers 
[1,2]. Worst-case traffic patterns and their effects are 
identified, and a scheme for obtaining relief by means of 
randomized routing on simple extensions of the omega network 
is proposed and analyzed. Another feature of this work is that 
the main performance results are given as they depend on a 
parameter r which measures both the degree of extension of 
the omega network and the degree of randomization. The 
omega network [3] corresponds to r - O and the maximum 
value of r corresponds to the fully extended omega network 
which has one less than twice as many stages as the omega 
network. 

The communication problem with N sources and N 
destinations is considered in two separate contexts, the non­
renewal and the renewal. The non-renewal context was 
introduced by Valiant [4-6] and is a model for synchronous 
communications. Here the task is to complete a partial h­
relation [4] in which initially each of the sources have at most 
h packets, with no destination occurring on more than h 
packets. The assumption is that all link queues are initially 
empty and that no packets are allowed into the network while 
the task is in progress. Valiant exhibited an algorithm on a 
log N -dimensional hypercube which completed the task in time 

OOog N) with overwhelming probability. Now, the hypercube 
requires switches of degree log N which is unbounded. The 
algorithm that we give uses switches of fixed degree and also it 
requires no scheduling [6] - the queue discipline is throughout 
first-come-first-served. For the fully extended omega network 
and for the same non-renewal context, we prove that the 
scheme has as good delay characteristics as has been proven 
for Valiant's scheme. 

The main results of this paper are on the non-renewal 
context in which packets are generated, and allowed into the 
network, continually and asynchronously. Here the main 
interest is in the stationary throughput-delay characteristics [7] 
for various traffic patterns. The packets at each source are 
assumed to form stationary renewal processes. The scheme 
carries over naturally from the non-renewal context. (Valiant's 
scheme is not defined for this context.) It is not tied to the 
omega network with 2 x 2 switches, which we have chosen to 
be specific, and other pipelined networks with switches of fixed 
degree can serve just as well. The randomized routing 
algorithm requires each packet to be given a statistically 
independent scattering ticket. A distributed switching rule 
implements the routing. 

The analysis in the non-renewal context considers partial 
>..-relations in which the intensity, or average rate, at each 
source is no more than >.. and the intensity at each destination 
is no more than >... We first give an explicit characterization of 
the extremal traffic on the internal links of the extended omega 
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networks. The mean delay is nonlinear in X and rapidly goes 
to oo as X approaches a stability boundary. Randomization has 
the effect of extending the region of stability. The stationary 
mean time from source to destination is characterized for 
various stochastic models of the source, link transmission time 
and the degree of randomization. In particular, on the fully 
extended omega network this mean time is asymptotically 
proportional to log N in the region of stability. 

In conclusion, the results of the present worst-case analysis 
argue strongly for maximum randomization. This paper 
reports partial results; other results and proofs may be found in 
[ 131. 

2. THE EXTENDED OMEGA NETWORK AND 
RANDOMIZED ROUTING 

The extended omega network is obtained by preceding an 
omega network of n stages (N - 2n) by a scattering network 
with r stages, 1 ~ r ~ n -1. See Figure 1 for an example 
with n - 3 and r - 1. At each stage of the scattering network, 
traffic entering a switch is, on the average, routed to each 
output port evenly. Scattering is accomplished by assigning a 
scattering ticket to each packet at the source. Each scattering 
ticket is a binary r-tuple c,, ... , c1 in which each element is 
obtained from the result of a completely independent trial with 
equiprobable outcomes. A packet with scattering ticket 
c,, ...• c 1 is routed to the output port with the least 
significant bit of its address given by c1 at the ;th stage of the 
scattering network. Thereafter the packet is routed through 
the omega network as usual. 

We describe an indexing system for the stages and links in 
the extended omega network. Of the n + r stages, the one 
closest to the sources is called the first stage. The ports on 
both sides of each switch are indexed identically, with all port 
addresses being n-bit binary sequences an , ... , a 1 with zero 
at the top. 

Each link is given an address with the format 
(i; an , ... , a 1), where i denotes the stage at which it 
originates and an , ... , a 1 is the address of the port in the 
switch at the (i + l)th stage where the link terminates. The 
wiring connects output ports an , ... , a 1 at the ith stage to the 
input port a 1, an, ... , a 2 at the (i + 1)1h stage. The link that 
makes this connection is, by our previously stated rule, 
(i; a1o an• ... , a 2). The net effect is that a packet on link 
(i; an , ... , a 1) on entering a switch in the (; + 1) th stage is 
switched to output port b E {O, 1}, and leaves on the link 
(i + 1; b, an , ... , a 2). Each link is equipped with a queue at 
its originating port, which for the purposes of this paper is of 
unlimited capacity. 

For each packet originating at source sn , ... , s 1 with 
destination dn , ... , d 1 and scattering ticket c, , ... , c 1 let 

Now consider a window of width n, i.e. it exposes n 
consecutive numbers of R. The window therefore has n + r + 1 
positions. Number these positions 0 to n + r, where position 0 
is right most and an increment in position corresponds to 
sliding the window by one unit to the left. Fact: the link used 
by the packet at the ;th stage, 1 ~ i ~ n + r, has address 
given by the values in R which are exposed by the window at 
the ;th position. This Fact is very useful in inferring the traffic 
carried by a particular link. 
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The above is consistent with the following distributed 
switching rule: while the packet is at the switch in the ;th 

stage, route it to the output port whose address has for its least 
significant bit 

Ci 1 ~ i ~ r, 

d1_, r+l ~ i ~ n+r. 

3. TRAFFIC ANALYSIS: THE NON-RENEWAL CASE 

The probabilistic bound given here holds for partial h -
relations [7], see Section 1. The assumption is made in this 
section that each link transmits one packet in unit time. 

The extended omega networks are not non-repeating [4] 
and not non-overtaking [81. That is, it is possible for two 
packets to use a common link at stage i 1, different links at 
stage i 2 and a common link at stage i 3, for some i 1, i 2, i 3 

where 1 ~ i 1 < i 2 < i 3• Note however that there is partial 
non-overtaking. To see this split the extended omega network 
with (n + r) stages into two halves. From the Fact in 
Section 2 it is easy to see that each isolated half is non­
overtaking. 

Specifically, with 

ji). l(n+r)/2j, (3.1) 

each packet's transit through links in stages 1 to i is called its 
Phase 1 and its transit from stage (j + 1) to (n + r) is called its 
Phase 2. The time to complete each phase by all packets in a 
partial h -relation is, in turn, bounded below with the help of 
the non-overtaking property in each phase. 

Consider first Phase 1; Phase 2 is similar. The routes of 
two packets are said to intersect in Phase 1 if at least one link 
in stages 1 to i is common to both routes. Let X be a marked 
packet. The following facts are proven in [13) to hold 
regardless of the value of r: if for each distinct packet other 
than X we consider a corresponding trial in which success 
denotes that the packet intersects the route of X in Phase 1, 
then these trials are statistically independent; the expected 
number of packets which intersect X in Phase 1 is at most 
uh/2, where 

I+ [<n-r)/2] 
a-r-1+2 . 

Note that in the fully extended omega network a - n. Then 
by using standard techniques [4] we prove the following in 
[13): 

Theorem 1: (i) For any l!J. ;;s uh/2, 

Pr [time to complete Phase 1 ;;s (n + r) /2 + l!J.] 

~ Nh [ e;:. r e-,,h/2. 

Pr [time to complete Phase 2 ;;s n +; +l + h + l!J.) 

~ Nh [ e;:. r e-uh/2. 



(ii) Asymptotics: for r - n - l, each phase in any partial h. 
relation is" completed in time O(logN) with overwhelming 
probability. In particular, for any K > e, 

Pr[{time to complete each phase} > (n + r + 1) /2 + h +Khn] 

" h!V(/(h -1) 

For r - 'Yn, 'Y fixed and less than unity, each phase in any 

partial h-re~tion is completed in time 0 (N<1-r>l2 ) with 

overwhelming probability. 

4. TRAFDC ANALYSIS: THE RENEWAL CASE 

In the renewal context, at each source sn , ...• s 1 the 
packets to be delivered to destination dn •... , d 1 form a 
stationary stochastic process with mean rate, or intensity, 
Msn, ... , s 1; dn, ... , d 1). A paft!.cular case is Poisson 
processes at the sources. The matrix of these traffic intensities 
over all sources and destinations constitute the source­
destination traffic specification. Unlike the treatment in 
Section 3, here we allow for statistical fluctuations in the time 
required by each link to transmit. a packet, although special 
consideration is given to the case of constant link transmission 
time. We assume that when the link transmission times are 
random, they are, for all links and packets, mutually 
independent, independent of the traffic and picked from a 
common distribution with mean I. 

In a partial A-relation, 

~ A<sn• ... ,s1; dn• ... ,d1) "A, V Sn• ... ,s1. 
d ••... ,d, 

....... ·'• 
In full A-relations, the above holds with equality. Hereafter, in 
this section, we exclusively consider full A-relations since the 
results on delay statistics for it are obvious bounds for the 
partial A-relations. 

4.1 Link Traffic Intensities 

Here t (i; an, ... , a 1) denotes the traffic intensity, i.e. the 
mean number of carried packets per unit time, on link 
(i; an , ... , a 1). Also, T <>., n ,r) denotes the extremal traffic 
intensity over all links and all traffic specifications satisfying 
the full A-relations, i.e. 

T(A,n,r) ~ max max max t(i; an• ...• a1>. 
full>.-rclation 1;14"i4"Cn+r) a ••... ,a, 

We say that the traffic is symmetric if the traffic intensity is 
identical in all links of the network. 

We will find useful the notion of traffic class. Each traffic 
class is indexed by source, destination and scattering ticket. 
Each traffic class has an associated traffic intensity and quite 
obviously the traffic intensity of the class indexed by 
Sn, ... ,s1;dn•···•dl; c,, ... ,C1 is 
A(sn• ... ,s1; dn• ... • d1)/2'. 

The traffic intensity t (i; an , ... , a 1) is obtained by 
summing the traffic intensity of all classes with routes which 
include the link (i; an, ... , a 1). The Fact in Section 2 may 
be used to calculate this quantity. 
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The following theorem and its corollary is a summary of 
our results on the extremal link traffic intensities, both as seen 
by a packet following a specific route and as seen by an 
independent observer of traffic in the extended omega network. 
The proof is in [13]. 

Theorem 2: (i) for full A-relations and for all binary n-tuples 
(an• ... , a 1), 

t(i;an• ... ,a1)-A, I :E;; i "rand n :E;; i :E;; n+r-(U) 

If r - n - I then the above specifies the traffic intensities on all 
links of the extended omega network. If r < n - l, 

t(i; an• ... , a 1) :E;; A2min(i-r,n-I), r+I :E;; i :E;; n-1(.4.2) 

(ii) If r < n - I then there are source-destination traffic 
specifications satisfying the full A-relations such that the traffic 
intensity on each of the links used in the route followed by a 
particular class is given by (4.1) and (4.2). with equality 
holding in (4.2). 

Corollary: (i) 

l(n-r)/2j 
TCA,n,r) - A2 . 

(ii) The traffic is symmetric for all source-destination traffic 
specifications satisfying the full A-relations if and only if 
r-n-l. 

In [13] we construct source-destination traffic specifications 
for which the traffic intensity on links is as bad as asserted in 
statement (ii) of the Theorem. The point of the construction is 
to show that they are not rare. 

Example: Consider the extended omega network in Figure I 
in which n -3, r - I. Suppose each source transmits at the 
average rate of A packets per unit time, and, on the average, 
source s 3, s 2, s 1 sends a fraction aCs3,s2) of its packets to 
destination s 1, s 2, s3 and the remainder to 91, s2, s 3, where the 
bar denotes bit reversal. The numbers a(O,O), a(O, I), a(l,O), 
a(I, I) are arbitrary in [O, I]. 

Note that each destination receives packets at the average 
rate of A packets per unit time. The resulting traffic intensities 
on the internal links of the network are as shown on the links 
in Figure I. The links of stage 2 either have traffic intensity 
2A or carry no traffic. For general n and r, with (n + r) even, 
there are many source-destination traffic specifications for 
which 2Cn+rl/2 links at stage (n +r)/2 carry traffic of intensity 
A2Cn-rl/2, and the remaining links of the stage carry no traffic 
at all. 

4.2 Stability With Respect to Full A-Relations 

The stability condition of interest here is that at each link 
the traffic intensity is less than the mean link transmission time 
of packets. Our primary interest is in stability with respect to 
full A-relations, i.e. stability for all source-destination traffic 
specifications which satisfy the full A-relation. From the 
Corollary to Theorem 2, the condition for stability with respect 
to full A-relations is 
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For the omega network r - 0, and the stability condition is 
). < 1/../N if log2N is even, and ). < .J2/N if log2N is odd. 
For the fully extended omega network r - n -1, and the 
stability condition is ). < 1. 

4.3 Mean Delay for Various Degrees of Extensions of the 
Omega Network. 

Here we make the restrictive assumption that the packets 
at the sources form Poisson processes and that the link 
transmission times are random variables with exponential 
distributions. The exponential has the advantage that exact 
delay statistics are simple to obtain. The well-known result 
which makes the problem tractable is that, in equilibrium, the 
joint distribution of packets of all classes and in all links is of 
the same form as if the arrival processes to the links are 
Poisson. Therefore, 

W(i; an• ... , a 1) - mean queueing delay at link (i; an• ... , a 1) 

1 - 1 (4.3) 
1 - t(i; an• ... , a1) ' 

where t ( ) is the traffic intensity on the link. 

For each class, let 

D (class) ~ mean time from source to destination for class packets, 

~ (W0ink) + 1} . 
link E class route 

Finally, let 

D ~ max max D (class) . 
full>.-relations class 

From statement (ii) of Theorem 2 we obtain 

Proposition: With randomized routing in the extended omega 
network with n + r stages, 1 .i;; r .i;; n -1, 

2r + 1 (n-r-1)/2 1 
D---+2 ~ --. , if (n+r)isodd 

1-). i-1 1-).21 

2r 1 1 (n-r-2)/2 1 
- _+_ + + 2 ~ -- if (n+r) is even 

1-). 1-x2<n-rl/2 ;-1 1-Xi ' 

Figure 2 plots D against ). for various values of r when 
n - 10. This figure indicates that, unless ). can be a priori 
restricted to be quite small, the worst-case analysis of this 
paper argues in favour of maximum randomization. 

4.4 Approximate Analysis for General Renewal Sources and 
General Transmission Time Distributions in the Fully 
Extended Omega Network. 

Here we depart from the preceding treatment of the 
renewal case by assuming that the packets at the sources form 
general stationary renewal processes, and the distribution of 
the link transmission time to be general. Poisson sources and 
constant link transmission time are, in particular, allowed. 
However, the analysis is approximate. The program that we 
follow is based on a proposal of Kuehn [9]. The program 
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decomposes the network into GI/Gil queues and relates the 
descriptors of the processes associated with each queue by 
using prior results [l0, 11) on GI/Gil queues. The program 
undertakes (i) the approximation of the departure process from 
each link queue as a stationary renewal process, and (ii) the 
description of each stationary renewal process by two moments, 
the mean i.e. traffic intensity, and the coefficient of variation of 
the underlying interarrival distribution. In particular, the 
distribution of the link transmission time is specified by its 
mean, which is 1, and its coefficient of variation, 

c J ~ variance of link transmission time. 

For constant transmission time c 1 - 0 and for exponential 
distributions c 1 - 1. Also, the stationary renewal processes at 
the sources are described by their mean )., and the common 
coefficient of variation c,, 

2 d variance of interarrival time of packets at source. 
c, - ).2 

For Poisson sources c, - 1. We mention that a large body of 
validations and corroborations with analytic solutions and 
simulations have been reported [9-12). 

We only consider the fully extended omega network, i.e. 
r - n - 1; extensions to r < n - 1 are easy. In this case traffic 
is symmetric and we are able to obtain simple, explicit 
relations, in the form of recursions, for all traffic descriptors in 
the network. Specifically: (i) the departing process from a 
link queue in stage i is approximated by a stationary renewal 
process with coefficient of variation cd,1; (ii) this process is split 
into two stationary renewal processes with means )./2 and 
coefficient of variation c1,1+1; (iii) two processes described by 
()./2, c1_ 1,1) are superimposed to form the arrival process 
described by()., c0 ) at a link queue in stage i. 

We now give three relations to correspond to the above. 
From [10) we have the approximation 

c},1 - c;,1 + 2X2cj - x2<c;,1 +cj) g 0., c;,;. cj), i > (4.4) 

where, 

2 2 j-2(1-).) g(X, c0 ,1, c,) - exp 3). 

1-(1-).) (c;., -1) I · 
- exp ( 2 2 if c0 ,1 > 1 . 

c0 ,1+4c1) 

Decomposition, or splitting, ofrenewal processes yields [9], 

cl:-1,1 - 1 - r<cJ,;-1 - 1), i > 2. (4.5) 

Finally, for superposition we use the following approximation 
[12), 

<cl-1,1-l) c;,1 - 1 - i > 2. 
1 + 4(1-).)2 ' 

Also, there is the initial condition, 

c;,1-c,2, i -1. 

(4.6,i) 

(4.6,ii) 



Equations (4.4)-(4.6) define a complete recursive system which 
yields {c,,,1, cd,I• c1,i+1; i ~ l}. Note that the dimension of the 
network given by n does not appear in the system. 

The mean queueing delay, W1 for a link queue at stage i 
(queueing delay excludes transmission time) is given by the 
following exact relation for GI/Gil [11 ]: 

c2 + ~2c2 _ c2 
W. - a,I I d,I i ~ 1. (4.7) 

I ~(1-X) ' ~ 

The above together with Little's Law gives the mean queue 
lengths at each link. Finally, the mean time from source to 
destination, D, is given by 

2n-I 
D - (2n -1) + ~ W; . 

1-1 
(4.8) 

The first term is from the transmission time and the second is 
from the cumulative queueing delay. Note that (4.8) is the 
only point in the procedure where n is used. 

Tables 1 and 2 give numerical values for the case of 
Poisson sources and constant link transmission time. The 
important observation is that for each X, the queueing delay 
shrinks at the early stages before rather quickly reaching an 
asymptotic value. For any fixed, positive X, c,2 and cJ, the 
asymptotic values of c;,1, c},1 and c;2_1,1, as i - oo, are 
obtained simply as fixed points of the recursions in (4.4)-(4.6). 
These may be substituted in (4.7) to obtain the asymptotic 
value W(X, c,2, cJ), where W1 - WCX, c,2, cJ>. From (4.8), 
as n - oo, we obtain the noteworthy relation 

D - 2(1 + W(X, c,2, cj)} n . 

The last row of Table 1 gives the computed values of 
WCX, 1, 0) for various values of X. 

Mean Queueing Delay (W;) 

x-0.2 x-o.4 x-o.6 x-o.8 

Stage 1 0.125 0.333 0.750 2.000 
Stage 2 0.124 0.322 0.667 1.448 
Stage 3 0.124 0.320 0.648 1.345 
Stage 4 0.124 0.319 0.643 1.327 
Stage i, i > 4 0.124 0.319 0.642 1.324 

Table 1: For r - n -1, and full X-relations; Poisson processes 
at sources and unit time for transmission across each 
link. Calculated from (4.4)-(4.7). 
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Mean Time from Source to Destination (D) 
n 

x-0.2 X-0.4 X-0.6 x-o.8 

4 7.870 9.254 11.637 17.093 
6 12.366 14.533 18.207 26.390 
8 16.863 19.811 24.777 35.686 

IO 21.360 25.090 31.346 44.983 
12 25.857 30.368 37.916 54.279 
14 30.353 35.647 44.486 63.575 

Table 2: Specification as in Table 1. Calculated from (4.4)­
(4.8). 

The procedure based on (4.4)-(4.8) with c, - c1 - 1 gives 
correct values for Poisson sources and expo~entially distributed 
link transmission time. In this case, W = W; - X/(1-X). 
Also, the numerical results for c1 in the range (0,1) are 
bounded by the results for c 1 - 0 and c 1 - 1 in the case of 
Poisson sources. 

4.4.1 Accuracy of Approximation, Simulations 

Comparison with simulations has shown that for constant 
link transmission time and light traffic, i.e. small X, the 
decomposition overestimates the queueing delay in all stages 
beyond the first. On the other hand, the approximation is good 
in heavy traffic. The net effect of the inaccuracies on the 
mean time from source to destination in the fully extended 
omega network is small. This is, of course, because in light 
traffic this time is dominated by the transmission time. Also as 
expected, the largest errors occur at about X - 0.6. Generally, 
the errors are smaller as we depart from constant link 
transmission time and add more variability to it. 

As previously observed, the procedure in (4.4)-(4.8) yields 
mean queueing delays which converge quickly, with increasing 
stages, to asymptotic values. This important fact may be used 
to simplify simulations. Thus, an omega network of small 
dimension, say with four stages, may be simulated, and the 
mean delay observed for the final stage may be taken to apply 
to all subsequent stages in calculations for large extended 
omega networks. We have undertaken the program just 
outlined. The results of the simulation of the four-stage omega 
network for Poisson sources and unit link transmission time are 
given in Table 3. The results of the extrapolation to large, 
fully extended omega networks are given in Table 4, which 
should be considered a refinement of Table 2. 

Mean Queueing Delay 

x-0.2 X-0.4 x-o.6 x-o.8 

Stage 1 0.123 0.335 0.751 2.002 
Stage 2 0.067 0.199 0.478 1.339 
Stage 3 0.066 0.196 0.468 1.318 
Stage 4 0.067 0.195 0.461 1.323 

Table 3: From simulations of omega network with 4 stages 
for Poisson packet traffic at sources and unit time 
for transmission across each link. 



Mean Time from Source to Destination 
n 

x - 0.2 x - 0.4 x-o.6 x-o.s 

4 7.529 8.512 10.544 16.954 
6 11.801 13.292 16.390 26.249 
8 16.072 18.073 22.235 35.544 

10 20.344 22.854 28.081 44.839 
12 24.615 27.635 33.927 54.134 
14 28.887 32.416 39.772 63.428 

Table 4: Extrapolated from data in Table 3. Compare with 
Table 2. 
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Abstract - It has been claimed [REED79] that the 
synchronization primitives termed eventcounts and 
sequencers may be used to implement semaphores, 
and thus that they are "primitives at a lower level 
than semaphores". However, by expressing the func­
tionality of conventional semaphores, and that of 
semaphores implemented via eventcounts and 
sequencers, via a common set of primitives, it may be 
shown that in fact the eventcount/sequencer pair 
imposes restrictions on process synchronization that 
do not exist with the traditional semaphore. Two 
such restrictions exist. First, the 
eventcount /sequencer pair imposes an ordering on 
the activation of suspended processes whereas sema­
phores activate the processes nondeterministically. 
Second, it is difficult to implement a "conditional P" 
operation with eventcounts and sequencers because 
one cannot return a ticket obtained from a sequencer 
to the ticket pool: a ticket, once obtained, must be 
used. Thus, the claim that eventcounts and sequenc­
ers are lower-level primitives than the traditional 
semaphore is contradicted by this analysis. 

Introduction 

D. P. Reed and R. K. Kanodia, in their 1979 paper 
"Synchronization with Eventcounts and Sequencers" 
[REED79] present a new process synchronization 
method with two primitives, advance and await. A 
process may await(E, V) an eventcount Es reaching 
a certain value V; the eventcount is made to reach 
.this value eventually by other processes performing 
an advance(E). A separate ticket(S) primitive is 
defined to give unique, consecutive, increasing integer 
vaules on each invocation.1 

The authors observe that eventcounts and sequencers 
are "primitives at a lower level than semaphores,'' 
and that semaphores can be built out of them as a 
result. They also demonstrate that some more 
powerful operations on semaphores can be built. 

1. A third eventcount primitive, read(E), returns the current 
value of the eventcount. 
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Concurrent Computer Corporation is presently 
involved in research and development on primitives 
to be used in synchronizing OS-related operations on 
general-purpose, symmetrical, parallel processors. In 
investigating the synchronization primitives available 
in the literature, we chose Eventcounts and 
Sequencers as a synchronization primitive that would 
be compatible with our planned OS and hardware 
architecture. During the course of the 
implementation, however, it was found that problems 
existed which would have not occurred if 
conventional semaphores had been used, particularly 
in situations in which entry to a critical section was 
desired only if such entry would not cause suspension 
of the process. These situations tend to be common 
in real-time applications, including our application of 
I/O with a goal of maximum parallelism in tightly­
coupled multiprocessors. In such an application, 
precise process synchronization is required, but 
delaying of a process which cannot enter a critical 
section is not desirable: the process often is able to 
perform some other task until the critical section 
becomes available. Certain deadlock avoidance 
algorithms also needed to function in this way. 

As a result of the apparent limitations in 
eventcounts and sequencers, the mechanisms 
underlying these primitives were examined using 
methods previously employed in investigating 
interprocess · communication primitives in 
multiprocessors [ROSK84]. This paper demonstrates 
that the implementation of semaphores given in 
REED79 does not provide the flexibility of Dijkstra's 
original primitives [DIJK68] due to the combining of 
two required primitives, those for token-oriented 
synchronization and sequencing, into the one ticket 
primitive. This is done by expressing both in terms 
of comparable primitive operations; the differences 
then become apparent. 



Process Sequencing/Suspending Pl'imitives 

We first define two primitives which may be used to 
effect the process suspending and resumption needed 
in order to cause process synchronization. There is 
one suspension primitive, which stops a process, and 
assigns it a specified integer "tag," and one 
resumption primitive, which selectively resumes all 
processes having a given tag. 

stop(p,L). 
Let stop(p,L) denote an operation which. 
places the process executing it on a list L, 
assigning an associated integer "process group 
tag" p. Execution of the process is then 
suspended. The process group tag is simply 
an integer which may be used to selectively 
resume the process or group of processes which 
have been assigned that tag. 

start(L,p). 
If the set of processes in L with tag p is 
nonempty, the processes with tag p are 
removed from L. Execution of the processes 
thus removed are resumed. 

Token-Oriented Primitives 

We next define a set of token-oriented primitives used 
to arbitrate access to critical sections of code. 

Let T be a set of n tokens, t, 1 <i<n. 
I --

g(T). 

p(T,t). 

Let g(T) denote a get operation defined as fol­
lows. If T=F0, g(T) returns an element t.ET, 
with j arbitrary; and indivisibly sets rJ-T-
{ t.}. , 
If T=0, g(T) returns the null value ¢. 

Let p(T,t) denote a put operation which sets 
r-ru{t}. 

ticket(T). 
Let the number of tokens in a set T be count­
ably infinite; and let name( t) denote an 
integer which may be arbitrarily assigned to a 
token tET. Then let ticket(T) return g(T), 
such that if on a given invocation of 
ticket(T), name(ticket(T)) = i, then the next 
consecutive invocation yields name(ticket(T)) 

i+l; and on the initial invocation, 
name(ticket(T)) = 0. 

Comparison of Semaphores with 
Eventcounts/Sequencers 

We can now compare Dijkstra's original semaphore 
operations [DIJK68] with the implementation of 
semaphores described by Reed and Kanodia. 

Dijkstra's semaphore operations may be defined in · 
terms of the above primitives as follows. Assume for 
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simplicity that t is a global variable in the calling 
process' private address space, and thus is part of 
the program state of the process invoking the syn­
chronization primitive. 

As is the case for most semaphore implementations, 
the sequences of primitive operations comprising the 
P and V operations are themselves critical sections: 
wherever a process has a copy of the state of some · 
outside object (a pool of tokens, or a counter) in a 
local variable, the actual state of the object cannot 
be changed as long as the process will in the future 
act upon the copy of the state which it has in its 
posession. This is an instance of the implicit copy 
operation that occurs when a conventional memory is 
read, as discussed in ROSK84. 

P(S): 

V(S): 

repeat 
t := g(S.tokens); 
if t=<P then stop(O,S.queue); 

until t<><P; 

p(t, S.tokens); 
start(O,S.queue); 

In the above definition, . a V causes all waiting 
processes to briefly awaken and attempt to get a 
token; but only one will succeed for each execution of 
V, so the others remain blocked. An alternative 
(and more commonly seen) implementation would be 
only to awaken one arbitrary suspended process for 
each execution of V; but the synchronization results 
are equivalent, and the latter approach complicates 
comparison with the eventcount-based semaphores. 

The eventcount/sequencer semaphore 
implementation as presented by Reed and Kanodia 
may likewise be defined in terms of the above 
primitives as follows. Assume that prior to the first 
V, S. count is initialized to zero. 

p (S): 
ES p := ticket(S.sequencer); 

if S.count < name(p) then 
stop(name(p),S.queue); 

VES(S): 
S.count := S.count+l; 
start(S.queue,S.count); 

Clearly, these are not equivalent semaphore opera­
tions. Dijkstra's semaphore primitives do not employ 
the priority queueing portion of the stop primitive, 
and arbitrate the stop /proceed decision using 
anonymous tokens which are returned to a common 
pool of tokens after use. The eventcount/sequencer 

2. This may be generalized by making t a variable denoting a 
set, with the assignment to t adding a member to the set, 
and the reference in P(t,S.token) removing one member 
from this set. 



implementation does employ priority queueing, such 
that the processes, if required to stop, are started in 
the order in which they were stopped; and it employs 
tokens which are labelled by a sequence number and 
discarded after use. Furthermore, the actual usage 
of the tokens differs: in Dijkstra's semaphore, poses­
sion of the token indicates the right to proceed; 
whereas with eventcounts and sequencers, the token 
merely provides an associated integer value which 
the process must wait for the eventcount to reach. 
This latter is fundamental to the distinction between 
the two kinds of semaphore. 

Except for the ordering imposed on processes by the 
latter version of P and V, it might nevertheless be 
argued that the two are equivalent, were it not that 
a third semaphore operation, the conditional P, is 
possible on Dijkstra's semaphore which is not possi­
ble without great difficulty on the 
eventcount/sequencer pair. The conditional P may 
defined as follows, when used with Dijkstra's 
semaphore. 

CP(S): 
t := g(S. tokens) ; 
if t=ef> return FALSE; 
else return TRUE; 

The conditional P is equivalent to Dijkstra's P, 
except that it does not wait if no token is available. 
It is useful in deadlock avoidance; see, for example, 
BACH84 for an example of its use in a large-scale 
operating system. 

In the eventcount/sequencer implementation, the 
"token" used to arbitrate access is inseparably 
joined with the sequencing mechanism built in to the 
ticket primitive. This mechanism causes the prior­
ity used in the call to the above stop and start 
primitives to be inseparably joined with the tokens 
used to arbitrate the right to proceed. 

Consequently, once the ticket is obtained in the pro­
cess of determining the right to proceed, it is impossi­
ble to simply return the ticket to the sequencer; 
another process may have performed another ticket 
operation in the interim. On the other hand, it can­
not be discarded, since it is the responsibility of the 
process taking a ticket to advance the eventcount 
past the value on the ticket, to allow the next pro­
cess to proceed. 

Such problems do not exist for CP when used with 
Dijkstra's semaphore, since the nature of the 
anonymous tokens is such that there is a limited sup­
ply, and their absence indicates the need to wait, as 
compared to the infinite supply of tickets, whose 
values in relation to an associated eventcount indi­
cate the need to wait (and impose an ordering on the 
waiting immediately upon taking a ticket). 

The distinction between the two definitions of P and 
V, while subtle, leads to the above difficulty in back-
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ing out of a series of P operations in order to avoid a 
deadlock. While the authors do provide a simultane­
ous P operation, it implies use of the strategy of 
deadlock avoidance by locking all resources prior to 
using any of t):iem. The relative merits of various 
deadlock avoidance strategies are an issue beyond 
the scope of this paper; yet it should be borne in 
mind that strategies other than that of locking all 
required resources before using any of them may be 
considered necessary in certain applications. 

Conclusion 

The above decomposition demonstrates that funda­
mental differences exist between Dijkstra's P and V, 
and Reed and Kanodia's implementation of the same 
primitives. It further suggests that the sequencer 
primitives differ from those required to implement P 
and V in that they combine two underlying primi­
tives: the token primitive presented above, and a 
sequencing primitive. As such, the P and V 
presented in REED79 could more accurately be con­
sidered sequencing semaphores, since they impose a 
sequencing on the waiting processes. They also make 
implementation of the conditional P operation less 
straightforward, due to the inability to put back a 
sequenced token without using it. 

References 

BACH84. M. J. Bach and S. J. Buroff, 
"Multiprocessor UNIX Operating Systems," 
AT&T Bell Laboratories Technical Journal 
Vol. 63(8), pp. 1733-1749 (October 1984). 

DIJKB8. E. W. Dijkstra, "Cooperating Sequential 
Processes," pp. 43-112 in Programming 
Languages, ed. F. Genuys, Academic Press, 
New York (1968). 

REED79. D. P. Reed and 
"Synchronization with 
Sequencers," CACM Vol. 
(February 1979). 

R. K. Kanodia, 
Eventcounts and 
22(2), pp. 115-123 

ROSK84. J. E. Roskos, Interprocess Communication 
and Synchronization via 
Addressable Memory with Data 
Primitives, Ph.D. Dissertation, 
University, 1984. 

Commonly 
Movement 

Vanderbilt 



Operating System Kernel for a Reconfigurable 
Multiprocessor System* 

Geoffrey Brown and Chuan-lin Wu 
Department of Electrical and Computer Engineering 

The University of Texas at Austin 
Austin, Texas 78712 

ABSTRACT-- The design of an operating 
system kernel for Star is presented. Star is a 
reconfigurable multiprocessor system based upon 
a multistage interconnection network. The kernel 
is intended to serve as a basis for further 
operating system research. The kernel provides 
mechanisms for process management, local 
resource allocation, and inter-process 
communication. 

A key design goal of the kernel was to 
minimize loss of transparency in the underlying 
hardware. This led to the development of a novel 
communication system to support the broadcast 
and merging capabilities of the interconnection 
network. The communication system presented 
provides for asynchronous multicast 
communication between processes which 
simplifies the tasks of creating distributed 
applications and of synchronizing cooperating 
processes. 

The current status of our system is that we 
have a four node machine running and have 
implemented the kernel in MODULA-2. 

1 Introduction 

In this paper we present the design of the Star operating 
system kernel. This kernel is replicated at each processor 
node of Star, a reconfigurable multiprocessor system [1]. 
The kernel represents a common core of software which will 
be used to investigate the problems of resource management 
and processor scheduling. The kernel provides the low level 
primitives to interface the operating system with the hardware 
and it provides the primitives for process management, 
interprocess communication (including inter-node 
communication) and memory management. 

This work is motivated by a desire to develop an 
operating system which can fully exploit the inherent power 
of reconfigurable computer systems. Achieving this goal 
will require further research in the areas of resource 
management and scheduling. Our kernel design is a step 
towards this goal and has the following important 
characteristics: 

• Loss of transparency in the hardware is 
minimized; by loss of transparency we mean 
any operation that is feasible in the underlying 
hardware but is not feasible using the primitives 
provided by the kernel. 

*This work is supported in part by a grant from IBM 
corporation. 
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• 

• 

All decisions concerning resource management, 
program models, and scheduling are left to 
higher levels of the operating system. 

The kernel provides a convenient basis upon 
which a complete operating system can be built 
and is designed to simplify this task. 

There is a substantial body of previous work in 
multiprocessor operating systems including: Hydra[2], 
Medusa[3], Eden[4], Micros [5] and many others. The 
architectures which these operating systems support vary 
widely. Star is different from most machines because of its 
reconfigurable topology; however, there are other 
reconfigurable systems including: TRAC [6], Cedar [7], 
PASM [8], and RP3 [9]. All of these reconfigurable systems 
feature shared memory while Star does not. 

A common trend in multiprocessor operating systems is 
to design the operating system to hide the underlying 
communication system. Designs like HPC [10] , Eden, and 
Micros ignore topological issues altogether. In the Star 
system we are trying to address the topology issue by 
tailoring our operating system to obtain maximum 
performance given the very real constraints of a 
communication network. 

Our work was influenced by a desire to ultimately 
provide the kind of support for distributed programs that 
Eden and HPC provide; however, while these projects were 
principally concerned with programability, we are principally 
concerned with developing a system which will efficiently 
utilize the interconnection network. 

Because many of the design decisions of the overall 
operating system are topics for future investigation, it was 
essential that the kernel design be flexible, simple and easily 
modified. The kernel has been written entirely in 
MODULA-2 [11]. MODULA"2 is a convenient language for 
operating system design because it provides the mechanisms 
for modular design (Modules), the convenience of a higher 
level language, and reasonable access to the system 
hardware. MODULA-2 separates the definition of software 
from the implementation. The implementation of a software 
module can be modified at will without affecting other parts 
of the design. By implementing the kernel software in 
MODULA-2 we have been able to quickly prototype the 
system with confidence that the design can easily be refined. 

Our experimental system has a limited number of 
processors; however, we are interested in developing 
application software which could be used on machines with 



large numbers of processors. One way of facilitating this 
goal is to assume that application software is structured as a 
number of communicating processes. Because there may not 
be enough processors available to allocate a separate 
processor to each process of an application, the kernel 
supports the scheduling of multiple processes at a single 
processor. In addition, we believe that the writer of an 
application program should not have to be concerned with 
how the processes of that application might be scheduled for 
execution. 

Because the processes of an application program might 
or might not share processors, our kernel provides the 
application programmer with a global communication model 
which, to communicating processes, appears the same 
whether the processes are at the same or different nodes. 

The Star kernel is level structured and consists of three 
basic levels [12]: 

LEVELl 
LEVEL2 
LEVEL3 

Process Manager 
Memory Manager 
Global Communication 

The process manager provides support for multiple 
processes and the primitives necessary for sharing of local 
resources among processes which are scheduled at that node. 
The memory manager controls an important shared resource, 
local memory, and uses the primitives of the process 
manager. The global communication layer provides the 
mechanisms necessary for communication among processes 
which are not scheduled at the same node. In order to 
provide a consistent view of the system to application 
programs, the global communication layer also permits 
communication among locally scheduled processes. 

In this paper we will examine levels 1 and 3. Level 2, 
the memory manager, provides facilities for managing the 
storage of a processor node and is not novel. The design 
decisions which led to this level decomposition are 
considered in later sections of the paper. In designing the 
kernel we followed one basic principle; design decisions 
were delayed as long as was feasible; each layer provides 
only a simple, basic set of operations while more specific 
operations were postponed, wherever possible, to higher 
levels of the operating system. 

The organization is as follows. In Section 2 we present 
a description of the target system, called Star. In Section 3 
we present the process manager and in Section 4 the global 
communication system. In section 5 we discuss building a 
distributed operating system on top of the kernel and 
consider the ways in which our design results in loss of 
transparency. 

2 Target System 

Star , as illustrated in Figure 1, is composed of a 
collection of N processor elements (PE) and a 
communication network, called Starnet. N is generally a 
power of 2. Starnet can be composed of multiple baseline 
networks [13]. The prototype system, which is currently 
running, has one baseline network and four processor nodes. 
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The baseline network, as illustrated in Figure 2, is a 
multistage interconnection network which has the 
characteristic of being reconfigurable under the control of the 
processor nodes and can form such topologies as rings, 
trees, and meshes [14]. The baseline network does have the 
property of blocking; that is, the creation of a connection 
prevents some set of connections that would otherwise be 
feasible. Therefore, the management of interconnection 
resources is an important consideration in designing an 
operating system. Connections in the baseline network 
originate on the left (in Figure 2) and may connect several 
destination nodes on the right (called multicasting). In 
addition the network provides the capability of merging 
connection requests from the left to a common destination on 
the right. 

Multiple 
Baseline 
Networks 

FIGURE 1 Star System 

FIGURE 2 An 8x8 Baseline Network 



Processor nodes are connected to the interconnection 
network by hardware interface units which have limited 
buffering capacity and an additional processor to handle 
communications. The hardware interface is illustrated in 
Figure 3. The communication processor interfaces to the 
interconnection network and the main processor exchanges 
data with the communication processor through an area of 
shared memory. 

The essential characteristic· of Stamet is that it is 
reconfigurable and may, at any moment, be partitioned into a 
number of private buses connecting two or more processor 
nodes. We will refer to a group of nodes connected by such 
a bus as a multicast group. 

The details of how the network is reconfigured are 
immaterial to this paper. Assuming such a multicast group 
exists, there is, at any moment, exactly one node which is the 
sender (has the right to send data over the bus). All other 
nodes are receivers. Receivers may, through hardware 
control, stop the flow of data and request the right to become 
the sender. The sender may send data (unless blocked by 
one of the receivers) or it may relinquish the right to talk. In 
order for data transmission to occur, all the receivers 
connected to a bus must accept every word of data 
transmitted. 

Main Processor 
Bus 

Memory 

Interconnection 
Network 

FIGURE 3 Hardware Interface 

The hardware supports a mode of communication which 
we will refer to as reliable multicasting. This is because 
message broadcasting within a multicasting group is both 
error free and order preserving. Reliable multicast is an 
important mode of communication. Gehani has shown that 
multicasting simplifies the development of distributed 
applications [15]. In addition, multicasting greatly reduces 
the message traffic between processors needed for insuring 
mutual exclusion of access to critical sections. The 
distributed mutual exclusion problem was studied by 
Lamport [16] and Ricart [17]. Ricart showed that in a 
general message based system which supports broadcast, but 
not strict message sequencing, N messages (where N is the 
number of processors) are needed to invoke a critical section. 
With strict message sequencing only 2 messages are needed 
to invoke a critical region. Because of the efficiency which 
reliable multicasting provides in insuring mutual exclusion 
and the ease of use which Gehani has demonstrated, we 
concluded that the multicast capability of the hardware is a 
powerful feature which the kernel must support 
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3 Process Manager 

Support for the process abstraction is provided at the 
lowest level of the Star kernel by a process manager. The 
process manager provides mechanisms to create and destroy 
processes and low level synchronization and communication 
primitives. The primitives of the process manager may be 
invoked only by processes which are local to the node. 
Although these local primitives are not directly used by 
application programs, they are used in implementing the 
global communication system provided for application 
programs and distributed portions of the operating system. 

The choice of primitive operations and the major design 
issues addressed in the process manager have a profound 
influence on the rest of the operating system. In Section 3.1 
we discuss two important design issues: scheduling and 
memory management. The communication and 
synchronization primitives provided by the process manager 
are used in implementing the communication system 
provided by level 3 of the operating system. In Section 3.2 
we discuss the functional characteristics of the process 
manager. 

3.1 Design Considerations 

Two issues which affected the process manager design 
involve scheduling and memory management. Although the 
process manager does not make scheduling decisions, the 
design had to be flexible enough to permit the implementation 
of a process scheduler at a later phase of the operating 
system design. The second issue is whether memory 
management should have been provided at a level below the 
process manager. 

We chose not to implement the memory manager below 
the process manager, because we felt that it would be easier 
to implement using the primitives of the process manager. 
The process manager provides support for the objects 
process and semaphore. Creation and destruction of these 
two object types does involve the allocation and deallocation 
of memory. In addition the process manager must 
manipulate queues of process descriptors. However, in both 
cases the amounts of memory involved are small and are 
handled using statically allocated tables. 

One of the major responsibilities of the process manager 
is to maintain a list (the Ready List) of processes which are 
ready to run. The discipline followed in queuing processes 
on the ready list and in transferring processor control to a 
ready process clearly has an impact on the processor 
scheduling algorithms which may be implemented. It is of 
great importance that this queuing discipline be sufficiently 
general to support a wide variety of scheduling policies. 
We defined the following characteristics of our process 
manager: 

• The process manager supports priorities; 
operations are provided which permit the process 
priorities to be examined and modified. Processes 
are selected for execution based upon these 
priorities. The priority of the running process is at 
least as large as that of any ready process. 



• The ready list is structured as a priority queue 
using a FIFO discipline to break ties. 

• Although time slicing is not implemented in our 
kernel, this feature could be added to the process 
manager without modifying the interface to the 
process manager. 

Ruschitzka and Fabry [18] have shown that given these 
characteristics a function for assigning priorities can be found 
so that the following scheduling algorithms can be 
implemented: FIFO, LIFO, preemptive shortest job first. 
With the addition of time slicing, round robin and feedback 
algorithms can be implemented. Thus process scheduling 
disciplines are not unduly restricted by the design of the 
process manager. 

3.2 Facilities of Process Manager 

The process manager provides support for processes and 
for communication between processes. The procedures 
provided by the process manager fall into four catagories: 
Process Control, Process Synchronization, Process 
Communication and Utility procedures. The process control 
procedures include: 

CreateProcess 
Destroy Process 
Suspend 
Resume 
GetPriority 
SetPriority 
CurrentProcess 

WaitlO 

Create a new process; 
Destroy a process; 
Prevent a process from executing; 
Resume a suspended process; 
Get the priority of a process; 
Set the priority of a process; 
Get the identity of the current 
process; and 
Allows a process to wait on a 
particular hardware interrupt 
vector. When the interrupt 
occurs, the process is placed on 
the ready queue. This permits the 
structuring of device drivers as 
separate processes. 

The control procedures lead to the process state diagram 
sh~wn in 1:igure 4. A running process may suspend itself, 
wait on an mterrupt, or lose control of the processor through 
a rescheduling operation. Rescheduling occurs whenever a 
process with a priority higher than the running process 
becomes ready to run. 

er--=me• 
~Suspend* 

*EXTERNAL EVENTS 

FIGURE 4 Basic Process States 
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In addition to the process control procedures, the process 
manager provides abstract data types and procedures for 
process synchronization and communication. · 

The synchronization and communication primitives of 
the process manager were chosen to provide a convenient 
basis for higher levels of the operating system. In the 
interest of flexibility, the process manager provides both 
semaphores and a primitive form of messages. 

Semaphores have been widely discussed in the 
literature [19]; we will say nothing further about them except 
to list the operations provided by the process manager : 
CreateSemaphore, DestroySemaphore, Wait, Signal. 

There are many different message systems and the 
design possibilities included blocking or non-blocking send, 
blocking or non-blocking receive, and buffering 
mechanisms. Because a fully synchronized message system 
may easily be implemented using semaphores, we concluded 
that a less tightly synchronized message system was 
appropriate at this level. Because there is no memory 
management facility available to the process manager, 
buffering had to be strictly limited. Process manager level 
messages (LocalMessage) are not intended to be used for 
transferring large amounts of data, but rather to provide what 
amounts to a private event flag with state information. In 
order to provide this capability at a minimum cost, 
LocalMessages were restricted to positive integers and the 
following LocalMessage primitives provided: 
SendLocalM es sage (non-blocking), ReceiveLocalMessage 
(blocking), LocalMessageFlush (non-blocking receive). 
Because buffer space is limited (to a single LocalMessage) 
and SendLocalMessage is non-blocking, overflow 
LocalMessages. are simply discarded. The process 
synchronization and communication primitives lead to the 
process state diagram shown in Figure 5. In addition to the 
state transitions shown in Figure 4, a running process may 
also lose control of the processor if it waits on a semaphore 
or waits for a local message. 
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FIGURE 5 Complete Process State Diagram 



A significant issue in the design of the process manager 
was the question of process termination. In general, the 
destruction of processes may affect the higher levels of the 
operating system. This is because higher levels of the 
operating system may associate further object types with 
processes and may need to perform some.bookkeeping when 
a process is destroyed. For this reason, the process manager 
provides a general facility for installing termination 
procedures. The process manager maintains a list of 
termination procedures, each of which is called when a 
process is destroyed. These procedures enable higher levels 
of the operating system to be notified at process destruction 
time so that they may perform any necessary bookkeeping 
operations. This feature is both powerful and dangerous; 
however, some protection is provided by dictating that only 
the initial process of the node may install these termination 
procedures. 

4 Global Communication Layer 

As mentioned in Section 3, the process manager 
provides some local communication primitives. These 
primitives are provided to facilitate the implementation of 
higher levels of the kernel. In a distributed system such as 
Star a more general interprocess communication system is 
needed which can cross processor boundaries. In order to 
provide a coherent view of the system to application 
programs, the global communication system may also be 
used for local communications. The global communication 
system of the kernel is a message passing system supporting 
reliable multicasting. The design criteria for the low level 
communication system were: 

• To support hardware communication modes; 

• To support location independence of processes. 
The user of the system should not have to modify 
his code depending upon whether or not two 
communicating processes are to be scheduled at 
the same node; and 

• To keep the primitive system both simple and 
efficient. 

Because this is the first level of software above the 
underlying communication hardware, it was essential that it 
closely adhere to a communication model which the 
underlying hardware can efficiently support. In particular, 
we were concerned that the communication software fully 
support the multicasting capability of the hardware. The 
communication system provides for location independence of 
processes by providing a unified model of communication 
between locally executing and distributed processes. 

4.1 Global Communication System Definition 

The global communication system for Star supports the 
multicasting capability provided by multicast and merge in 
the hardware. The communication system is based upon the 
following abstractions. All communication occurs 
asynchronously between privately owned ports . Two ports 
may communicate if they are attached to the same channel. 
Channels are multiway, multidirectional communication 
paths. An arbitrary number of ports may be connected to a 
single channel. Communication between two ports occurs 
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when a process writes a message to one of its ports and a 
receive operation is performed by a process on a port 
connected to the same channel. The channel model was 
chosen to closely match the multicasting buses which are 
supported by the interconnection network. 

All messages sent by a port are received, in the order 
sent, by all ports connected to the same channel. There are 
two types of channels, local and distributed. A local channel 
may connect ports which reside on a single processor node. 
Distributed channels may connect ports on different nodes. 
Distributed channels exist only where hardware connections 
between nodes exist. More specifically, distributed channels 
are realized by a particular configuration of the underlying 
interconnection network. 

4.2 Ports and Channels 

In this section we will consider what ports and channels 
are. There is a single interface for both local and distributed 
channels; however, the implementation of the two is 
different. When discussing implementation details we mean, 
for the moment, local channel. We will consider the 
implementation of distributed channels in Section 4.4. 

A channel is essentially a shared data structure consisting 
of a record for each connected port (the PortList), a fixed 
buffer space, and a pointer into the buffer space indicating 
where the next message should be deposited. The set of 
operations which can be performed on a channel is: 

CreateChannel - Create a new channel. With a 
specified name and buffer size. 

DestroyChannel- A channel with no attached ports 
may be destroyed. 

ConnectPort - Connect the specified port to the 
channel. Does not block if the 
named channel does not exist. 

DisconnectPort-- Disconnect the specified port 
from the channel. 

Ports may be connected to or disconnected from 
channels at any time. In theory, an arbitrary number of ports 
may be connected to a channel (in practice this is limited by 
our implementation). Monitoring of communication can be 
achieved without introducing delay by attaching a monitor 
port to the channel. 

A port is a privately owned object. Only the owner of a 
port may read data from or write data to a port; however, a 
port may be connected to or disconnected from a channel by 
a process other than its owner. The communication system 
supports the notion of a process waiting to receive data from 
any subset of its ports. This is implemented using 
LocalMessages. Any port which is connected to a channel 
may enable or disable a notification mode. If the notification 
mode of the port is enabled, a LocalMessage is sent to the 
owner of the port whenever a message is added to the buffer 
of the channel to which the port is connected. 



The following operations may be performed upon a 
port. 

ReadFromPort--- Read next message. This is 
non-blocking and returns NIL if 
no message is available. 

Sent!ToPort-- Send a message through a port. 
If the port is not connected to the 
channel, the message will be lost. 

EnableNotification-- When the notification mode of a 
port is enabled, a LocalMessage 
is sent to the owner of the port 
whenever a message is added to 
the buffer of the channel to which 
the port is attached. 

DisableNotification--Disable notification mode. 

The ports connected to a channel may read the messages 
in the channel buffer at their own pace. We may view each 
port as having a private pointer into a shared list of 
messages. This private pointer is maintained as part of the 
channel data structure and is directly accessed only by the 
channel software. In Figure 6 the channel buffer model and 
the function of these private pointers is illustrated. In this 
figure, three ports are connected to the channel. Each port is 
represented by a private pointer into the channel buffer. 

Channel Buffer 

Port A 

Port B 

Port C 

FIGURE 6 Channel Buffer 

Because buffer space for a given channel is fixed, we 
can view the buffer as being circular with new messages 
eventually overwriting old ones. Although this event is not 
an error it is important to know when it has occurred. For 
this purpose a tail pointer is maintained by the channel, 
which indicates the oldest message which has not been read 
by all attached ports. The channel data structure also consists 
of some status flags including a note flag indicating whether 
any of the attached ports have enable their notification mode, 
a nil flag, indicating whether any of the attached ports have 
read the most recent message. 

The PortList of a channel consists of a record for each 
connected port. This record includes the port name, a pointer 
the the next message to be read, a notificationmode flag, a nil 
flag, and an overflow flag. The notificationmode flag 
indicates whether the port should be notified when a new 
message is written, the overflow flag indicates whether a 
message has been lost since the last read, the nil flag 
indicates whether there are any messages to read. 
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4.3 Buffering 

The choice of asynchronous communication implied that 
some buffering capability must be built into the 
communication system. Because buffering is, of necessity, 
limited, we had to either institute flow control or accept the 
potential loss of data due to buffer overflow. We regarded 
the introduction of flow control at this level as a poor idea 
because it introduces additional overhead for all 
communication when some applications may not need it. 
This is particularly true if the communication protocol of an 
application is inherently bounded (can have a finite limit on 
the number of outstanding messages) and the bound is 
sufficiently small that overflow is impossible. Flow control 
may be easily introduced at a higher level. 

The question remained -- how much buffer capacity 
should be provided. Reid [20] solved this by providing a 
single message buffer. Each successive message overwrites 
the previous message. This approach has a serious flaw. in 
that it is impossible to use broadcast to provide 
synchronization because we cannot be certain that a reply 
message did not overwrite the original message before all 
ports had read it. Any fixed buffering scheme has the 
limitation that it renders some communication protocols either 
impossible or difficult and provides excess capacity for 
others. 

In solving this problem we made the following 
assumption: a particular channel is shared by ports which use 
the same communication protocol. The protocol used must 
either be bounded or must handle potential message loss. In 
either case it is possible to allocate a fixed buffer space when 
the channel is first created. The buffer size is specified in the 
initial allocation request. Obviously it is possible that this 
request may not be met; however, this event will be 
discovered at the outset rather than at some point well into the 
execution of an application. 

4.4 Implementing Distributed Channels 

We have delayed discussing the implementation of 
distributed channels until now because their implementation 
is significantly different from local channels, although they 
respond to exactly the same set of operations. Distributed 
channels are realized through the coordinated efforts of two 
or more connected processor nodes. 

In the local channel model we can view a channel as a 
shared data structure with a number of attached ports. Each 
port is uniquely owned by a process. Unfortunately this' 
model is much more complicated in the distributed case. 
First because the distributed channel cannot be implemented 
through shared memory and second because the 
communicating ports are on different nodes. 

In order to realize the channel model in the distributed 
case we maintain, at each connected node, a copy of the 
message buffer. The other parts of the channel data structure 
are provided for maintaining port status and are only 
maintained locally. Thus each node which is connected 
maintains separate data for the channel; part of which is 
replicated and part of which is unique. 



Recall that the multicasting buses realized in the 
interconnection network have the capability of controlling 
data flow across the interconnection network and there is 
always a unique sender on the bus. The capability of 
controlling data flow insures that a receiving node can 
process messages as they are received. The fact that there is 
a single sender insures that only one node will be able to 
transmit messages at any moment Updates to a copy of the 
channel buffer occur in only two ways: the node is the 
current sender and a send is performed by one of its 
connected ports or the node is a receiver and a message is 
received in the buffer of the hardware interface. 

In prnctice multiple distributed channels can be supported 
over each multicasting bus. The multiple distributed channels 
share the bandwidth provided by the multicasting bus. 

5 Discussion 

In this section we discuss how the kernel can be used to 
build a complete operating system, how the design avoids 
loss of transparency, and the current status of the system 

5.1 Building a Complete Operating System 

The kernel is not an operating system; however, it 
provides the facilities needed to build a distributed operating . 
system. A distributed operating system for Star would 
consist of a copy of the kernel and some statically defined set 
of initial processes at each processor of the system. It would 
need a file system, some user interface, and a resource 
manager. An early version of a resource manager for Star 
has been described in [21]. 

When the system is initialized, the hardware is not 
configured and there are no communication channels. 
Therefore, it must be possible for the set of statically defined 
processes to create a set of communication channels so that 
they may cooperate to perform the operating system 
functions. The feasibility of this initialization step is 
illustrated by a simple example. Imagine that there is a 
process x residing at node X and a process y residing at 
node Y. The following code fragments demonstrate a 
method in which the two processes can become connected to 
a common channel. 

(* code fragment for x *) 

CONST 
VAR 

BEGIN 

buffersize = ?; 
myport: port; success: BOOLEAN; 

CreateChannel("channelone" ;{X, Y} ,buffersize ); 
success:= ConnectPort(myport, "channelone"); 

(* code fragment for y *) 

VAR myport : port; success : BOOLEAN; 

BEGIN 
REPEAT 

success := ConnectPort(myport, "channelone") ; 
UNTIL success 
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Additional protocol steps involving message passing 
between x and y are needed so that the two processes may 
reach an agreed upon state. Although this initialization 
process may seem to be a great deal of trouble, it is only 
necessary for initializing the higher levels of the operating · 
system and should not be necessary for application 
programs. 

5.2 Loss of Transparency 

In Section 1 we mentioned that minimization of loss of 
transparency was a key design goal. We have achieved this 
by tailoring our global communication system to the 
capabilities of the interconnection network. The channel 
model supports the multicast connections among multiple 
processors. In addition the channel maintains the strict 
message sequencing provided by the underlying hardware. 

We have introduced some loss of transparency by 
forcing channel buffers to be fixed at creation; this 
introduces the possibility of message loss which does not 
exist in the hardware; however, we have argued that with a 
proper choice of communication protocols message loss can 
be avoided. 

5.3 Conclydin:: Remarks 

In this paper we have presented the operating system 
kernel for Star, a reconfigurable multiprocessor system. The 
kernel is intended to serve as a basis for further operating 
systems research. It provides process management, local 
resource allocation, and inter-process communication 
mechanisms. The design is simple and avoids loss of 
transparency in the hardware by supporting the 
communication modes provided by the interconnection 
network. 

The kernel supports multiple processes and, at the 
process manager level, provides simple, yet powerful 
inter-process communication mechanisms. In addition the 
process manager provides for the implementation of a wide 
range of process scheduling algorithms. 

The global communication mechanism was designed to 
closely support the communication modes provided for by 
the underlying hardware. It supports the general notion of 
merging by allowing additional communicating entities 
(ports) to join into a conversation (a channel) at will. In 
addition the communication mechanism maintains the 
capability of the hardware to provide reliable multicasting of 
messages. 

The present status of our system is that we have a four 
node machine running. We have implemented and tested the 
process manager, memory manager and local portion of the 
distributed communication system. In addition we have 
implemented a linking loader which allows separately 
compiled MODULA-2 programs to be loaded, linked to the 
operating system and executed as independent processes. 
The implemented code constitutes about two thousand lines 
of MODULA-2. We plan to extend our work to provide 
greater support for distributed programs. 
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Abstract - A distributed operating system provides a pro­
cess abstraction and primitives for communication between 
processes. A distributed programming language regularizes the use 
of the primitives, making them both safer and more convenient 
The level of abstraction of the primitives, and therefore the division 
of labor between the operating system and the language support 
routines, has serious ramifications for efficiency and flexibility. 
Experience with three implementations of the LYNX distributed 
programming language suggests that functions that can be imple­
mented on either side of the interface are best left to the language 
run-time package. 

Introduction 
Recent years have seen the development of a large number of 

distributed programming languages and an equally large number of 
distributed operating systems. While there are exceptions to the 
rule, it is generally true that individual research groups have focused 
on a single language, a single operating system, or a single 
language/0.S. pair. Relatively little attention has been devoted to 
the relationship between languages and O.S. kernels in a distributed 
setting. 

Amoeba [15), Demos-MP [16), Locus [26), and the V ker­
nel [7] are among the better-known distributed operating systems. 
Each by-passes language issues by relying on a simple library­
routine interface to kernel communication primitives. Eden [5] and 
Cedar [24] have both devoted a considerable amounc of attention to 
programming language issues, but each is very much a single­
language system. The Accent project at CMU [17] is perhaps the 
only well-known etfort to support more than one programming 
language on a single underlying kernel Even so, Accent is only 
able to achieve its multi-lingual character by insisting on a single, 
universal model of interprocess communication based on remote 
procedure calls [11). Languages with other models of process 
interaction are not considered. 

In the language community, it is unusual to find implementa­
tions of the same distributed programming language for more than 
one operating system, or indeed for any existing operating system. 
Dedicated, special-purpose kernels are under construction for 
Argus [14), SR [l, 2], and NIL [22, 23]. Several dedicated implemen­
tations have been designed for Linda [6, 10). No distributed imple­
mentations have yet appeared for Ada [25). 

If parallel or distributed hardware is to be used for genera/­
purpose computing, we must eventually learn how to support multi­
ple languages efficiently on a single operating system. Toward that 
end, it is worth considering the division of labor between the 
language run-time package and the underlying kernel. Which func­
tions belong on which side of the interface? What is the appropri­
ate level of abstraction for universal primitives? Answers to these 
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questions will depend in large part on experience with a variety of 
language/O. S. pairs. · 

This paper reports on implementations of the LYNX distri­
buted programming language for three existing, but radically 
different, distributed operating systems. To the surprise of the 
implementors, the implementation effort turned out to be substan­
tially easier for kernels with low-level primitives. If confirmed by 
similar results with other languages, the lessons provided by work 
on LYNX should be of considerable value in the design of future 
systems. 

The first implementation of LYNX was constructed during 
1983 and 1984 at the University of Wisconsin, where it runs under 
the Charlotte distributed operating system [3, 9) on the Crystal mul­
ticomputer [8). The second implementation was designed, but never 
actually built, for Kepecs and Solomon's SODA [12, 13]. A third 
implementation has recently been released at the University of 
Rochester, where it runs on BBN Butterfly multiprocessors [4] under 
the Chrysalis operating system. 

Section 2 of .this paper summarizes the features of LYNX 
that have an impact on the services needed from a distributed 
operating system kernel. Sections 3, 4. and 5 describe the three 
LYNX implementations, comparing them one to the other. The 
final section discusses possible lessons to be learned from the com­
parison. 

LYNX Ove"iew 
The LYNX programming language is not itself the subject of 

this article. Language features and their rationale are described in 
detail elsewhere [19, 20, 21]. For present purposes, it suffices to say 
that LYNX was designed to support the loosely-coupled style of 
programming encouraged by a distributed operating system. Unlike 
most existing languages, LYNX extends the advantages of high-level 
communication facilities to processes designed in isolation, and com­
piled and loaded at disparate times. LYNX supports interaction not 
only between the pieces of a multi-process application. but also 
between separate applications and between user programs and 
long-lived system servers. 

Processes in LYNX execute in paralle~ possibly on separate 
processors. There is no provision for shared memory. Interprocess 
communication uses a mechanism similar to remote procedure calls 
(RPC), on virtual circuits called links. Links are two-directional and 
have a single process at each end. Each process may be divided 
into an arbitrary number of threads of control. but the threads exe­
cute in mutual exclusion and may be managed by the language 
run-time package, much like the coroutines of Modula-2 (27). 

Communication Characteristics 
(The following paragraphs describe the communication 

behavior of LYNX processes. The description does not provide 
much insight into the way that LYNX programmers think about 
their programs. The intem is to describe the externally-visible 
characteristics of a proce~s that must be supported by kernel primi­
ties.) 



Messages in LYNX are not received asynchronously. They 
are queued instead, on a link-by-link basis. Each link end has one 
queue for incoming requests and another for incoming replies. 
Messages are received from a queue only when the queue is open 
and the process that owns its end has reached a well-defined block 
point. Request queues may be opened or closed under explicit pro­
cess control. Reply queues are opened when a request has been 
sent and a reply is expected. The set of open queues may therefore 
vary from one block point to the next 

A blocked process waits until one of its previously-sent mes· 
sages has been received, or until an incoming message is available in 
at least one of its open queues. In the latter case. the process 
chooses a non-empty queue. receives that queue's first message, and 

figure 1: link moving at both ends 

executes through to the next block point For the sake of fairness, 
an implementation must guarantee that no queue is ignored forever. 

Messages in the same queue are received in the order sent. 
Each message blocks the sending coroutine within the sending pro· 
cess. The process must be notified when messages are received in 
order to unblock appropriate coroutines. It is therefore possible for 
an implementation to rely upon a stop-and-wait protocol with no 
actual buffering of messages in transit. Request and reply queues 
can be implemented by lists of blocked coroutines in the run-time 
package for each sending process. 

The most challenging feature of links. from an implementor's 
point of view, is the provision for moving their ends. Any message, 
request or reply, can contain references to an arbitrary number of 
link ends. Language semantics specify that receipt of such a mes­
sage has the side effect of moving the specified ends from the send­
ing process to the receiver. The process at the far end of each 
moved link must be oblivious to the move. even if it is currently 
relocating its end as well. In figure l. for example, processes A and 
Dare moving their ends of link 3, independently. in such a way that 
what used to connect A to D will now connect B to C. 

It is best to think of a link as a flexible hose. A message put 
in one end will eventually be delivered to whatever process happens 
to be at the other end. The queues of available but un-received 
messages for each end are associated with the link itself, not with 
any process. A moved link may therefore (logically at least) have 
messages inside, waiting to be received at the moving end. In keep· 
ing with the comment above about stop-and-wait protocols, and to 
prevent complete anarchy, a process is not permitted to move a link 
on which it has sent unreceived messages, or on which it owes a 
reply for an already-received request 
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Kernel Requirements 
To permit an implementation of LYNX, an operating system 

kernel must provide processes, communication primitives. and a 
naming mechanism that can be used to build links. The major 
questions for the designer are then 1) how are links to be 
represented? and 2) how are RPC·style request and reply messages 
to be transmitted on those links? It must be possible to move links 
without losing messages. In addition. the termination of a process 
must destroy all the links attached to that process. Any attempt to 
send or receive a message on a link that has been destroyed must 
fail in a way that can be reflected back into the user program as a 
run-time exception. 

The Charlotte Implementation 

Oven'iew of Charlotte 
Charlotte (3, 9] runs on the Crystal multicomputer [8], a col· 

lection of 20 VAX UnSO node machines connected by a 10· 
Mbit/second token ring from Proteon Corporation. 

The Charlotte kernel is replicated on each node. It provides 
direct support for both processes and links. Charlotte links were the 
original motivation for the circuit abstraction in LYNX. As in the 
language, Charlotte links are two directional. with a single process at 
each end. As in the language, Charlotte links can be created, des­
troyed, and moved from one process to another. Charlotte even 
guarantees that process termination destroys all of the process's 
links. It was originally expected that the implementation of 
LYNX ·style interprocess communication would be almost trivial. 
As described in the rest of this ~ection. that expectation turned out 
to be naive. · 

Kernel calls in Charlotte include the following: 

MakeLink (var end!, end2 : link) 
Create a link and return references to its ends. 

Destroy (myend : link) 
Destroy the link with a given end. 

Send (L : link; buffer : address: length : integer: enclo~ure : link) 
Start a send activity on a given link end. npricmally enclosing 
one end of some other link. 

Receive (L : link; buffer : address: length 1megerl 
Start a receive activity on a given lmk .:at.i. 

Cancel (l: link; d : direction) 
Attempt to cancel a previously-started '\end or receive activity. 

Wait (var e : description) 
Wait for an activity to complete. and return its description (link 
end. direction, length, enclosure). 

All calls return a status code. All but Wait are guaranteed to com­
plete in a bounded amount of time. Wait blocks the caller until an 
activity completes. 

The Charlotte kernel matches send and receive activities. It 
allows only one outstanding activity in each direction on a given end 
of a link. Completion must be reported by Wait before another 
similar activity can be started. 

Implementation of LYNX 
The language run-time package represents every LYNX link 

with a Charlotte link. It uses the activities of the Charlotte kernel to 
simulate the request and reply queues described in section 2.1. It 
starts a send activity on a link whenever a process attempts to send 
a request or reply message. It starts a recehe activity on a link 
when the corresponding request or reply queue is opened. if both 
were closed before. It attempts to cancel a pre\ 1ous·scarted receive 
activity when a process closes its request queue. if the reply queue is 



also closed. The multiplexing of reque5t and reply queues onto 
receive activities was a major source of problems for the implemen­
tation effort. A second source of problems was the inability to 
enclose more than one link in a single Charlotte message. 

Screening Messages. For the vast majority of remote 
operations, only two Charlotte messages are required: one for the 
request and one for the reply. Complications arise. however, in a 
number of special cases. Suppose that process A requests a remote 
operation on link L. 

L 

\ request 
------------------;> 

Process B receives the request and begins serving the operation. A 
now expects a reply on L and starts a receive activity with the ker­
nel. Now suppose that before replying B requests another operation 
on L, in the reverse direction (the coroutine mechanism mentioned 
in section 2 makes such a scenario entirely plausible). A will receive 
B's request before the reply it wanted. Since A may not be willing 
to serve requests on L at this point in time (its request queue is 
closed), B is not able to assume that its request is being served sim­
ply because A has received it. 

A similar problem arises if A opens its request queue and 
then closes it again, before reaching a block point. In the interests 
of concurrency, the run-time support routines will have posted a 
Receive with the kernel as soon as the queue was opened. When 
the queue is closed, they will attempt to cancel the Receive. If B 
has requested an operation in the meantime, the Cancel will fail. 
The next time A's run-time package calls Wait, it will obtain 
notification of the request from B, a message it does not want. 
Delaying the start of receive activities until a block point does not 
help. A. must still start activities for all its open queues. It will con­
tinue execution after a message is received from exactly one of those 
queues. Before reaching the next block point, it may change the set 
of messages it is willing to receive. 

It is tempting to let A buffer unwanted messages until it is 
again willing to receive from B, but such a solution is impossible for 
two reasons. First, the occurrence of exceptions in l. Y!\X can 
require A to cancel an outstanding Send on L. If B has already 
received the message (inadvertently) and is buffering it internally, 
the Cancel cannot succeed. Second, the scenario in which .\ 
receives a request but wants a reply can be repeated· an arbitrary 
number of times, and A cannot be expected to provide an arbitrary 
amount of buffer space. 

A must return unwanted messages to 8. In addition to the 
request and reply messages needed in simple situations, the imple­
mentation now requires a retry message. Retry is a negative ack­
nowledgment. It can be used in the second scenario above, when A 
has closed its request queue after receiving an unwanted message. 
Since A will have no Receive outstanding, the re-sent message from 
B will be delayed by the kernel until the queue is re-opened. 

In the first scenario, unfortunately, A will still have a Receive 
posted for the rep'!y it wants from B. If A simply returned requests 
to B in retry messages, it might be subjected to an arbitrary number 
of retransmissions. 'To prevent these retransmissions we must intro­
duce the forbid and allow messages. Forbid denies a process the . 
right to send requests (it is still free to send replies). Allow restores 
that right. Retry is equivalent to forbid followed by allow. It can be 
considered an optimization for use in cases where no replies are 
expected, so retransmitted requests will be delayed by the kernel. 

Both forbid and retry return any link end that was enclosed in 
the unwanted message. A process that has received a forbid mes­
sage keeps a Receive posted on the link in hopes of receiving an 
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allow message.1 A process that has 8ent a forbid message 
remembers that it has done so and sends an allow message as soon 
as it is either willing to receive requests (its request queue is open) 
or has no Receive outstanding (so the kernel will delay all messages). 

Moving Multiple Links. To move more than one link 
end with a single LYNX message, a request or reply must be bro­
ken into several Charlotte messages. The first packet contains non­
link data, together with the first enclosure. Additional enclosures 
are passed in empty enc messages (see figure 2). For requests, the 

L 

simple case 

connect - - - - - - - -r:qu_e~t - - - - - - ;> accept 
compute <: _______ r~p~Y- _ _ _ _ _ _ _ _ reply 

multiple enclosures 

connect --------~qu:~------;> 
go ahead <:------------------

---------~~-------;> 

---------~~--------:> 

accept 

compute 
<: ------!~P~Y- - - - - - - - - reply 

enc <:------------------
enc <:------------------

figure 2: link enclosure protocol 

receiver must return an explicit goahead message after the first 
packet so the sender can tell that the request is wanted. No goahead 
is needed for requests with zero or· one enclosures, and none is 
needed for replies, since a reply is always wanted. 

One consequence of packetizing LYNX messages is that links 
enclosed in unsuccessful messages may be lost. Consider the follow­
ing chain of events: 

a) Process A sends a request to process B, enclosing the end of a 
link. 

b) B receives the request unintentionally; inspection of the code 
allows one to prove that only replies were·wanted. 

c) The sending coroutine in A feels an exception, aborting the 
request. 

d) B crashes before it can send the enclosure back to A in a forbid 
message. From the point of view of language semantics., the 
message to B was never sent, yet the enclosure has been lost. 
Under such circumstances the Charlotte implementat10n cannot 
conform to the language reference manual. 

The Charlotte implementation also disagrees with . the 
language definition when a coroutine that is waiting for a reply mes­
sage is aborted by a local exception. On the other end of the link 

1 This of OOUISe makes it vulnerable to receiving unwanted messages 
itself. 



the server should feel an exception when it attempts to send a no­
longer-wanted reply. Such exceptions are not provided under Char­
lotte because they would require a final, top-level acknowledgment 
for reply messages. increasing message traffic by 50%. 

Measurements 
The language run-time package for Charlotte consists of just 

over 4000 lines of C and 200 lines of VAX assembler. compiling to 
about 21K of object code and data. Of this total. approximately 
45% is devoted to the communication routines chat interac• wich che 
Charlotte kernel, including perhaps SK for unwanted me>sages and 
multiple enclosures. Much of chis space could be saved with a more 
appropriate kernel interface. 

A simple remote operation (no enclosures) reqmres approxi· 
matelv 57 ms with no data transfer and about 65 ms with 1000 bytes 
of pa~ameters in both directions. C programs that make che same 
series of kernel calls require 55 and 60 ms, respectively. In addition 
to being rather slow, the Charlotte kernel is highly sensitive to che 
ordering of kernel calls and to che interleaving of calls by indepen­
dent processes. Performance figures should therefore be regarded as 
suggestive. not definitive. The difference in timings between LYNX 
and C pr11!;\rams is due to efforts on the part of the run-time pack­
age to gather and scatter parameters. block and unblock coroutines, 
establish default exception handlers. enforce flow control, perform 

rlfype checking, update tables for enclosed links. and make sure the 
links are valid. 

The SODA Implementation 

Overview of SODA 
As part of his Ph. D. research [12, 13], Jonathan Kepecs set 

out to design a minimal kernel for a multicomputer. His 
"Simplified Operating system for Distributed Applications" might 
better be described as a communications protocol for use on a 
broadcast medium with a very large number of heterogeneous 
nodes. 

Each node on a SODA network consists of two processors: a 
client processor, and an associated kernel processor. The kernel 
processors are all alik.:. They are connected to the network and 
communicate with their client processors through shared memory 
and interrupts. Nodes are expected to be more numerous than 
processes, so client processors are not multi-programmed. 

Every SODA process has a unique id. It also advertises a col­
lection of names to which it is willing to respond. There is a kernel 
call to generate new names. unique over space and time. The dis­
cover kernel call uses unreliable broadcast in an attempt to find a 
process that has advertised a given name. 

Processes do not necessarily send messages, rather they 
request the transfer of data. A process that is interested in com­
munication specifies a name. a process id. a small amount of out­
of-band information, the number of bytes it would like to send and 
the number it is willing to receive. Since either of the last two 
numbers can be zero. a process can request to send data. receive 
data, neither. or both. The four varieties of request are termed put. 
get. signal. and exchange, respectively. 

Processes are informed of interesting events by means of 
software interrupts. Each process establishes a single handler which 
it can close temporarily when it needs to mask out interrupts. A 
process feels a software interrupt when its id and one of its adver­
tised names are specified in a request from some other process. The 
handler is provided with che id of the requester and the arguments 
of the request, including the out-of-band information. The inter­
rupted process is free to save the information for future reference. 

At any time, a process can accept a request that was made of 
it at some time in the past. When it does so, the request is com­
pleted (data is transferred in both directions simultaneously). and 
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the requester feels a software interrupt informing it of the comple­
tion and providing it with a small amount of out-of-band informa­
tion from the accepter. Like the requester. the accepter specifies 
buffer sizes. The amount of data transferred in each direction is the 
smaller of che specified amounts. 

Completion interrupts are queued when a handler is busy or 
closed. Requests are delayed; the requesting kernel retries periodi­
cally in an attempt to get through (the requesting user can proceed). 
If a process dies before accepting a request. the requester feels an 
interrupt chat informs it of the crash. 

A Different Approach to Links 
A link in SODA can be represented b~ a pair of unique 

names, one for each end. A process that oy,ns an end of a link 
advertises the associated name. Every proce% knows the names of 
the link ends it owns. Every process keeps a hint as to the current 
location of the far end of each of its links. The hints can be wrong, 
but are expected to work most of the time. 

A process that wants to send a LYNX message, either a 
request or a reply, initiates a SODA put to the process it thinks is 
on the other end of the link. A proces~ moves link ends by enclos­
ing their names in a message. When the message is SODA-accepted 
by the receiver, the ends are understood to have moved. Processes 
on the fixed ends of moved links will have incorrect hints. 

A process that wants to receive a LYNX message, either a 
request or a reply, initiates a SODA signal to the process it thinks is 
on the other end of the link. The purpose of the signal is allow the 
aspiring receiver to tell if its link is destroyed or if its chosen sender 
dies. In the latter case. the receiver will feel an interrupt informing 
it of the crash. In the former case, w.c require a process that des· 
troys a link to accept any previously-posted status signal on its end. 
mentioning the destruction in the out-of-band information. We also 
require it to accept any omstanding put request, but with a Lero· 
length buffer. and again mentionmg the destruction in the out-or~ 
band informalion. After clearing the >ignals and puts, the proces~ 
can unadvertise the name of the end and forget that it ever existed. 

Suppose now that process A has a link L to process C and 
that it sends its end to process B. 

message --~ _;J ___ ---~ 

B 
0-8 

L 
before after / 

0:f 
If C wants to send or receive on L, but B terminates after receiving 
L from A, then C must be informed of the termination so it knows 
that L has been destroyed. C will have had a SODA request posted 
with A. A must accept this request so that C knows to watch B 
instead. We therefore adopt the rule that a process that moves a 
link end must accept any previously-posted SODA request from the 
other end. just as it must when it destroys the link. It specifies a 
zero-length buffer and uses the out-of-band information to tell the 
other process where it moved its end. In the above example, C will 
re-start its request with B instead of A. 



The amount of work involved in movmg a link end is very 
small, since accepting a request does not even block the accepter. 
More than one link can be enclosed in the -.a.me message with no 
more difficulty than a single end. If the fixed end of a ;;oving link 
is not in active use, there is no expense involved at all. In the abo\e 
example, if C receives a SODA request frum B. it >Nill know that I. 
has moved. 

The only real problems occur when an end of a dormant link 
is moved. If our example, if L is first used by C after it is moved. C 
will make a SODA request of A, not B. since its hint is out-of-date. 
There must be a way to fix the hint. If each process keeps a cache 
of links it has known about recently, and k:eep., the names of those 
links advertised, then A may remember it sent L to B, and can tell 
C where it went .If A has forgotten, C can use the discover com­
mand in an attempt to find a process that knows about the far end 
ofL. 

A process that is unable to find the far end of a link must 
assume it has been destroyed. If L exists. the heuristics of caching 
and broadcast should suffice to find it in the vast majority of cases. 
If the failure rate is comparable to that of other "acceptable" errors. 
such as garbled messages with "valid" checksums, then the heuris· 
tics may indeed be all we ever need. 

Without an actual implementation to measure, and without 
reasonable assumptions about the reliability of SODA broadcasts. it 
is impossible to predict the success rate of the heuristics. The 
SODA discover primitive might be especiiilly strained by node 
crashes. since they would tend to precipitate a large number of 
broadcast searches for lost links. If thC' heuristics failed too often, a 
fall·back mechanism would be needed. 

Several absolute algorithms t:an h~ Jev1sed for finding miss· 
ing links. Perhaps the simplest looks like :h1;· 

• Every proces~ advertises a freeze name. When C discovers its 
hint for L is bad, it posts a SODA request on i:he freeze name 
of every process currently in existence· (SODA makes it easy to 
guess their tds). It includes the name '•f L in the request. 

• Each process accepts a freeze request immediately, ceases exe­
cution of everying but its own searches (if any), increments a 
counter. and poses an unfreeze request with C. If it has a hint 
for L, it includes that hint in the freeze accept or the unfreeze 
request. 

• When C obtains a new hint or has unsuccessfully queried 
everyone, it accepts the unfreeze requests. When a frozen pro­
cess feels an interrupt indicating that its unfreeze request has 
been accepted or that C has crashed, it decrements its counter. 
If the counter hits zero, it continues execution. The existence 
of the counter permits multiple concurrent searches. 

This algorithm has the considerable disadvantage of bringing every 
LYNX process in existence to a temporary halt. On the other hand, 
it is simple, and should only be needed when a node crashes or a 
destroyed link goes unused for so long that everyone has forgotten 
about it. 

Potential Problems. As mentioned in the introduction, 
the SODA version of LYNX was designed on paper only. An 
actual implementation would nee& to address a number of potential 
problems. To begin with, SODA places a small, but unspecified. 
limit lln the ~ize of the out-of-band information for request and 
accept. If all the self-descriptive information included in messages 
under Charlotte were to be provided out-of-band. a minimum of 
about 48 bits would be needed. With fewer bits available, some 
!nformation would have to be included in the messages themselves. 
as in Charlotte. 

A second potential problem with SODA invol~es another 
unspecified constant: the permissible number of outstanding 
requests between a given pair of processes. The implementation 
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described in the previous section would work easily if the limit were 
large enough to accommodate three requests for every link between 
the processes (a LYNX-request put, a LYNX-reply put, and a status 
signal). Since reply messages are always wanted (or can at least be 
discarded if unwanted), the implementation could make do with two 
outstanding requests per link and a single extra for replies. Too 
small a limit on outstanding requests would leave the possibility of 
deadlock when many links connect the same pair of processes. In 
practice. a limit of a half a dozen or so is unlikely to be exceeded (it 
implies an improbable concentration of simultaneously-active 
resources in a single process), but there is no way to reflect the limit 
to the user in a semantically-meaningful way. Correctness would 
start to depend on global characteristics of the process­
interconnection graph. 

Predicted Measurements 
Space requirements for run-time support under SODA would 

reflect i:he lack of special cases for handling unwanted messages and 
multiple enclosures. Given the amount of code devoted to· such 
problems in the Charlotte implementation, it seems reasonable to 
expect a savings on the order of 4K bytes. 

For simple messages, run-time routines under SODA would 
need to perform most of the same functions as their counterparts for 
Charlotte. Preliminary results with the Butterfly implementation 
(described in the following section) suggest that the lack of speciaf! 
cases might save some time in conditional branches and subroutine 
calls. but relatively major differences in run-time package overhead 
appear to be unlikely. 

Overall performance. including kernel overhead, is harder to 
predict. Charlotte has a considerable hardware advantage: the only 
implementation of SODA ran on a collection of PDP-ll/23's with a 
1-Mbit/second CSMA bus. SODA, on the other hand, was 
designed with speed in mind. Experimental figures reveal that for 
small messages SODA was three times as fast as Charlotte.2 Char­
lotte programmers made a deliberate decision to sacrifice efficiency 
in order to keep the project manageable. A SODA version ·of 
LYNX might well be intrinsically faster than a comparable version 
for Charlotte. 

The Chrysalis Implementation 

Overview of Chrysalis 
The BBN Butterfly Parallel Processor (4] is a 68000-based 

shared-memory multiprocessor. The Chrysalis operating system 
provides primitives, many of them in microcode, for the manage­
ment of system abstractions. Among these abstractions are 
processes, memory ohjects. event hlocks, and dual queues. 

Each process runs in an address space that can span as many 
as one or two hundred memory objects. Each memory object can 
be mapped into the address spaces of an arbitrary number of 
processes. Synchronization of access to shared memory is achieved 
through use of the event blocks and dual queues. 

An event block is similar to a binary semaphc ·e. except that 
1) a 32-bit datum can be provided to the V operation, to be 
returned by a subsequent P. and 2) only the owner of 1n event 
block can wait for the event to be posted. Any process that know-; 
the name of the event can perform the post operation. rhe most 
common use of event blocks 1s in conjunction with dual queues. 

A dual queue is so named because of its ability to hold either 
data or event block names. A queue containing data is a simple 
bounded buffer, and enque1.1.: . .md dequeue operations proceed as 

2 The difference is less dramatic thr larger messages; SODA's slow 
network exacted a heavy roll. The figures hreai c:ven somewhere between 
lK and 2K bytes. 



one would expect. Once a quet1e becomes empty, however, subse­
quent dequeue operations actu.1lly eno;ict1P event block names, on 
which the calling proces,cs :an "'aiL \ n enqueue operation on a 
queue containing event blo<. k nJJTles Ktua11' posts a quoed event 
instead of adding its datum to the queue. 

A Third Approach to Links 
In the Butterfly implementation of L Y'iX, every process allo­

cates a single dual queue and event block through which to receive 
notifications of messages sent and received. A link is represented by 
a memory object, mapped into the address spaces of the two con­
nected processes. The memory object contains buffer space for a 
single request and a single reply in each direction. It also contams J 

set of flag bits and the names of the dual queues for the processes at 
each end of the link. When a process gathers a message into a 
buffer or scatters a message out of a buffer into local vanables. it 
sets a flag in the link object (atomically) and then enqueues a notice 
of its activity on the dual queue for the process at the other end or 
the link. When the process reaches ,1 block point it attempt;; to 
dequeue a notice from its own dual queue, waiting if the queue is 
empty. 

As in the SODA implementation, link movement relies on a 
system of hints. Both the dual queue names in link objects and the 
notices on the dual queues themselves are considered to be hints. 
Absolute information about which link ends belong to which 
processes is known only to the owners of the ends. Absolute infor­
mation about the availability of messages in buffers is contained 
only in the link object flags. Whenever a process dequeues a notice 
from its dual queue it checks to see that it owns the mentioned link 
end and that the appropriate flag is set in the corresponding object. 
If either check fails, the notice is discarded. Every change to a flag 
is eventually reflected by a notice on the appropriate dual queue, 
but not every dual queue notice retlects a change to a tlag. .\ link is 
moved by passmg the (address-space-independent) name of its 
memory object in a message. When the message is received. the 
sending process removes the memory object from its address space. 
The receiving process maps the object into its address space, 
changes the information in the object to name its own dual queue. 
and then inspects the flags. It enqueues notices on its own dual 
queue for any of the flags that are set. 

Primitives provided by Chrysalis make Jtomtc changes to 
flags extremely inexpensive. Atomic changes to quantities larger 
than 16 bits (including dual queue names) are relatively costly. The 
recipient of a moved link therefore write~ the name of its dual 
queue into the new memory object in a non-atomic fashion. It is 
possible that the process at the non-moving end of the link will read 
an invalid name, but only .:ijier setting tlags. Since the recipient 
completes its update of the dual-queue name before inspecting the 
flags, changes are never overlooked. 

Chrysalis keeps a reference count for each memory object. 
To destroy a link, the process at either end secs a flag bit in the link 
object, enqueues a notice on the dual queue for the process at the 
other end, unmaps the link object from its address space, and 
informs Chrysalis that the object can be deallocated when its refer­
ence count reaches zero. When the process at the far end dequeues 
the destruction notice from its dual queue. it confirms the notice by 
checking it against the appropriate flag and then unmaps the link 
object. At this point Chrysalis notices that the reference count has 
reached zero, and the object is reclaimed. 

Before terminating, each process destroys all of its links. 
Chrysalis allows a process to catch all exceptional conditions that 
might cause premature termination, including memory protection 
faults, so even erroneous processes can clean up their links before 
going away. Processor failures are currently not detected. 
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Preliminary Measurements 
The Chrysalis implementation nf LYNX. has only recently 

become available. It consists of approximately >600 Imes of C Jnd 
200 lines of assembler, compiling to 15 or 16K bytes of object code 
and data on the 68000. Both measures are appreciably smaller than 
the respective figures for the Charlotte implementation. 

Message transmission times are also faster on the Butterfly, 
by more than an order of magnitude. Recent tests indicate that a 
simple remote operation requires about 2.4 ms with no data transfer 
and about 4.6 ms with 1000 bytes of parameters in both directions. 
Code tuning and protocol optimizations now under development are 
likely to improve both figures by 30 to 40%. 

Discussion 
Even though the Charlotte kernel provides a higher-level 

interface than does either SODA or Chrysalis, and even though the 
communication mechanisms of L Y'.'JX were patterned in large pan 
on the primitives provided by Charlotte. the implementations nf 
LYNX for the latter two systems are smaller. simpler, and faster. 
Some of the difference can be attributed to duplication of effort 
between the kernel and the language run-time package. Such dupli­
cation is the usual target of so-called end-to-end arguments [18]. 
Among other things, end-to-end arguments observe that each level 
of a layered software system can only eliminate errors that can be 
described in the context of the interface to the level above. Overall 
reliabilitv must be ~nsured at the application level. Since end-to­
end che~ks generally catch all errors, low-level checks are redun­
dant. They are JUsufied only tf errors occur frequently enough to 
make early Jetecuon ess.:nual 

LYNX rounnes rievcr pass Charlotte an invalid link end. 
Thev never specify an imposstble buffer address or length. They 
nev~r try to send on a movmg end or enclose an end on itself. To a 
certain extent ;:hey provtde their 0wn top-level acknowledgments. rn 
the form of goahead. retry. and forhid messages, and in the 
confirmation of operation names and tv cs implied by a reply me' 
sage. They would provide additional acknowledgments for the 
replies themselves if they were not 'o expensive. For the users •Jf 
LYNX, Charlotte wastes ume by checkmg these things itself. 

Duplication alone. hoy,e,er cannot account for the wide 
disparity in complemy and efficiency between the three L Y'\iX 
implementations. \fost of the d1fferenu!s appear to be due to the 
difficulty of adapting higher-level Charlotte ;:irimitivcs to the needs 
of an application for which they arc aiino<;t. but not quite. correct. 
In comparison to Charlotte, the language run-time packages for 
SODA and Chrysalis can 

(1) move more than one link in a message 

(2) be sure that all received messages arc wanted 

(3) recover the enclosures in aborted messages 

(4) detect all the exceptional conditions described m the language 
definition. without any extra acknowledgments. 

These advantages obtain precisely because the facilities for man.ig· 
ing virtual circuits and for screening incoming messages are not pro­
vided by the kernel. By moving these functions into the language 
run-time package, SODA and Chrysalis allow the implementation to 
be tuned specifically to LYNX. In addition. by maintaining the 
flexibility of the· kernel interface they permit equally efficient 
implementations of a wide variety of other distributed languages, 
with entirely different needs. 

It should be emphasized that Charlotte was not originally 
intended to support a distributed programming language. Like the 
designers of most similar systems, the Charlotte group . expected 
applications to be written directly on top of the kernel. Without the 
benefits of a high-level language, most programm~rs probably would 



p-reter the comparatively powerful facilities of Charlotte to the com­
paratively primitive facilities of SODA or Chrysalis. With a 
language. however. the level of abstraction of under!ymg software is 
no longer of concern to the average programmer. 

For the consideration of designers of future languages and 
systems. we can cast our experience with LYNX in the fonn of the 
following three lessons: 

Lesson one: Hints can be better than absolutes. 
The maintenance of consistent, up-to-date, distributed informa­
tion is often more trouble than it is worth. It can be consider­
ably easier to rely on a system of hints, so long as they usually 
work, and so long as we can tell when they fail. 

The Charlotte kernel admits that a link end has been moved 
only when all three parties agree. The protocol for obtaining 
such agreement was a major source of problems in the kernel, 
particularly in the presence of failures and simultaneously­
moving ends [3]. The implementation of links on top a/SODA 
and Chrysalis was comparatively easy. It is likely that the 
Charlotte kernel itself would be simplified considerably by 
using hints when moving links. 

Lesson two: Screening belongs in the application layer. 
Every reliable protocol needs top-level acknowledgments. A 
distributed operating system can attempt to circurn vem this 
rule by allowing a user program to describe in advance the 
sorts of messages it would be willing to acknowledge if thev 
arrived. The kernel can then issue acknowledgments on the 
user's behalf. The shortcut only works if failures do not occur 
between the user and the kernel, and if the descriptive facilities 
in the kernel interface are sufficiently rich to specify precisely 
which messages are wanted. In LYNX, the termination of a 
coroutine that was waiting for a reply can be considered to be a 
"failure" between the user and the kernel. More important, 
the descriptive mechanisms of Charlotte are unable to distin­
guish between requests and replies on the same link. 

SODA provides a very general mechanism for screening mes­
sages. Instead of asking the user to describe its screening func­
tion. SODA allows it to provide that function itself. In effect, 
it replaces a static description of ,desired messages with a for­
mal subroutine that can be called when a message arrives. 
Chrysalis provides no messages at ail, but its shared-memory 
operations can be used to build whatever style of screening is 
desired. 

Lesson three: Simple primitives are best. 
From the point of view of the language implementor, the 
"ideal operating system" probably lies at one of two extremes: 
it either provides everything the language needs, or else pro­
vides almost nothing, but in a flexible and efficient form. A 
kernel that provides some of what the language needs, but not 
all, is likely to be both awkward and slow: awkward because it 
has sacrificed the flexibility of the more primitive system, slow 
because it has sacrificed its simplicity. Clearly, Charlotte could 
be modified to support all that LYNX requires. The changes, 
however, would not be trivial. Moreover, they would probably 
make Charlotte significantly larger and slower, and would 
undoubtedly leave out something that some other language 
would want. 

A high-level interface is only useful tn those applications for 
which its abstractions are appropriate. An application that 
requires only a subset of the features provided by an underly­
ing layer of software must generally pay for the whole set any­
way. An application that requires feature~ h1Jden by an under­
lying layer may be difficult or 1mpo~sible w build. For 
general-purpose computing a distributed operating ~ystem must 
support a wide variety of languages and applications. In such 
an environment the kernel interface will need to be relatively 
primitive. 
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Abstract 

DRAGON SIA YER is a distributed operating system 
for microprocessor based networks. It is currently 
implemented on a Carrier Sense Multiple Access 
(CSMA) network of 16 Leading Edge PCs. It provides 
message passing and uses a standard client/server 
model. A unique aspect of the system is the lack of 
any global process existence, global system kernel or 
central authority. In this paper, we explain our use of 
broadcast messaging and our mechanism for consistent 
and unique process naming. We achieve fair resource 
scheduling without any assumption on global 
management or control using a novel distributed 
algorithm derived from constructions using the Theory 
of Interaction Systems. Further, we address the 
usefulness of DRAGON SIA YER for dealing with 
data integrity in distributed data bases, for distributed 
vision processing applications, and for providing 
cheap, efficient, robust solutions for real-time process 
control problems in automatic manufacturing 
(factory-of-the-future). 

Introduction 

An increasing number of operating systems for 
distributed applications on microprocessor networks 
have been developed during the past five or six years. 
If one considers as typical and established examples 
the Stanford V-Kernel [6,7] or the INRIA CHORUS 

· [1,2,9] systems, one finds that in order to achieve a 
high modularity and flexibility at design and run time, 
all communication is based on message passing 
mechanisms. These systems create and maintain global 
name tables at every site through a remainder central 
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service, a global kernel. Such an architecture makes 
sense in a local area network, with a central node 
responsible for message handling, name tables, process 
scheduling, managing large data files, etc., and with a 
standard connection (Ethernet). In a network with peer 
authority at all nodes, there should be no asymmetrical 
solution to handling control and management 
problems. Asymmetric solutions can cause undesirable 
message overheads in view of envisioned large 
distances between nodes of future distributed systems. 
Also, systems built on a master-slave relationship are 
vulnerable to failure since a master breakdown 
immediately halts all communication. 

With DRAGON SIA YER, a successful attempt has 
been made to develop and implement a distributed 
operating system without any form of centralized 
service or global kernel. We are not aware of any other 
system of this type. In DRAGON SIA YER, resource 
management has been distributed to the process level, 
requiring that we solve the general conceptual problem 
of fair distributed resource scheduling. Since 
resources or server processes are normally available at 
several sites, we insure that a set of resources 
requested by a process will eventually be assigned so 
long as such resources are available anywhere in the 
system. This restriction holds even if server processes 
initially dedicated to providing the requested resources 
fail (e.g. through node or link communication failures). 
Our system is therefore extremely robust. Robustness 

and peer authority at all nodes were major design goals 
for DRAGON SIA YER. In our paper, we describe the 
main ideas and structures of this development. 

After explaining the hardware configuration for our 
current implementation, we mention our integration of 
available software (MS-DOS) and the principles 
behind our system construction. We discuss the 
particularities of our message passing mechanism, 
broadcast messages and distributed naming scheme. A 
detailed outline is given of our distributed process 
scheduling and resource allocation handling algorithm. 



In order to construct the needed distributed algorithm, 
we made use of formal results of the Theory of 
Interaction Systems, enhancing a deadlock-free, but 
not necessarily fair, algorithm by J. Winkowski [19) 
which was already in a suitable format and which was 
the first algorithm presented for this purpose which 
placed no unrealistic restrictions on the behavior of the 
processes involved. This algorithm and the formal 
background mentioned are specified in an appendix. 
Finally, the conceptual and developmental 
achievements of the DRAGON SLAYER operating 
system are discussed in light of existing solutions and 
of similar conceptual results. We point out the 
advantages of completely distributed operating 
systems like DRAGON SLAYER for future distributed 
applications in real-time processing 
(factory-of-the-future). We also discuss how 
DRAGON SLAYER provides for cheap, efficient, 
robust implementations of distributed algorithms for 
canonical vision tasks. 

1. The Hardware Environment 

DRAGON SLAYER was targeted for use on a network 
of Intel 8088 or 8086 based systems. It currently runs 
on a Carrier Sense Multiple Access (CSMA) network 
of 16 Leading Edge Personal Computer systems. 
These systems each contain 512K of local memory, a 
memory mapped character display and two 320k byte 
floppy disk drives (see figure 1). The systems are 
interconnected with a 1 Megabit per second network. 
Two of the systems have printers connected to them, 
two of the systems are connected via 9600 BAUD lines 
to the university mainframe host and one of the 
systems has an additional 10 megabyte disk drive (see 
figure 2). None of the individual systems is truly 
dedicated to any particular function, and the operating 
system kernel resident on any given system has not 
been tailored to augment particular functions. 
However, the systems to which the printers are 
connected must function as print servers at some time, 
the systems connected to the mainframe host must 
serve as gateways and the system connected to the 
winchester disk must serve as a file server. Our 
intention has been to allow each system to fulfill its 
service function without requiring dedication to that 
particular function. 

2. The Software Environment 

The DRAGON SLAYER system functions within and 
augments the operation of the MS-DOS or PC-DOS 
operating system, a single user operating system not 
designed to allow process communication, multiprocess 
execution, multitasking, concurrency or parallel 
program execution. Of chief concern during the design 
and construction of DRAGON SLAYER has been the 
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philosophical imperative that MS-DOS functions 
would be unchanged and available to user processes. 
We have deviated from that philosophy as little as 
possible. Maintaining the MS-DOS functions has 
allowed development of applications under existing 
MS-DOS program development tools. Most user 
programs that currently can run under MS- DOS 
continue to run under DRAGON SLAYER's guidance. 
No disk or other hardware support facilities, other than 
network message facilities have been added. One clear 
advantage to using this approach was our ability to add 
a few procedures to TURBO PASCAL, a commercially 
available version of PASCAL for Personal Computer 
systems, and create a usable multiprogramming 
language in which to develop our application base. 

3. Principles of System Construction 

The DRAGON SLAYER System is based on the 
client/server model which is common to many of 
today's distributed systems[l,2). System resources 
are provided to the client processes through server 
processes while the operating system attempts to 
ensure fairness of resource allocation and efficiency of 
operation. When a client process wishes to use a 



Figure 3. 

Client/server Model 

particular system resource it must request use of that 
resource from the resource server and then become a 
client of the resource server (see figure 3). The use of 
self scheduling servers without global control of 
resources introduces a conceptual problem of 
synchronization and fair resource scheduling that is not 
present in systems which feature centralized scheduling 
strategies. Our system requires that processes follow a 
strict model for resource request and use. 

The resource client is insulated from the . details of 
handling a particular resource by the server which 
presents a well defined interface, an abstr:act or virtual 
resource, to the client process. In the DRAGON 
SI.A YER system, the client and server are further 
insulated by the necessity of communicating through 
use of the message passing primitives provided by the 
operating system. All server interfaces are defined in 
terms of the messages sent to the server by client 
processes. 

The DRAGON SI.A YER system has been developed 
without any form of central control. As a result, client 
and server processes act with a maximum amount of 
process autonomy and a large share of the 
responsibility for allowing the system to function 
properly. As in other message passing environments, 
DRAGON SI.A YER processes, compete for access to 
resources which are available only for one of them at a 
time, and can be considered as members of 
temporarily groups of processes requesting overlapping 
sets of resources. However, we have no main process 
or group manager, and the group members do not have 
information about other group members other than 
information available from the resources over which, 
peers may compete. The sequence of activities through 
which a process accesses a mutually exclusive set of 
resources needed for a particular process step or 
critical section are as follows: 
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1. Establish a list of servers on the system. 
2. Request commitment from servers in the resource list. 

3. Initiate processing, once the resourcesiservices are available. 

4. Return resources and 
S. Free the servers. 

Once a process reaches step five, it may either 
terminate existence or return to step two and initiate 
another processing cycle in which it utilizes a new set 
of resources. The main process may look for new 
resource servers to add to its list at any time. 

4. Message Passing 

The DRAGON SI.A YER operating system incorporates 
novel concepts in.process addressing and organization. 
It is a message passing operating system based on a 
standard client/server model. The sending mechanism 
is displayed in figure 4. Unique aspects of this work 
include the lack of use of any global process existence, 
name or address table, and the use of only 
asynchronous non-blocking messages. Each processor 
on the network has a unique name assigned in 
hardware on the network interface board. Each active, 
memory resident process has a unique name composed 
of the name of the processor on which it resides and 
the segment-offset address of the first byte of 
executable code within the process. (In this way 
unique process naming is an indirect product of a 
process coming into existence at a node.) The 
mechanism utilized to locate a process is the universal 
broadcast primitive of the message passing function. 
This primitive replicates a transmitted message to all 
processes troughout the network system. As every 
process instantiation will receive a copy of such a 
message, locating the process becomes the act of 
sending an "are you there" message and receiving a 
"yes I am" reply. Once two processes have exchanged 
addresses they can communicate directly. The lack of 
any centralized numbering or naming convention 
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allows the user complete flexibility in the broadcast 
messages which he wishes to use and to which he 
wishes to respond. (Obviously, if a user wishes to 
communicate with a printer he will have to obey the 
semantics of the messagesof printer servers.) Message 
passing and interprocess communication is handled 
through the functions of message buffer request, 
message buffer free, message send and message 
retrieve. Message buffer request is used to obtain a 
free message buffer from the operating system. This 
buffer may be used to transport information from one 
process to another. Message buffer free is used to 
return a used buffer to the operating system. Message 
send is used to request that a message buffer be 
transported from the current creating process to the 
process or processes identified as recipients of that 
message. Message buffer retrieve is used by a process 
to examine any message buffers that have been sent to 
it. Messages consist of a destination address, sender's 
address, control information and text information. 
High level interface functions remove the possibility of 
loss of message buffers by providing composite 
functions that properly integrate requests for, and 
release of, buffers. Message buffers are maintained in 
independent local pools. Each node maintains its local 
pool. 

The sender's address is always the three part segment 
number I offset number I processor number address 
of the sending process. The destination address is 
either the specific segment I offset I processor address 
of the desired process or may be specified as a 
broadcast message to be delivered to all processes on 
all systems. 

5. Process Scheduling 

Each processor is engaged in scheduling the execution 
of the processes that are locally memory resident. 
Ready-to-run processes are scheduled for execution 
in a round-robin order. A process is deemed ready to 
run if its timer has been decremented to zero or if it 
has a message pending. A key problem in process 
scheduling is fairness, sometimes called 
starvation-freeness. Requested resources must be 
available after some finite time. Because a server can 
join more than one group simultaneously it is possible 
that processes in each of two groups may 
simultaneously attempt to utilize their shared 
resources. We achieve fairness in deciding conflicts 
between clients using a distributed algorithm which can 
be outlined as follows: 

For entering one of its critical sections, say cs(l), a 
process P must proceed through the sequence of 
activities mentioned in section 3. Communication, 
broadcast or direct, would have to occur in these 
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activity sections. For short, we call "establish a list of 
servers on the system" rg ("registration"), the types of 
resources needed in order to execute cs(l) would be 
R(l), .. .,R(n). cl(l), c1(2),. .. ,cl(n) will be names for the 
phases in which the servers providing access to 
R(l), ... ,R(n), respectively, would have been freed. 
Every section different from the critical one is 
accessible. The critical section is free for access only 
if none of the servers in the servers' list is serving 
another process. The remainder section (with respect 
to cs(l) is everything outside the activity sequence used 
to attach the particular set of resources needed in cs(l) 
(see section 3). 

The behavior of process P in order to enter and execute 
a critical section is given by the flow chart scheme in 
figure 5 which explains the structure for making a 
transition from one of the sections specified above, 
into the next. As part of the algorithm processes will 
reach a state of competition in which they play a 
distributed game which is developed from an algorithm 
by J. Winkowski [19) and which is deadlock-free in the 
sense that one of the players wins after a finite time. 
This game is not fair. Fairness is achieved as follows: 
The servers/resource managers are responsible for 
communication about resources. In particular, they are 
responsible for communication with or among 
competing processes. In phase cl(i), the given process 
P is subject to a locking influence from a neighbor 
competing with P about R(i) if this neighbor were in rg. 
In rg, P exerts a similar influence on its neighbors 
when these have just released R(i). While P has not yet 
left cs(I) it is subject to a temporarily locking influence 
from any neighbor being in a state where it has 
released the shared resource but has not yet entered its 
remainder section. The corresponding communication 
is performed through the resource managers involved 
in the particular competition. Thus, it is really the 
partial knowledge of these managers alone on which 
the progress of the involved process~s depends.Every 
process proceeds according to the scheme given in 
figure 5, and all servers react to the best of their 
knowledge. In this way, we guarantee that P will, after 
a finite time, be able to enter its critical section cs(l). 

The process and communication mechanism displayed 
in figure 5 for one process P, for entering one of its 
critical sections cs(l), looks fairly straightforward 
because it is supposed only to give an idea about the 
two separate steps of communication needed for P to 
leave one section and enter the next, respectively. As 
usual for mutual exclusion problems, the correctness 
proof is not straightforward, even in the special case of 
only .one critical section per process. It is not easy to 
see that no process can take advantage of a neighbor 
through a locking influence. The scheme in figure 5 is 
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the same for cases of multiple critical sections with 
varying sets and kinds of requested resources. In order 
to verify this modularity of our design approach, it has 
been proven [14] that the mechanisms implemented 
for each critical section do not "interfere". More 
technical details about the implemented general 
algorithm and the game, can be found in the appendix. 

6. Discussion and Future Work 

We have briefly described some main features of the 
DRAGON SLAYER operating system. It allows fully 
distributed control of interacting and competing 
processes, without central control and without use of 
distributed relics of central control such as distributed 
name tables, group identifiers or multigroup 
identifiers. Through implementation, we have 
demonstrated the viability of our construction. The 
DRAGON SLAYER design principles feature novel 
aspects. Under completely decentralized control we use 
broadcast messages as universal communication 
primitives, and for resource scheduling we 
implemented a general and fair distributed algorithm. 

Broadcast messaging is a necessary function to avoid 
use of central control for establishment of direct 
communication between processes. Rather than 
multicast, broadcast messaging was incorporated in 
DRAGON SLAYER and provides a means for any 
process to communicate with all other processes 
without invoking the operating system as a message 
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filter. In a single broadcast network like ours, the 
network load for broadcast is the same as for multicast 
messaging. Under our scheme, the operating system 
need not maintain any tables with information 
regarding resident processes. Admittedly, the use of 
broadcast messages requires that all processes be 
awakened so that they may actively ignore broadcast 
messages. On the other hand, the use of multicast 
messages requires that the operating system be aware 
of all local elements of all multicast groups introducing 
a kind of centralized control. We have avoided the use 
of such distributed lists in our system. 

A major focus of our current experimentation is on 
distributed v1s10n applications: distributed scene 
analysis with moving objects to be located and 
identified, like in the Autonomous Land Vehicle 
project (DoD) or in factory-of-the-future 
environments. In such distributed applications, the 
amount of local computation is much higher than the 
amount of communication. Since broadcast messaging 
in DRAGON SLAYER only occurs when a process 
locates the resources needed, we can benefit from the 
high amount of process autonomy without being 
impacted by the broadcast costs. Currently, we are 
performing comparative studies using sequential and 
parallel versions of algorithms for canonical vision 
tasks - static object location and measurement of their 
features - as a benchmark test for our network 
performance. We compare up to 4 processors under 



DRAGON SLAYER against a VAX 11/780. Similarly 
to the results reported in [13], our first results give 
evidence that the speedup resulting from the 
parallelization more than outweighs the relatively 
modest computational power of our micro-computers. 
A performance of a mid-size computer can be reached 
or surpassed at minimal hardware and software 
expense. While the parallel algorithms used for the 
benchmark tests could easily be realized in hardware, 
because of the primitivity and repetitivity of the used 
operations we envision a major practical benefit of our 
system for dynamic scene analysis, with moving objects 
and objects coming into, or leaving, a frame. In this 
application, higher-level software operations would 
typically be distributed into partitioned search tasks. 

The scheduling algorithm we use results from solving a 
conceptual problem. The existence of such a general 
algorithm was investigated by using formal tools, 
within the Theory of Interaction Systems [11,18]. Our 
results easily allowed specification of another 
distributed algorithm for the same purpose, but without 
use of resource managers [14,15]. Recently another 
such algorithm, also not using resource managers, was 
found independently [ 5]. It uses the same idea of local 
precedence changes as found in [19]. 

In our implementation, time-out mechanisms prevent 
processes from being blocked in a situation where a 
node with resources dedicated to such processes breaks 
down during performance of its task. In case of such a 
node failure or link failure, the requesting process will 
make another request for the desired resources. 
Through our formal specification method, as an 
extended fairness requirement for which the proof can 
be found in [14], a process registered for accessing 
resources will eventually get them (maybe after several 
attempts) as long as such resources are available 
anywhere in the system. Thus, DRAGON SLAYER 
exhibits an unsurpassed degree of robustness, due to 
the complete lack of centralized control functions. 
Future research is targeted towards fault tolerance, 
data integrity, and error recovery at user levels, in the 
presence of faulty nodes. 

Our development provides the basis for innovative 
forms of distributed real-time processing with peer 
authority at every node and cheap, long-distance 
communication, through the envisioned progress in 
fiber optics technology. Such developments are under 
discussion in the vendor industry [3]. In order to 
provide for high-level real-time applications of 
distributed microprocessor networks a really 
distributed compiler for a CSP-like language has been 
developed in Milan/ Italy [ 4]. It is now in the phase of 
becoming an industrial product (Olivetti). We are 
cooperating with this group to implement it on 
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DRAGON SLAYER, as a first step into office 
automation applications. Another direction for 
distributed real-time applications research with the 
DRAGON SLAYER system, then running on a 
68000-based network with Ethernet at Wayne State 
University, is to support a project in real-time, 
multi-layer distributed production control with 
distributed information management 
(factory-of-the-future). 
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Appendix 

The DRAGON SIA YER resource scheduling algorithm 
resulted from an exciting discussion about Dijkstra's 
Dining Philosophers years ago: In 1979, one of the 
authors was asked to study Dijkstra's most recent 
contribution to the theme of fair scheduling of 
distributed processes [8] which turned out not to be 
fair without substantial assumptions on centralized 
control. Using the Theory of Interaction Systems, a 
specification and analysis tool for distributed systems 
[11,14,18], a starvation-free solution for Dijkstra's 
generalized distributed process scheduling problem 
was developed in an incremental procedure and proven 
correct. The main idea behind the formal construction 
was a suitable enhancement method for any 
deadlock-free realization of mutual exclusion without 
central control. Given such an algorithm one could 
immediately write down a starvation-free or fair 
distributed algorithm. J. Winkowski presented such an 
algorithm in 1981 [19] and no problem remained. 

Winkowski's algorithm, besides being based on explicit 
message passing, was the first to make no assumption 
on boundedness of "hungry" periods (called 
registration rg phases in section 5). In its main outline, 
the algorithm works as follows: 
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Each process is assumed to have just one critieai 
section which may be periodically visited. Each 
process p, at a time when it wants to enter its critical 
section, needs a set A(p) of resources. In order to 
make the requests, p sends visiting cards to the 
resource/server processes in A(p). The requesting 
processes have a local priority list which contains 
priority information with respect to neighbor processes, 
i.e. processes also possibly requesting resources in 
A(p). The resource processes have queues for storing 
visiting cards and store the information about the local 
priorities obtained from their clients. In order to have 
coherent information, it is assumed that initially all 
local priorities are projections of a global precedence 
relation. (This is easily achieved in DRAGON SIA YER 
by using the processor, segment and offset numbers of 
the requesting processes.) 

The algorithm is a game in which a process wins iff it 
succeeds in having all visiting cards in the top position 
of each resource queue in A(p). 

If p is interested in accessing its critical section, it 
sends visiting cards while the following conditions 
hold: 

-There are no winning cards of the neighbor players in resource 
queues. 

-There are no visiting cards in resource queues from players with 

higher priority. P's card in such a queue already preceeds such a 

card. 

P is to stop leaving cards and collect or take back 
already placed cards when one of the following 
situations occurs: 

-A winning card from another player appears at a resource in 

A(p). 
-A card from another player with a higher local priority is in the 

resource list before p has succeeded in getting its card enqueued. 

After P wins and the other competing processes have 
removed their cards from the resource lists, p accesses 
its critical section. Then P reverses all its local 
priorities and notifies the resource processes which in 
turn notify p's neighbors in order to cause the 
corresponding changes. Then p releases the resources. 
The key idea of the algorithm is that all local priority 
lists, through the indicated local operations, can still be 
understood as local projections of a (changed) global 
precedence relation. No deadlock would occur in the 
game since one of the competing processes always 
wins. 

The extension of this algorithm into a starvation-free 
one is constructed by using the Theory of Interaction 
Systems. The detail of this construction is available in 
[18]. The main idea is as follows: 



The formal objects corresponding to distributed 
processes are called parts, their relevant sections are 
called phases. Two formal relations between phases of 
different parts are used as primitives to define any kind 
of interaction or cooperation between distributed 
processes: a coupling relation specifying mutual 
exclusion of process states, and an excitement relation 
defining basic asymmetric forms of influence between 
processes. 

A concept of global state and of (formal) operational 
semantics is then developed without making any 
reference to global time, purely using local information 
such as local states or phases, process steps or local 
events. Entering a next phase is possible unless 
specified mutual exclusion requirements would be 
violated. In Dijkstra's original Dining Philosophers' 
Problem the 5 philosophers involved had a critical 
section ("eating") and a remainder section 
("thinking"). Figure 6 shows a corresponding 
Interaction Systems representation in which all events 
in the remainder sections are possible and where 
section e can be entered only if both neighbors do not 
have access to their sections e. Thus figure 6 is a 
formal framework for a deadlock-free algorithm. 

The excitement relations specify asymmetrical local 
influences from one part to another. If a part b(l), 
being in phase p(l), excites b(2), being in phase p(2), 

then b(l) cannot leave p(l) unless b(2) has not left 
p(2). The effect on b(2) is described by axioms which 
account for the absence of any form of global control 
or management. For an elementary example, consider 
a process P, being in section r, which requests a 
resource R: P cannot leave r until R has been allocated 
to P. The request triggers service processes through 
which the global resource manager, or supervisor in a 
conventional environment would eventually make the 
requested resource available. 

This formal theory, though unconventional, has been 
proven to be a powerful and flexible modeling and 
analysis instrument for distributed systems 
[11,14,16,17,18}. In [18} it was used to construct, in an 
incremental procedure, an easy extension for the 
solution in .figure 6 such that gradually all conflicting 
requirements of the problem were satisfied. The result 
is shown in figure 7. It has been proven that given the 
same interaction specification between neighbors in an 
arbitrary topology, the resulting formal system 
specifies a fair or starvation-free solution for Dijkstra's 
generalized resource scheduling problem. The flow 
diagram in figure 5 is then an immediate translation of 
this formal specification into an algorithmic one. 
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In general, processes may have several critical 
sections, with varying numbers, and different kinds, of 
resources requested. They also may die or be newly 
generated. The major advantage of our formal 
specification method is that it allows for an easy proof 
of the fact that communication mechanisms 
constructed for two different critical section problems, 
with an appropriate formal specification similar to that 
in figure 7, do not interfere. (The technical details can 
be found in [14].) Thus, the final general distributed 
resource scheduling algorithm can, in a modular way, 
be composed through iterating distributed procedures 
each of which solves a single section problem and 
which was a result of directly breaking down a formal 
specification, after formally proving its correctness. 

ph4 ph3 

Figure 6 
Mutual exclusion between dining philosophers 

Figure 7 
Fair interactions of dining philosophers 
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Abstract 

Algorithms for the parallel solution of problems are usually designed 
assuming an unlimited number of processors. Physical parallel machines 
have a fixed number of processors. The algorithm contraction problem 
arises when an algorithm requires more processors than are available on 
the physical machine. We present tools for comparing algorithm contrac­
tions based on bottle neck communication paths. We apply these tools to 
minimum, matrix product and sorting. 

Introduction 

Algorithms for parallel computers are usually designed assuming an 
unlimited number of processors. For non-shared memory j>arallel algo­
rithms, this assumption generally manifests itself by the algorithm utiliz­
ing one processor "per point", or some other input size-dependent proces­
sor allocation. The physical machine has only a fixed number of proces­
sors, of course, which will almost certainly be less than the number 
required by the algorithm. In order to make the logical processes of the 
algorithm conform to the physical processors of the machine, we must 
group processes together into a module to be executed on a single physi­
cal machine. This activity is called contraction[l3]. The way this con­
traction is performed can have a significant affect on performance. 

Consider two examples based on an grid nxn of processes, i.e. the 
processes communicate with their four nearest neighbors: 

(1) There is much process-to-process communication and 
approximately equal computation required of each process. 

(2) There is little process-to-process communication and the 
amount of computation per process is proportional to its j index, 
e.g. process i J iterates j times. 

Suppose we have only one fourth the required number of processors and 
now compare two ways of forming contractions of four processes per 
processor[4]: Coalescing groups of adjacent 2x2 subarrays; folding 
groups as if the grid is folded in half and then in half again, i.e. i ,j 

n 
(l:!Oi,jS2) is associated with i,n-j+l, n-i+l,j and n-i+l,n-j+l. 

Clearly, algorithm (1) should be contracted by coalescing because the 
process-to-process communication for the processes sharing the same 
processor will become intraprocessor communications (i.e. fast memory 
references) rather than slow interprocessor communication; folding 
would not be as attractive because no communication is saved by locality. 
Alternatively, algorithm (2) should be contracted by folding because the 
work is balanced since each processor will perform a matching amount of 
long and short computations; coalescing would not be as attractive 
because the processors receiving processes with large indexes will 
become a bottleneck. · · 

Using the results of Berman and her colleagues[3], an algorithm can 
be be automatically contracted, and this seems to be the best approach 
when nothing is known about the algorithm. At the other end of the spec­
trum, however, the programmer has "complete" knowledge about the 
algorithm. How should he be guided when performing his own contrac­
tion? In this paper we develop some apparatus to guide the programmer 
who must contract an algorithm. We will provide some case studies of 
contraction that show an unexpected diversity and we offer some general 
contraction strategies that can find application in other algorithms. Con­
traction is a nontrivial problem for parallel programmers[l3], and so a 
secondary goal here is to expose it as an important topic for study and a 
subject suitable for rigorous analysis. 

Definitions 
The generic parallel architecture under consideration in this paper is a 

non-shared memory model It is a collection of homogeneous sequential 
computers operating asynchronously and connected in a communication 
network that is a bounded degree graph[l3]. A single "edge" in the graph 
provides bidirectional communication between two processors. The 
CHiP[ll] architecture is an example of this generic architecture. 

Supported in part by Naticnal Science Foundation Grant DCR-8416878 
and by Office of Naval Resean:h ConbaCtNo. N00014-8S-K-0328. 

0190-3918/86/0000/0258 $01.00 © 1986 IEEE 

The method used for programming thiS model consists of defining a 
sequential program for each processor and a communication graph. We 
are assuming a configurable architecture. (The problem of mapping a 
communications graph onto a different processor connection graph is dis­
cussed by Berman and Snyder[4] and Bokhari[5].) Communication is 
explicitly shown in the sequential code by specifying a data value to be · 
sent to the processor connected by a given edge. 

The algorithm contraction problem arises when an algorithm that is 
designed for use on n processors must be mapped to a physical parallel 
computer with only p <n processors. The programmer must decide which 
logical processes are to be mapped to the physical processors. Assuming 
that the logical processes have balanced loads (they run for the same· 
length of time), we would like the physical processors to have balanced 
loads. This is done by mapping the same number of logical processes to 
each physical processor. The number of logical processes assigned to 
two arbitrary physical processors should differ by at most an additive 
constant c . For most contractions, it would be best to have c = 1. 
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The contraction induces a communication graph for the p physical 
processors. This new graph is defined by logical processes needing to 
communicate with other logical processes not mapped to the same physi­
cal processor. We assume that if a logical process in processor i needs to 
communicate with a logical process in processor j, there is a physical 
edge connecting the two processors in the new graph. The contraction 
may map many of these logical edges to one physical edge in the new 
graph. That is, we are allowing only one edge between physical proces­
sors. Under the assumption of a bounded degree graph for the generic 
architecture, this induced graph must also be of bounded degree. 

As an example of contraction, let us assume we have an algorithm 
with a tree graph. Consider the contraction to 5 processors shown in Fig­
ure 1. This contraction caused an increase in the degree; for example, the 
new root vertex has four descendants. Using this kind of a contraction, it 
can be shown that given p processors, contracting an algorithm with at 
least p 2 logical processes requires degree p-1. Figure 2a shows a con­
traction of the tree to 4 processors. An extension of this method yields a 
binary tree in the p processors. 

Figure 2b gives another contraction to 4 processors. This contraction . 
is derived by the recursive tree construction given by Leiserson[9]. 
Given two instances of a tree each with an associated free node, we can· 
build a new tree and an associated free node. This produces a linear area 
layout in the plane with several desirable properties, one of which is the 
constant number of external edges. 

In this paper, we will be considering the contribution of the communi­
cation time to the performance of the contracted algorithm. Unless other-. 
wise stated, we assume that a communication between processing ele­
ments costs a fixed time tc. During this time, no other communication _in 

................... 
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Figure 1: A 5 processor contraction. 
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Figure 2: Two 4 processor contractions. 



the same direction may take place. We are specifically allowing all edges 
to have simultaneous communication. Communication internal to a pro­
cessor costs the fixed time t1• We also assume that tc » t1• 

We would like to develop tools for reasoning about the relative merits 
of different contractions. This includes their communication costs and 
their execution times. To aid in this objective we give the following 
definitions. 

Let A =(V ,E) be an algorithm where V is a set of logical processes ( 
vertices and associated programs ) and IV I =n , E is a · set of edges 
CV1>Vu. VbV2eV. 

Let M (A ,p) = B be a contraction of algorithm A into algorithm B 
where B uses p processors and p < I VA 1. The contraction M maps ele­
ments of VA onto VB such that the number of elements of VA mapped to 
an arbitrary element of Vs differs by no more one from the number of 
elements of VA mapped to any other element of Vs. 

Let w (e ), the weight of e, for e = (Vb Vi}, be the larger of the 
number of messages from V 1 to V 2 and the number of messages from V 2 
toV1. 

Let K(A) =MAX w(e ), fore eE, be the communication "cost" of A . 
• 

This cost is an estimate of the minimum communication time required for 
the algorithm. Due to dependancies, the actual communication cost may 
be more. 

Let T(A) be the execution time for A. 
PROPOSmON 1: For a given A, p, M 1> and M 2, and tc > t1, if 

K(M 1(A,p)) < K(M M,p)) then T(M 1(A,p)) ~ T(M M,p)). 

This proposition is formalizing the notion that the bottleneck edge 
will be a lower bound on the time required for the execution of the 
mapped algorithm. If the processors have a small amount of computation 
relative to the communication, the execution time will depend on the 
communication time. The bottleneck edge of the contraction M 1 will 
require a minimum of tcK (M 1 (A ,p)) time, which is less than 
tcK (M 2(A ,p )). With a higher minimum communication time, we can 
not expect M 2 to execute in less time than M 1. If the processors have a 
large amount of computation in ratio to the communication, the computa­
tion time will dominate, yielding near equal times. Even in this case, M 1 
uses less time for communication than M 2. This proposition then 
motivates us to map the busiest edges of an algorithm to internal edges. 

Case Studies 

We now look at several parallel algorithms and some contractions. 
We approach these by considering algorithms with similar communica­
tion graphs. The three graphs considered are the tree, grid, and binary n­
cube. 

Tree algorithms 

There are several algorithms that run on complete binary trees (Figure 
1) having similar characteristics, like the aggregation operations of 
minimum and global sum. All processors have a value and we want to 
compute a global value that depends on all these values. Leaf processors 
send their value to their parents. Internal processors take the minimum 
(sums) of their own value and their children's values and then send the 
result to their parents. The final value will be computed at the root pro­
cessor in 0 (log n) time. The communication in these algorithms 
requires one message over each edge for each global minimum (sum). 
For a single minimum we have K (minimum)= 1. 

Consider the contraction in Figure 2a. Let us call this contraction 
M 1(minimwn ,p ). Each edge in the original algorithm requires one mes­
sage. Each edge in the smaller graph has 4 edges from the original graph. 
Since we have only one connection between the physical processors, we 
have 4 messages for each edge. For an arbitrary n (size of original algo­
rithm) and p (the number of processors) we have 

K(M 1(minimum,p))= ~. 
p 

................... 
. . . . . 

. . . 
. . . . .............................. 

Figure 3: Berman and Snyder tree contraction. 
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A similar contraction to Figure 2a is touched on by Berman and 
Snyder[4]. Figure 3 shows this contraction. This is achieved by "fold­
ing" the tree. As Berman and Snyder notice, this contraction, M 2, has 

K(M 2(minimum,p))= ~. 
p 

Consider the contraction in Figure 2b. Let us call this contraction 
M 3(minimwn,p). We note that each edge in the smaller graph has at 
most one edge from the original graph in each direction. For an arbitrary 
n andp wehaveK(M 3(minimum,p))= 1. 

Proposition 1 tells us that since M 3 has a smaller K, it is the preferr­
able contraction. Both M 1 and M 2 depend on n and p for their cost But, 
M 3 has a constant cost, regardless of n and p . In fact, this contraction is 
optimum for all tree algorithms that have identical edge weights and uni­
directional communication (all toward the root or all toward the leaves). 

We first look for a lower bound. Since the tree is connected, the phy­
sical processors must be connected. This requires at least one incident 
edge for each physical processor. The smallest cost K (M (A ,p)) would 
be where a maximum of one logical edge was mapped to a physical edge. 
Therefore, K (M (A ,p )) <!: K (A ), the cost of the original algorithm. 

LEMMA 2: For complete binary tree algorithms with balanced pro­
cessor loads, equal edge weights, and unidirectional communication, 
algorithm contraction based on Leiserson's binary tree layout technique 
yields optimum results. 

PROOF: For the mapping M 3(A ,p ), each processor contains a com­
plete subtree and an "extra" node. The extra nodes are used in the tree 
above the subtrees contained in the processors. Therefore, there at most 
4 external connections. Of these four, two edges are used to 
receive(send) data from(to) the children of the extra node, and two edges 
are used to send(receive) data to(from) the subtree's and the extra node's 
parents. Since the root of the subtree and the extra node are not at the 
same level in the tree, edges with data flowing in the same direction can 
not be connected to the same physical processor. (It is possible to have 
two of these edges over the same physical edge, but the data moves in 
opposite directions.) This gives the same weight to the physical edges as 
the original edges. Therefore, K (M 3(A ,p)) = K (A), which is the lower 
bound. D 

Notice that this layout technique will place two logical edges in the 
same physicial edge for some physical edge. For tree algorithms with 
bidirectional communication, we then get K (M 3(A ,p)) = 2K (A). 

To help verify these results, the minimum algorithm was programmed 
using the Poker parallel programming environment[12]. Both M 1 and 
M 3 were programmed. Each contraction was timed using 4 and 16 data 
items per processor with 4 and 16 processors. The results of these tim­
ings are given in Table 1. Each "tick" represents a mircosecond on the 64 
processor Pringle. 

Grid algorithms 

We next look at algorithms that run on a grid interconnection. Con­
sider the matrix product algorithm for the Wavefront Array 
Processor(W AP)[8]. It uses n 2 processors for the n xn matrix product 
AB = C. The data is fed in along the top n processors and from the left 
n processors. The matrix A is arranged to enter column by column, start­
ing with the first column. The matrix B is arranged to enter row by row, 
starting with the first row. (See Figure 4.) All processors execute identical 
procedures. The result, c1i• is initialized to zero. A loop is executed n 
times that reads an A value from the left and a B value from above, mul­
tiplies them together, and adds the result to cij· The A and B values are 
sent to the right and down, respectively. This causes the upper left pro­
cessor to be the first processor to start execution. As the data moves into 
the array, there is a wavefront of executing processors on the cross diago­
nal. Each edge is used to send all of one row of A or one column of B . 
For the W AP algorithm we have K (WAP) = n. 

Consider the contraction in Figure 5. Let us call this contraction 
M 1(Wt¥' ,p ). This is the contraction done by cutting the graph into p 
equal size connected subgraphs and assigning one process from each sub­
graph selected from co~sponding positions to a single processor. The 

Table 1: Timings of the minimum algorithm. 
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Figure 4: W AP organization 

Figure 5: A contraction of 16 logical processes to 4 processors. 

physical connection graph, shown in Figure 5, is a grid with end around 
(i.e. toroidal) connections. For each logical process in a physical proces­
sor there are horizontal and vertical communication paths. Since we have 

2' 
!!:...._ logical processes in a processor, the number of logical edges using 
p 2 

one processor-to-processor connection is !!:...._. Since all horizontal and 
p 

vertical edges have the same number of messages, n , we have 
n3 

K(M1(WAP,p))= -. 
p 

Consider the contraction in Figure 6. Let us call this contraction 
M 2(W AP ,p ). This is the contraction done by cutting the graph into p 
equal size connected subgraphs and assigning an entire subgraph to a pro­
cessor. We see that only the perimeter processes have edges that go from 
processor-to-processor. Also, notice that no end around connections are 
needed. The number of communication paths over one processor-to-

processor connection is ~- Each communication path requires n 
p 2 

messages givingK(M 2(WAP ,p))= ~. 

Comparing the two contractions, we see that K (M 2(W AP ,p)) is 

smaller than K(M 1(WAP ,p )) by a factor of .;,;.. Proposition 1 tells us 

that M 2 is the better contraction. We conjectufu that M 2 is the best con­
traction that can be achieved for grid algorithms. The basis for this con­
jecture is that this contraction has the smallest perimeter for a given area, 
and has been commonly used for contraction in published algorithms, for 
example for the Jacobi iterative method[l] and for the conjugate gradient 
method[6]. 

Both M 1 and M 2 were programmed using Poker. Table 2 summar­
izes the results of the timings. As predicted, M 2 was the faster contrac­
tion, but because the communication time is not the only time consuming 
part in these algorithms the difference is perhaps not as dramatic as might 
be seen on a larger problem. 

Binary n-cube algorithms 
We now look at two algorithms for the binary n-cube. The first algo­

rithm is the divide-and-conquer algorithm for matrix product given by 
Nelson[lO]. The other algorithm is Batcher's bitonic sorting algo­
rithm[2]. 

The matrix product algorithm takes two n xn matrices, A , and B , and 
computes their product C =AB . A and B are assumed to be in row 

major order in the binary n-cube of order 2Jc, where k = log n . The alga-
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rithm views A and B as a 2x2 matrix of %x% matrices. The 2x2 matrix 

algorithm is then used to multiply the submatrices. Figure 7 shows a 
order 4 cube layed out in the plane using ihe CHiP architecture. Tbe 
numbers in the boxes show the index of the matrix elements initially con­
tained in that processor. We are assuming that the processors are num­
bered in row major order. The dotted boxes show cubes of order 2. 

These cubes, which generally have order 2(k-l) contain an %x% sub­

matrix of both A and B . Note that these cubes are constructed by 
"removing" the edges of order k and 2Jc, where and edge of order k con­
nects processors that are 2<t-I) distance apart. 

To compute the 2x2 matrix product, all processors exchange values 
of B on the order 2Jc edge and values of A on the order k edge. After the 
exchange, each cube of order 2(k-1) contains 4 submatrices of size 

I xf. This is all the data that is required for each cube of order 2(k-1) 

to compute its part of the 2x2 matrix product independantly. If the sub­

matrix is not a single element, two matrix products of I xf matrices are 

required. These matrix products are done using the same algorithm. 
Matrix addition is done element by element Because corresponding ele­
ments of the matrices are contained in the same processor, no communi­
cation is required. 

To find the cost of this cube matrix multiply, K(CMM), we need to 
find the edge with the most messages. At the first level of recursion, the 
order k and 2Jc edges were used to send a message each way. This is the 
only use of these edges in the algorithm. Therefore, w(e) = 1, where e is 
a order k or 2Jc edge. At the second level of recursion, two matrix pro­
ducts are computed using the order k-1 and 2Jc-1 edges. Each matrix 
product sends one message each way on each edge giving w (e) = 2, 
where e is a order k-1 or 2Jc-1 edge. At level I of the recursion, 
w(e) = 21- 1 messages over the order k-(1-1) and 2Jc-(l-1) edges. The 
recursion stops when we have order 2 cubes. This is at the log n level of 

recursion. There are I matrix multiplies done by order 2 cubes. These: 

Figure 6: Another contraction of 16 logical processes to 4 processors. 

W AP matrix multiply: ticks for n (items) on p (processors) 
Contraction l 16 on 4 I 64 on 16 I 64 on 4 I 256 on 16 

M1 I 48854 I 111478 l 400452 l 901543 
Mz 31113 73088 221545 707646 

Table 2: Timings of the W AP matrix multiply algorithm. 

Figure 7: An order 4 binary n-cube. 



order 2 cubes use the order 1 and k+ 1 edges. Each matrix multiply sends 

1 message each way giving w(e) =~·where e is a order 1 or k+l edge. 

Since this is the largest value, K (CMM) = ~. 

Consider any contraction, M,_ (CMM .p) where p = 2"' for some 

m s 2k. M (CMM .p) will map !!.... logical processes to every processor. 

This allows us to put a cube of or:r log [ ~2 ] = 2k-m into each proces­

sor. The processor-to-processor connection graph is also a cube and is of 
n2 

order m. Each processor-to-processor connection supports - commun-

ication paths in the original graph. The real question is whkh sub-cube 
do we map to each pTcessor. The cost of the contraction, 

K(M(CMM ,p)) will be !!.... times the maximum w(e), where e is 

mapped to a physical edgf If e is order 1 or 2k+ 1 from the original 
n3 

cube, K (M (CMM ,p)) = 2P • 

r 
Cons1· der the contraction that s the ]dges of order 1 through 

2k;m and order k+l through k+ 2k;m into internal edges. This 

makes the edge of order k+ l2k;m +1 the edge with the most mes­

sages. This edge is used by level k- 2k;m J of the recursion. From 

before we know that w(e)=2t-l2k;-J-i=:!f. Therefore 

K (M (CMM ,p)) = n ;e. Clearly, this contraction is better in terms of 

the number of messa/es over the busiest physical edge than any contrac­
tion that does not keep the high traffic logical edges internal to a proces­
sor. 

By contrast, let us consider the Batcher bitonic merge sort. This sort 
runs on a order k cube to sort n = 2t elements. The final sorting will 
have the smallest element in the first processor and the largest element in 
the last processor. Figure 8 shows a graphical representation of the algo­
rithm. The arrows represent a data exchange and a compare, leaving the 
larger number at the end with the arrow and the smaller at the other end. 
It is obvious from the figure that the order 1 edge has the most messages. 
Therefore, K (SORT)= log n. 

Again, to contract this algorithm, we see that we want to assign a 
sub-cube into a processor. Consider the contraction M (SORT ,p) where 
the edges of order 1 through order logp are mapped to internal edges. 
We are assuming that p = 2"'. for some m slog n. This contraction 
assigns the busiest logical edges to be internal edges. These edges carry 

log n-log p messages. Since each processor contains !:.. logical proces-

n (1o n-lo ) ~ 
sors, K (M (SORT .p)) = g g P . Any contracuon that does not · 

map these first log p edges to in&mal edges will have a higher communi­
cation cost. These results agree with and explain the results of Hsiao[7], 
even. though his final algorithm was embedded in a grid instead of 
another cube. 
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Figure 8: Batcher's bitonic merge sort 
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In comparing the contractions for matrix multiply and Batcher's sort, 
we see that the same size cube is mapped in a different way when 
mapped to the same number of processors. The busiest edges are dif­
ferent for the two algorithms, thus, the contractions are different. 

Conclusion 

The algorithm contraction problem is an important problem for paral­
lel programmers. The way in which an algorithm is contracted can have 
a significant affect on performance. Processor-to-processor communica­
tion can be used as a lower bound on the execution time for an algorithm. 
It is the processor-to-processor communication that is affected by dif­
ferent contractions. 

We have looked at algorithms for the tree, grid, and binary n-cube 
interconnections. For each algorithm we have compared possible con­
tractions of these algorithms. For trees, we proved that Leiserson's lay­
out technique was the best for contracting tree algorithms such as 
minimum and sums. For grid algorithms, we conjectured that coalescing 
by maximizing the area for a given perimeter is optimal for the algo­
rithms with balanced edge loadings. Finally, we showed two algorithms 
for binary n-cubes that required different contractions to produce the 
optimal results for the algorithm. 
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PARALLEL ALGORITHMS FOR 2-D CONVOLUTION 
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Abstract: Convolution is a basic operation of linear systems 
theory, and 2-D convolution is a frequently used operation in 
image processing. However, 2-D convolution is computationally 
intensive. For an N by N search area and an M and M window, 
the time complexity of a serial algorithm is 0 (N 2M 2). This paper 
presents several parallel convolution algorithms for array proces­
sors with N 2 processing elements connected by various communi­
cation networks. By using inter-PE communication networks 
efficiently, each PE requires only a small local memory, many 
unnecessary data transmissions are eliminated, and the time com­
plexity is reduced to 0 (M 2). 

I. INTRODUCTION 

Great efforts have been devoted to developing parallel processing 
architectures and associated algorithms for many popular 
mathematical operations [DuLe81, Fulc82, HwFu83, LiNi85, 
NiHw85, NiJa85]. Convolution is a very important operation in 
linear systems theory and image processing. The convolution of 
two functions G and W is a function G of a displacement y 
defined as 

G(y) =JG (x )W (x-y )dx. 

We generalize it to the following form: 

G(y) = fl[G (x)•W(x-y)J, 

where • is a binary operator, which could be a multiplication (*), 
addition(+), inf, logical AND, etc.; and fl is a function defined on 
all values of [G(x)•W(x-y)J over the entire region of x. fl 
could be an integration (continuous case), summation (discrete 
case), sup, or maximum. 

In two dimensions, one function is "rubbed over" the other 
[Ball82]. The value of the convolution at any displacement can be 
defined as the following general form: 

G(i ,j) = w<l>[G (i +s ,j +t )•W (s ,t )] 

where <I> is a function defined over the region of t , and '11 is a 
function defined over the region of s . In the finite discrete case, 
G is defined on a square grid array of size N 2 as 

G = { G;;li ,j E[O,N-1]}, 

and W is defined on a finite rectangular grid of size M by M 1 

(M,M' <N), 

w = { w.t Is E[O,M-1],t E[O,M' -1]}. 

Hence, the 2-D digital convolution of G and W can be defined as: 

j This work W3" supported in part by the DARPA NIMM project 

0190-3918/86/0000/0262 $01.00 © 1986 IEEE 

Lionel M. Nit 

Department of Computer Science 
Michigan State University 
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M-IM' -1 

G;; = E E G;+•.i+I *W.i. (1) 
'=0 t=O 

Equation (1) is also called image correlation or image template 
matching. 

Many other applications, such as object labeling including fuzzy 
model, discrete model, and linear stochastic model and morphologi­
cal operations including dilation and erosion, also require some 
forms of 2-D convolution. Their difference lies on the different 
choices of '11, <I>, and • functions. For example, the linear stochas­
tic model for object labeling in computer vision requires the com­
putation of the probability that a label y fits object x . Let W,1 

denote the probability that label t fits object s . Also let G81 

denote the conditional probability that label y fits object x given 
that t is the correct label for object s . Then the probability that 
y is the correct label for object x of the (k +l)th iteration is 

G(i ,j) = w<l>[G (i +s ,j +t )•W (s ,t )], 

where i = j =0, • defines a multiplication, <I> defines a summation 
over the range of t , and '11 defines a weighted summation over s 
with weighting factors /3,, for different values of s . That is, 

W (k+il(x ,y) = I;/3., [I;[G (x ,y ;s ,t )*W (kl(s ,t )]], 

or in a more familiar form [RoHB76]: 

P,(k+il(>,v) = I;c., [E[P., (>.,l>.t )P,(kl(>.t )]]. 
t 

We are concerned with the communication complexity of 2-D con­
volutions. Various definitions of '11, <I>, and• only affect the compu­
tational complexity. Equation (1) will be used as a representative 
case to indicate the computational requirement for a wide variety 
of window-based image processing tasks. G is called the search 
area and W is called a window. 2-D digital convolution is used to 
find sub-search-areas (subareas) from G that match closely with 
W. For convenience, each M by M' subarea of G can be 
uniquely referenced by its upper left corner coordinate ( i ,j ). Let 
SUB ( i ,j) denote the subarea at location ( i ,j). There are 
(N-M+l)(N-M' +1) such subareas for iE[O,N-Mj and 
j E[O,N-M' J as shown in Fig.1. 

The window W is matched against every subarea SUB ( i ,j) in G; 
and the convolution C;; is computed as the proximity measure 
between W and each subarea SUB (i ,j). This measure is also 
called non-normalized correlation, or cross correlation. The nor­
malized correlation is discussed in Section Vil. To simplify the 
discussion, we assume that M =M' and !vi is a power of 2. We 
also assume the cross correlation C;; is used. In Section IV, we 
discuss the general case for array processors where M =f'M 1 and 
M is not necessary to be power of 2. 

During the convolution computation of all displacements, 
(N-M +l)(N-M' +1) similarity values are generated, and one of 
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Fig. 1. An N by N search a.rea G and an M by M' window W 

the following results can be obtained: 

1. another 2-D array, formed by the similarity values of all 
suba.rea locations; 

2. all subareas with a similarity which exceeds a given thres­
hold; 

3. the suba.rea with the greatest similarity to a window; and 

4. the first subarea whose similarity exceeds a predefined thres-
hold. 

Convolution can be used as a simple filtering method, for which 
option 1 above is desired. For edge detection, the edge operator is 
a window and option 2 is produced [FrCh77]. Image registration, 
or scene matching, is another application of convolution where 
option 3 or 4 is used [WoHa78]. 

Our paper discusses parallel algorithms for 2-D convolution, as 
defined in Eq.(1), on array processors with three different types of 
interconnection networks. Usually, 2-D convolution operations are 
extremely time-consuming, involving the time required both to 
perform the calculations and for communication among the PEs. 
With a single processor and traditional algorithms, the number of 
steps for convolution operations is ( N -M + 1 )( N -M 1 + 1)MM1 , 

approximately N 2MM' for M ,M' <<N. With multiple proces­
sors and parallel processing algorithms, the total time can be 
significantly reduced. These algorithms can be easily modified for 
other applications of convolution, such as those listed in Table 1. 

Different convolution applications have different computational 
complexities in their evaluation of different functions 4>, ill and •. 
For each application, however, the time complexity of the compu­
tation performed in the PEs is exactly the same, regardless of the 
type of network. It is the time complexity for communication 
among the PEs that varies widely from network to network. We 
will compare the communication complexities of three different 
types of networks, independent of the forms of the functions 4>, ill 
and•. 

In this paper, parallel algorithms a.re developed and discussed for 
2-D digital convolution on array processors with different types of 
interconnection networks. Section II introduces a model of an 
array processor and the three types of interconnection networks. 
Detailed algorithms for array processors with N 2 PEs with a mesh 
network, a hypercube network, and a shuftle-exchange network 
a.re given in Sections ill, N and V, respectively. Section VI pro­
vides an explanation of the modifications required to the algo- · 
rithms for different size of array processors. Section VII discusses 
the computation of generalized convolution. Section Vill presents 
our conclusions, including a table comparing the network commun­
ication complexities. 
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Il. MODEL OF AN ARRAY PROCESSOR 

An array processor is comprised of Q =2' processing elements 
(PEs), each having some local memory [HwBr84]. We assume that 
the PEs a.re indexed O through Q-1 and refer to the pth PE as 
PE(p ). The synchronized PEs execute instructions issued from a 
control unit. The control unit broadcasts an instruction to all 
PEs, and all enabled PEs simultaneously execute. the instruction. 
The enable/disable mask can be used to select a subset of the PEs 
that a.re to perform an instruction. The set of enabled PEs can be 
changed from instruction to instruction. 

A network is needed to provide inter-PE communication. While 
several types of interconnection networks have been proposed 
[Sieg79], some are topologically equivalent and some a.re not 
[WuFe80]. The control transfer algorithm among the equivalent· 
networks has been studied in [Fang84,FaDe85]. Three interconnec­
tion networks which a.re not topologically equivalent are con­
sidered in this paper -- the mesh, hypercube, and shuffie-exchange 
networks. 

Mesh Interconnection Network 

In this model, the PEs may be thought of as being physically 
arranged in a k-dimensional array A (nk-1'nk_2, · · · ,n 0), where n; 
is the size of the 1th dimension and Q =n._1 *n•-2* ... *no. The PE 
at location A (Pk-1' ... ,p 0) is connected to the PEs at locations 
A (Pk-1' .. ·iPj±l>""·•Po), 0'.5,j <k, provided they exist. Data may be 
transmitted from one PE to another via this interconnection pat­
tern only. The interconnection scheme for 16 PEs with k =2 is 
given in Fig. 2a. 

Fig. 2a. A mesh topology with 16 PEs 

Hypercube Interconnection Network 

Let p9 _1 ... p 0 be the binary representation of p , the index of 
PE(p ), for p =0,1, ... ,29 -1. Let p (bl be the number with binary 
representation p9 _1 • • • Pb +1Pb Pb-I • · • p 0, where Pb is the com­
plement of Pb and 0'.5. b < q . In the hypercube model, PE(p ) is 
directly connected to PE(p(b)) for 0'.5,6 <q. A 4-cube (16 PEs) 
interconnection network is shown in Fig. 2b. The hypercube has 
been proposed and used in both SIMD and MIMD computer sys­
tems [PrVu79,Seit85]. 



Fig. 2b. A hypercube topology with 16 PEs 

Shuffie-Exchange Interconnection Network 

Let q , p and' p (b) be the same as in the hypercube model. Let 
p9 _1 ... p 0 be the binary representation of p. Define SHUFFLE(p) 
and UNSHUFFLE(p ) to be the integers with binary representation 
p9 _2P,-a···P 0p9 _1 and p0p9 _1 ••• p 11 respectively. In the shu~e­
exchange model, PE(p ) is connected to PE(p ( l), 
PE(SHUFFLE(p )) and PE(UNSHUFFLE(p )). These three connec­
tions are called e:i:change, shuffle and unshuff/e, respectively. Once 
again, data transmission from one PE to another is possible only 
via the connection scheme. A shuffie-exchange network of 16 PEs 
is shown in Fig. 2c. 

Fig. 2c. A shuffie-exchange topology with 16 PES 

It should be noted that the shuffie-exchange model requires at 
most three connections per PE, while. the mesh model requires 2k 
connections per PE, and the hypercube model requires q connec­
tions per PE. It should also be emphasized that, in any time 
instance, only one unit of data can be transmitted along an inter­
connection line, although all lines can be busy at the same time. 

To evaluate the efficiency of parallel algorithms on array proces­
sors, one must consider the amount of parallellism that can be 
exploited in order to fully utilize the large amount of PEs. Such a 
study on image correlation was conducted in [SiSF82]. In their 
approach, each PE has a large local memory to handle a number 
of subimages, and only neighboring pixels need be sent among 
PEs. In our approach, we use the interconnection networks 
efficiently to obtain an optimal solution. Each local memory is 
small, containing only M locations. 

In describing our algorithms, we follow the notations and assump­
tions used in [DeNS81] as stated below. PE(p) denotes the PE 
with index p . R (p ), A (p ), B (p ), and 0 (p ) are registers in 
PE(p ). MAR(p ) denotes the local memory address register in 
PE(p ): and M[MAR(p )] denotes the local memory location with 
address in MAR(p ). The symbol • +-" signals an assignment 
involving data routing between directly connected PEs, while the 
symbol • :=• indicates an assignment in which all variables in 

both sides of • :=• are local to the same PE. • +=!' indicates move-
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ment involving common data or constants from the control unit 
memory to the local memories whose address is specified in 
MAR(p ). For any integer i, i6 will denote bit 6 of the binary 
representation of i , and i.,, will signify the number whose binary 
representation is i. i._1 ... i,. PEs may be enabled by providing a 
aelectivit11 function following a statement. For example, if we want 
to perform R (p ):=A (p )+ B (p ) for those PEs whose index has bit 
6 equal to 0, the statement will be 

R (p ):=A (p )+B (p ), (Pb =0). 

The communication complexity of an algorithm includes both the 
time needed to route data from PE to PE, and the time needed to 
.broadcast data from control unit memory to local memories. A 
unit-route is a data transmission from a PE to a directly connected 
PE. The following unit-route statements will be used in the three 
interconnection networks in this paper: 

(1) In the 2-dimensional mesh model: 
R (p 1-1,p 2)+-R (p 1112) (*go up *); 
R (p l+l,p2)+-R (p 11P2) (*go down*); 
R (p 11Pz-l)+-R (p 11P2) (* go left*); 
R (p 11P 2+1 )+-R (p 11P 2) ( * go right * ). 

(2) In the hypercube model: 
R(p(b))+-R(p) where0$b<q. 

(3) In the shuffie-exchange model: 
R (p !0l)+-R (p ) ( * go exchange connection * ); 
R(SHUFFLE(p))+-R(p) (*go shuffie connection•); 
R (UNSHUFFLE(p ))+-R (p) (*go unshuffie connection*). 

The above notations will be frequently used in the algorithms in 
the upcoming sections. The following procedure ROTATE will be 
extensively used and is demonstrated below. Consider a 2-D 
search area, G={ G11 , for i ,j E[O,N -1]}, and an array processor 
with Q =2' =N2 PEs, where the element G1; is stored in register 
R (p ) of PE(p =iN + j) and N =2• . For convenience, we may 
use PE(i ,j) or R (i ,j) to denote PE(iN + j) or R (iN + j). Thus, 
initially, we have R ( i ,j)=G11 • We may wish to rotate, or end­
around ahift, the 2-D search area 2• positions to either 

right (R (i ,j)=Gi,(j-2') mod N ), 

left (R (i ,j)=Gi,(i+2'J mod N ), 

up (R (i ,j)=G (.i+2'J ,,.04 N .i ), 
or down (R(i,j)=G 11 _2;) mod N,1 ), 

for O<k <n-1. The rotation procedure for a 2-D mesh machine is 
straightforward. The procedure to perform a rotate operation in a 
hypercube array processor is shown below. The rotate procedure 
for a shuffie-exchange network is explained in Section V. In pro­
cedure ROTATE, 11 indicates the bit position where the bit com­
plement operation begins; r is the bit position where the bit com­
plement ends. Flag is set to 0 for left and up rotate operations; it 
is set to 1 for right and down rotate operations. 

procedure ROTATE(R ,a ,r ,flag); 
begin 

R (p !< l)+-R (p ); 
for 6 :=a +1 tor do 

if flag=O then 
R (p!6 l)+-R (p ), (Pb-1=1 & · · · & p, =1) 

else(* Note that & is a logical AND operator*) 
R (p!6l)+-R (p ), (Pb-1=0 & · · · & P. =0); 

end; 

In the following sections, we shall present detailed convolution 
algorithms for array processors with three different types of inter­
connection networks. 



III. MESH MODEL WITH N2 PEs 

In this section an 0 (M2 ) convolution algorithm MESH-N2 is 
developed for a two-dimensional mesh model with N 2 PEs, which 
can handle various sizes of windows. These N 2 PEs may be 
viewed as an N by N 2-D array. We assume that N=2" and 
M =2m . Initially, the element G;; is stored in register A ( i, j) of 
PE(i,j) for i,jE[O,N-1]. The M by M window is stored in the 
control unit memory in column-major order with a starting address 
a. The resulting similarity measures of O;; will be stored in regis­
ter G ( i , j ) of each PE. 

This algorithm is designed to process one column of the window at 
a time. For a fixed column t, M window elements, 
W 01 , · · • , Wm-l,t will be broadcast to all PEs. Thus, M local 
memory locations are needed in each PE to hold these elements. 
If we rotate up the search area G one row per step, we can com­
pute a partial sum of M products for a given t . Therefore, 
PE( i ,j ), which is responsible for evaluating O;;, will accumulate 
the following M products. 

M-1 

E a,+-,;+1 .. w.1 
•=0 

(2) 

MESH-N2 matches an M by M window in an N by N search 
area on a mesh machine with N 2 PEs. The initial configuration is 
A (i ,j) = G;;. 

procedure MESH-N2 (A ,0) 
begin 

G(i ,j) := O; (*initialization*) 
for t :=0 to M-1 do begin 

(*read one window column to local memory*) 
MAR(i ,j) := O; (*initialize MAR*) 
for s :=0 to M-1 do begin 

OMAR:= a+t*M +s; 
M[MAR(i ,j)] <= CM[OMARJ; 
MAR(i,j) :=MAR(i,j) + 1; 

end; (*end loop s *) 
(*Rotate-multiply-add on the search area segment*) 
MAR(i,j) :=0; 
G(i ,j) := O(i ,j)+A (i ,j)*M[MAR(i ,j)]; 

(*get first product*) 
fork :=1 to M-1 do begin 

A (i-1,j)+--A (i ,j); 
MAR(i ,j) := MAR(i ,j) + 1; 
G(i,j) := G(i,j) + A(i,j)*M[MAR(i,j)J; 

end; (*partial summation of M products*) 
fork :=l to M-1 do A (i +1,j)+--A (i ,j); 

(*recover the original value*) 
A (i ,j-1)+--A (i ,j ); 

( * rotate G left one position *) 
end; (*end loop t, process one window column*) 

end; 

Clearly, the communication time complexity of the MESH-N2 
algorithm is 

M-1 

E 3M =3M2= 0 (M 2) 
t=O 

It is trivial to extend MESH-N2 to the general case where either 
M =;6M 1 or M is not a power of 2. 
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IV. HYPERCUBE MODEL WITH N2 PEs 

Now we turn to CUBE-N2, the convolution algorithm for a hyper­
cube array processor with N 2 PEs. As with the mesh model, the 
M by M window is stored in the control unit memory in column­
major order with a starting address a; and each PE has M loca­
tions in the local memory. We logically divide each column of the 
search area G into N / M segments, where each segment has M 
consecutive elements. 

There are four phases involved in order to compute Eq.(2) for a 
given window column. In phase 1, all M elements of the window 
column are sent to the local memory of all PEs. These M ele­
ments are located in addresses from 0 to M -1. In phase 2, we per­
mute the elements within each segment. Then, we multiply the 
element in register A with the window element, which is stored in 
local memory. Finally, we add the product to register G. These 
permute-multiply-accumulate (PMA) steps are repeated so that 
every element of the segment appears exactly once in each position 
of the segment. Since we only permute elements within the same 
segment, some positions which need elements from the next seg­
ment cannot be satisfied. For instance, the last position of a seg­
ment needs M-1 elements of G from the segment below it. Thus, 
only half of the products are generated in phase 2 (this will be 
clear from the later example and discussion). 

In phase 3, we first rotate G up M positions. Then, we repeat the 
PMA steps in the same way as in phase 2 in order to generate the 
remaining half of the products needed in Eq.(2). Before we go to 
the next phase, we have to rotate G down M positions to recover 
it to the original status. In phase 4, we rotate G left one position 
so that we can start to work on the next window column. After 
we have processed all M window columns, the final result of O;; is 
stored in G(i ,j). 

To simplify our description of the PMA steps, we omit the second 
subscripts of j and t for G and W. We use G 0,Gi. ···,Gm-I to 
denote the M elements of one segment. Initially, we have 
A (i)=G; and O(i)=O. After the execution of 
G ( i )=O(i )+A ( i)*M[MAR(i )], we have G; *W 0 in register G of 
every PE. 

Now we will discuss the PMA sequence. First, we exchange one 
element in each segment so that A(i)=G;, where j=i(0l. We 

assign MAR(i)=l. Only the PE(i) with i 0=0 can perform the 
multiplication to generate G;+1 *W 1• 

In the second step, we exchange pairs of elements within each seg­
ment. If there is a valid local memory address (to be discussed 
later), only PE(i) with i 1=0 can multiply A (i)*M[MAR(i)]). 
The product will be added to G ( i ). Since the second step should 
generate two terms in Eq.(2), G;+2 *W2 and G;+3 *W3, in PE(i) 
with i 1 =0, a procedure GRAY (to be defined later) is employed to 
exchange the elements in each pair within the segment. In the 
same way, the (k +l)th step exchanges 2k element pieces within 
each segment. Using a valid address, we perform 

G (i ):=O(i)+A (i )*M[MAR(i )], (ik =0). 

Just as in the second step, the (k +l)th step generates 2k terms in 
Eq.(2), and procedure GRAY executes a permutation subsequence. 
After executing the m -1 steps, each element in a segment should 
appear in any position of the segment once and only once. 



We employ the GRAY sequence concept [Roth79] to generate the 
permutation subsequence for the small section of 2• elements in 
each step. Given an integer i in the range [O,M-1], where 
i=im_1,0, and a given k (o::=;k <m-1), starting with integer i, we 
can change one bit or the binary expression at a time to generate a 
sequence or 2• -1 integers in the range 
{Li/2*J-*2*, ... ,(Li/26 j+l)*2•-1} with i excluded. Let s._1 

denote the sequence of bit positions on which the GRAY sequence 
with 2• -1 integers will talce a complement operation to generate 
the corresponding integers. St-I can be recursively defined as fol­
lows: 

So=O 

s•-1 = s,_2, k-1, s•-2· 
The length of the GRAY sequence can be obtained by the recur­
sive equation L (S,_1)=2L (S._2)+1, where L (S0)=1. The follow­
ing lemmas are useful in developing our parallel algorithms and 
can be easily proved by induction on k . 

Leinma 1: Given an integer i =im-l:k it_1i4 _2:0 in [O,M-1], start­
ing from i, the last number in the GRAY sequence of 2• -1 
numbers is j(•-1l=im-l:k ~-1it-2:0· 

Let F be a boolean variable, which is changed alternatively 
between true and false in the generation of numbers of a GRAY 
sequence. The initial value of F is false. In the sequence of bit 
positions St-1' each bit position b (o::=;b <k-1) is involved in pairs 
of complement operations. In each pair, the first complement is 
from i6 to i; when F is true. The second complement is from ib 
to i; when F is false. 

Leinma 2: During the GRAY sequence, when i6 is to be comple­
mented to generate the next number, MAR( i) is modified by the 
following formula. 

MAR(i) := MAR(i)+26 if (F &ib =O)l(F &i6 =1) 

MAR(i) := MAR(i)-26 if (F &i6 =l)l(F &i6 =0) 

Leinma 3: After executing A (i<•>).__A (i), the MAR(i) is incre­
mented by 2• if ik_1=0. If it_1=1, then MAR( i) is unchanged. 

The recursive procedure GRAY( U ,F ,phase) is designed to gen­
erate the GRAY sequence, modify MAR(i), and execute the 
multiply-accumulate operation on C ( i ). 

recursive procedure GRAY( U ,F ,phase) 
begin 

if U =0 then return else 
begin 

flag:=true; 
GRAY(U -1,flag,phase); 
A (p (U +•-1>)<--A (p ); 
if F then 

MAR(p ):=MAR(p )+2u-i, (Pu+a-1=0); 
MAR(p ):=MAR(p )-2u-i, (Pu+n-1=1); 

else 
MAR(p ):=MAR(p )-2u-i, (Pu+a-1=0); 
MAR(p ):=MAR(p )+2u-i, (Pu+n-1=1); 

end; ( * end if-else *) 
if phase=2 then C(p ):=C(p )+A (p )*M[MAR(p )], (Pk =0) 

else C(p ):=C(p )+A (p )*M[MAR(p )], (p,=1); 
flag:=false; 
GRAY(U -1,flag,phase); 

end; ( * end if-else *) 
end; 
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Finally we come to procedure CUBE-N2, a convolution algorithm 
for a hypercube lln'ay processor with N 2 PEs. 

procedure CUBE-N2(A , C) 
begin 

C (p ):=O; ( * initialization *) 
(*process one window column at a time*) 
for t :=0 to M -1 do begin 

(*Phase 1: read one window column to local memory*) 
MAR(p ):=0; (* initialize MAR *) 
for a :=0 to M -l do begin · 

OMAR:= a+t*M+a; 
M[MAR(p )] *=CM[CMAR]; 
MAR(p) := MAR(p )+1; 

end; 
(*Phase 2: PMA on its own segment*) 
MAR(p):=O; 
C(p ):=C(p )+A (p )*M[MAR(p )]; (*get first product*) 
for k :=n to n +m-1 do begin 

A (pl*>)+-A (p ); 
if k =n then MAR(p ):=MAR(p )+ 1 

else MAR(p ):=MAR(p )+2*-•, (P•-i=O); 
C(p ):=C(p )+A (p )*M[MAR(p )], (p, =O); 
F:=false; 
U:=k-n; 
GRAY(U ,F ,2); 

end (* end loop k *) 
(*Phase 3: PMA on the next segment*) 
(*rotate the image up one segment*) 
A (pl•+m-1>)+-A (p ); (*recover original value*) 
ROTATE(A ,n +m ,2n -1,0); 
(* PMA on the new segment*) 
MAR(p):=M; 
fork :=n ton +m-1 do begin 

A (pl•>)+-A (p ); 
if k =n then MAR(p ):=MAR(p }-1 

else MAR(p ):=MAR(p )-2•-•, (p,_1=1); 
C(p ):=C(p )+A (p )*M[MAR(p )], (Pt =l); 
F:=false; 
U:=k-n; 
GRAY( U ,F ,3); 

end(* end loop k *) 
(* rotate G down one segment*) 
A (p!n+m-ll)+-A (p ); (*recover original value*) 
ROTATE(A ,n +m ,2n -1,1); 
(*Phase 4: Rotate G left one position *) 
ROTATE(A ,O,n -1,0); 

end;(* end loop t *) 
end; 

Algorithm CUBE-N2 uses M local memory locations for each PE. 
The inter-PE communication time in procedure GRAY with 
parameter U is 2u -1 unit routes. Therefore, the communication 

m-1 
time in phase 2 or phase 3 requires E (24 -l)~M unit-routes. To 

k=O 
rotate G up or down one segment takes log2(N /M) unit-routes. 
Phase 4 takes log2N unit-routes to rotate G left one position. The 

communication complexity is 
M-1 
E (3M +2( lohN -log2M)+log2N) 
1-0 

= M(3M+log2N-2log~)::;M*max(3M,log2N)=O(M2). 

Note that the complexity of the traditional computer is 
0 (N2 *M2). 
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Fig. 3. An example shows the permutation and address generation sequences for 16 PEs, where M =8 

To further illustrate our algorithm, Fig.3 shows an example of pro­
cessing one window column where M =8. The first column of the 
figure gives the initial configuration, where we list 16 PEs (PE(O,j) 
to PE(15,j)). The first value, D, associated with each PE, is the 
value of its MAR, and the second value, G , is the index i of G;;. 
Again, subscripts j and t are omitted from Fig.3. The results of 
all enable operations are followed by the symbol *· The first 
column in phase 3 demonstrates the rotation of G up one segment 
(8 positions). The second to last column in both phase 2 and 
phase 3 shows the restoration of G to its original value (before per­
mutation). The last column in phase 3 shows the effects of rotat­
·ing G down one segment. Fig.3 demonstrates that, after phase 3, 
all eight products are available for the evaluation of Eq.(2). 

In the general case, a window could be an M by M' rectangle 
(M <M' ), and M might not be a power of 2. Let 
M=M1+M2+ · · · +M9 , where M4 is an integer power of 2, and 
d =1,2, ... ,q . Algorithm CUBE-N2 can be modified by looping k 
from n to n +m -1 inside another loop on d from 1 to q. For 
each value of d, the variable m takes the value log2(M4 ). In the 
outermost loop, t increments from 0 to M' -1 to process columns 
in the window. It is clear that the time complexity of the modified 
CUBE-N2 algorihm is 0 (M•M' ). 

V. SHUFFLE-EXCHANGE MODEL WITH ~ PEs 

An 0 (M2) convolution algorithm for a N 2=2' shuffie-exchange 
array processor can be arrived at by simulating the routes in pro­
cedure CUBE-N2, using the technique used in (DeNS81). We shall 
use the same logically two-dimensional view of PEs and the same 
initial configuration described in Section ill and Section N. Ini­
tially, A(i,j)=G;; for i,jE[O,N-1), and the M by M window is 
stored in the control unit memory in column-major order with the 
starting address a. The resulting similarity measures will be in the 
register a. 

The basic steps in the shufile-exchange model convolution algo­
rithm are the same as those used in CUBE-N2. The only 
difference is the data routing. In the shuffie-exchange model, we 
have to employ EXCHANGE, SHUFFLE, and UNSHUFFLE to 
simulate data transmission in the hypercube model. In the hyper­
cube model, PE(p ) is directly connected to PE(p <6 l) and the fun­
damental data transmission is R (p 16 l)-R (p ) for o~ b < q . 
Clearly, the following subroutine in the shuffie-exchange model 

implements the basic data transmission in the hypercube model. 
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proceudre TRANSMIT (R :register; b :integer) 
begin 

for i :=1 to b do R (UNSHUFFLE(p )) - R (p ); 
R (p<0l) - R (p ); 
for i :=1 to b do R (SHUFFLE(p )) - R (p ); 

end; 

Note that the SHUFFLE and UNSHUFFLE connections are com­
plementary operations. H several UNSHUFFLE operations are fol­
lowed by the same number of SHUFFLE operations, the result will 
recover the search area to its original value. Since SHUFFLE or 
UNSHUFFLE rotates the bit position in the binary representation 
of index p , the selectivity function should take the corresponding 
adjustment if it is necessary. 

Procedure ROTATE(R ,s ,r ,flag), developed in Section II for the 
hypercube model, should be modified to perform rotation for the 
shuffie-exchange model. The paprameters in the new procedure 
PS-ROTATE retain the same meanings as in the procedure 
ROTATE. 

procedure PS-ROTATE(R ,s ,r ,flag); 
begin 

for i :=1 to s do R (UNSHUFFLE(p )) - R (p ); 
R (p <0>)-R (p ); 

for i :=1 to r --s do 
R (UNSHUFFLE(p )) - R (p ); 
if flag=O then 

R (p (o))+-R (p ), (P9 -1=l & · · · & Pt-i =1) 
else(* Note that & is a logical AND operator*) 

R (p 1°>)-R (p ), (pq-1=0 & · · · & Pt-i =0); 
end; ( * end of if-then-else *) 

end;(* end loop i *) 
for i :=1 to r do R (SHUFFLE(p )) - R (p ); 

end; 

lt is important to note that PS-ROTATE requires only twice as 
many unit-routes as does ROTATE in the hypercube model. Recall 
that each PE in a shuffie-exchange is connected to up to three 3 
PEs, while in a hypercube each PE is connected to q other PEs. 

The parallel convolution algorithm SHEX-N2 for a. shufile­
exchange network with N 2 PEs is obtained by (i) replacing the 
data transmitting statement R (p <6 l)-R (p) with procedure 

·TRANSMIT; and (ii) substituting PS-ROTATE for ROTATE in 
both the recursive procedure GRAY and algorithm CUBE-N2 from 
Section N. SHEX-N2 also requires M local memory locations for 



each PE. AB mentioned above, PS-ROTATE takes about twice as 
many unit-routes as does ROTATE in the hypercube model. Thus, 
it takes 2*/oh(N /M) unit-routes to rotate G up or down one seg­
ment. Similarly, rotating G left one column takes 2 * log2N unit­
routes. 

Now we need to investigate the number of unit-routes required by 
procedure GRAY with parameter U. By definition of the GRAY 
sequence in Section IV, Su=Su-1iU ,Su_1 where Su represents the 
sequence of bit positions on which the GRAY sequence with 2u -1 
integers will take a complement operation to generate the 
corresponding integers. It is clear that Su is the same as an 
inorder traversal list of a complete binary tree with its root 
labelled U, and every other node of level z labelled U -z + 1. 
From this fact, an interesting property of the GRAY sequence is 
described in the following lemma. 

Lemma 4: In Su, corresponding to the GRAY sequence with 
parameter U, the number of integer r 's, 1 :5 r :5 U, is 2 U-r • 

Each integer r in Su corresponding to a GRAY sequence involves 
a data transmission A (p (r l)+-A (p) in algorithm CUBE-N2. 
Therefore, by procedure TRANSMIT, it will take 2r-1 unit-routes 
in the shuftle-exchange model. The inter-PE communication time 
in procedure GRAY with parameter U is 

u 
I;(2r-1)*2U-r = 3*2u-2*U-3 
r=I 

Therefore, phase 2 takes 
m-1 m-1 

E (3*2•-2*k-3)+ E (2k+l) = 3*2'"-2m-3R::3M 
k=O k=O 

unit-routes. The overall time complexity of the SHEX-N2 algo­
rithm is 
M-1 
E (M +2((3M -2log2M -3)+2log2(N / M ))+2log2N) 
t=O 

Note .that the complexity of algorithm CUBE-N2 is 0 (2M2), while 
SHEX-N2 uses only triple as many unit-routes as does CUBE-N2 
in the hypercube model. Each PE in the shuftle-exchange model is 
connected to up to 3 PEs however, instead of q PEs as is the 
hypercube model. 

VI. ARRAY PROCESSORS WITH DIFFERENT 
NUMBERS OF PEs 

The algorithms in the previous sections were developed on array 
processors with the number of PEs same as the size of the search 
area. We now demonstrate the modification of algorithm CUBE­
N2 so that it can be applied to other numbers of PEs. The 
modification of algorithms on other types of array processors 
would be similar to this example. 

First, let us consider the case of L 2 PEs, where M $L :5 N. 
Again we assume that L is an integer power of 2. The search area 
G can be partitioned into (N /L )2 equal-sized blocka, where each 

block G,.. is L by L for 0$z ,11 <(N /L ). For a fixed y, we call 
procedure CUBE-N2 for blocks from G0, to G.,, where 

z =(N /L }-1. Then we repeat the procedure call from 11 =0 to 
11 =(N /L )-1. The only modification we have to make is the pro­
cedure ROTATE. In algorithm CUBE-N2, there are three places 
to call ROTATE: one for rotate up, one for rotate down, and one 
for rotate left. Instead of performing a rotate or end-around shift 
for those boundary elements, we must instead shift G from the 
neighboring (either down, up, or left) blocks. ROTATE can be 
easily modified to add this feature by reading the neighboring ele­
ments before performing the rotation. For example, to shift a 
block left one position, we can add the folloWing statement to the 
beginning of ROTATE. 

read block[z*L :(z +l)*L-l;(y +l)*L +t :(11 +2)*L +t-1] 
(Pa-l:o=O · · · O); 

Note that the leftmost column of the block to the right of the 
current block is read. Here n =log2L . 

An alternative approach does not involve modifying ROTATE. 
We can read the neighboring elements into another register, for 
instance, B . Suppose that we want to shift G up 4 positions. The 
top four rows of PEs (or Bs) will be_ loaded with the element 
values of the top four rows of the blocks below it. Before we per­
form the shift on A , we exchange the contents of A and B . 
Then, we perform ROTATE to get the desired result. 

Now we present algorithm CUBE-12 for a hypercube with L 2 PEs. 
G is initially stored in the 1/0 system and can be read block by 
block. The window W is stored in the control unit memory in the 
same way as was specified in CUBE-N2. Once it is obtained, the 
resulting similarity measure C is sent to the 1/0 system block by 
block. 
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procedure CUBE-12 
begin 

for 11 :=0 to (N/1}-1 do 

end; 

for z :=0 to (N /L }-1 do begin 
read block[z•L :(z +l)*L-l;pL :(y +l)•L-1]; 
Modified-CUBE-N2(z ,!/ ); 

end; 

It is simple to show that the time complexity of CUBE-12 is 
0 (N2M 2/L 2). 

Algorithm CUBE-N2M2, developed in [FaLN85], is a parallel tem­
plate matching algorithm for an array processor with N 2M 2 PEs. 
By combining algorithms CUBE-N2M2 and CUBE-N2, one can· 
obtain an efficient parallel convolution algorithm, CUBE-N2K2, 
for a hypercube with N 2K 2 PEs, where 1$K $M. Algorithm 
CUBE-N2M2 has a time complexity of 0 (log~*log2M). 
Meanwhile, algorithm CUBE-N2K2 has a time complexity of 
0 (M2/K2+log2N*log~). One readily sees that when K =1, 
CUBE-N2K2 works exactly like CUBE-N2, and when K =M, 

CUBE-N2K2 works as CUBE-N2M2. When K =M /log~ and 
there are N2M2/(log~)2 PEs, it is interesting to see that the. 
complexity of the algorithm CUBE-N2K2 is still 
0 (lo12N*log2M). 

VII. COMPUTATION FOR GENERALIZED 

CONVOLUTION 

For some applications we need to normalize both arrays (search 
area and window) before the computation of convolution so that 
the similarity measure is a generalized digital convolution, i.e.,., 
·normalized correlation. First we define 



M-IM 1 -I 

H= E E Gi+.,j+t 
•=0 t=O 
M-IM1 -I 

T=E E w,, 
•=Ot=O 

M-IM1 -I 

Z=E E Gi!•,j+t 
•=0 t=O 
M-IM 1 -I 

D=E E W,,2 
t=O t=O 
M-IM' -1 

E= E E Gi+.,j+t *W.1 
1 =0 t=O 

The normalized coorelation is thus defined as 

HT 
E-MM' 

In each PE(p ), we use four registers MSI(p ), MWD(p ), MSIS(p ) 
and MWDS(p ) to store H, T , Z , and D , respectively. The 
modifications to algorithm CUBE-N2 include the following: 

1. After a window column is read to local memory, cumulate 
M[MAR(p )] into MWD(p ), cumulate M[MAR(p )]2 into 
MWDS(p ). 

2. During the execution of multiplication-addition in both the 
main loop body and in procedure GRAY, cumulate 4 (p) 
and A (p )2 into MSl(p) and MSIS(p ), respectively. 

3. Before exiting, calculate the final result from contents in 
C(p) and the four new memory locations. 

The complexity of the algorithm generating the normalized corre­
lation coefficient is still 0 (M*M' ). 

vm. CONCLUSIONS 

Two-dimensional digital convolution, a basic operation in image 
processing, is computationally time consuming in traditional 

machines. We have proposed several parallel algorithms on array 
processors with different types of interconnection networks. PE 
operations can be carried out between the data movement steps 
among PEs, eliminating many unnecessary data transmissions. 
Our approach employs a small local memory requiring only M 
locations for each PE. 

With N 2 PEs and M =M 1 =2m , the communication time com­
plexity of all three networks has the same order of magnitude 
0 (M2). The degree of communication (connection links) of each 
PE is 4, q , and 3, for mesh, hypercube, and shuffie-exchange, 
respectively. However, the mesh connection provides the smallest 
communication complexity as summarized in Table 1. This is due 
to the inherent topological matching between mesh network and 
2-D search area. 

Table 1. Communication Time Complexity 

mesh 
hy ercube 

shuffie-exchan e 
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Abstract 

In this paper we consider the Mesh of Trees organi­
zation for several fundamental tasks in computer vision. 
We illustrate the suitability of this architecture by show­
ing fast parallel algorithms for many tasks in low to 
medium level vision. We derive poly logarithmic algo­
rithms for many problems on digitized pictures such as 
identifying and labeling figures in a 0/1 image, drawing' 
digitized straight lines, computing convexity properfa:~> 
of digitized images, determining distances, etc. For dl · 
the above problems, the Mesh of Trees organization has 
superior time performance compared with the pyramid 
and mesh connected computer of corresponding size. 

I. INTRODUCTION 

Mesh Connected Computers (MCC) and Cellular 
Arrays have been considered suitable for image process­
ing, since images can be naturally mapped onto these so 
that neighboring pixels are mapped onto neighboring 
processing elements [MILL 85, ROSE 83]. But solving 
many image processing problems on a N XN 2-MCC 
requires as much as O(N) time. An alternate parallel 
architecture is the pyramid organization which has loga­
rithmic diameter [TANI 83, MILL 84]. The hierarchical 
organization of pyramid results in logarithmic time per­
formance for many image processing tasks. However, 
many other problems require as much as O(N112 ) time on 
a N X N base pyramid [MILL 84]. In this paper, we 
explore the suitability of the Mesh of Trees for image 
processing applications. 

The Mesh of Trees organization has been introduced 
to solve several problems such as sorting, matrix multi­
plication and some graph problems [LGHT 81, NATH 
83]. In this paper we propose this as an alternate archi­
tecture to the pyramid computer and evaluate its perfor­
mance with respect to several fundamental tasks in 
image processing. For many problems on digitized 
images, the Mesh of Trees organization is shown to have 
superior performance compared to either the pyramid or 
2-MCC of corresponding size. 
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The rest of this paper is organized as follows. In 
the next section, we define the structure of the Mesh of 
Trees and standard operations on it which will be used 
throughout the paper. In section III, we present O(logN) 
parallel algorithms for the following problems: determin­
ing the extreme points of the convex hull of a figure, 
enumerating and deciding the PEs within the convex 
hull of a figure, deciding if two sets of processors are 
linearly separabli;, finding the PEs along a digitized 
straight line, determining nearest neighboring figure to a 
figure, etc. We also derive poly logarithmic algorithms 
for several problems including labeling 0/1 images, 
estimating convexity properties for digitized pictures 
having multiple objects, etc. For several problems, the 
solution on the Mesh of Trees turns out to be consider­
ably simpler than those on the pyramid. Due to space 
limitation proof sketches will be provided. Details 
appear elsewhere [PRAS 86b]. 

II. MESH OF TREES 

The Mesh of Trees network can be looked upon as 
an N XN matrix of processors in which each row and 
each column of processors forms the leaves of a binary 
tree [LGHT 81, NATH 83]. The root and the internal 
nodes of each binary tree are also processors. This struc­
ture is called an (N XN)-MOT for short. The N 2 leaf. 
processors form the base of the network and are called 
base processors (BPs). Most of the processing is done by 
the BPs. The internal processors (IPs) are used for com­
munication between BPs. During the course of this com­
munication, the IPs may also be required to carry out 
some simple operations such as summing and extracting 
the minimum on the data. A (4X4)-MOT and its layout 
is shown in figure 1, where the BPs are represented by 
white circles and the IPs are represented by black circles. 
Any two adjacent rows or columns of the base are 
O(logN) distance apart. Since there are N rows and N 
columns, the total VLSI area of the layout is 
O(N2(IogN )2), which can be shown to be optimal [LGHT 
81]. Notice that, in the standard VLSI model, (NXN) 
2-MCC and (N XN) pyramid have O(N2) area require­
ment. 
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Fig. 1 (4X4)-MOT and it's layout 

The following are some of the commonly used com­
munication operations on the Mesh of Trees !NATH 83]. 

1) ROOTOLEAF-The contents of the data register 
of the root of the corresponding tree are broadcast to the 
leaves of the tree,· 

2) LEAFTOROOT-Selector specifies one BP whose 
register R contents are sent to the root of the 
corresponding tree. 

3) LEAFTOLEAF-This can be expressed as a 
sequence of LEAFTOROOT and ROOTOLEAF opera­
tions. 

The time required for the above operations is 
O(logN) which is the height of the tree. 

m. PARALLEL GEOMETRIC ALGORITHMS 

In this section we consider several basic tasks on 
digitized images and derive fast parallel algorithms for 
these tasks. For all our algorithms the input is an 
N x N image with the base PE( i ,j) storing the 
pixel( i ,j ). 

3.1 Connected Components 

Given a O/Limage a fundamental task is to identify 
figures in the image. Figures correspond to connected l's 
in the image. The labeling problem is to identify and 
associate an unique ID with the connected l's in the 
image. An essential part of this algorithm is: 

Lemma l:[NATH 83] Given a NXN adjacency matri.x 
of a N vertex graph stored in the BPs of an ( N X N )­
MOT, the connected components can be determined in 
O((logN )3) time. 

Theorem 1: Given a N XN 0/1 image, all figures can 
be labeled in O((logN)4) time using an (N XN)-MOT. 

Proof sketch: The basic idea is to label blocks of size 
k X k and merge 4 adjacent blocks to form bigger size 
blocks. This is repeated until the block size becomes 
N XN. To merge 4 blocks of size k Xk, we look at the 
boundary of the blocks as shown in figure 2. At the 
boundary between two blocks we can associate an 
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adjacen'cy graph as follows: each figure incident on the 
boundary corresponds to a vertex. Two figures adjacent 
to ea.ch other at the boundary has an edge between 
them. There can be O(k) edges and O(k) nodes across 
the boundary of two adjacent blocks. We then convert 
the O(k) nodes and edges into adjacency matrix format 
using the basic data movement operations in O(logk) 
time. Now using lemma 1, the connected components of 
the adjacency graph is found in O((logk )3) time. Repeat­
ing this along the horizontal boundary, we can determine 
the new labels within a block of size 2k X2k. This infor­
mation is propagated to the outer boundary of the block 
of size 2k X 2k as shown in figure 2. Repeating this logN 
times, all the figure are labeled. By traversing the above 
steps in reverse, we can relabel all the figures. o 

f 
k 

k 

! 

t14 k ____.,. 

~ Outer 
boundary 

Fig. 2 Merging 4 blocks of size k Xk 

3.2 Convexity Algorithms 

Now we consider convexity problems. We use the 
following definition of convexity: A set of PEs is said to 
be convex if and only if the corresponding set of integer 
lattice points is convex. Given a set S of PEs, the con­
vex hull of S, denoted Hull(S), is the smallest convex set 
of PEs containing S. 

Theorem 2: In an (N XN}-MOT, in O(logN) time one 
can identify the extreme points of l's in a N XN image. 

Proof sketch: The algorithm operates in two steps. It 
first finds the Right Most (RM) and the Left Most (LM) 
1 in each row using the LEAFTOROOT and 
ROOTOLEAF operations. Then it verifies if these 
points are extreme points or not. The verification is 
done by having the i th column compute the enclosing 
angle made by the ls in the image with the RM of the 
i th row (RM;). This angle is defined to be the smallest 
angle t/J; such that all the ls are enclosed inside the 
region X RM; Y as shown in figure 3. This can be easily 
computed in O(logN) time, using ROOTOLEAF and 
LEAFTOROOT operations. RM; is an extreme point if 
and only if t/J; <180 degrees. This step is repeated for 
LMs. o 



x 

Fig. 3 Enclosing angle X RM; Y 

Lemma 2: In an (N XN)-MOT, suppose the extreme 
points of a set S have ~een marked. Then, 

a. in O(logN) time the extreme points of S can be 
enumerated. 
b. in O(logN) time the base PEs within the hull 
can be marked. 

Using Lemma 2 we have: 

Corollary: Using an (N XN)-MOT, it can be decided if· 
two sets of base processors are linearly separable in 
O(logN) time. 

Theorem 3: Using an (N XN)-MOT, 
a. the diameter of a figure can be determined in 
O(logN) time. 
b. a smallest enclosing box, a smaJlest enclosing 
circle for a figure can be determined in O(IogN) 
time. 

Proof sketch: a) The algorithm finds the diameter, by 
finding the maximum of distances between any two 
points on the boundary. The LM and the RM of each 
row having an extreme point is broadcast to all the BPs 
along that row. The ith column computes the distance 
between the extreme points in the ith row and the rest 
of the extreme points. In the next step, the maximum of. 
those values is obtained in O(logN) time. 

b) Given a set S of points in the plane, a smallest 
enclosing box is a rectangle of least area containing S. 
This rectangle must contain an extreme point of S on 
each side, and at least one of it's sides must contain two 
consecutive extreme points [FREE 75J. Therefore, after 
finding the extreme points or the convex hull enclosing 
the points, using theorem 2, each pair of consecutive 
extreme points is assumed to form the base of a rectan­
gle. In O(logN) time, the extreme points of the convex 
hull of the figure lying on the other three sides can be 
found. Then the area of each of these rectangles is 
obtained. Using the data movement operations of sec­
tion II, the rectangle with the minimum area is identified 
as the smallest enclosing box. Similarly, the smaJlest 
enclosing circle is a circle of least area containing S. 
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This can also be computed in O(logN) time using a pro­
perty of a smallest enclosing circle [FREE 75J, and using 
the following fact [VOSS 82]: in a N XN digitized 
image, a figure can have at most O(N213) extreme points. 
Details can be fouµd in [PRAS 86bJ. o 

By combining adjacent convex bulls we can show: 

Theorem 4: In an (N XN)-MOT, one can determine 
and enumerate the extreme points of the convex hull of 
all figures simultaneously in O((logN)4) time. 
Proof sketch: The idea is to find convex bulls locally 
within blocks of size k Xk, merge the convex bulls 
within adjacent 4 blocks to construct convex hulls of 

figures within blocks of size 2k X2k, 1 :5k :5 ~. Notice 

that given two adjacent blocks of size k Xk, there can be 
at most O(k ) figures that run, across the boundary 
between the blocks. Thus, O(k) convex hulls need to be 
merged. Merging of convex hulls involves finding 
tangent lines pq and ra as shown in figure 4. This can 
be done by a binary search on the extreme points of A 
and B. Using suitable representation for the convex 
hulls and a basic technique in [OVER 80J we can show: 

Lemma 3: Given convex hulls within blocks or size 
k Xk, the convex hulls can be merged to yield the con­
vex hull of figures in block of size 2k X2k, in O((logN)3) 

time simultaneously for all the figures. 

A basic step in the proof of the above lemma is to 
gather information about the relationship of a given line 
:xy (joining an extreme point of A with an extreme point 
of B) to the convex hulls A and B. If this line is tangen­
tial to both A and B, then we are done; otherwise we 
need to identify one of several cases [OVER 80J. A cru­
cial step is to identify this information in. parallel for aJl 
the O(k) figures. By recursively representing information 
about the convex hulls and using efficient data move­
ment this can be done in O((logk )2) time [PRAS 86bJ. o 

Fig. 4 Merging of convex hulls 



3.3 Distance Problems 

Now we consider several distance problems. In the 
following discussion we use the 11 metric. However, it 
can be modified to operate for any Ii metric. 

Theorem 5: Using an (N XN)-MOT, 
a. the nearest neighbor 1 to each PE having a 1 
can be found in O(logN) time. 
b. the nearest neighboring figure to a given figure 
can be found in O(logN) time. 

Proof Sketch: a) The algorithm starts by finding the 
nearest neighboring 1, along the X and Y axis, to each 
BP. This 'can be easily implemented by traversing the 
row and column trees. At the end of this step, each PE 
has the coordinates of the nearest PE with a 1, along the 
X and Y axis. Then each PE having a 1 broadcasts it's 
coordinates to all the PEs within it's nearest neighbor 1 
in each direction. Each PE calculates the minimum dis­
tance between the broadcast address and it's nearest 
neighbor 1 along X and Y axis. In the return movement, 
the minimum of all these distances is sent back to the 
PE having a 1 which sets its nearest neighbor. 

b) The idea of the algorithm is to first find the 
nearest neighbor for all the boundary PEs of the figure, 
and then to find the nearest figure, by finding the 
minimum among all those values obtained for the PEs at 
the boundaries. Details will appear in the full paper. o 

A related problem is the closest pair problem for 
which efficient solutions are known on the pyramid com­
puter [STOU 85]. This can be easily solved on the Mesh 
of Trees: 

Corollary: Given an (N XN)-MOT, the closest pair 
problem can be solved in O(logN) time. 

IV. CONCLUSION 

In this paper we showed that many of the image 
processing tasks which required O(N) computation time 
on an (N XN) mesh connected computer, can be com­
puted in logarithmic time using a (NXN) Mesh of 
Trees. Indeed for several problems on digitized images, 
Mesh of Trees organization seems to be a natural candi­
date as opposed to the pyramid organization. This is 
illustrated by simple and elegant parallel algorithms for 
these problems. 

[DYER 81] 
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Abstract- A criterion is presented for va.lldating the optimal­
ity of solutions acquired by parallel A• and Ao• algorithms using 
multiple processors and a global OPEN queue or local best solution 
graph selection. It is shown analytically that the parallel A • algo­
rithm with an OPEN queue can achieve linear speedups for up to 
a large number of processors when processor contention to access 
the queue is small. For the parallel AO• algorithm, utilizing 
N"tlsson's solution graph cost revision in every processor gives a 
much higher performance than ordering solution graphs in a global 
queue. 

Introduction 

The introduction of Very Large Scale Integration has enabled 
the construction of massively parallel systems[l,2]. In the field of 
Artificial Intelligence, parallel processing has been recognized 
belately as a powerful tool for accelerating the execution of search 
algorithms. In this paper we concentrate on both the state-space 
search and the AND-OR search. An optimality termination cri­
terion for the parallel versions of the A• and AO• algorithms is 
presented and its correctness demonstrated. The solution that has 
the best merit at the time the criterion is first satisfied is the 
optimal solution. 

In the past, research on performance evaluation of search 
algorithms concentrated on Branch-and-Bound search. Wah and 
Ma [3] have proposed an architecture, called MANIP, that uses a 
global register to hold the current best heuristic value. Wah has 
also given the performance speedups for Branch-and-Bound 
search[4,5]. Lai and Sahni [6] find that when using multiple pro­
cessors it is possible to be trapped in an anamoly where the 
speedup dips below 1.0. Our emphasis, however, is on the state­
space search and the AND-OR search algorithms that utilize 
admissable heuristic evaluation functions. 

Algorithm E • 

Throughout this paper we will use the same notations for 
heuristic evaluation functions (HEF's) as given in N"tlsson[7]. We 
will refer to a heuristic evaluation function (HEF) as being admiaa­
able if the cost estimate function h ( n ) of the HEF f ( n ) satisfies 
the relation h(n )::Sh• (n) for all nodes n. A HEF f (n) is also said 
to be monotonic if f ( n 1) ::Sf ( n2) for any pair of nodes ( n 1, n2) such 
that n 1 is a predecessor of n2• We will call our parallel version of 
the A • algorithm E • algorithm. The algorithm E • runs on every 
PE in a system consisting of p processors(PEs), a global OPEN 
queue for ordering unexpanded nodes, and a shared variable a 
which is initially set to oo. The algorithm E • is identical to A • 
except that everytime a solution is found by the system, a is 
updated to contain the cost of the least costly solution found thus 
far. The purpose of a is explained in the next section. 

Proofs for the Alpha Criterion 

Since our multiprocessor system is not synchronized, it is 
possible to obtain a suboptimal solution before an optimal one is 
found. It is therefore essential to derive a sufficient condition, 
called the a-criterion in this paper, for determining the optimality 
of a solution that has been acquired. We will omit the proofs of 
the following sequence of propositions that shows the condition 
does indeed exist which optimally terminates the E • algorithm. 
For the derivations of all the expressions in this paper the reader 
shall refer to [8]. 

Lemma 1: If an optimal solution exists, E •, without the a­
criterion, will acquire it. 
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Lemma t: Before algorithm E• acquires the optimal solution there 
exists at least one node n on the OPEN queue such that its heuris­
tic merit f (n )::Sa. 

Theorem 1: If for every node n1 on the OPEN queue the condition 
f ( n1) >a holds for all j, then the least costly solution that has 
been found by E • is the optimal solution. 

The condition f ( n1) >a for all j is referred to as the a-cri­
terion. 

Performance Evaluation 

Assumptions for A* and E* 

Our purpose in analyzing the E • algorithm is primarily to 
derive an upper bound for the number of nodes that E • needs to 
expand in order to acquire the optimal solution. If the contention 
by the PEs to access the global queue is minimal, then this upper 
bound becomes indicative of the potential speedup possible for E'. 
Therefore, in the analysis of the E • algorithm we will assume the 
amount of contention is negligible for one of two reasons: (1) p is 
small so there is little contention or (2) hardware support for queue 
management is available for reducing the processor idle time due to 
contention caused by queue management overhead. Moreover, we 
make the following assumptions to simplify the evaluation of algo­
rithms A • and E •. 

(1) 

(2) 

(3) 

(4) 

There exists a unique optimal solution of cost N (=N.,). 
There are "t-1 other suboptimal solutions with costs 
N 1,N2, ••• ,N,,_1• The heuristic merit I (n ), where node n lies 
on the i 16 solution path, lies in the range between 0 and N;. 
If node n is on a path that does not lead to any goal, then 
f ( n) lies between 0 and oo. The cost of each arc in the 
search graph is assumed to be 1. 

The search graph is acyclic and every node except the root 1 

has exactly one parent. 

The heuristic evaluation function f is admissable and mono­
tonic. 

N; ::S 2N for all i. The probability density of f ( n ), where n 
is on the i 16 solution path, at any point before reaching its 

goal is ~( ) , where the end points of the density 
n;-g n 

function are g ( n) and N;. 

(5) For evaluation, E' is assumed to execute on a cycle­
synchronised multiprocessor. 

The assumption of admissability implies that A • will expand 
a path from 1 up to a node n such that n is the last node on this 
path to have f ( n) ::S / ' ( • ). Probabilistically, f ( n) of the final 
node n expanded along a suboptimal path is equally likely to be 
less than N as to be greater than N. Therefore, 

N;-N = N-g(n) 

Expansion Cost for A* 

From N"tlsson [7] if a HEF is admissable and monotonic then 
a node on OPEN, excluding the optimal goal node, will be 
expanded by A • if and only if f ( n) < N. Henceforth, a node 
expanded by A• will be referred to as a eritical node, and E1(z) 
will denote the expected number of nodes expanded by algorithm I 
before the optimal solution is obtained. 

EA.(z) = N + EE(L;) 
i::ml 



where E(L;) is the expected length of a suboptimal solution path 
before the search stops for that path. To compute E (L;) we note 
that the expected length is at the point on the density £unction 
where the probability of f(n):SN equals the probability that 
f(n)>N. Therefore, 

,.-1 

EA.(z) = N + E (2N-N;) 
i=l 

Expansion Cost for E* 

Assume that all p processors are used for every expansion 
cycle. Then there is a distinct possibility that some of the nodes 
expanded during a cycle may not be critical. We ca.ll these cycles 
mized cycles. A cycle during which only critical nodes a.re 

expanded is called a per/ ect cycle . It can be shown that every 
node expanded by A ' will also be expanded by E '. When the 
monotonicity is considered as an additional constraint on the HEF, 
any non-critical nodes expanded by E' in mixed cycles cannot pro­
duce critical successors that may rank a.head of the nodes on the 
optimal pa.th and slow down search. This leads to the following 
theorem. 

Theorem fl: Ir a HEF is admissable and monotonic, then the critical 
nodes expanded by A ' are exactly those critical nodes expanded 
by E'. 

Li and Wah [4] has shown that the number of mixed cycles 
!/ in an E' search is less tha.n or equal to N. Then E8 .(z) is 

E8 .(z) :S EA.(z) +{ yp -;~1m;) 
where m; is the number of critical nodes expanded during the i 11' 

mixed cycle. Knowing y :SN and m; 2: 1 for all i and using the 
uniform density assumption for all the nodes and letting all 

suboptimal solutions have the same depth N,., we have 

Now we ca.n estimate the speedup U, for a p-processor E' 
algorithm: 

p (N+ ( 1-l )( 2N-N,. )) 
~ -----------

p N + ( 1-l )( 2N-N,. ) 

From the equations a.hove we can see that the search speedup 
is at its best when we have a bushy search graph where the values 
of N, N. and 1 are large. To define the range of processors in 
which the speedup is almost p, we rearrange the speedup equation 
into 

p2 N-pN u, ~ p - ---~~----
pN + (1-1 )(2N-N,.) 

For the speedup in the above equation to be approximately 
p-1, p must be greater than 1 and less than 

1+.J1+i(1-1)(2N-N.)- As we can see this range 

increases for a larger and/ or deeper search graph. 
Algorithm AO* 

The AO' algorithm is the equivalent version of A' algorithm 
for the AND_OR problem reduction search. The purpose of AO' 
and its para.llel counterparts is to 6.nd a solution graph from s to 
the terminal set T that has the minimum cost. The algorithm 
consists of two major operations (see N'tlsson [7]): (1) a top-down 
graph-growing operation to find the best partial solution graph 
(PSG) and (2) a bottom-up, cost revising, connector-marking opera­
tion ca.lied upward cost revision (UCR ). -Starting with the node n 
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just expanded, this step revises its cost using newly computed costs 
of its successors, and marks the outgoing connector from n on the 
estimated best path to the terminals. This revision process is 
repeated for every node in the PSG from the parent of n to the 
start node s • 

Assumptions for AND-OR Algorithms 

All the assumptions pertaining to the search graph for state. 
space search are assumed valid for the PSG in AND-OR search. In 
addition, every node in a PSG has I connectors and every connec­
tor is a le-connector. The cost of every connector is exactly le. The 
probability density for the cost estimation function f; (a) ( the 
estimated cost of the i 1h PSG G; ) is uniformly distributed between 
its known arc cost and the actual total cost N;. 

Total Cycle Time for AO* 

From our assumptions it is obvious the algebraic expressions 
for EA0 .(z) and E80 .(z) are identical to those for EA .(z) and 

E8 .(z) respectively if the parameters are properly interpreted. 
Unlike the cases for A' and E', however, the speedup performance 
for AO' is different because the comparison cost in UCR must be 
taken into account. Similarily, the speedup expression for EO' 
will also be different because of the comparison costs in queue 
management and processor idle time waiting for PSG insertion into 
the global OPEN queue. 

For the calculations that follow, let w be the unit cost for a 
node exp_ansion, and let 

E = unit comparison cost 
unit expansion cost 

where the unit comparison cost is the time taken to compare two 
numerical values in a given computer system. The unit comparison 
cost is used in computing the UCR comparison cost, and in the 
search for a. place in the OPEN queue when ordering a PSG. The 
unit expansion cost is the cost of expanding a node in a PSG. 

The AO' cycle time in the ;th cycle varies with the cycle 
number, the height of the PSG being expanded in the i 1h cycle, the 
unit expansion cost and the unit comparison cost. In our calcula­
tion, the height of the expanded PSG will be taken to be the 
height of an uniform search graph that has been expanded 
breadth-first. 

The average height is 

height •• , ( i) = ~og" ( ille )l 

where i(cycle number ) = 1,2,3,.... The total execution time over 
all cycles is 

EAO .(i) 

TCTAO' = w ;~i (i+<(l-l)[height0 ,,(iJl) 

{ { <(1-1) ln(lle EA 0 ,(z)) <(l-l)] 
~ w EA0 ,(z) 1+-------

ln lk In lie 

<(1-1) ) 
+ In lie (In lie +1)-1 

Algorithm EO* and Its Total Cycle Time 

To execute AND-OR search in parallel, Algorithm EO • 
employs a global queue to order PSGs. Since its implementation is 
virtually identical to that of E ', EO' will also terminate when at­

criterion is satisfied. However, in computing the performance of 
EO' we will include the cost of comparison intrinsic to the inser­
tion operations in queue management, and show that the com­
parison cost causes an unacceptable bottleneck at the OPEN queue. 
The average number of comparisons needed to locate a place to 
. . 0 E . IOPEN;I I msert m P N will be taken to be --2--, where OPEN;I is 

the size of the OPEN queue in the i 1h cycle. The expansion process 
is partitioned into two phases: the initial phase in which 
IOPEN;l<p, and the second phase in which IOPEN;i2:P· Then 



( E•o•(z) E { 
TOTBo' s=:I w --11-+2 E:C,. (z)(12-I) 

+ EBO.(z){2Pog,p "]pl+21P..1li-1-pl-2pl2pog1p 1-1)) 

The E;0 • (z) term is the dominant term in the whole equa­
tion. The speedup for EO • is tabulated in Table 1 where the 
increasing size of the OPEN queue apparently increases the ordering 
cost, which in tum increases the EO • single cycle cost dramatically 
over that of AO' as the cycle number increases. 

Table 1 
TOTAO' 

EO' Speedup (=OT) 
T BO' 

I =3,A:=2,E=0.1, 
r-=100,N =50,N. =75 

p u,. 

1 1.0 
3 0.00116 
9 0.00349 

27 0.0105 
81 0.0314 

243 0.0943 

Distributed Queueing AND-OR Search: The FO* Algorithm 

An algorithm that is more "distributed" than EO • is needed 
to eliminate the global bottleneck. Such an algorithm, called FO •, 
assumes that an interconnection network connects all PEs to enable 
PSGs to be passed during the execution of FO'. However, for the 
performance evaluation that follows, we assume that every PE has 
one or more PSGs and that no communciation between PEs takes 
place. Every PE does UCR to determine the next best PSG to 
expand. To terminate optimally, the system periodically checks if 
f ' (a ) >a is satisfied for all i , where f I (a ) is the cost of the best 
PSG in the i"' proceBBOr. 

Cycle Tvpes 

Unlike E • and EO •, FO • contains five distinct cycle types 
classified according to the pattems with which critical PSGs ( those 
having / 1 (a)~ N ) and non-critical PSGs (11 (a)> N) appear in the 
PEs. Let Q be the total number of critical PSGs in all the PEs at 
an instant during execution. Then the five cycle types can be 
described as: 

(1) PB (p ~ Q) 

The p-best type a cycle. Cycles belonging to this type has a 
critical PSG as the local best PSG in every PE, and every 
local beat PSG is among the global p-beat in the system. 
PB. is identical to the perfect cycle type in EO •. 

(2) PB (p > Q) 

The p -best type b cycle. This type corresponds to the mixed 
cycle in EO •. This cycle expands not only all the critical 

PSGs in the system but also some of the non-critical ones as 
well. 

(3) NPB0 ( p ~ Q) 

The Not-p-best type a cycle. Every OPEN has a critical 
PSG as its local beat PSG, although not every one is global 
p-best. 

(4) NPB6 (p ~ Q) 

The Not-p -best type b cycle with p ~ Q. At least one PE in 
this cycle has a non-critical PSG, and therefore a non-global 
best PSG, as its local beat PSG. 

(5) NPB (p > Q). 

The Not-p-best type b cycle with p > Q. At least one PE in 
this cycle contains at least two globally beat PSGs. 
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We may now define two probability parameters and a param· 
eter for measuring the relative expansion power of an algorithm. 
First, the eziatential probabilit11 P; (!) is defined to be the probabil· 
ity of occurrence of cycle type i in algorithm I during execution. 
The ezpanaion probabilitv P!... (J) is the probability of expanding 
the optimal solution in a cycle type i of algorithm J. The product 
P!(l)·P!... (J) gives us the ezpanaion power of cycle type i in algo­
rithm J, where expansion power of a cycle type is the probability 
that it is that cycle type that will expand the optimal solution 
when given a random cycle. Using these two parameters we may 
define a new parameter, the power ratio PR, which measures the 
ratio of expansion powers of certain cycle types M and N in algo­
rithms 0 and D, respectively. 

EP!(O) P!..i,(O) 

PR(OM,DN) = IEP/(D) P!..i,(D) 
/EN 

where EDN(z) and EcM(z) are the expected numbers of nodes 
expanded by cycle set N in algorithm D and cycle set M in algo­
rithm 0 respectively. 

Exuected number of nodes for FO* 

Let cycle type 1 and type 2 be the perfect cycle and the mixed 
cycle in EO • respectively. Then 

EBo'(z) 
E,0 ,(z) = • • ) 

PR (F01,2,a,•,& ,E01,2 

< ·[ P~(EO')P/(EO') P!i,(EO')P,2(EO') I 
- EEo'(z) E P!...(FO')P!(FO') + E P!...(FO')P!(FO') 

1=1,3,• 1=2.• 

We will denote the first term inside the parentheses power ratio 
PR 1, and the second term PR 2• 

Assumptions for FO* 

If the number of critical PSGs in a EO • cycle is taken to be 
Q, then we can assume that the probability of expanding the 

optimal PSG in this cycle to be ~ if all p ~ Q. Thus 

P ~ (EO ')=~ and P !ii, (EO ')=1.0 for the perfect and the mixed 

cycles of EO • respectively. For the cycle types of algorithm FO ' 
we have: 

(1) Type 1. 

(2) 

(3) 

(4) 

(5) 

Same as the perfect cycle of EO '. That is, P ~ (FO ')=~. 

Type 2. 

Same as the mixed cycle of EO'. That is, P!... (FO')=l.O. 
Type 3. 

In this cycle type every local best PSG is a critical PSG, but 
not every local best PSG is also global best. Again w esti-

mate the expansion probability to be P !., (FO • )=~. 

Type 4. 

In this cycle there is at least one PE that has a non-critical 
non-global best as its local best PSG. Letting the number of 
local best PSGs that are also global beat be r, then 

P!.(FO')=i• where r~p. 

Type 5. 

In this cycle there exists at least one PE that has at least two 
critical PSGs as its top two PSGs. We use a lower bound 

~1 for P !, (FO '), where G1 is the number of global beat 

PSGs in the PE that has the largest number of global beat 
PSGs in the system. To understand this lower bound see [8). 

Since we are only interested in an upper bound of E .(z ), 
we will assume that P,1(EO ') = P,2(EO ') =1.0. The ~~ntial 



probabilities of all five cycle types of FO' is computed in the fol­
lowing section by using combinatorial analysis. 

The Power Ratio and Combinatorial Analysis 

The existential probabilities can be determined by examining 
how p-best PSGs rank among other PSGs in heuristic merit in 
every processor. The number of combinations of p-best PSG rank­
ings in different PEs, given the number of local queues that do not 
possess any p-best PSGs (known as the bad queues), is known as 
an i-combination (denoted by BQ; ), where i is the number of 
local queues lacking p -best PSGs. For example, if p =5 and i =2, 
a possible configuration in the 2-combination is 

queue 1: 1,4 
queue 2: none 
queue 3: 3 
queue 4: 2,5 
queue 5: none 

where the numbers 1,4 in queue 1 indicates that queue 1 has the 
first and the fourth best PSGs in the system. We also define a pat· 
torn to be a set of numbers where each number corresponds to the 
number of p-best PSGs in an unspecified queue. For instance, if 
i =2, then there are two possible patterns: 3-1-1 and 2-2-1, where 
each number separated by a dash denotes the number of p -best 

PSGs queued up at a local OPEN queue without considering which 
processor this queue belongs. Every such number in the pattern is 
referred to as a digit. The number of combinations in BQ; ( com­
binations with i number of bad queues ) can be written as: 

where c6 =0 for all j, 1 :'.S i :'.S p-1, and j is the total number of 
patterns possible for i bad queues, p is the number of PE's, 4 is 
the 11h digit of the i'h pattern, ki is the number of times the 11h 

digit appears in the j 1h pattern and m is the total number of dis­
tinct digits in the j 1h pattern. The existential probability of a 
cycle type i can be expressed as 

~BQm 
P;(FO ') = _m_E_M __ 

•-1 
~BQ. 

n=O 

Since every OPEN queue in FO ' determines its best PSG by 
using local UCR, the equation for total cycle cost for FO' is identi­

E FO '(z) 
cal to that of AO' except for a substitution of for 

EAO ,(z ). Therefore, 
p 

[ [ 
(lkEF0.(z) l 

EFO'(z) E(l-l)ln p ) E(l-1) 
<w --- 1+ ---
- p lnlk lnlk 

E(l-1) ( ) l 
+ lnlk l+lnlk,-1 

The Table 2 shows a decreasing trend for processor efficiency. 
However, the rate of decrease is relatively small, and the speedup is 
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Table 2 
FO' Measurements 

1=3 k=2 f=O.l,7=100 N-5o,N.-75 
p PR 1 PR 2 speedup efficiency EFO'(z) 

2 0.75 0.75 0.75 0.38 6867 
3 0.70 0.59 0.96 0.32 8199 
4 0.68 0.51 1.17 0.29 9179 
5 0.67 0.51 1.38 0.28 9865 
6 0.67 0.44 1.59 0.27 10449 
7 0.66 0.42 1.80 0.26 11006 
8 0.66 0.41 2.02 0.25 11368 
9 0.66 0.40 2.24 0.25 11744 

10 0.65 0.40 2.48 0.25 12014 

large enough to justify the use of local queueing over global queue­
ing for small p • 

Conclusion 

In this paper we have examined the performances of two 
parallel search algorithms. When only the number of nodes 
expanded is taken into account, we show that the speedup is linear 
for a large number of processors. However, when one also considers 
tbs cost of managing a global queue, especially in the context of 
AND-OR search, then the availability of more processors in EO' 
actually slows down execution. Finally, it has been shown that 
algorithm FO ', which uses local UCR, performs much better than 
EO'. 
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ABSTRACT This paper presents an 31\gorithm to perform 
the parallel prefix operation on a linked.;list of items. Let N 
be the length of the list, and let P be the number of proces­
sors. The algorithm described here runs on a fully con­
nected direct connection machine (DCM) in time 
O(N /P + P 2). It attains linear speedup for N=O(P 3). 

Previously, linear speedup has only been attained on shared 
memory models. 

1. Introduction 

Graph algorithms for sequential machines have received 
intensive study, and by now the basics, at least, are well 
understood. In contrast, the study of parallel algorithms 
began fairly recently; even for some seemingly simple prob­
lems, efficient parallel algorithms are hard to find. Two fun­
damental problems are product computation and initial 
prefix computation. The product computation problem is to 
compute the product a 0 o a 1 o · · · o aN _1, given N ele­
ments a 0, av .. ., aN _1, and a binary, associative operation, 
denoted o. The initial prefix problem is to compute all N 
initial prefixes a 0, a 0 o a 1, The initial prefix problem when 
solved in parallel is known as parallel prefix. In this paper, 
we present efficient parallel algorithms for product computa­
tion and initial prefix computation, when the elements are 
stored in a linked list. As shown in [8], these results can be 
used to obtain efficient parallel algorithms for other graph 
theoretic problems. 

Since parallel processors will be built with a fixed 
number of processors, and since users tend to push the lim­
its of their machine, it is important to consider the situation 
in which there are fewer processors than data elements. In 
such cases, the user wishes to use all the processors 
efficiently. We assume that there are p ~ N processors 
cooperating (to solve a problem of size N). We desire paral­
lel algorithms that solve a problem in 0(t(N)/p) time, 
where t (N) is the sequential time to solve the problem; this 
is called linear speedup and is always optimal. 

Various models of parallel computations have been stu­
died. In the PRAM model, a set of processors can all con­
currently access shared memory. Three variants are dis­
tinguished depending on the type of simultaneous action 
permitted to each memory cell: The most powerful model, 
the CROW, allows concurrent reading and writing to any 
cell by any number of processors. The CREW model 
requires that no two processors simultaneously write to the 
same cell; however, simultaneous reading is allowed. The 
EREW model restricts reading and writing so that no two 

Part of this work was done while the first author was at the 
University of Illinois and the third author was at Carnegie-Mellon 
University. The first author was supported in part by a grant 
from IBM. 
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processors can simultaneously access (read or write) the 
same cell. In contrast to the PRAM model, a somewhat 
more realistic model is the Direct Connection Machine 
(DCM): Memory is divided into memory modules with an 
equal number of processors and memory modules. Any pro­
cessor can access any cell in any module; however, simul­
taneous access to any module is prohibited (even if the 
accesses are to different cells). 

The product and prefix problems have been extensively 
studied for the case that the memory layout of the input is 
data independent, i.e. the location of X; is determined by the 
index i [3],[5],[6],[9],[11],[14]. In the data dependent versions 
of the product and initial prefix problems, the locations of 
the elements are given but it is not known which element is 
which. Only the location of the first element is given along 
with a map from the i th element to the ( i + 1 )st element. 
In practice, the mapping will be represented as a linked list, 
so that if element i is contained in A [j] then element i +1 
is contained in A [Next [j ]]. It is easy to solve the product 
and initial prefix problems sequentially in 0 (N) time by 
starting at the first element and following the links. Exam­
ples of such problems are that of computing the rank of 
each element on a linked list, or that of labeling each ele­
ment of a linked list with the name of the first element of 
the list. 

The parallel prefix operation may be described as fol­
lows. We are given a set S of items, together with an asso­
ciative binary operation o on these items. Let 

(x1, x2, ... ' xN) 

be a list of items, X; E S, 1 ~ i ~ N. The parallel prefix 
operation produces the list of items 

i.e. the i th item is the i th partial product x 1 ox 2o · · · ox;. 
Parallel prefix is an extremely important operation on paral­
lei machines. For example, it 
algorithms to solve the 

is used in efficient parallel 
following problems (see 

[1], [2], [4],[10], [12], [15]): 

(1) 
(2) 
(3) 
(4) 
(5) 

summing, i.e. the operation is ordinary addition; 

broadcast a value to all processors; 

packing data items; 

preorder and postorder traversal of trees; 

graph problems, such as finding connected com­
ponents. 

In general, the efficiency of the known algorithms to 
implement parallel prefix depends upon the data structure 
used to represent the list of items. When the items are 
stored in contiguous memory locations, i.e. in an array, we 
have the following previous results. Let P denote the 



number of processors. There is an 0 (N / P + log P) algo­
rithm for parallel prefix on the Shuffle Exchange Machine 
(see [12]). This readily yields an algorithm of the same time 
complexity for a fully connected Direct Connection Machine 
(DCM) and for the (EREW) PRAM (exclusive-read, 
exclusive-write parallel RAM). Parallel prefix when the data 
items are stored in a linked list was first discussed in [18]. 

There is an 0 ( N tg 7 ) ) algorithm for the EREW [7]. 
P log 2N P 

It attains linear speedup for N = n(P l+'), E > 0 any con­
stant. See [17] for randomized shared memory algorithms. 

This paper describes an algorithm for parallel prefix on 
a linked list that runs in time 0 (N / P + P 2) on a fully 
connected DCM. It attains linear speedup for N = f2(P 3). 

Recently, researchers have become interested in finding 
good models of parallel computation, and studying the 
differences between the models. U pfal and Wigderson [16] 
show that any on-line simulation of T steps of a PRAM 

takes at least f2( T log p ) steps on a DCM. Furthermore, 
log log P 

they show that a fully-connected DCM can simulate any 
computation of an EREW PRAM at the cost of a factor of 
O (log P (log log P )2) in running time (assuming that the 
size of memory is only polynomial in the number of proces­
sors). Together, the two results say that PRAM's are, in 
some sense, more powerful than DCM's, but not much more 
powerful. 

To really prove that PRAM's are more powerful than 
DCM's, one should produce a (natural) problem that can be 
solved faster on a PRAM than on a DCM - not merely an 
algorithm that cannot be simulated efficiently step by step. 
While it certainly may be the case that such problems exist 
and may even be common, it is not easy to think of reason­
able candidates - much less actually prove that some prob­
lem is hard on a fully connected DCM. Very small problems 
will not separate the models, because, if the problem is small 
enough, every data item can be placed in a separate memory 
module. (Depending on the exact rules for accessing com­
mon locations in a memory module, a fully connected DCM 
with at most one data item in each memory module will be 
equivalent to some PRAM model.) Intuitively, large graph 
problems would seem to be plausible candidates because of 
the difficulty in following pointers in parallel when there is 
more than one concurrent reference to the same memory 
module. The techniques in this paper coupled with some 
recently discovered techniques [8], will produce efficient 
DCM algorithms for many graph problems; thus, perhaps 
surprisingly, large graph problems do not separate (the 
power of) the two models. Our results, however, leave open 
the possibility that intermediate sized problems separate the 
models. 

2. Preliminaries 

The model of parallel computation that we will be pri­
marily concerned with in this paper is the fully connected 
DCM. There are P processing elements (PEs), each of 
which has a (large) local memory. We denote the ith pro­
cessor by PE; , 1 ::::; i ::::; P , and will refer to its local 
memory by M; . Each pair of processors is connected by a 
data link. During one cycle of the machine clock a processor 
may access its own or any other processors local memory. 
However, only one processor may gain access to the same 
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local memory during any single cycle. So if k processors 
attempt to access the same local memory at the same time, 
then it will take k cycles before all of their requests are 
satisfied. In particular, during a single cycle, a set of 
memory cells may be simultaneously accessed only if they 
are all in different local memories. This is in contrast with 
the EREW PRAM, where any set of k ::::; P distinct 
memory cells can be accessed simultaneously. 

3. The Parallel Prefix Algorithm: An Outline 

3.1. The Algorithm 

The main idea of our parallel prefix algorithm is to 
reduce efficiently the size of the list by a constant factor, call 
the algorithm recursively, and then obtain the parallel prefix 
for the whole list from the parallel prefix for the collapsed 
list. Each of the nodes in the list consists of two parts: a 
data item and a next link pointing to the next item in the 
list. The data items are stored in arrays Value[], and the 
next links are i_n arrays Next[]. We reduce the size of the 
list by pairing adjacent nodes, as illustrated in Fig. 1. 

We assume that the N data items are distributed 
evenly among the processors, i.e. about N / P items in each 
local memory. If N ::::; P , there is at most one item per 
processor, and we can use the usual parallel prefix algorithm, 
which is given below. We assume without loss of generality 
that the data items are located in the first N local 
memones. 

for j <-1 to log N do 
forall i , 1 ::::; i ::::; N, in parallel do 

if Next [i] =? NIL then 
Value [Next [i]] <- Value [i] o Value [Next [i ]]; 
Next [i] <- Next [Next [i ]]; 

end if 
end forall 

end for 

Now we consider the case when N > P . The follow­
ing is a general scheme for solving this problem. We assume 
the existence of a predecessor map Pred, which is easy to 
construct in 0 (N / P) time. 

General Parallel Prefix Algorithm 
if the list contains more than one element then 

pick a set S of nonadjacent elements in the list; 
for each x E S do 

{replace a pair of adjacent elements by one 
element} 

Value [Succ [x]] := 
Value [x] o Value [Succ [x ]]; 

Succ [Pred [x]] := Succ [x ]; 
Pred [Succ [x]] := Pred [x J 

end for; 
execute algorithm recursively; 
for each A E S do 

{expand element back into a pair} 
Value [x J := Value [Pred [x]] o Value [x ]; 
Succ [Pred [x ]] := x; 
Pred [Succ [x]] := x 

end for 

end if 



The first part of the algorithm solves the product prob­
lem, successively compacting the list until only one item is 
left; the second part, where the recursion unfolds, expands 
the list back, and computes the missing partial products. 
Any parallel algorithm that solves the product problem by 
successive compaction can be used to create a parallel prefix 
algorithm that expands the list back, by matching step by 
step the compression operations done by the parallel product 
algorithm. The resulting algorithm will have about twice 
the running time of the original algorithm. We shall hen­
ceforth consider only the product part. 

At the outermost level of the recursion, each processor 
will process its N /P elements one at a time (replacing a 
pair of adjacent elements by one element). An efficient 
parallel implementation will process 0 (P) elements at each 
time step. This must be done while avoiding two potential 
conflicts: First, no two adjacent elements can be processed 
at the same time (which would destroy the linked list). 
Second, no two processors can access the same memory 
module at the same time. The first type of conflict must be 
avoided when one is implementing this algorithm on a 
shared memory machine; the second type of conflict is 
unique to DCM machines. We ensure that neither type of 
conflict occurs by using a memory access routine described 
below. After pairing elements at the outermost level of the 
recursion, the elements are packed so that there are approxi­
mately an equal number of elements in each processor. The 
algorithm is then called recursively. 

4. A Memory Access Technique 
In this section we will describe and analyze a method 

for organizing memory references on a DCM. This is essen­
tially a refinement of an idea due to Gottlieb and Kruskal 
[4]. It will allow us to obtain efficient parallel algorithms on 
the DCM (for N > > P ). This section is organized as fol­
lows. One of the components of the main algorithm is a dis­
tributed maximal matching algorithm, which is discussed in 
the first subsection. The next subsection describes the 
memory access method itself, which is actually an algorithm 
schema intended to be used as a procedure in other algo­
rithms. In the third subsection we analyze the parallel time 
required by our algorithm, under natural assumptions that 
will hold in all of our applications. 

4.1. Maximal Matching Algorithm 
A matching in a graph is a set edges in the graph, no 

two of which share the same vertex. A matching is maximal 
if no edge from the graph can be added to it and still obtain 
a matching. There is an obvious sequential algorithm for 
finding a maximal matching in 0 (E) time: start with the 
empty matching,. and iterate through the edges one at a 
time, adding the edge to the matching if neither of its end­
points is already covered. Here we informally describe an 
0 ( V2) sequential algorithm that is easy to parallelize. 

Let N be the number of vertices, and number them 0 
to N-1. For convenience we assume that N is a power of 
two. We use a Boolean array Matched [O .. N-1]. We initial­
ize Matched [i] +-false for all i, 0 ~ i < N. The basic 
idea of the algorithm is as follows. We try to match the 
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first N /2 vertices with the last N /2 simply by checking 
each possible pair of vertices (i ,j), with 0 ~ i < N /2 and 
n /2 ~ j < N. We then call the algorithm recursively, 
trying to match up the first N /2 vertices among themselves, 
and the last N /2 among themselves. Here is a program 
describing the first level of recursion. 

for k +-0 to N /2 - 1 do 
for i +-0 to N /2 - 1 do 

j +- N /2 + ( i +k) mod (N /2); 
if not Matched [i] and not Matched [j] 

and { i , j} E E then 
add edge {i, j} to M; 
Matched [i ]+-true; Matched [j ]+-true; 

end if 
end for i 

end fork 

Assume that we have a fully connected DCM with N 
processors. This algorithm is trivially converted to a parallel 
algorithm by simply performing the inner loop in parallel 
with N /2 processors on each level of the recursion. It is 
easy to see that the active processors (e.g. the first N /2 at 
the first level, the first N /4 and the third N /4 at the 
second level, etc.) do not have any memory conflicts among 
themselves. Moreover, since active processors only try to 
match with inactive ones, we avoid the undesirable situation 
where PE; is trying to match with PE; , which in turn is 

1 2 
trying to match with PE; . Note that the algorithm is truly 

3 
distributed in the sense that each processor only needs to 
know the identities of those other processors that it wants 
to match up with. 

The recurrence relation for the parallel time required 
by the algorithm is 

T(N) = cN /2 + T(N /2) 

where c is some constant. The first term arises because the 
inner loop (the for i) can be carried out in constant time 
using N /2 processors, and the second term is the time 
needed for the recursive calls. These calls are carried out 
independently in parallel. This is easily solved to obtain 
T(N) = 0 (N). 

4.2. Memory Access Algorithm 
During a computation there will be times when each 

processor wishes to access several (possibly many) locations 
and at each access process the data therein. Often it does 
not matter in what order the accesses occur or in what order 
the data is processed~ Each processor will have a list of 
locations it wishes to access, and therefore a list of memory 
modules along with the locations in each module it wishes to 
access. An efficient parallel program will arrange the 
accesses so that no two processors conflict at a module. 

Formally, a memory access map is a directed graph 
G = ( V, E) with I V I = P . Associated with each 
directed edge e E E there is an integer weight we > 0. 
There are no multiple edges; however, loops (i.e. edges of the 
form ( v, v )) are permitted. Each vertex v E V represents a 
processor. There is an edge e =( i, j) E E if PE; needs to 
access M; we times. In addition we associate a set X;; of 
elements, IX;; I = we , with the edge e = ( i, j ). These 



sets are not really a part of the memory access map, but are 
kept locally in each processor. They represent items that 
PE; needs to process. AB part of the processing of these 
items it is necessary for PE; to access M j . The order in 
which the items are processed is irrelevant to the overall 
algorithm. That is, there do not exist processors PEi and 
PE; and items x E Xim , y E X;n , such that PE; must 
process x before PE; can process y . 

If the set of edges E 1 represents a set of accesses to 
memory modules, then the domain(E ') is the set of proces­
sors involved in those accesses. Formally, if E 1 ~ E, where 
G = ( V, E) is a directed graph, then the domain of E 1 is 
defined by 

domain(E') = 

{i EV I there exists j EV such that (i ,j) EE'} . 

We are now ready to describe the memory access pro­
cedure. Each of the steps is executed in parallel by each 
processor. Throughout the algorithm only one processor is 
ever active in a given local memory at the same time. The 
only information that each processor PE; initially needs is 
the sets X;; for j =F- i. 

Let T be a threshold. We will determine its exact value 
later. 

PROCEDURE: ACCESS MEMORY. 

[Al] Considering only edges whose weights are larger than 
the threshold r, find a maximal matching M in the 
current memory access map. 

[A2] Find the minimum weight w of any edge in the match­
ing. Broad.cast w to all of the processors. 

[A3] Each PE; with i E domain(M) executes the following 
code. (If i is not in domain(M) then PE; is idle.) 

let j E V be such that (i, j) EM; 
for k +-l to w do 

choose an item x E X;;; 
Xi; +- X;; - {x }; 
process x; 

end for 

[A4] Each processor now updates the part of the memory 
access map contained in its local memory. To do this, 
set we +-we - w for each edge e E M. 

[A5] Repeat steps [A2]-[A5] until the weight of every edge is 
less than the threshold T. 

[A6] Each PE; executes the following code. 

for j +-0 to P-l do 
for k +-l to s do 

choose an item x E X; ,i +; modP 
(if there is one); 

Xi,i+jmodP +- Xi,i+jmodP - xi 
process x 

end for 
end for 
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4.3. Analysis 

We now analyze the ACCESS MEMORY algorithm. 
In order to calculate how many iterations there are of steps 
[Al]-[A5], consider any vertex v in the memory access map. 
Since we always have a maximal matching of the memory 
access map for edges whose weights are greater than r, dur­
ing an iteration either a vertex v is matched, all of v 's 
neighbors are matched, or v has no incident edge with 
weight greater than T. In the first case, the weight of v will 
be reduced by w >r, in the second case, the weight of all its 
neighbors is reduced by w >r. Thus the total number of 
iterations of steps [Al]-[A5] involving vertex v is at most 
the sum of its weight and the maximum weight of any of its 
neighbors, divided by T. Since each processor has weight at 
most rN /Pl, there are are at most 2 rN /Pl/riterations. 

Step [Al] is the maximal matching algorithm discussed 
above, and each invocation takes time 0 (P ). So all 
together, step [Al] takes 0 (N /r) time. Step [A2] involves 
the standard minimizations and broadcast operations, and 
at each iteration takes time 0 (log P ); hence, the total time 
required for [A2] is 0 ((N log P )/(Pr)). 

Reasoning as above, the total number of iterations of 
the for loop in step [A3] involving vertex v is at most the 
sum of its weight and the maximum weight of any of its 
neighbors. This is 0 (N /P) iterations. 

Step [A4] takes constant time at each iteration. 

Step [A6] iterates through all the memory modules, 
spending 0 (r) time at each module. Thus step [A5] takes 
0 (Pr) time. 

By summing the costs of all of the steps, we find that 
the parallel running time of the entire ACCESS MEMORY 
algorithm is 0 ( N / P + N / T + P r). This is minimized for 
T= e(.JN /P ), making the total time 0 (N /P + .JNP ). 

5. The Parallel Prefix Algorithm: Details 

5.1. The Algorithm 

We now give a detailed description of the fully con­
nected DCM parallel prefix algorithm outlined in Section 3. 

ALGORITHM: PARALLEL PREFIX ON A LINKED LIST 
(DCM) 
[Pl] First we construct the memory access map as follows. 

Each processor partitions its N / P data items into P 
groups. The items in group j are those whose next 
links reference local memory M; of processor PE j. 
Group j for PEi is denoted by X;;. Put w;; = IX;; I. 
Module i will contain w;; for all 0'5_ j <p. 

[P2] Each processor now calls the procedure ACCESS 
MEMORY defined in the preceding section. To process 
an item x E X;; , the following code is used to pair the 
item with the next item. All of the items are initially 
undeleted (i.e. Delete [x] =False). 

Value [Succ [x]] := Value [x] o Value [Succ [x ]]; 
Succ [Pred [x]] := Succ [x ]; 
Pred [Succ [x]] := Pred [x ]; 
Deleted [x] := True; 

Note that a second invocation of ACCESS MEMORY 
is required to adjust the A.Pred values. The matching 
automatically ensures that two adjacent elements will 
not both be updated at the same time. 



[P3] For each item in the original linked list, either it has 
been paired with another item, or its predecessor and 
successor have been paired. Thus the size of the col­
lapsed list is no more -than 2N /3 + 0 ( 1 ). Now repack 
the undeleted items in order to ensure that the items of 
the collapsed list are distributed evenly among the pro­
cessors. The repacking procedure is discussed 
separately below. Then call the algorithm recursively 
on the collapsed list. 

[P4] Upon return from the recursive call, we must unpack 
the list, "unpair" the· items that were paired in step 
[P2], and correctly compute the parallel prefix for the 
original list. In order to do this we will need to keep a 
record of the items that are paired together in step [P2] 
and where they are moved in step [P3]. An easy 
modification of the repacking algorithm itself can be 
used to do the unpacking. Using our additional infor­
mation, it is straightforward to obtain the parallel 
prefix for the original list from the parallel prefix for 
the collapsed list. 

Next we describe an algorithm to accomplish the 
repacking needed in step [P3]. The similarity of the repack­
ing routine to the entire parallel prefix algorithm should be 
apparent. 

5.2. Repacking a Linked List 

ALGORITHM: REP ACK A LINKED LIST (DCM). 

[Rl] Construct a memory access map as follows. Each pro­
cessor counts the number of list items in its local 
memory. For PE; we denote this quantity by N;. 
Each processor then sends to every other one a message 

indicating the number of items that it has. Now com-
p 

pute the sum N' = I; Ni. If Ni > N' /P then PE. 
i=l i 

will be a sender. If N; < N '/ P then PE; will be a 
receiver. Let S denote the set of senders, R the set of 
receivers. Order the sets S and R arbitrarily but 
deterministically, e.g. by processor index. A sender 
PE; has an excess of items, defined by 
e; = N; - N 1 / P; a receiver has a deficit, 
d; = N'/P - N;. We now define the bipartite 
digraph that will serve as the memory access map. 
The set of vertices will be SUR . A directed edge will 
always go from a vertex in S to a vertex in R . Each 
edge is labeled with a weight. We determine the edges 
and their weights as follows. Let PE; be the first 
sender, and let PE j be the first receiver. Add the edge 
( i, j) to the digraph. Label it with the weight 
w = min { e; , d j } . We now readjust the excess 
e; +- e; - w and also readjust the deficit 
dj +- dj - w. If e; = 0 then PE; is not considered 
further. Similarly, if d1· = 0 then PE . is not con-
'd J st ered further. We repeat this process with the 

remaining senders and receivers until there are no more 
processors to consider. Each PE; that is a sender will 
select W;j items arbitrarily and put them in the set 
X;j, for each edge ( i, j) in the digraph. (Note: The 
sets X;j constructed here are distinct from the ones in 
step [Pl].) 
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[R2] Now call the procedure ACCESS MEMORY to move 
list items from the senders to the receivers. To process 
an item x E X;j, PE; does the following: 

let y denote a new location in Mj; 
A [y] +- A [x ]; 
Next [y] +- Next [x ]; 
Next [x] +- y; 
mark x as "moved"; 

[R3] We must now readjust the next links. To do this we 
follow the links in parallel. This actually involves 
another application of the ACCESS MEMORY pro­
cedure; however, it is exactly the same as used before 
where every processor had to examine the successor of 
each node. When we follow a link and find that 
Next [x ] is marked as moved, then we set 
Next [x] +- Next [Next [x ]]. This is done for all of the 
data items, including the newly created copies, but 
excluding those items marked as moved. Fig. 2 illus­
trates how a list item is moved, and how the next links 
are then readjusted. 

5.3. Analysis 

In this section we will obtain the time bound for our 
parallel prefix algorithm. First note that step [Pl] of the 
al~orithm can easily be accomplished in time 
0 (N /P + P ). Each next link may be viewed as an 
ordered pair (i, a), where i designates a local memory M; 
and a specifies an address within M; . Each processor sorts 
on the i coordinate of the next links. This takes time 
0 (N / P + P) using a bucket sort with P buckets. Con­
struction of the first maximal matching requires 0 (P) time 
as describe previously. 

Step [P2j, the ACCESS MEMORY routine, takes time 
O(N/P +VNP). 

Let N' denote the number of items in the new (col­
lapsed) list. The purpose of the repacking in step [P3] is to 
ensure that the items of the new list are distributed evenly 
across the processors, i.e. N 1 / P per processor. The repack­
ing routine takes time 0 (N / P + VNP ). To prove this, 
first note that it is easy to see that the memory access map 
defined in step [Rl] has at most P vertices and P edges, 
and the method of construction clearly takes time 0 (P ). 
For step [R2], a maximal matching can be found in time 
0 (P) and at least one edge is (effectively) eliminated at 
each iteration of steps [Al]-[A5] of ACCESS MEMORY. So 
the total time spent finding maximal matchings is 0 (P 2). 

Now we can apply our theorem again. In this case the 
weight of each node is its excess or deficit, which must be at 
most N /(2P ). Thus the total time spent moving items is 
O(N /P), and so steps [RI] and [R2] of the repacking take 
time 0 (N /P + JNP ). Finally, by a similar analysis it 
can be shown that step [R3] of the repacking takes time 
0 (N /P + JNP ). The memory access map needed for 
that step is similar to the one constructed in step [Pl] of the 
parallel prefix algorithm. 

It is readily seen that after step [P2], all of the links in 
the list will have been considered. It follows that for every 
node in the list, either it has been paired with its predeces­
sor or its successor, or else both its predecessor and its suc­
cessor (with the obvious exception for the head and tail of 
the list) have been paired. Thus the length of the collapsed 



list is no more than 2N /3 + 0 (1). Let Tp (N) denote the 
time required by the entire parallel prefix algorithm on a list 
of size N. Then we have the recurrence relation 

N rrrn 2N 
Tp(N) ~ c (-p + vNP) + Tp(3) 

for some constant c . We stop the recurrence when the 
number of items is less than P. At this point, the algo­
rithm for one item per processor can be used to solve the 
problem in 0 (logP) time. The solution to the recurrence 
thus becomes: 

Tp(N) = o(; + vNP )). 

For N >> P we have that Tp (N) = 0 (N /P ), so that 
the algorithm is totally efficient for N large relative to P. 
In fact it is easy to see that the algorithm is totally efficient 
for N = n(P 3). 

8. Remarks 

For large P a fully connected DCM is not feasible. It 
is well known, however, that some bounded degree connec­
tion machines, e.g. the Shuffle-Exchange machine, can simu­
late a fully-connected DCM at the cost of only an 0 (log P J 
factor in the running time. Nevertheless, due to the P 
term in the running time, our algorithm as it stands is not 
practical for large P . Thus the obvious open problem is to 
find an efficient parallel algorithm for parallel prefix on a 
linked list that will run on a DCM and that is totally 
efficient for N smaller than 0(P 3). 
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Abstract. An algorithmic model and a methodology to evalu­
ate the effectiveness of replication, pipelining, and local 
parallelism in the implementation of multiple-instance algo­
rithms are presented. In the class of algorithms considered, 
instances are divided into groups with dependences between 
corresponding instances of consecutive groups. The imple­
mentations use a variable number of identical operation units, 
and the methodology permits the selection of the most 
efficient combination of concurrency techniques for a given 
execution time. The methodology is illustrated with an exam­
ple, and has been used to obtain implementations for the 
Singular Value Decomposition computation. 

1.- Introduction 

Replication, pipelining, and local parallelism are well­
recognized methods used, separately or in combination, to 
improve the speed of execution of digital systems. For a 
given computation, there are many alternatives in the use of 
these concurrency techniques to satisfy performance and cost 
constraints. In this paper, we study the effectiveness of those 
techniques for a class of computations encountered in a 
variety of important applications. This class has the following 
characteristics: 

• The overall computation corresponds to the execution of 
many instances of a certain algorithm. This characteristic is 
the basis for the use of replication and pipelining. The in­
stances are not totally independent but can be divided into 
groups of independent instances. This property limits the de­
gree of replication and pipelining that can be used in an im­
plementation, and complicates the tradeoffs between these 
techniques. 

• An instance of the algorithm is described by a directed 
graph (where nodes represent subcomputations and arcs 
correspond to precedences among the subfunctions), without 
loops nor conditionals excepting those required to detect the 
end of the computation. 

• The class of implementations we consider uses only one 
type of operation unit. This unit can be single function or 
multiple function. 

As an example of computations that belong to the class 
outlined above, we can mention those that are de~ribed by 
expressions of the form 

A/ =Axy-1 (+,*)By-1 

where A and B are terms of any complexity, usually involving 
matrices. This includes, for instance, matrix multiplication, 
LU-decomposition, transitive closure, and singular value 
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decomposition(a) (SVD), which are frequently used in signal 
processing applications [1, 2, 3]. The main recurrences in 
these algorithms are procedures to update the values of a ma­
trix using a modifier term that may depend on the current 
value of the matrix. These algorithms have been considered 
suitable for systolic array implementations [ 4, 5, 6]. 

Our goal for the class of computations described is to 
reduce the execution time for a given number of operation un­
its. We are interested in identifying those implementations 
that offer better efficiency in terms of speed/cost Since the 
algorithms of interest are compute bound and have implemen­
tations with negligible communication delay [ 4, 5, 6], only the 
computation time and the cost of the operation units are the 
relevant parameters for the design. 

Our design methodology consists of top-down decompo­
sition and bottom-up grouping of the nodes in the graph of an 
algorithm. Our results show that: 

•for low throughput (or equivalently, up to a speed-up equal 
to the number of independent instances), replicated or pipe­
lined implementations with efficiency equal to 1 can be 
achieved. 

• for larger throughput, it is necessary to use combinations of 
the concurrency techniques, including the local parallelism in 
the graph of the algorithm. If portions of the graph have 
varying degrees of parallelism, pipelined implementations can 
be more effective because they require the addition of opera­
tion units only to those stages that exhibit greater local paral­
lelism. 

We have used this methodology to evaluate implementa­
tion alternatives for the singular value decomposition (SVD). 
It is shown in [7] that significant improvement in efficiency is 
possible by using a combination of pipelining and local paral­
lelism, with respect to what is achieved in the replicated im­
plementation (i.e. a linear systolic array) proposed in [5]. 

Previous research in the evaluation and selection of con­
currency techniques includes [8] and [9]. However, these 
works deal with particular implementations (two-dimensional 
arrays, general purpose architectures, respectively), which are 
different from the ones sought here. Other related researches 
present formal models for the analysis of algorithms and ar-

(a) In the SVD, data dependencies are with two instances of the previous 
group instead of one. However, the model can be easily adapted to 
account for such situation. 



chitectures [10, 11]. These approaches provide formal 
descriptions of hardware structures and algorithms, but as­
sume the existence of an array of processors and attempt to 
map algorithms onto it, without evaluating other possible 
concurrent implementations. A combination of concurrency 
techniques is described in [12], which presents a two-level 
pipelined systolic array to perform convolutions. Such 
scheme deals with one specific algorithm and does not pro­
vide a methodology to select, among the alternatives for con­
currency, an implementation for any given algorithm. 

This paper is organized as follows. In Section 2. we 
present an algorithmic model for the class of computations of 
interest and a methodology for the design and evaluation of 
implementation alternatives. In Section 3 and 4 we discuss 
the characteristics of the concurrency techniques when ap­
plied to this class of algorithms, and we evaluate different im­
plementation alternatives using only one or a combination of 
the techniques. 

2.- Algorithmic Model and Methodology 

In this section, we formalize a model for the class of al­
gorithms considered, and define a set a performance and cost 
measures for implementations using concurrency. We also 
describe the methodology for the design and evaluation of 
such alternatives. 

To design the system for a given computation it is 
necessary to describe the algorithm in a suitable form. 
Several models have been used to represent the dependences 
between subfunctions, including conditionals and loops 
[13, 14]. We use a directed graph in which nodes correspond 
to subcomputations and arcs indicate the precedences 
between these subcomputations. For the class of algorithms 
considered here, it is sufficient to use AND conditions as 
shown in Figure 1. 

Ftgure 1 - Dependence Graph Elements 

The primitive subcomputations used in the algorithm 
can have any level of complexity. Depending on this level 
(also called the granularity of the algorithm), implementa­
tions with different degrees of concurrency can be obtained. 
It is clear that larger concurrency can be obtained for finer 
granularity, which would indicate that it is always convenient 
to consider the representation with the finest granularity. 
However, this can lead to descriptions with large number of 
nodes, making the design of the system complex and unstruc­
tured. Therefore, it is convenient to resort to a structured 
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design, in which one begins with the algorithm consisting of 
a relatively small number of nodes and then refines each of 
the nodes into subalgorithms. This top-down approach has 
the limitations that it is possible to loose some potential con­
currency. The bottom-up approach is not totally satisfactory 
either, because the use of concurrency in the implementation 
of the node depends on how critical its execution time is in 
the overall. algorithm. Consequently, the design process con­
sists of several iterations until a satisfa~tory solution is found. 

Model of the Algorithm and the Implementation 

From the considerations in Section 1, we can formalize 
the following model: 

• The overall computation requires that an algorithm be exe­
cuted for M instances. These instances are divided into 
groups of r each, where instance x of group y depends on in­
stance x of group y-1, as shown in Figure 2. 

• The algorithm is described by a directi:d graph, in which the 
nodes are indivisible for a level of the implementation (i.e. 
the implementation of a node cannot be split across different 
processors or stages within a processor). Each node 
corresponds to a subfunction of the algorithm, and may ex­
ploit its internal concurrency using more than one operation 
unit. Therefore, for each node there might be more than one 
alternative implementation. To reflect this, the node is 
specified by a set of values t; U) corresponding to its time of 
execution in an implementation with j operation units. 

y-1 

y 

Figure 2 - Dependences between Groups 
of Instances 

• Only one type of operation unit is used to execute all nodes. 
These operation units may be single function or multiple 
function and are considered indivisible. The use of a single 
type has implications in the design, since in such a case pipe­
lining a sequential implementation of an algorithm requires 
additional units. (In contrast, if each node of the algorithm 
used a different type of unit, pipelining would not increase 
the number of those units). 

• An increase in the number of operation units used to com­
pute a node reduces its computation time at most proportion­
ally to the number of units. Therefore, 

t;U) ";?. t;(k)'~ f t;U) , k > i 

For example, if a node corresponds to five independent opera­
tions as shown in Figure 3, then three or four operation units 
require two time units to compute the node, and the imple-



mentation with four units is not advantageous; however, the 
use of five units reduces the computation time to one. 

I! Idle unit 

F1gure 3 - Tradeorrs 1n computation Time 
and Number of Operation Units 

Performance, Cost Measures, and Design Objective 

Alternative implementations are compared using the fol­
lowing performance and cost measures: 

• t: Time of execution of the computation (all M instances of 
the algorithm). 
• N: Total number of operation units. 
• SU = fcs I t : Speedup of the concurrent implementation 
with respect to a completely-sequential implementation 
(with time tcs), which uses only one operation unit to execute 
all nodes. 
• E = (tcs Ncs)l(t N): Efficiency in a concurrent implementa­
tion with respect to the reference system. For our case, 
Ncs = 1. 

Since we assume that there is only one type of operation 
unit, and since the computation time decreases at most pro­
portionally to the number of units, the speedup of any alter­
native is less or equal to N and its efficiency is less or 
equal to 1. 

In terms of these measures, the main objective of the 
design can be described as selecting the implementation that 
for a given speedup (or computation time) has the largest 
efficiency (or uses the minimum number of operation units). 

3.- Characteristics of Replicated, 
Parallel, and Pipelined Systems 

We apply now the concepts of replication, pipelining 
and local parallelism to the class of algorithms described ear­
lier. We evaluate the characteristics, performance, and cost 
measures for different implementations, using only one of the 
concurrency approaches in a given system, and provide a 
comparison of the resulting measures. In the next section, we 
will look at systems which use a combination of approaches. 

To illustrate the choices that can be made we use the fol­
lowing example. We consider an algorithm that is executed 
for M = 104 instances and with dependences in groups of 
r = 8. At the topmost level in the design methodology, this 
algorithm appears as one node which requires only one opera­
tion unit and its computation time is 20M (completely -
sequential implementation), as shown irt Figure 4a. If higher 
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throughput in the computation is desired, it is possible to 
decompose the node into subcomputations and then study the 
effectiveness of the concurrency techniques in the implemen­
tations of the decomposed algorithm. This process is repeated 
until a desired throughput is achieved. 

11=104 
r=8 

Figure 4a 
Topmost level view 

8/1 Vl 5/1 
4/2 1/2 3/2 
3/3 2/3 
2/4 2/4 
1/8 1/5 

Fi·gure 4b - Decomposed 
Graph 

Figure 4c 
Node 5 

Figure 4 - Example Algorithm with 
Concurrent Capabll ites 

Consider now that the algorithm is described by Figure 
4b. In this decomposed graph, each node has several alterna­
tive implementations with different number of operation un­
its. This data was obtained from an analysis of each node, 
searching for internal parallelism and devising possible im­
plementations for them. Figure 4c shows the structure of 
node 5 resulting from such analysis. The alternative imple­
mentations are indicated by the descriptors t In next to each 
node (t: computation time, n: number of units). 

Sequential Implementations 

The sequential implementations are considered first, 
since they form the basis for some of the others. An imple­
mentation of an algorithm is sequential if only one node 
(subfunction) is executed at a time. To obtain this type of 
implementation the graph of the algorithm must have a total 
ordering of the nodes, which can be obtained by adding pre­
cedences. Since nodes may use more than one operation unit, 
we call tseqU) the computation time of the sequential imple­
mentation that uses j operation units. The following expres­
sions describe the performance and cost measures for the 
sequential implementations: 

Comput. Time tseqU)=M 2,tiU) 
i 



tcs 
Speedup SUseq U) = -U) 

tseq 

. tcs 
Efficiency EseqU) = U) . 

tseq l 

Table 1 includes the performance achievable with this 
scheme for the algorithm used as example. 

Replicated Systems 

For our purposes, a replicated implementation of an 
algorithm performs several instances of the computation 
simultaneously, using identical and separate hardware 
resources (processors) for each of the simultaneous in­
stances. Figure 5 shows an example of a replicated imple­
mentation of an algorithm. Due to the dependencies between 
instances in the class of algorithms considered, the number of 
instances executing simultaneously should be less or equal to 
r , the number of instances in a group. However, instances 
x+l, x+2, ... , r in a group may be computed simultaneously 
with instances 1, 2, ... , x-1 in the following group. 

Consequently, if the hardware required to process an in­
stance (a processor) is replicated P times, the execution time 
of the M instances, for P :s; r, is 

. r l tseqU) 
trepU,P)= 1MIP ~ 

since the instances are performed in sets of P, excepting the 
last set which might be smaller than P. In particular, if P =r 
then all instances in a group are processed at once and 

. tseqU) 
trep U ,r) = --­

r 

• • • 

Figure 5 - Replicated Implementation 
of an Algorithm 

The speedup and efficiency with respect to the 
completely-sequential implementation are 

. tcs M 
SUrepU.P)= trepU,P) = fM!Pl SUseqU) 

t 
E UP)- cs = 

rep ' - UP) ·p trep • l 
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For the important case in which M »r°C.P, these ex­
pressions become 

SUrepU ,P) =P SUseqU) 

ErepU ,P) = EseqU) 

Consequently, the maximum speedup is r SUseqU) and 
the efficiency is the same as that of the sequential implemen­
tation that is being replicated. Therefore, replication of the 
completely-sequential implementation is an optimal solu­
tion for speedup less or equal to r, since efficiency E = 1 is 
preserved. For larger speedup, it is necessary to replicate a 
sequential implementation with j units, which has lower 
efficiency. 

j SU seq SU rep SUrep Erep 
U) U,2) U,8) U,P) 

1 1.00 2.00 -- 8.00 1.00 
2 1.82 3.64 -- 14.56 0.91 
3 2.50 5.00 -- 20.00 0.83 
4 2.86 5.72 -- 22.88 0.71 
5 3.33 6.66 -- 26.64 0.67 
6 3.33 6.66 -- 26.64 0.55 
7 3.33 6.66 -- 26.64 0.48 
8 4.00 8.00 -- 32.00 0.50 

Table 1 - Replication of Sequential Implementations 

Table 1 depicts this alternative for the algorithm in Fig­
ure 4, for different values of j and P, up to the maximum re­
plication P = r = 8. 

Pipelined Systems 

In a pipelined implementation, an algorithm is divided 
into stages and different instances are executed simul­
taneously at different stages [15]. To perform the partition­
ing into stages, the algorithm should be sequential (i.e. pre­
cedences among nodes are such that a total ordering of nodes 
exists). Since each of the nodes in the graph is viewed as in­
divisible, two restrictions arise: 

• A stage is composed of one node or a set of consecutive 
nodes. This partitioning is done (adding delays if necessary) 
so that the resulting stages have an (approximately) uniform 
delay. 

• The maximum possible number of stages in the pipeline is 
equal to the number of nodes in the graph. 

The number of stages S is also limited by the number of 
independent instances, such that S :s; r. In terms of the 
number of stages S and the stage delay ts, the pipelined im­
plementations are described by 

Comput. Time: tpipe = [S + (M -1)] ts 



Speedup: SUpipe = [S + (M-l)] ts 

Assuming that the implementation that uses j operation 
units is pipelined, then the stage delay with j units is 

U) > tseqU) 
ts - MS 

Therefore, 

MS tcs MS 
SUpipe U,S)S S +(M-1) tseqU) = S +(M-1) SUseqU) 

In these expressions, the equality is achieved when the parti­
tioning of the sequential implementation can be done perfect­
ly, that is, into stages of uniform delay. 

The total number of operation units is the sum of the un­
its used in each stage. Since we are pipelining the sequential 
implementation with j units, j units per stage are used, which 
results in an efficiency with respect to the completely -
sequential implementation of 

t 
E US)< cs 

pipe ' - · U.S> · s tpipe ) 

In this case, the efficiency of the sequential implementation is 
reduced as a result of the startup time of the pipeline. 

Of special interest is the situation in which M »S. In 
such case, the speedup and the efficiency tend to 

SUpipeU.S) SS SUseqU) 

EpipeU.S) SEseqU) 

For perfect pipelining (no delay added to the stages) these ex­
pressions are identical to those obtained for replicated sys­
tems. Consequently, this alternative would be preferred to re­
plication when the latter has implementation problems (such 
has interconnection complexity), since pipelining only re­
quires communications between stages. However, pipelining 
is limited by the number of nodes in the graph of the algo­
rithm. 

Larger efficiency using pipelining can be obtained if all 
stages do not need the same number of units. Consider for ex­
ample the algorithm shown in Figure 6, in a sequential imple­
mentation which uses three units. If such algorithm is pipe­
lined, the stages in the middle do not need three units but 
only one (since fewer operations are involved), without af­
fecting the computation time. As a consequence, the result­
ing efficiency is higher than what was obtained when all 
stages had the same number of units. 
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k=3 k=l k=l k=3 
k: number or Independent 

operat 1 ons 1 n a node 

F1gure 6 - Saving Operation Units In a 
Pipelined Implementation 

j s supipe Epipe Nsaved 
U,S) U,S) 

1 2 1.98 0.99 0 
3 2.45 0.82 0 

2 2 3.30 0.83 0 
3 4.90 0.82 0 

3 2 4.95 0.82 0 
3 6.54 0.82 1 

4 2 4.95 0.83 2 
3 6.54 0.82 4 
4 9.71 0.88 5 

5 2 6.60 0.83 2 
3 9.80 0.82 3 

8 2 6.60 0.83 8 
3 9.80 0.82 12 
5 19.20. 0.96 20 

Table 2 - Pipelining of Sequential Implementations 

Table 2 shows what is achievable with this approach in 
the algorithm described in Figure 4. The last column in this 
table indicates the number of units which are not needed for 
each one of the implementations. 

The pipelined implementations require registers between 
stages. The addition to the cost and to the execution time that · 
these registers produce is assumed to be negligible. This is 
true if the cost and delay of the stages are much larger than 
those of the registers. Also, the control of the system be­
comes somewhat more complex since each stage has to be 
controlled independently and the delays of the stages have to 
be made equal. 

Systems with Local Parallelism 

We consider that an implementation of an algorithm 
has local parallelism when it exploits the parallelism 
present in the graph to perform independent nodes con­
currently. Consequently, the time of execution of the 
sequential implementation might be reduced, but this may re­
quire additional operation units. 

The speedup depends on the characteristics of the graph 
and on the scheduling of the nodes. An optimal schedule has 
to be devised to obtain the maximum speedup for a given 
number of operation units. In general, the determination of 
this schedule requires an exhaustive search, so several subop­
timal heuristics and upper and lower bounds have been 



developed [16]. However, for algorithms with few nodes the 
exhaustive search is possible and convenient 

Since the improvements in computation time are, in the 
best case, proportional to the number of units, the speedup 
and the efficiency are bounded by 

SU parU> $. j • E parU) $. 1 

Without performing the actual scheduling it is not possible to 
know whether the parallel implementation (with j operation 
units) is more efficient than the corresponding sequential one. 
That might be the case in computations with few instances or 
algorithms with dependences between groups of few in­
stances. 

This scheme is described in Table 3 for the example. A 
scheduling was performed for each value of j, which resulted 
in some implementations where nodes are executed in parallel 
(marked with *). The table also indicates the implementation 
chosen for each node. 

In this section we have evaluated implementation alter­
natives for a given algorithm, using only one concurrency 
technique. The results obtained for the example algorithm 
are presented in Figure 7, where they are also compared with 
implementations using combinations of concurrency ap­
proaches, which are discussed in the next section. 

j supar Epar Implementation of Nodes 

U> U> 1 2 3 4 5 
2 1.82 0.91 2/2 1/2 4/2 1/2 3/2 
3 2.50 0.83 113 1/2 3/3 1/2 2/3 
4 3.33 0.83 113 112 2/4 2/1* 2/3* 
5 4.00 0.80 1/3 112 2/4* 2/1* 1/5 
8 5.00 0.63 1/3 1/2 118 112* 115* 

* : nodes in parallel 

Table 3 - Implementations Using Local Parallelism 

4.- Combinations of Replication, 
Local Parallelism and Pipelining. 

In an implementation it is possible to combine two or all 
three of the approaches discussed previously. The characteris­
tics of these combinations are described now and the 
corresponding performance and cost measures are evaluated. 

Replication and pipelining 

In this case the pipelined processor is replicated. Be­
cause of the necessity of having enough independent in­
stances, for the class of algorithms considered here the total 
number of processors and stages combined is limited so that 
PS Sr. The following two possibilities exist: 

• Replication of the pipelined completely-sequential imple­
mentation. This alternative produces a speedup of PS and 
has efficiency 1 for large M and values of S that result in per­
fect pipelining. In such a case, this is equivalent in speedup 
and efficiency to the implementation that uses only replica­
tion. Therefore, its only advantage is that it requires fewer 
processors than the replicated implementation (which may re­
plicate processors up to r, eventually creating realization 
problems such as a complex interconnection atnong the pro­
cessors). 

• Replication of the pipelined implementations that use more 
than one operation unit in some stages. These implementa­
tions increase the speedup of the single pipelined processor 
and maintain its efficiency. They are therefore suitable for 
higher speedups than that available with replication of the 
completely-sequential implementation. 

For the example discussed, this scheme corresponds to 
implementations that are replications of the alternatives in 
Table 2, with PS S 8. Table 4 shows, for each possible 
number of stages, the configuration that offers the highest 
efficiency with that many stages. 

s 

2 
3 
4 
5 

Units SUreplpipe(S ,P) Ereplpipe 
per 
PE p =l P=2 P=3 P=4 (S,P) 

4 3.30 6.60 9.90 13.20 0.83 
8 6.54 13.08 - - 0.82 

11 9.71 19.42 - - 0.88 
20 19.20 - - - 0.96 

Table 4 - Replication of Pipelined Processor with 
more than one Unit per Stage 

Replication and graph parallelism 

A processor which uses graph parallelism is replicat­
ed in this implementation. It provides an increase of speedup 
with an efficiency equal to that of the implementation using 
only graph parallelism. Usually this efficiency will be 
significantly smaller than 1. Consequently, this scheme is 
only effective if the speedup cannot be achieved using a more 
efficient technique. 

For the example discussed, this approach corresponds to 
implementations which are replications of the alternatives in 

. Table 3. The maximum speedup achievable in the example 
with this scheme and the corresponding efficiency are 

SU rep /par (P = 8, j = 8) = 40.0 
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Ereplpar (P = 8, j = 8) = 0.63 

Pipelining and graph parallelism 

In this case, one or more of the stages of the pipeline 
uses graph parallelism (i.e. it executes more than one node 
concurrently). The partitioning into stages has to be modified 
(with respect to the implementation using pipelining only) to 
obtain stages of equal delay. 

This scheme might be effective in increasing the 
efficiency of the pipeline, since it can help to get stages of 
equal delay and to tailor the number of operation units to the 
exact requirements of the stage. The number of stages is res­
tricted by the number and the characteristics of the nodes. 
Nodes may be rearranged (preserving the dependences, of 
course) to achieve stages of (approximately) equal delay. The 
smallest stage delay possible is determined by the node with 
the longest computation time. The maximum number of 
stages is determined by the number of nodes in the critical 
path of the graph. 

For the example discussed, Table 5 shows alternative 
implementation for different stage delays. Since the critical 
path in the graph traverses three nodes, up to three stages are 
possible. 

ts s Total supipelgraph Epipelgraph 
Units U,S) U,S) 

7 2 3 2.83 0.94 
5 3 4 3.92 0.98 
4 2 6 4.95 0.83 
3 2 8 6.60 0.83 
2 2 11 9.90 0.90 
1 3 20 19.61 0.98 

Table 5 - Pipelining with Parallelism from the Graph 

All three approaches 

A possible application of this alternative is to replicate 
the processor obtained by the use of a combination of 
pipelining and graph parallelism. For the analysis of its ef­
fectiveness the same considerations apply as those discussed 
in the section on pipelining and graph parallelism, and on re­
plication and pipelining. 

For the example under discussion, the pipelined imple­
mentations in Table 5 are replicated as long as PS ~ 8. Table 
6 shows the possible implementations. This approach pro­
duces implementations with high speedup and high 
efficiency. The system with highest speedup has the follow­
ing parameters: 

SU (S = 3, P = 2, itot = 40) = 39.22 
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ts s Units SU au Eai1 
per 
PE P=l P=2 P=3 P=4 

7 2 3 2.83 5.66 8.49 11.32 0.94 
5 3 4 3.92 7.84 - - 0.98 
4 2 6 4.95 9.90 14.85 19.80 0.83 
3 2 8 6.60 13.20 19.80 26.40 0.83 
2 2 11 9.90 19.80 29.70 39.60 0.90 
1 3 20 19.61 39.22 - - 0.98 

Table 6 - Implementations with All Techniques 

E(S = 3, P = 2, j 101 =40) = 0.98 

where j 101 is the total number of units in all processors and 
stages. 

. Figure 7 illustrates the largest speedup achievable for 
different number of operation units, using either one con­
curr~mcy technique or a c?mbination of them. From the figure 
we mfer that the selection of a particular implementation 
depends heavily on the characteristics of the algorithm and 
the num~er. of operation units available. Depending on the 
charactenstics of the algorithm, combinations of the different 
concurrency techniques might result more convenient than re­
plication or pipelining of a completely-sequential processor. 
However, such conclusion is only possible after an evaluation 
of the alternative implementations of the algorithm. 

Conclusions 

. We have iden~ed replicated and pipelined implementa-
tions for computations that consist of multiple instances of a 
basic algorithm. We have concentrated on the case in which 
the multiple instances can be divided into groups, and there is 
a dependency between the corresponding instances of con­
secutive groups. Moreover, the implementations considered 
use only one type of operation unit. 

. We h.ave devised· a methodology to analyze such algo-
nthms, usmg a dependence graph as the description tool. 
Such methodology leads to the evaluation of different imple­
m~ntations for an algorithm, at any level of decomposition. In 
this methodology, at a particular level one looks at all possi­
ble alternatives using either one or a combination of the con­
currency techniques, searching for those cases which offer 
the highest efficiency. The analytical results obtained in this 
paper should be useful to facilitate the identification of those 
alternatives with higher efficiency. It might seem that this 
approach implies an exhaustive search for every possible im­
plementation and is too costly in terms of the effort involved. 
However, that is not the case since the structured methodolo­
gy allows to keep the number of nodes under evaluation at a 
given time restricted to a reasonable quantity. Therefore, it is 
possible to perform an intelligent search in the selection of 
the alternatives, which reduces the number of cases to evalu-
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Our results demonstrate that the selection of the most 
efficient implementation is strongly dependent on the algo­
rithm that is implemented. This is particularly true when the 
dependence graph of the algorithm shows widely varying de­
grees of concurrency at different steps in the computation. 
Furthermore, we have been able to establish conditions for 
the concurrency techniques to be more effective in producing 
the highest speedup with a given number of operation units. 
Our results show that, for the class of algorithms considered, 
replication (or pipelining in some cases) alone is convenient 
up to a certain speedup value, with the limit imposed by the 
data dependences in the computation. For higher throughput, 
it is necessary to use combinations which include the local 
parallelism in the graph of the algorithm. 
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We have applied this methodology to the analysis of al­
ternatives for a Singular Value Decomposition (SYD) proces­
sor [7]. In particular, we have used it to compare pipelined 
implementations with graph-parallelism with respect to a 
linear systolic array (i.e. replication of a sequential imple­
mentation using graph parallelism) proposed for such compu­
tation [5]. Figure 8 depicts the difference in throughput ob­
tained with those implementations. The plots show that the 
linear array is convenient only for lower throughput, but 
higher speedup is achieved with better efficiency in the pipe­
lined architecture . 
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Abstract--The HAP is a MIMD type highly 
parallel ·processor with 4096 PEs that basically 
uses NNM connection. It is capable of exceedingly 
high data transfer capability and reliability. 
Data transfer capability is upgraded by 
multi-layering PE arrays and utilizing its upper 
layer to transfer data in parallel to and from the 
lower layer, and also to reduce the inter-PE data 
transfer delay. For reliability upgrading, 
automatic high-speed system reconfiguration during 
failure is realized by a new fault-tolerant 
configuration and a new parallel diagnosis method 
that uses neighboring PEs. Thus, the HAP can be 
expected to gain high system performance in 
proportion to its number of PEs (max. 16 GIPS, 1.8 
GFLOPS) and to realize the high reliability of 
nearly 1 availability and 1 year MTTF. 

1. Introduction 

Researches into parallel processors are being 
carried out on a worldwide scale [1)-[4], to meet 
the increasing needs for high performance 
computers. Especially approaches that use 103 -104 

or more processing elements (PE) are receiving 
attention [5][6]. This is being stimulated by 
recent progress in LSI technology. In such a 
highly parallel processor, upgrading data transfer 
capability and reliability appear to hold the most 
promise for developing a practical machine, 
though, development of a parallel processing 
algorithm for each application is presupposed. 

The system performance of a parallel processor 
is evaluated on the total time from initial data 
supply to processed data output. It is 
progressively limited by the data transfer time to 
and from all the PEs, rather than their processing 
time, as the number of PEs increases and therewith 
the overall processing power increases. 
Accordingly, the most important problem concerns 
data transfer ~o and from all PEs. The next 
important problem is the data transfer delay 
between PEs. This is because the maximum 
internode distance (1 + the number of PEs used as 
a relay) increases with the number of PEs in any 
network-type parallel processor [7], and the data 
transfer delay increases accordingly. 

In considering reliability, imagine a system 
consisting of 10 4PEs whose failure rate is 101Fit. 
This means only a 10 hour mean time between 
failures (MTBF). In this case, one repair is 
needed on an average of every 10 hours, and if it 
is time · cons\iming, the availability is lowered. 
Thus automatic failure recove~y and shortening 
recovery time become important. 

Conventional researches rarely touch on such 
problems. To cope with them, we researched the 
architecture of a system with the nearest neighbor 
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mesh (NNM) connection selected to be suitable to a 
highly parallel structure. From those studies, we 
have developed a highly parallel processor, the 
hierarchical array processor (HAP). A small scale 
version is under trial at this time. 

The HAP is a MIMD type processor with 4096 PEs 
designed for scientific calculation and speech, 
picture and other recognition processing 
applications. The previously mentioned problems 
are handled with a hierarchical PE array structure 
that utilizes its upper layer for data transfer, 
together with a new fault-tolerant configuration 
antl parallel diagnosis of PEs. 

2. System Architecture 

2.1 System Configuration and Data·Transfer 
In order to cope with the data transfer 

problems, we adopted a hierarchical PE array 
structure similar to the EGPA [8], namely a large 
scale array with a small scale array above·it. 
The number of PEs in the smaller array is 
approximately the square root of the large one's. 
By making use of the small array to accomplish 
data transfer to and from the large PE array and 
between PEs in the array, realization of a data 
transfer rate that matches the large array's 
processing power and reduction of the inter-PE 
data transfer delay are attempted. Hence, even if 
there is an increase in the number of PEs, a high 
system performance that · is not limited by data 
transfer capability can.be realized. 

2.1.1 System Configuration 
Figure 1 shows the system configuration of the 

HAP. In the HAP, multiple users are assumed in 
order to make full use of the pro.cessing power of 
all the PEs. Namely, it is properly used as the 
back-end processor for a number of.user computers. 

1) Configurations and Roles of Each Block 
The PE array consists of a maximum of 4096 

(64x64) PEs, and executes parallel tasks. The 
control PE array (cPE &rraY') has a maximum of 64 
(8x8) control PEs (cPE) .. Together with the data 
I/O mechanism, it performs the input-output of 
data to the PE array. It also relays the inter-PE 
data transfers. Besides these, hierarchical 
parallel tasks can also be executed. The PEs and 
the control PEs are basically microcomputers. A 
system management processor (SMP), using a general 
purpose computer, controls the whole system. The 
data I/O mechanism performs the input-output of 
data to user computers and cPEs, and also data 
buffering. 

2) Physical Connection among PEs 
PEs inside the PE array are both physically NNM 



and torus-connected, in consideration of the total 
data transfer capability / hardware quantities for 
connection between PEs, and the easy expansion to 
a physical structure. Therefo~e, each PE is 
connected with its four nearest neighbor (north, 
south, east and west) PEs. Although 
torus-connection slightly increases the inter-PE 
wiring length, it has the merit of reducing the 
maximum internode distance to half, compared to 
that of only an NNM, and is therefore applied. 
The cPE array also has the same connection scheme 
as the PE array. In inter-layer connection, such 
as the connection between PEs and cPEs, called 
lower PEs and upper PEs, respectively, a bus is 
used to reduce the amount of connecting hardware. 

3) Logical Coupling between PEs 
Logical coupling via memory ·is used between 

PEs, cPEs and both, in order to simplify program 
description and debugging (Fig. 2). Consequently, 
each PE can, as part of its own memory, directly 
access the memory contents of its neighboring PEs. 
Besides these, a cPE can also directly access the 
memory of the PEs to which it is connected. In 
this circumstance, when a particular PE is 
specified, only that memory can be accessed, but 
when not specified, the memories of all PEs can be 
accessed. 

4) Bypass of the cPE Array 
The cPE can be bypassed during the debugging of 

a PE program or during processing that does not 
require it. During such circumstances, the SMP 
and the PE array are directly logically-coupled. 

2.1.2 Data Transfer 
In the operation of a parallel processor, the 

program and the required initial data are supplied 
to the PEs in the first phase. Then, tasks 
expanded in parallel are executed in the PEs with 
necessary data transfer between the PEs. Finally, 
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the processed data are collected by the user 
computer. That is, there are usually four types 
of data transfer in a parallel processor, namely, 
program load, initial data supply, inter-PE data 
transfer and result collecting. Since system 
performance is evaluated by the total processing 
time, which includes these data transfers, 
improvement in its transfer capabilities increases 
the value of a parallel processor. In the HAP, 
rapid data transfer is realized through the 
following approach. 

1) Program Load 
Load distribution, instead of function 

distribution, is used to improve the performance 
in highly parallel processors. The programs for 
all PEs are basically identical, so they are 
broadcast to all cPEs and PEs by the SMP. 
Moreover, independent program load to each PE is 
also possible, in consideration of occasions when 
the programs are different for part of the PEs. 
These are realized through memory accesses (write 
operations) to the lower PEs or PE by the upper 
PE. 

2) Initial Data Supply and Result Collecting 
Since the data to be processed by each PE is 

different, it is transferred from the SMP in 
serial fashion. This is a potential bottleneck in 
system performance. Therefore, in the HAP, data 
elements are supplied in parallel through the 
cPEs. Specifically the initial data buffered in 
the data I/O mechanism is transferred 
simultaneously to all the cPEs, then each cPE 
transfers it to the PEs that are coupled to it. 
Result collecting is basically similar, except the 
direction of data flow is reversed. These data 
transfers are DMA transfers by cPEs. 

3) Inter-PE Data Transfer 
A parallel processor with NNM connection is 

very suitable for processing p·roblems where 
inter-PE data transfer occurs locally or regularly 
(e.g. solving Poisson's equation by the ODD-EVEN 
SOR method, or a Fast Fourier Transform (FFT)) 



Table 1 Inter-PE Data Transfer Method 

Method Summary 

Same directional transfer 
a) Routing in PE Array repeated by 

all PE's 

b)Array Relaying Transfer relaying other 
PE' s in PE Array 

c)SMP Relaying Transfer relaying the SMP 
(cPEs are bypassed) 

d) Hi erareh ica 1 Transfer from PE to ePE, 
Relaying relaying in cPE array1 and 

then from ePE to PE 

Maximu11 Maximum 
Internode Trans! er 
Distance Parallelization 

2 {N-2 N 

{N N 

2 1 

[+2 Ne 
e 

N : Number of PEs 
Ne : Number of ePEs 

[4][9]. However, it is not suitable for problems 
where transfers occur irregularly between PEs with 
large internode distances, e.g., logic simulation. 
This is because the maximum internode distance is 
still as large as iN (N:the number of PEs) in this 
kind of parallel processor even if 
torus-connection is employed together with the 
NNM; therefore, much time is needed for these data 
transfers in such a problem. 

To make it more suitable for the latter type of 
problem, a new data transfe~ mode utilizing the 
cPE (Table ld) in addition to the usual mode 
(Tables la-le) is provided to reduce the maximum 
internode distance and the inter-PE data transfer 
delay in the HAP. This mode is used for data 
transfer between PEs where the internode distance 
is greater than VN/Nc (Nc:the number of cPEs). 
Hence, for the HAP, wherein N=4096 and Nc=64 
(Fig. 1), the maximum internode distance is 10. 
This is shorter.than that (equal to 12) of a hyper 
cube type [7] parallel processor with an equal 
number of PEs. Moreover, this mode can be used 
together with b), thus helping to improve the 
transfer rate. In the HAP, any of the several 
data transfer modes shown in Table 1 can be used, 
depending on the type of problem. These data 
transfers are realized through the repetition of 
memory access to the neighboring PE, memory 
accesses to the lower PE by the upper PE or both 
of them. 

2.2 Fault-Tolerant Configuration 
1) Redundancy Configuration and its Inter-PE 
Connection Network 

There have been a number of proposals [10][11] 
for establishing redundancy in an NNM 
configuration. However, we use a new redundancy 
configuration that features simple inter-PE 
connection and easy switching control. Figure 3 
shows its configuration schematically. One row 
and one column of spare PEs are provided for an 
n x n PE array. If the number of faulty PEs in 
the column does not exceed one, the column is 
considered good, thus n good PEs, out of n+l PEs, 
are available. If there are more than 1 faulty 
PEs, the column is considered faulty, thus n good 
columns, out of n+l columns, are available, 
forming an n x n good PE array. 

With the fabrication of a switching circuit 

inside each PE, the switching of a faulty PE in 
this redundancy configuration is realized through 
the inter-PE connection network (called an IX 
network due to its shape) shown in Fig. 4 a). In 
the IX net, each PE is physically connected with 6 
neighboring PEs. The switching of a faulty PE or 
a faulty column is done through bypassing them, as 
shown in Figs. 4 b) and c), respectively. That 
is, four connections are used out of a PE's six 
possible connections, and the IX net becomes 
functionally an NNM. 

2) Effect of Application of Redundancy 
Configuration 

The result of the application is shown in 
Fig. 5. Here [Degree of MTTF improvement G] = 
[MTTF of the redundantly configured system] / 
[MTTF of the nonredundantly configured system], 
where MTTF (Mean Time to Failure) is defined as 
the elapsed time from when all PEs are placed in 
good condition to when all spare PEs are used-up. 
Figure 5 shows that this redundancy configuration 
has a better effect than simply duplicating each 
PE, in spite of the smaller amount of redundancy, 
causing G to exceed VN (N: the number of PEs) , in 
the area where n is relatively small (<10). In 
the HAP, this configuration is used on each group 
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of PEs that are connected to a cPE. Hence, if the 
PE failure rate is 103 Fit, the MTTF of the HAP, 
excluding the SMP and the data I/O mechanism, 
would be about 1 year. 

3. Processing Element (PE) 

In the realization of a highly parallel 
processor with 4096 PEs, there is the necessity to 
miniaturize the PE. Though it would be ideal to 
fabricate the whole PE on a single LSI chip, 
market-available microprocessors, RAMs and gate 
arrays are used for the following reasons: 

i) It is difficult to fabricate the PE for a 
MIMD machine, in which large memory is 
essential, on one LSI chip, even with the 
present advanced LSI technology. 

ii) Fabrication of a memory-less PE on one LSI 
chip does not have much effect on 
miniaturization. 

iii) Existing compilers and other software can 
be utilized without having to develop them 
when market-available microprocessors are 
used. 

Moreover, PE and cPE have the same configuration 
thus reducing the number of LSI types that need to 
be developed for the HAP. 

3.1 Configuration and Function 
Figure 6 shows the configuration and table 2 

shows the specification of the PE. 

1) Central Processing Unit (CPU) 
Any of Intel's 80186, 80286, or 80386 

processors can be used as the CPU. It executes 
fixed point arithmetic and controls the whole PE. 

2) Arithmetic Processing Unit (APU) 
This is the co-processor for floating point 

arithmetic. Any of Intel's 8087, 80287 or 80387 
processors can be used as the APU in a combination 
with the CPU shown in Table 2. 

3) Memory (MEM) 
Besides the storage of PE programs and data, 

the MEM is used for various types of data 
transfer. From the point of view of upgrading PE 
performance, the MEM should be configured as two 
independent memory banks to avoid contention 
between CPU and APU memory accesses and data 
transfer memory accesses. However, in the PE of a 
MIMD machine, there are fewer of the latter type 
than the former (e.g. less than tenths in the 
ODD-EVEN SOR method). Accordingly, degradation of 
PE performance due to contention can be ignored 
and the MEM is configured as one bank. This makes 
miniaturization of the PE and expansion of the 
memory area used for data transfer possible. 

4) Memory Control Unit (MCU) 
The MCU arbitrates the contention between 

memory accesses of the CPU and APU, and memory 
accesses due to data transfers, and it transmits 
data transfer requests and the several control 
requests to the.CCU. In addition, it provides the 
interface between the microprocessors and the 
memory, namely the CPU and the APU and the MEM. 

The MCU is configured so that it can be used by 
various types 'of microprocessors such as the CPU 
and the APU shown in Table 2. It is realized on a 
1-chip gate array packaged in a pin grid array 
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Table 2 PE Specificatiqn 

TYPEl TYPE .. 2 TYPE3 

CPU 8 0 1 8 6 8 0 2 8 6 8 0 38 6 

APU 8 0 8 7 8 0 2 8 7 8 0 3 8 7 

256Kb Device 256KB 512KB lllB 

lllb Device - 2MB OB 

in Array 4bl ta x C4+2spares) 

Inter-Layer 4bita x 2 

1/0 Bus 16blta x 1 32bits x 1 

General Opera lion 0.8 MIPS 1.6 lllPS 3.5 -4 llIPS 

Floating Point Op. 0.04 llFLOPS 0.08 llFLOPS 0.45 llFLOPS 

In Array 2 118/S 2 llB/S 4 118/S 

Inter-Layer 2 118/S 2 118/S 4 118/S 

1/0 Bus 2 118/S 8 118/S 3 2 118/S 
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5) Communication Control Unit {CCU} 
The CCU performs the data transfers between 

PEs, cPEs and the SMP and provides the control 
that is needed for them. Packeted imformation 
{Fig. 7) is asynchronously, time-divided and 
bidirectionally transfered. Every interface, 
namely, north, south, east, west .• upper and lower, 
has four data lines with bus structure. Moreover, 
all the interfaces between the PEs possess a. 
bus-arbiter function so that any PE, cPE or SMP 
can operate as a master or as a slave. 
Additionally the CCU also performs the control 
concerning the synchronization of PEs and the 
start, stop or other relevant control {when used 
as a cPE). These controls will be discussed in 
the next section. The CCU is realized by the same 
type of gate array as the MCU. 

6) Bus Interface {B.INT) 
It is used for interfacing general busses such 

as the multi-bus, the VME bus and others. The cPE 
is connected to the data I/O mechanism through it. 

3.2 Control Method 
1) Fundamental Control Scheme 

It is necessary to have controls for starting, 
stoping, data transfer and synchronization of PEs 
in a parallel processor. These controls are 
initiated by one instruction to ease program 
development, and are realized in hardware to 
provide high speed execution in the HAP. Figure 8 
shows the fundamental control scheme where all the 
control requests of the controlling PE {including 
the SMP and the cPE) are done in the form of a 
label access to variables. These become 
pseudo-memory accesses during processor operation. 
Based on this access imformation, the control 
circuits recognize the control request and 
generate the necessary control information. 

The control information is transfered to the 
controlled PE {or PEs) through a physical link 
such as data lines or control lines. The 
controled PE uses this control information to 
realize the various control operations through the 
generation of interrupt vectors, interrupt 
operations and execution of the required 
interruption handling routines. 

However, controls that demand rapid execution, 
such as the synchronization of PEs {in this case, 
the controlling PE is also the controlled PE) are 
realized by controlling the "Ready" signal of the 
CPU. Specifically, when synchronization requests 
are generated by every PE, the CPU is in the wait 
condition for the "Ready" state. Once the 

concurrence of synchronization is detected, the 
"Ready" signal is generated and the CPU is shifted 
to the execution of the next instruction. With 
this control, the synchronization of all the PEs 
is realized in less than one microsecond in the 
HAP. 

2) Flexible Synchronization Mechanism 
A flexible synchronization mechanism utilizing 

the hierarchical structure is realized in the HAP 
{Fig. 9). It is the sync-mask-register specifying 
the return of the synchronous signal to its own 
layer or its propagation to the upper layer. The 
propagation of synchronous signals is controlled 
with this register, and the synchronization of all 
PEs including the cPEs and the SMP, local 
synchronization of PEs that are connected to the 
cPE, and other functions are possible. This 
mechanism is expected to be more useful in some 
recognition processings {especially pattern 
matching in their processings), such as character 
recognition, speech recognition and others where 
the hierarchical parallel algorithms are often 
used. Furthermore, the synchronization between 
neighboring PEs (or cPEs) can easily be realized 
through the setting and referring of shared 
varibles such as flags, semaphores and others, 
since the couplings are via memory, as shown in 
Fig. 2. 

~ d (Con tro II i ng PE) (Controlled· PE) 
l PE Start Data Transfer 

l Control Request or Stop Synchronization Control 
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4. Performance Estimation 

The basic goal in developing the HAP is to 
realize a system having its performance 
proportional to the number of its PEs. System 
performance, PK, is given by the expression, 

PK= PoNa, 
where Po is the processing capability of a single 
PE, N is the number of PEs and a is the operating 
efficiency of one PE. a is defined as the ratio 
of the performance per PE with N PEs operating in 
parallel to Po. a is dependent on the 
parallelization algorithm for the problem, with 
a= 1 in the ideal case. The assumptions are that 
the total processing quantities do not vary with 
the parallel expansion, the overhead of the 
parallel processor, i.e., data transfer and 
synchronization, can be ignored, and the loads are 
equally divided among all PEs. Under such 
conditions, the peak system performance of the 
HAP, using an 80386 and an 80387 as the CPU and 
the APU respectively, is 

PK= 4 MIPS x 4096 x 1"" 16GIPS 
(for fixed point arithemtic or general data 
processing) 

PH= 0.45 MFLOPS x 4096 x 1<=1.8 GFLOPS 
(for floating point arithmetic). 

However, a is usually not equal to 1. In the 
HAP, the factors that lower a from the hardware 
point of view are sufficiently coped with by the 
improvement in data transfer capability mentioned 
in 2.1.2 and by the speed-up in synchronization 
mentioned in 3.2. An example of this effect is 
shown in Fig. 10. This is for the case of solving 
first order simultaneous equations having M 
unknowns using Gauss' elimination method. The 
main factor in the lowering of a is the method of 
supplying initial data (i.e. coefficients of the 
equations) to the PEs. In the HAP, this is 
performed in parallel by the cPEs. This improves 
a up to the solid line shown in the same figure. 
Hence, the HAP can be expected to have a higher 
system performance than the usual NNM model on a 
number of problems, including the aforementioned 
ones. 
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5. System Auto-Recofiguration 

Automatic, speedy system reconfiguration is 
realized in the HAP to improve its availability 
and extend its maintenance period. That is, in 
the HAP, a faulty PE is promptly detected, and an 
NNM connected array excluding it is automatically 
reconfigured. This is realized through the use of 
the newly proposed parallel diagnosis and 
switching control methods. 

1) Parallel Diagnosis of PEs 
This method employs a decide-by-majority 

technique using the diagnosis results obtained 
from neighboring PEs to judge its own condition 
(called NV diagnosis). Figure 11 shows the 
concept of NV diagnosis. This diagnosis is 
carried out on all the PEs simultaneously using 
the following procedure: 

i) The diagnosed PE runs the test program inside 
itself. 

ii) The test result is sent to the 4 neighboring 
PEs. A comparison between the actual and the 
expected result is done in both the 
neighboring PEs and itself. 

iii) The neighboring PEs send the compared 
results back to the diagnosed PE. 

iv) Using the results for a decision by 
majority, the diagnosed PE judges its own 
condition. 

A faulty condition of the diagnosed PE can be 
known through comparison between the actual and 
the expected result in the neighboring PEs since 
the test result will differ from the one expected. 
Moreover, even if one or two neighboring PEs are 
faulty, so long as 3 out of 5 (4 neighboring PEs 
and the diagnosed PE) are in good condition, the 
faulty condition of the diagnosed PE can be 
detected through these 3. Consequently, assuming 
that no more than 2 out of every 5 PEs are faulty, 
autonomous, parallel diagnosis is possible within 
the PE array. 

"EXPECTATION" 

" KXPECTATIOll" " EXPECTATION" 

COMP.A!UrOR 

(NEIGHBOR PE) (NEIGHBCR PE) 

NElGllBOR PE) 

"EXPECTATION" 

Fig. 11 NV (Neighbor Voting) Diagnosis 



2) Switching Control Method 
In the IX net in 2.2, a switching control to 

exclude the faulty PE and column is necessary 
(Figs. 4b and c). This control is done as 
follows: 

i) The control signals, Fr and Fe for indicating 
the existence of a faulty column and a faulty 
PE, respectively, are transmitted in the 
manner shown in Fig. 12 a). Figure 12 b) 
shows the generation circuit for these 
signals. 

ii) The interface direction and bypass of the PE 
are determined and then the switching is 
performed· 'in each PE using these signals 
together with the condition of the PE itself 
(Fpe) and the condition of its own column 
(Fclm). 

Once a faulty PE is detected, the switching is 
automatically done within the PE array. 

x: fa.ulty PE 

(a.) Propa.ga. tion of 
Switching Control 
Signa.ls 
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. I 
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Signa.ls 

Fig. 12 Propagation and Generation of Switching 
Control Signals 
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Fig. 13 Auto-Reconfiguration Procedure 

3) Auto-Reconfiguration Procedures 
The system reconfiguration is done at the time 

of power on, or during system reset when a PE 
fails. Initially, all PEs are considered as good 
and diagnosis of all PEs, except spare ones, is 
carried out. As a result, if faulty PEs are 
detected, their flags are set (Fig. 11). Then an 
NNM connected ·array, excluding the faulty PEs, is 
automatically reconfigured by the method in 2). 
This procedure is executed three times at most 
before system reconfiguration is completed 
(Fig. 13). In the HAP, the maintenance period can 
be extended to the MTTF defined in 2.2 with an 
availability of nearly 1 by means of this system 
auto-reconfiguration. 

6. Programming for HAP 

A lot of research [12]-[14] has been done to 
develop a parallel processing oriented language 
that makes the abstraction of parallelism in the 
problem easy. However, the present automatic 
abstraction of parallelism tends to be at low 
levels, such as the instruction level or the DO 
loop level or others. We believe that to achieve 
an effective improvement in performance, which is 
the primary goal of a parallel processor, 
attention must be paid to the higher level of 
parallelism in the MIMD machine, but that the 
abstraction of these parallelisms still requires 
the involvement of man. Consequently, in the HAP, 
the programmer must be conscious of the parallel 
structure corresponding to the level of the 
program written. 
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1) Software Structure 
In order to allow performance improvement· and 

ease-of-use, and also in consideration of the 
utilization of the HAP as a back-end processor, 
the software shown in Fig. 14 is provided. To the 
HAP user, only writing the program for his 
computer by utilizing the library program, not 
being conscious of the HAP hardware, is required. 
That is, the user's job is expanded to parallel 
tasks and subrouted at the library level. 

Specifically, a parallel processing algorithm 
suitable to the job is developed at this level, 
and then the programs for executing the algorithm, 
divided into a PE program and an SMP program, are 
written. The main function of the PE program is 
the parallel alogrithm, and the SMP program is for 
program load, control of PEs and other functions. 
When assigning general processing to the cPE, 
aside from data transfer and synchronization, the 
writing of a cPE program is necessary too. 

Use'r Progra.m 

@, : progra.mmer 
conscious of 
pa.ra.Uel structure 

Fig. 14 Software Structure 



SMP Program 

Procedure SllP; 

PE Program 

begin 
(Program Load) 

s_pr~gJoad('PI!');--------- Procedure Pl!; 
(Pl! Start) 

sJl!start;------------ begin 
(Synchronization by Pl!s) (initialization) 

s_s~c(Pl!_init); s_sync(end_init); 
for N=l to Pl!-'numer do Oni tial Data Supply) (Wait) 
s_data.Joad('Pl!_file(N)'); -----~ 

(Process) 
(Synchronization by SllP) 

s_Pl!restart;----------~ 
s_sync (sync_mode) : 

(Inter-PE Synchronization) 
(Synchronization by Pl!s) (Process) 

s_sy~c (Pl!_ end) ; · s_sync (end) ; 
for N=l to Pl!_number do (Result Collection) 
s_da ta_ get(' Pl!_file(N) ') ;~-----

end. 
end. 

Fig. 15 Example of Program Description (PASCAL) 

However, these programmings are easy (Fig. 15) 
since these can use the subrouted control 
programs, and the fundamental controls are 
described by single instructions, as mentioned in 
3.2. The control programs are written as to the 
various controls mentioned in 3.2. 

2) Program Development Environment 
In consideration of library program development 

using a general computer (not parallel), procedure 
calls and function calls are used instead of macro 
instructions in order to reduce dependency on the 
machine and language used. 

For programming, high level languages such as 
PASCAL.- C, Ada, FORTRAN and others can be used 
without any modification. 

7, Conclusion 

The configuration of a MIMD type highly 
parallel processor, the HAP, with 4096 PEs is 
discussed. The HAP appears capable of ensuring 
practical reliability and data transfer capability 
that matches the processing capability of its PEs, 
which are considered the main problems in high 
parallelization. 

The problems of data transfer are solved by 
adopting a hierarchical PE array structure, 
namely, a large scale array with a small scale 
array above it, and utilizing the latter to 
transfer data. Specifically, the small PE array 
is used to parallel the data transfer to and from 
the large PE array and to reduce the inter-PE data 
transfer delay by relaying it. With these 
approaches, the HAP is expected to attain a system 
performance near the peak value of 16 GIPS, 1.8 
GFLOPS {in the case of using 80386 and 80387 
processors) over a broad range of applications. 

Reliability problems are solved with .the 
application of a fault-tolerant configuration 
where one row and one column of spare PEs are 
provided to each n x n PE array and automatic 
switching is done in PE and column units. Also, 
it applies a newly proposed parallel diagnosis 
method, called NV diagnosis, that uses neighboring 

PEs. Fast, automatic system reconfiguration is 
realized through these features, and thereby the 
maintenance period (equal to the MTTF) is about 1 
year (with a PE failure rate of 10 3 Fit) with an 
availability of approximately 1. 

A small scale version with 256 PEs and 16 cPEs 
is under fabrication. Each PE consists of 13 
LSis, namely 80186 and 8087 type processors, 9 
DRAMs (256kbits/chip) and 2 gate· arrays (PE size 
9cm x 6cm x 3cm). Testing of its capability for 
general scientific calculation and various types 
of recognition together with an overall evaluation 
is scheduled. 
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Abstract 

In this paper, Mesh-Connected Computer (MCC) algorithms 
for computing several properties of a set of, possibly intersecting 
rectangles are presented. Given a set of n iso-oriented rectangles, 
we describe MCC algorithms for determining following proper­
ties: (i) The area of the logic "OR" of these rectangles (i.e. the area 
of the region covered by at least one rectangle). (ii) The area of 
the logic "AND" of the rectangles (i.e. the area of the region 
covered by two or more rectangles). (iii) The largest number of 
rectangles that overlap. This solves the fixed-size rectangle place­
ment problem, i.e. given a set of plan points and a rectangle, find a 
placement of the rectangle in the plane so that the number of 
points covered by the rectangle is maximal. (iv) The minimum 
separation between any pair of a set of non-overlap_E!ng rectangle.s. 
All these algorithms can be implemented on a 'l/nx{il MCC m 
O ({ii) time. The best known algorithms for the above problems 
are sequential and have optimal 0 (n logn) time complexity. 

I. Introduction 

A two-dimensional Mesh-Connected Computer (MCC) con­
sists of a number of identical processors arranged in a two­
dimensional array with interconnections between every pair of 
horizontally and vertically adjacent processors. Each processor 
has a fixed number of registers and is capable of performing arith­
metic and boolean operations. The MCC operates as a single­
instruction stream, multiple-data stream (SIMD) computer in 
which several processors execute the same instruction in parallel 
on different data items. The simplicity of the inter-processor com­
munication pattern and the economical layout afforded by an 
MCC have resulted in actual implementations in recent years 
[1,2,3]. 

Several MCC algorithms for problems in diverse computa­
tional areas have been discovered. Thompson and Kung [4] and 
Nassimi and Sahni [5] presented fundamental MCC algorithms for 
sorting, which form the basis of data routing techniques [6]. Algo­
rithms for solving matrix computations [7], solving graph­
theoretic problems [8,9,10,ll,12,13,14] and more recently for 
problems in computational geometry [15,16] have also been 
presented. 

In this paper we present MCC algorithms for computing 
several interesting properties of a set of n, possibly overlapping, 
iso-oriented rectangles. (An iso-oriented rectangle is one whose 
sides are parallel to the coordinate axes). These problems belong 
to the class of rectangle intersection problems in computational 
geometry that has been widely studied for its applications in VLSI 
design [17], computer graphics and architectural data bases [18]. 
The specific problems that we cover are as follows. 

Given a set of n iso-oriented rectangles determine: 
1. The area of the logic "OR" of these rectangles, that is the area of 
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the region that is covered by at least one rectangle. 
2. The area of the logic "AND" of these rectangles, that is the area 
of the region that is covered by two or more rectangles. 
3. The maximal number of rectangles that overlap. This also 
solves the fixed rectangle placement problem, which asks one to 
determine the placement of a given rectangle in the plane so that it 
includes the largest number of a set of given planar points. 
4. If the rectangles are non-intersecting, the distance between the 
closest pair of rectangles. 

The algorithms presented in this paper employ a divide and 
conquer technique, based on the "separation3;1 princie!_e" ~or planar 
o!?.J.ects proposed by Giiting [19], and reqmre 0('1/n) ttme on a 
'l/nx{il MCC. Upto constant factors, our algorithms are optimal 
on the "standard" MCC model being used, and compare favorably 
with the known sequential algorithms which have 0 (n logn) time 
complexity. 

In sections II through V of the paper we present our algo­
rithms for the problems mentioned earlier. In the discussion we 
assume familiarity with techniques for sorting a set of records dis­
tributed evenly among the processors (see [4]) and for performing 
parallel random access reads (RAR) or writes (RAW) on an MCC 
(see [6]). 

II. "OR" Area Reporting 

A rectangle with its sides parallel to the coordinate axes is 
called an iso-oriented rectangle. Given a set of n iso-oriented rec­
tangles, the "OR" area reporting problem is to find the area of the 
region that is covered by one or more rectangles. 

Consider the 2n vertical segments that make up the n rec­
tangles. The set of horizontal lines passing through the points at 
the bottom and the top of those segments partitions the plane into 
horizontal strips. Each strip is bounded in the vertical dimension 
by two horizontal rectangle edges (not necessarily belonging to 
the same rectangle), and each horizontal edge of a rectangle coin­
cides with a strip's boundary. The area of the region covered by 
the logic "OR" of the set of rectangles is the sum of the covered 
area in each strip. The y-interval covered by each strip is simply 
the difference in the y-coordinates of the horizontal lines bounding 
the strip; so what we are interested in is only the x-interval 
covered by each strip. We solve the problem efficiently by using a 
divide-and-conquer approach as described below. 

Sort all the vertical segments by their x-coordinates in non­
decreasing order. Divide the plane into two slabs by a vertical 
line, L, that partitions the set of vertical segments into two equal­
sized subsets so that every segment to the left (respectively right) 
of the dividing line L, has an x-coordinate less than (respectively 
greater than or equal to) the x-coordinate of L. 

Iteratively partition each slab obtained into a left and right 
slab in a similar manner, until each slab finally contains one verti­
cal segment. Each slab (except for the two at the end) is bounded 
by two dividing lines, which we refer to as the left boundary and 
right boundary of the slab. Assume that the left boundary of the 
leftmost slab to be a line passing through the left most segment 



and the right boundary of the rightmost slab to be a line passing 
through the rightmost segment. Figure 1 illustrates an example of 
the partitioning for eight vertical segments. 

(a) Rectangles 

SLABS: 0 4 5 6 7 

(b) Partitioni~ of Vertical 
Segments into Slabs. 

Figure 1 

The algorithm proceeds to merge together adjacent slabs in a 
binary tree fashion. All merges at a level of the computation tree 
are done in parallel, and the computation is completed after log2n 
iterations. Every merge step merges together slabs that lie to the 
left and right respectively of a common dividing line. Let us 
denote the left and right slabs being merged as L and R respec­
tively. Let li. 12, •.. , It. Ii S li+h be the y-coordinates of the seg­
ments in L and r1, r2, ••• , r"' r; S ri+l• the y-coordinates of the seg­
ments in R. 

The horizontal lines through Ii, i=l, ... , k, partition the slab L 
into k horizontal strips, where the i -th strip of L, lSiSk-1, 
denoted by <li,li+i> consists of the region between Ii and h+1 and 
the k-th string (dummy) has width zero. In a similar fashion, the 
horizontal lines through ri, i=l, ... , k, partition R into k horizontal 
strips. 

Immediately prior to the step which merges L and R , the 
algorithm would have computed for each strip in L (and R), the 
portion of the total area that is contained in that strip. The area 
contributed by strip <li,li+I> in L is maintained implicitly by the 
pair Ii.width, Ii.length, where Ii.width for L is (1;+1 - li) and 
l;.length for the strip has been computed just prior to the current 
merge step. Similar definitions hold for a strip <rj,rj+1> in R. 

), 

14 -------

13 
r4 

12 

'3 

11 •2 

'1 

x 
min xdivider x 

max 

~: Shaded areas represent the area of the strip 
that is part of the total area. 

1 1.length = b 

12 .length = b+d 

13 .Iength • d 

14 .length .. O 

r 1.length •a 

r 2 .length • c 

r 3 .length • c 

r 4 .Iength • 0 

Fig. 2(a) Prior to merge of L and R 
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•1 

• ... 
Left Orisinating Strips 1.isht Originating Strips 
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<•s186> 

<•6·•1> 

Left Open Strips 

<•1 ·•2> 

<•2·•3> 

<•3• 9 4> 

<•4• 9 5> 

<s5,s6> 

<s6,s7> 

<•1 ·•2> 

<•2••3> 

<9 4••5> 

<sr•a> 
~Strips 

<ss' 8 6> 

<s6,s7> 

<s7,s8> 

Fig. 2(b) Following the merge of L and R 
into S. 

Figure 2 illustrates a possible situation where k=4. The slabs 
L and R are merged to form a slab S , bounded on the left by the 
left boundary of L with x-coordinate xmin and on the right by the 
right boundary of R with x-coordinate Xmru. 

Slab S contains all the line segments in L and R. Let si, 
i=l, ... , 2k, s; S si+i. be the ordered list of y-coordinates of seg­
ments in S. Obviously, si. ... , s2k is obtained by merging together 
the ordered lists of points li. ... , It and ri. ... , r" corresponding to 
segments in L and R respectively. That is, the strips are refined in 
the merge step. To simplify the presentation of the merging algo­
rithm, we present some definitions. The strip <s;,s;+1> of S, 
which lies between the horizontal lines passing through Si and 
si+i. is called a right_originating strip (respectively 
left_originating strip) if si = ri (respectively si = lj), for some 
j, lSjSk. If u and v are vertical segments of the same rectangle, 
then u (v) is a partner of v (u ). If the x-coordinate of u is less 
(respectively greater) than that of its partner v , then u is a left 
(respectively right) segment of the rectangle. A segment in S is 
said to be a left_ open segment if it is the right segment of a rectan­
gle, lies in R and does not have a left partner in S . A segment in 
S is said to be a right_ open segment if it is the left segment of a 
rectangle, lies in L and does not have a right partner in S . A strip 
<Si.Si+1> is a left_open (respectively right_open) strip if it is 
crossed by a left_open (respectively right_open) segment. 

At the end of the step that merge L and R , we should deter­
mine s;.length, the length of the strip <s;,s;+1> that is to be 
included in the overall area. This is computed by determining 
(s;.length)L and (si.length)R, which are the portions of s;.length 
that lie to the left and right of the dividing line respectively, and 
then taking their sum. 

The algorithm which computes Si.length for each s;, i=l, .... 
2k is presented in Algorithm 1. 

Algorithm 1: 
for each strip <Si.Si+1>, i=l, .... 2k-1, do 
if <Si.S1+i> is a left_originating strip, where st=li 

then 
begin 

if <S;.S1+i> is a left_open strip, then 
!* the entire portion of the strip in L must be included */ 

(s;.length)L = xdivilkr - Xmin 

else/* no change in the portion covered in L *I 



(**) 

(s;.length)L = lj.length 
if <s;,s;+i> is a right_open strip, then 
I* the entire portion of the strip in R must be included */ 

(s;.length)R = Xmax - Xdivider 

else/* no change in the portion covered in R *I 
I* Determine the strip <rp,rp+1> inR that previously 
covered the region now covered by <s;,s;+i> */ 

I* rP is the point in r" ... , rk such that 
rp < s; < r p+I *I 

(s;.length)R = rp.length 
end 

else/* <s;,s;+i> is a right_originating strip, where 
s; = rj *! 

begin 
if <s;,s;+i> is a right_open strip then 

(s;.length)R = Xmax - Xdivitkr 

else 
(s;.length)R = rj-length 

if <s;,s;+i> is a left_open strip then 
(s;.length)L = Xdivitkr - X,,.;n 

else 
I* Jet IP be the point in ll> .. ., lk 

such that IP < s; < lp+1 */ 
(s;.length)L =IP.length 

end 
(s;.length) = (s;.lengh)L + (s;.length)R 

end 

We now describe the MCC algorithm for the OR-Area 
reporting problem. The PEs are assumed to be indexed in shuffled 
row-major order [4]. 

MCC Algorithm 
I* Initialization */ 

I. Sort the vertical segments by their x-coordinates into non­
decreasing order on the mesh in shuffled row-major order. 

Each PE contains one segment. 

2. /* Determine left and right boundaries of current merge 
regions*/ 
PE(i) executes: 
if i is even xmax = x-coordinate of segment in PE(i+l) 

Xmin = x I* x-coordinate of segment in PE(i) */ 
if i is odd X,,.;n = x-coordinate of segment in PE(i-1) 

Xmax = x I* x-coordinate of segment in PE(i) */ 

3. /* initialize length covered by each segment */ 
/* PE(i) maintains the strips corresponding to the top y1 and 

bottom Yb points of the segment it contains */ 
y1.length = 0 I* dummy strip */ 

if left segment then Yb· length = Xmax - x 

else Yb·length = x - x,,.;,, 

We now present details of the MCC implementation of the 
merge step corresponding to Algorithm I. 

Immediately prior to the merge step, points corresponding to 
segment in L and R are available in separate adjacent submeshes, 
two points per PE, sorted by y-coordinates. 
Each point has with it the following information: 

(i) the length of strip covered by it, in variable length; 

(ii) a flag bottom/top indicating if it is the top or bottom point 
of a vertical segment; 

(iii) a flag left/right indicating if it is the left or right segment of 
a rectangle; 

(iv) a flag full indicating if the partner of the edge has been 
found or not; 
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(v) the co-ordinates of the point; 

(vi) the id. of the rectangle to which the point belongs. 

Each point also has the following global information: 

(i) Xdivider> Xmin and Xmax. 

(ii) the variable local _rank which is the position of the point in 
the sorted (by y-coordinates) list of points in its half. 

Steps executed by a PE: 

I. Merge the sorted lists of points in the two submeshes into a 
single sorted list, (using the y-coordinates as the key,) into 
non-decreasing row-major order. Ties are broken by the id. 
of the rectangle to which the point belongs. This ensures 
that points corresponding to segments that are partners will 
be adjacent in the sorted list. Let global_rank denote the 
position of a point in the merged list. 

2. Each PE checks if the point adjacent to a point within it in 
the merged list has the same rectangle id. If so it sets full to 
I. 

3. Determine whether each strip in the merged list is left _open 
or right_open. We explain the steps needed to determine if 
it is left_ open (symmetrical steps will determine if the strip 
is right_open). Basically, to determine if <s;,s;+i> is 
left_ open we count the number of right segments in R whose 
bottom y-coordinate is less than s; and top y-coordinate 
exceeds s;. 

Every point that is the top (respectively bottom) of a 
left_open segment (true ifffull = 0, it belongs to R and is a 
right segment) sets a local counter, count to I (respectively 
-1). By finding the sum of all "counts" that precede the 
point, every point can determine whether it lies in a 
left_open segment or not (if the sum is greater than 0, it 
does, else it does not). 

Since the points are sorted in row-major order, this is 
easily accomplished by a row-sweep that obtains the sum of 
counts within a row, followed by a column-sweep, which 
determines the sum up to the beginning of a row, followed 
by a final row-sweep, which distributes this partial sum to 
each PE in that row. 

4. Execute the steps described in Algorithm I. 
The only information that is not locally available to a PE 

corresponds to the case marked by a "**" in Algorithm I. 
However, each PE can in constant time determine the index 
of the PE which contains the desired information as follows. 
Since local _rank is the position of the point among points 
only in its sorted list (say A) and global _rank is the position 
of the point in the list obtained by merging lists A and B , the 
difference (actually global_rank - local_rank - I) gives the 
position of the desired point in the sorted list B . By per­
forming one RAR from the PE with index (global_rank -
local rank - I + Base address of the block of PEs containing 
the sorted list B ), a PE can obtain the required information. 
(We presented a detailed description of such a scheme for 
other MCC algorithms earlier in [16].) 

The time needed to find the area of the "OR" of a set of n 
iso-oriented rectangles on a WlxWI MCC is O(W/). The sorting 
in the initialization step can be done in 0 (Wt) time. Every merge 
of two sets of k vertical s~ments takes place in a sub mesh of size 
no larger than 2-{f x 2vk. Step 1, the mergings of two sorted 
lists, can be done in 0 (../k) time. Row and column sweeps 
required in Step 3 also take no more than 0 ( ../k) time. Finally, 
the RAR required in Step 4 also can be done in 0 ({k) time. The 
total time, T(n) is therefore T(n) ::; c (Wt + WI /2 + WI /4 + ... + 1) 



which is O(..Jit). 

Ill. "AND" Area Reporting 

The "AND" of two rectangles A and B is a third rectangle 
which includes the region that is overlapped by A and B . Given a 
set of n iso-oriented rectangles, the "AND" area reporting problem 
is to find the area of the region which is covered by at least two 
rectangles. 

We present an algorithm to solve this problem on a ..Jnx..Jn 
MCC in 0 (..J/t) time. The algorithm follows the same general 
principle of the algorithm for reporting the OR-area detailed in 
section Il, differing in the merge step which combines vertical seg­
ment on opposite sides of a dividing line. In fact, this algorithm 
may be considered a generalization of the "OR" problem, in that 
the solution to the latter is also obtained simultaneously. 

Consider a strip <li,li+i> in L, the region to the left of the 
dividing line currently being merged as in section II. 

Assume that up to now the algorithm has computed the two 
quantities Ii.length and hoverlap for each strip <li,li+1 > in L. 
l;.length is the quantity computed by Algorithm 1 and represents 
the region in <li,li+i> covered by at least one rectangle. Ii.overlap 
represents the region in <li,li+i> covered by two or more rectan­
gles (i.e. the overlapped area) and has been computed in the previ­
ous iteration. 

In a similar manner, the corresponding quantities ri'length 
and ri'overlap for all strips <rj,rj+1> inR have been computed. 

The merging of regions L and R partitions the merged 
region S into strips <Si.Si+!>· Algorithm 2 below presents the 
computation of s,.overlap using the values of Ii.overlap, Ii.length, 
ri.overlap, ri.length already computed. 

Algorithm2 
for each <Si.Si+!> in parallel do 

if <si,Si+I> is a lejt_originating strip wheres;= li 
then begin 

if <si,si+I > is a left_ open strip then 
!* entire portion of strip <li,l i+I> that was part 

of some rectangle is now in the overlapped area*/ 
(1) (si.overlap)L = lj.length 

else/* no change in overlapped area L *! 
(2) (si.overlap)L = li'overlap 

if <Si.Si+!> is a right_open strip then 
!*Let <rp,rp1-1> be the segment inR that is now 

crossed by <s;,s;+i> *! 
(3) (s;.overlap)R = rp.length 

else 
(4) (s;.overlap)R = rp.overlap 

end 
s;.overlap = (si.overlap)L + (s;.overlap)R 
else/* <s;,s;+i > is a right_ originating strip *! 

begin 

end 

/* symmetrical code */ 
end 
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Note that we also need to update s;.length during this merge 
step, using Algorithm 1. Fig. 3 shows the situation corresponding 
to (1) and (3) of Algorithm 2. 

a J lJ+I - - - ~ t -=_--i-rp+l 
1 - - - -

j -b d -i.-c 

--- - r 

(a) Before Merge 
p~ p 

lj .overlap .. 9.+c r p"overlap = O 

lj .length • a.+b+c+d rp.length z p 

(b) After Merge 

Case 1: (si .overlap)L =- a+b+c+d 

Case 3: (si .overlap)R '* p 

(s1 .overlap) • a+b+c+d+p 

Figure 3 

The MCC algorithm is similar to that in section II, and com­
putes the AND-area in 0 (..Jit) time. 

IV. Maximum Overlap Problem 

Given a set of n iso-oriented rectangles, the maximum over­
lap problem is to determine the largest number of rectangles that 
over~!>. i.e. include a common region. We present below an 
0 ('Jn ) time algorithm to solve the problem on a ..Jnx..Jn MCC. 
At the expense of some additional book keeping, the algorithm 
can be modified to report a region of maximal overlap as well. 

Just prior to the merge step that we are about to describe, 
each strip <l;,l;+i> in L has computed l,.max_overlap, equal to the 
maximum number of rectangles that overlap some region in strip 
<l;,1;+1>. Similarly, each strip <rj,rj+i> in R has computed 
rj.max_overlap. To determine the maximum number of overlap­
ping rectangles that overlap a strip <Sk.Sk+1> in the merged region 
S, we determine two quantities viz. (sk:max_overlap)L and 
(sk:max_overlap)R which are the maximum number of rectangles 
overlapping a point in strip <sk>sk+i> that lies in L or in R respec­
tively. sk.max_overlap is then the larger of these two computed 
quantities. 

Algorithm 3 below presents the details of the merge for a 
lejt_originating strip <sk>sk+1>. A symmetrical set of steps would 
apply if <Sk>Sk+i> was a right_originating strip. 

Algorithm3 
I* assuming <Sk.Sk+1> is a left_originating strip, srLi *! 

1. Find the number of lejt_open segments crossing <sk>sk+1>. 
Denote this by nL 



Each such left_open segment (which by definition belongs 
to R) must overlap all rectangles crossing <lj,l j+I >. Thus the 
maximum number of overlapping rectangles in the portion of 
<s!Psk+i> that lies in L is computed as follows. 

2. (s;.max_overlap)L = (lj.max_overlap) + nL; 

3. 

4. 

Find the number of right_open segments crossing <sk,slof.1>. 
Denote this by nR. This region prior to the merge lay in strip 
<rp,rp+i>. where rp :S lj < rp+I· 

(s;.max_overlap)R = (rp-max_overlap) + nR; 

5. s ;.max_ overlap = Max [(s ;.max_ overlap )i.(s ;.max_ overlap )R]; 

At the end of the last merge step, the algorithm has com­
puted for each strip, the maximum number of rectangles overlap­
ping within that strip. The algorithm is completed by finding the 
largest of these quantities over all the stri~. As before the time 
complexity of the algorithm is 0 (Wt) on vnx..fil mesh. 

An related problem in computational geometry is the fixed 
size rectangle placement problem. Given n points in the plane, 
and an iso-oriented rectangle of fixed size, the problem is to find a 
placement of the rectangle in the plane so that the number of 
points covered by the rectangle is maximized. This problem is 
equivalent to the maximum overlap problem. Let the center of the 
rectangle be the intersection of its two diagonals. Generate n iso­
oriented rectangles of the size of the given rectangle and let each 
be centered at one of the given points. Find the region of max­
imum overlap for the rectangles, i.e. find the common region 
which is covered by the largest number of rectangles. Note that if 
a rectangle A covers rectangle B' s center then rectangle B can 
certainly cover A's center since A and B are of the same size (see 
Fig. 4). The given rectangle should be placed centered at a region 
of maximal overlap. 

~ 
Y=:::_I 

Figure 4 

V. Minimum Separation Between Rectangles 

Given a set of n non-overlapping iso-oriented rectangles, the 
minimum separation problem is to determine the distance 
between the closest pair of rectangles. The distance between two 
rectangles is defined to be the minimal (Euclidean) distance 
between all pairs of points, one belonging to each rectangle. If p 
and q are points on two non-overlapping rectangles P and Q 
respectively, then there are only three possibilities by which p and 
q can determine the distance between P and Q , namely : 
(i) p lies on the left (right) vertical segment of P and q on the 
right (left) vertical segment of Q, and p and q have the same y­
coordinate. 
(ii) p lies on the top (bottom) horizontal segment of P and q on 
the bottom (top) horizontal segment of Q, and p and q have the 
same x-coordinate. 
(iii) p is the northeast (northwest, southeast, southwest) comer of 
P and q is the southwest (southeast, northwest, northeast) comer 
of Q. In this case no points of P and Q have either a common x­
or a common y-coordinate. 

We refer to the distance between P and Q defined by the 
each of the three cases above as the horiwntal, vertical and diago­
nal separation respectively. The minimum separation between the 
rectangles is the smallest of the horizontal, vertical and diagonal 
separations between all pairs of rectangles for which the 
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corresponding separation is defined. Our algorithm to compute 
the minimum separation uses a divide-and-conquer strategy along 
the basic lines of the previous algorithms. 

Assume inductively, that we have computed oL and OR, the 
minimum separation between all pairs of rectangles (possibly 
incomplete) in the left and right regions, L and R, being merged. 
In the merge step, we compute Os, the minimum separation 
between rectangles in region S as follows: Let o = Min[oL,oR]· 
We determine whether (a) the horizontal separation, (b) the verti­
cal separation or (c) the diagonal separation between any pair of 
rectangles in S is less than o. If so we update Os to the smallest of 
the three values computed above, else Os= o. We outline the main 
steps in the algorithm. 

Horizontal Separation 

We need to identify pairs of segments, one in L and the 
other in R , which might have a horizontal separation less than o. 
Since the rectangles are non-overlapping, the only possibility for 
this occurs if a right vertical segment in L and a left vertical seg­
ment in R intersect a common horizontal strip, and the segment in 
L (respectively R) is the rightmost (respectively leftmost) seg­
ment crossing that common strip. (See Fig. 5(a).) 

To implement the merge step, we therefore need to maintain 
for each strip in L (respectively R) information about the right­
most (respectively leftmost) edge in the strip. If in a refined strip 
we find that the rightmost segment in L and the leftmost segment 
in R crossing that strip are left-facing and right-facing respec­
tively, we computes the horizontal separation between the two rec­
tangles equal to the difference in the x-coordinates of the segment 
in R and the segment in L . To complete the merge, the rightmost 
(respectively leftmost) segment in the refined strip is updated to be 
the rightmost (respectively leftmost) segment that crossed the strip 
in R (respectively L ). Finally, determine oh, the minimum of the 
horizontal separations computed for each strip. 

Set os = Min[o,oh]. It is easy to see that these steps may be 
implemented on an MCC in a manner similar to the previous three 
algorithms. 

Vertical Separation 

We need to identify pairs of segments one in L and the other 
in R , which define two rectangles whose vertical separation is less 
than o. 

Right-ser•q ~in:f ;.)._,Rt-segment! -c---r -~~- --12~ 
Right-open 
Segment 

(a) 

in R 

fl=-~==-~~: 
>------+----') 

Left-open 
(b) Segment 

Figure 5 



Observe fimt that, since the rectangles are non-overlapping 
any strip must be bounded by either the top and bottom horizontal 
edges of the same rectangle or by a pair consisting of the top and 
the bottom edges respectively of two different rectangles. A strip 
of the second type can influence the minimum vertical separation 
if and only if the horizontal edges of the two rectangles that bound 
the strip share a common x-coordinate. Consider a strip <SiJSi+t> 

in the merged region S, where s; = Ii and si+1 = rt;. The strip 
defines a vertical separation of (s;+1-sJ between two rectangles if 
and only if either lj is a right_ open segment, or rk is a left_open 
segment (see Fig. S(b)). A symmetrical set of conditions bolds if 
Sj = Tj and Si+l = li.. 

In the merge step of the algorithm, for each refined strip 
<Si.Si+t> we determine whether it satisfies the conditions stated 
above. If so, we determine the vertical separation in the strip to be 
equal to si+l - s;. Finally, update l>s - Min[Ss,S,,]. The implemen­
tation of this step on the MCC is simpler than all other cases con­
sidered so far, and does not require any random-access read. As 
before S,, is the minimum of these computed values for all the 
strips. 

Finally, we present the algorithm for examining the diagonal 
separation between the rectangles. 

Diagonal Separation 

We need to identify paiIS of segments one in L and the other 
in R , which define two rectangles whose diagonal separation is 
less than S. 

In the merge step we check whether any northeast (respec­
tively southeast) point in L is within a distance S of a southwest 
(respectively northwest) point of R . A crucial observation that 
enables efficient implementation of the step is that all the points of 
the same type (e.g. all the southwest points in R or all the 
northeast points in L) obey the sparsity restriction, in that the dis­
tance between any two such points will be greater than S. This 
follows because the distance between two such points must always 
exceed the minimum separation between the rectangles computed 
so far which in tum is at least 1) (see Fig. 6). Let us focus only on 
the northeast points in L and the southwest points in R. (Similar 
considerations hold for southeast points in L and northwest points 
in R .) We need to consider only those northeast points in L and 
those southwest points in R that lie within 1) of the dividing line 
and determine if any such paim of points one from L and one from 
R , are closer than S to each other. Since all the points under con­
sideration in R and L are at least S apart, for the density of planar 
point packing [20], it follows that for any northeast point in L, 
there can be at most a constant number (four in this case) of 
southwest points in R which can be closer to the point in L than 
the minimum separation between rectangles computed so far, i.e. 
S. Thus, for a northeast point in L we only need to examine the 
distances between it and at most four southwest points in R to 
determine if the pair from L and R are closer than the minimum 
distance between rectangles found so far. This step of the problem 
thus reduces to a variant of the closest pair problem for a set of 
planar points. We can use the merging step of the MCC algorithm 
presented in [16] to determine the closest pair of points consisting 
of a northeast point from L and a southwest point from R . We 
very briefly outline the steps in the implementation. Son all the 
northeast points in the left slab and all the southwest points in the 
right slab which are within a horizontal distance of S from the 
boundary together. Record foreach point, its global_rank, which 
is its position in the soned list. Then son the northeast and 
southwest points separately, and record for each point its 
local rank, which is its position in its own soned list. The index 
of a processor which contains one of the desired points on the 
other side is then obtained as described in Section II. The other 
three points are in processom immediately adjacent to this. 
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Find the minimum over all the diagonal distances computed 
above and set it equal to lid. Finally set l>s = Min[Ss,Sd1· 

Each of the three merging steps can be implemented in 
0 (./k) time where k is the number of segments being merged. 
The overall time complexity of the alg<>rithm is therefore O(../il). 

PP+ 
o'--·-·t:=!J 

··QJJ·J - 0 

i 

P; 

90• < L P10P~ < 270° 

v 2 2 > 6 P1Pj >pio "'1Jjo 

Figure 6 

VI. Summlll}' 

We have presented MCC algorithms for several rectangle 
intersection problems. Given a set of n iso-oriented rectangles, 
we presented algorithms to determine the area of the logic "OR" 
and the logic "AND" of these rectangles. We then presented an 
algorithm for determining the maximum overlap for the set of rec­
tangles, which also provides a solution for the fixed-size rectangle 
placement problem. Finally, we described an algorithm for com­
puting the minimum separation of a set of non-overlapping iso­
oriented ~es. All the algorithms require an optimal 0 (Wl) 
time on a WI xWI MCC with constant storage per processor. 

In conclusion, we note that there are several other rectangle 
intersection problems similar to these considered in this paper 
(e.g. determining for each rectangle the number of rectangles that 
intersect it), that can be efficiently solved on an MCC using the 
"strip refinement" strategy. One interesting problem needing 
research is to determine an efficient means of reporting all pairs of 
intemecting rectangles using a Mesh-Connected Computer. 
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Abstract An architecture called m2-mesh is 
proposed here. This architecture augments mesh 
structure with shared memories and multiplexed multiple 
buses. The approach to the design of this architecture is 
presented. The routing capability of this architecture is 
discussed and its performance is analyzed. Routing 
algorithms for performing permutation, two point 
communication and broadcasting are proposed. It is 
shown that any permutation can be performed on 
m2-mesh in 2N112 steps, as compared to 3(N112-l) steps 
for mesh structure. Communication between any two 
processors, row broadcasting, column broadcasting can 
all be done in 2 steps on this architecture. We also 
compare the performance of m2-mesh with mesh, mesh 
with single broadcasting, mesh with multiple 
broadcasting and tree structures. The applications of 
i:µ.2-mesh to problems such as semi-group computations, 
algorithms with nested loops, linear algebra problems are 
discussed. 

1. Introduction 

A parallel computer achieves speedup over a 
uniprocessor system by executing several tasks on 
different processors simultaneously. The degree of 
speedup depends primarily on the parallelism or the 
program and the performance of the parallel computer. 
The communications between different problem tasks are 
performed by the interconnection network or the system. 
If the communication requirements of a problem 
•match• the system's interconnection structure, then the 
problem can be solved quickly. Otherwise, extra time 
has to be spent on data routing. Thus, often the 
performance of a parallel computer depends primarily on 
it's data routing capability. Several approaches can be 
taken to increase the performance of parallel computers. 
Most common are to design a system with a powerful 
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interconnection network (19, 2J, to design efficient 
parallel memories [QJ, and to design effective parallel 
algorithms for a particular architecture (21, 15j, 
Recently researchers proposed the use of small size 
systems to balance computation and communication 
(10, 121, or finding an efficient way to map algorithms to 

computers [l, 6, HJ. 

One of the most frequently mentioned parallel 
computers is the mesh-connected computer (MCC). An 
MCC has the advantages of simple topology and good 
scalability. Because of this, many results on the 
application of MCC have been reported, and among 
these are: sorting [22, 15J, image processing (18J, and 
graph algorithms [16J. However, previous researches 
showed that the communication time in MCC tends to 
dominate the total execution time. For example, the 
multiplication of two N112 by N112 matrices takes 
O(N112) routing steps when executed on a N112 x N1/ 2 

MCC [3]. Regarding the routing capability of MCC, it's 
shown that in general 3(N112-l) steps are required to 

perform any permutation (17). Therefore, for general 
application, mesh connected computers suffer from the 
limitation of their routing capability. 

In this paper, we propose an architecture based on 
mesh structure, called multiplexed-multiple-bus mesh, or 
simply m2-mesh. The system consists of both local and 
shared memory modules. We will show that by using 
this structure, many algorithms can be executed 
efficiently. The performance of this architecture is 
compared with mesh, mesh with broadcasting, tree 
structures. It can be seen that this structure performs 
more efficiently for a broader range of applications than 
MCC, with reasonable additional cost. 

2. M2-mesh Architecture 

2.1. Comparision of two models of SIMD 
architectures 



A mesh connected computer with N processors (N is 
a perfect square) is shown in figure 1. 

Figure 1: A mesh connected computer. 

The processors are numbered in row major ordering. 
PE(i) is connected directly to PE(i±l), PE(i±N112), 
except the boundary PEs. The near neighbor 
interconnection is a simple but useful topology. 
Algorithms requiring frequent interactions between 
problem tasks can be mapped to this architecture 

naturally. The other feature of MCC is its good 
scalability, i.e., it's easy to expand from small size MCC 
to large size. However, for problems requiring global 
communication, mesh interconnection does not perform 
well. Considering the data routing time only, a 
permutation takes 3(N112-I) steps on mesh. 
Broadcasting from one PE to any other PE takes 
2(Nl/2_1) steps. In general, since the diameter of mesh is 
2N1/2, normally D(N112) of routing steps are required for 
one routing function. So, if an algorithm takes O(f(N)) 
computation steps, and one routing function has to be 
performed between two computation steps, the worst 
case execution time could be O(N112f(N)), instead of 
O(f(N)) (because O(N112) routing steps are required for 
each of the O(N112) data routing functions). Thus, the 
performance of an MCC could be greatly impaired by its 
communication capability. On way to overcome this 
problem without changing the system architecture is 
using mapping techniques. In [11] it was shown that any 
permutation can be performed on a MCC in at most four 
steps if the data are loaded properly. Thus, any 
algorithm which requires only a single type of 
permutation can always be achieved in constant data 
routing time. However, if the permutation requirement 
of the algorithm changes from time to time during 
execution, this mapping technique may not perform well. 

The other way for overcoming the commnunication 
limitation of an MCC is to reconsider the original 
problem and to devise a better algorithm for the MCC. 
For example, the bitonic sorting algorithm on an MCC 
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designed in [15J is achieved by this approach. This 
approach involves the design of parallel algorithms, 
which apparently is not an easy task for many users. 
Also, it suffers from lack of universality, because every 
algorithm has to be considered separately. 

Our approach in this paper is to enhance the 
performance of MCC with reasonable additional cost. 
The idea of this newly proposed m2-mesh architecture 
comes from the following observations. A mesh 
connected computer is really a multiprocessor system 
with local memory scheme. That is, every processor has 
its own private memory. Any two processors wishing to 
exchange information with each other have to use the 
mesh interconnection. This type of architecture can be 
modelled by the architecture shown in figure 2. 

?/O 

t!ektro( 
.__ ......... ..__ ..... -- -- - -- -- ----, 

I 

Figure 2: An SIMD machine with local memory scheme 

However, since the longest path between any two 
processors is 2N112, long communication delay is 
inevitable. This problem is basically caused by the fact 
that local mamory scheme is used. Should two far­
separated processors share the same memory module, 
then the communication time will not depend on their 
physical location. Since mesh structure has its merits, 
our strategy here is to include both local memory and 
shared memories. First consider the array processor 
model in figure 3 as used in [Qj. In this architecture, 
both local memory and shared memory schemes are used 
here. Moreover, the interconnection between processors 
is separated from the inteconnection between memories. 

There are four interconnection networks in this 
architecture, each one may have different topology. 
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Fia:ure 3: An SIMD with both local memory and shared 
memory system. 

Every PEM contains a processor with its own local 
memory. The global memory modules M are shared by 
all processors. Thus interprocessor communication can 
be done either through processor-processor 
interconnection (PP), or through the shared memory. 
Compared to model shown in figure 2, this scheme is 
more powerful. 

2.2. The m 2-mesh architecture 

The idea in last section is adopted in our proposed 
architecture, which is shown in figure 4. 

The system consists of N processors and N shared 
memory modules. Processors are interconnected by an 
N112 by N112 mesh, with local memory attached to each 
processor. Processors are identified by their two 
dimensional coordinates. Shared memory modules are 
numbered similarly. M(il'j 1) and M(i2,j 2) share a row 
bus if i1 = i2, and similarly, M(i1,j 1), M(i2,j2), PE(i3,j3) 

share a column bus if j1 j2=j3. In terms of the model 
from figure 3, our architecture uses mesh for processor­
processor communication and processor-memory and 
memory-memory communications are done through 
buses. 

The memories used here have special organization. 
Each memory module is divided into N112 banks. The 
kth bank of M(i,j) is denoted as Mk(i,j). Memory 
accesses work in the following fashion: 
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1. PE(i,j) can read every bank of every memory 
module in the jth column, i.e., PE(i,j) can 
read Mk(l,j) Vk,l,O ~ k,l ~ N 112-l. 

2. PE(i,j) can only write to Mi(j,j), the ith bank 
of M(j,j) . 

3. When a data item is written to Mi(j,j) by 
PE(i,j), it's written through all the ith bank 
of the memories in the same row, i.e., Mi(j,k) 

Vk O < k < N 112-l. , - -

Since PE(i,j) can only write data to Mi(j,j), only one 
of the processors in the same column can write at a 
particular time. From this point of view, the processors 
in the same column are time multiplexed on the column 
bus. However, processors in different columns can write 
to shared memory simultaneously. This means that the 
multiple column buses can be used concurrently. So, 
this architecture is called m2-mesh. The write through 
scheme allows data to be transferred between processors 
efficiently, as will be explained in the next section. 

3. Routing strategy and routing scheme 

Since m2-mesh contains mesh structure as a subset, 
the advantage of mesh is kept. Our routing stategy is 

that if communication is between near-neighbor 
processors, local communication through mesh is 

exploited. For long distance routing, buses and shared 
memory are used. This can be done by the 
implementation of two routing instructions: G(i,j) and 
L(i,j), where G(i,j) is global communication, and L(i,j) is 
local communication. In the following, we will show that 
many data routing functions which mesh cannot perform 
well can be achieved by m2-mesh efficiently. 

1. Two point communication: One way to evaluate 
the routing capability of an interconnection network is 
the communication time between any two processors. 
The communication from PE(il'j 1) to PE(i2,j 2) requires 

li(i21 + jj1-j2! steps on mesh, which is 2(N112-l) in the 

worst case. By using m2-mesh, this can always be 
achieved in two steps. First, PE(il'j 1) writes to 
M. (jl'j 1), then PE(i2,j2) reads back from Mi (jl'j 2). 
~ 1 

2.Column broadcasting: PE(i,j) sends data to 
PE(*,j)'s. This can be done by first writing data by 
PE(i,j) to Mi(j,j), then by activating all PE's in the 



column, all the PE's in the same column read it back 
simultaneously. Two steps are sufficient. 

3.Row broadcasting: PE(i,j) writes data to PE(i,*)s. 
This can be done in two steps: First, PE(i,j) writes to 
Mi(j,j), then, every PE(i,k), 0 ~ k ~ N 112-l, read data 

from Mi(j,k). 

4.Permutation: Any permutation can be done in 
2N1/ 2 steps. Assume permutation P maps PE(i,j) to 
PE(p,q). We use the notation p = r(P(i,j)), q = c(P(i,j), 
where r and c indicate the row and the column number 
of a PE respectively. 

Similarly, i = r(P-1(p,q)), and j = c(P-1(p,q)). The 
routing algorithm for permutation P is as following: 

Routing algorithm for permutations 

/* Permutation algorithm for P : PE(i,j) --> PE(p,q) * 
for n = l to N112 

cobegin /* row major loop * / 
PE(n,i) -> Mn(i,i) O ::5 i ::5 N112 - l 

coend 
for n l to N112 

cobegin /* column major loop * / 
/* j = r(P-1(n,i)), k = c(P-1(n,i))* 

PE(n,i) <-- Mj(k,i) 0 ::5 i ::5 N112 - l 

coend 

Notice that if more than one column broadcastings 
occur concurrently, they can be done simultaneously. 

The situation for concurrent row broadcasting is 
different. A column bus contension will happen if the 
sources (or destinations) of some row broadcastings are in 
the same column. The situation is called row 
broadcasting conflict. For example, in figure 5 (a) row 
broadcasting conflict occurs, because to send data from 
PE(O,O) to PE(0,2) through global communication path, 
PE(O,O) has to write to M(0,0) which will conflict with 
PE(2,0)'s writing to M(O,O). In general, these 
broadcastings should be done sequentially. However, 
there are two ways to get around it. The first way is to 
skew the source (in case of source conflict) one step to 
the right (or left) through local link if possible, then the 
row broadcastings can be done concurrently (see figure 5 
(b)). Hpwever, if the conflict involves too many sources, 
then this method is not efficient. The second way is to 
map the problem tasks in a transposed manner, then 
every row broadcasting changes to column broadcasting, 
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and no conflicts will occur (see figure 5 (c)). This 
method is particularly suitable to algorithms in which 
only row broadcasting conflict exists. We will show the 
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Figure 5: Row broadcasting conflict. 

4. Performance analysis 

The performance of m2-mesh is studied by 
comparing it to other mesh related networks. 

4.1. m 2-mesh vs. mesh 

For problems requiring extensive information 
transfers, m2-mesh is not necessary better than mesh. 
For example, n(N112) time is required to solve sorting 
problems on MCC, no matter with or without 
broadcasting [20, 8]. However, in general for ordinary 
algorithms m2-mesh performs much better than mesh, as 
can be seen below. 

!.Communication between any two processors: This 
requires 2(N112-l) steps on mesh, but 2 steps on 
m2-mesh. 

2.Broadcasting: On mesh, this requires O(N112), but 
on m2-mesh, 2 steps are sufficient. 

a.Permutation: m2-mesh can perform permutation 
easier and faster. The lower bound for any permutation 
on mesh is 3(N112-l) steps. On m2-mesh, any 
permutation can be done in 2N112 steps. Moreover, the 
system overhead is different. For mesh, performing 
different permutations may require different routing 
algorithms. Besides, in each routing step, a masking 
function has to be computed, because some processors 
may need transfer data, some may not. Therefore the 
overhead is very large. In the case of m2-mesh, our 



routing algorithm proposed in the last section is 
universal, i.e., independent or permutations. Also, 

system overhead is reduced significantly; because during 
routing, processors are activated row by row regularly. 

4.2. m 2-mesh vs. mesh with single broadcasting 

The mesh with single broadcasting interconnection is 
proposed in [20J. It's easy to see that m2-mesh can 
simulate mesh with single broadcasting. So we have the 
following lemma. 

Lemma 1: Any algorithm taking B(n) time on mesh 
with single broadcasting can be executed on m2-mesh in 
O(n) time. 

For some algorithms, m2-mesh performs better. 
This can be seen in the next section. 

4.3. m 2-mesh vs. mesh with multiple broadcasting 

The comparison between the two architectures is 
done in two aspects. 

I.Permutation: Mesh with broadcasting structure 
doesn't perform better than mesh in terms or 
permutations. So, in general 3(N112-I) steps are required 
to perform permutation on mesh with multiple 
broadcasting. Also, the control overhead is large and the 
routing algorithms are complex. For m2-mesh, 2N112 

steps are required. Also, the overhead is low. 

2.Broadcasting: For row broadcasting, column 
broadcasting, or one to all broadcasting, both networks 
perform equally well. When row broadcasting conflict 
happens; m2-mesh is worse. In the worst case, if row 
broadcasting conflict involves N112 rows, then m2-mesh 
could be N112 steps slower. However, by using the 
technique mentioned in section 3, this can be prevented 
in some cases. 

4.4. m 2-mesh vs. tree 

We can use row broadcasting or column 
broadcasting to simulate tree operations. Therefore, 
using the same argument as in [8J, we have the following 
lemma: 
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Lemma 2: H n data items are distributed in n 
different rows with one in each row, then any non-trivial 
semi-group computation of n data items can be 
performed in O(logn) steps. 

5. Applications 

The m2-mesh is an architecture with a varity of 
data routing capabilities. So its potential is promising. 
For algorithms requiring lots of information flow (such as 
sorting), m2-mesh can perform at least as well as mesh. 
So any parallel algorithms designed for mesh can be 
adopted by m2-mesh. · However, if global 
communications are required, m2-mesh is much better 
architecture. In the following, we will discuss some 
application examples. Other applications can be probed 
by using the technique described here. 

5.1. Semi-group computations 

This type of computations include fmding 
maximum, mm1mum, sum of N data items, etc.. We 
have the following theorem for these problems. 

Theorem 1: A semi-group operation of N data 
items can be performed in O(N116) time in a m2-mesh. 

Proof: An algorithm for semi-group operations 
taking O(N116) in 2-MCC with multiple broadcasting was 
porposed in [8]. Our proof exploits the same algorithm, 
except that we have to prove that every step of that 

algorithm can be simulated here. We will not list the 
original algorithm here. Based on that algorithm, the 
following two arguments are sufficient to prove this 
theorem. 

(I) The operation of finding the Max of a block of 
data within N116 x N116 PE's using local communication 
can be executed on m2-mesh in exactly the same way as 
in a mesh with multiple broadcasting architecture. 

(2) The algorithm exploits concurrent row 
broadcasting operations, but no concurrent column 
broadcasting. Therefore we can transpose the original 
problem tasks so that no row broadcasting conflict will 
occur. For example, the following communications are 
required in that algorithm: 



row 
broadcasting · 

By transposing the assignment of problem tasks, the 
communications are as follows: 

Ni 

I l 
• NT 

column 
broadcasting. 

This way the row broadcasting conflict can be prevented. 
So from that algorithm, O(N116) time is sufficient. 

6.2. Algorithms with nested loops 

Algorithms with nested loops cover a broad range of 
algorithms in signal processing, linear algebra, graph 
theory, and others. Examples of this type of algorithms 
include Finite Impulse Response (FIR) filtering 
algorithm, matrix multiplication, LU decomposition, 
transitive closure algorithm, etc.. The mapping of this 
type of algorithms to systolic array and array processor 
has drawn a lot of attention recently [7, 14, 13, 5). One 
of the most effective way to map this type of algorithms 
is via algorithm transformation [14, 13). In [IO], the 
algorithm transformation technique is applied to 
mapping algorithms to array processors with mesh 
interconnection. One important conclusion there is that 
if a given array processor has broadcasting capability, 
then sometimes algorithms can be mapped to 

architecture with shorter execution time. For example, 
consider an algorithm with dependence matrix D. The 
way to map algorithm to mesh architecture is by finding 
a transformation T such that the transformed algorithm 
has a shorter execution time. The transformation T 
transforms D to D1 (=TD). One of the constraints in 
solving T is that every element in the first row of D1 

should be greater than zero. However, if the system has 
broadcasting capability, this constraint can be released. 
(For details of reason for this argument, please see [IO].) 
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Besides, the criteria for considering tradeoff among 
computation time, communication time and local 
memory size of each processor will be different if 
broadcasting capability is provided by the architecture. 
Therefore, m2-mesh can be used to solved algorithms 
with nested loops more efficiently than by using mesh 
architecture. 

Example 1: Convolution computation. Given two 
sequences h(k) and x(k), k = 1, 2, .... , n, the convolution 
of h and x is defined as 

y(j) = E;=l h(k)x(j-k) j = 1, ... , n. 

This algorithm can be implemented by the following 
Fortran-like program: 

DO IOj = 1,n 
DO 10 k = 1,n 

y(j) = h(k) * x(j-k) + y(j) 
10 CONTINUE 

The dependence matrix for this algorithm is 

D =lo 1 1] 
1 0 1 

Without using broadcasting, we found that the 
transformation 

is optimal, and the transformed matrix D: is 
D:=[l i 2] 

1 0 1 

The number of computation steps M1 and the 
number of data routing steps R1 using this 
transformation are 

R1 = 2n-1 
respectively. 

Now, consider another transformation 

T2 =[~ ~] 
Using this transformation, the transformed dependence 
matrix is 



q=[~ ~ n 
., ,. x 

The number of computation steps and data routing 
steps are 

R2 = n-1 
respectively. 

Therefore, this transformation results in a faster 
algorithm. However, from q, it can be seen that the 
value of h vector must be broadcasted during 
computation. Therefore, this is not a valid 
transformation for mesh without broadcasting capability, 
but is a good one for the m2-mesh. 

6.3. Parallel linear algebra algorithms 

From the analysis in previous sections, there are 
mainly two things that m2-mesh performs better than 
mesh architecture: 

1. The communication between any two 
processors on m2-mesh requires only two 
steps. However, it could be as worse as 
2(N112-l) steps on mesh. 

2. m2-mesh has broadcasting capability. 

In the following, we will show that these two 
characteristics match directly with the requirements of 
many parallel linear algebra algorithms. 

Example 2". Gauss-Jordan algorithm for computing 
a solution X of AX = B. Assume A is N by N, and B is 
N by M, this algorithm can be described as follows: 

for j = 1 step 1 until N do 
row i <- row i - (ai/ajj)row j, (1 ~ i ~ N,i '#: 11; 

xij <- aij/a0, (1 ~ i ~ N,N+l ~ j ~ N+M). 

In the jth step of the algorithm, row j is broadcasted to 
all other rows. This can be done in M2-mesh in two 
routing steps only. Then all rows can perform 
computations simultaneously. Therefore this algorithm 
can be solved on m2-mesh efficiently. 

Example 3". C-K algorithm for triangular system 
problem· [4]. This algorithm, proposed by Chen and 
Kuck, can be described as follows: 
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row i = (row i)/aii 1 ~ i ~ N 
for j = 1 step 1 until N-1 do 

. . E2;-1 . row 1 = row 1 - k . a. . krowi-k =J 1,1-

j+l ~ i ~ N 

1 ~ i ~ N 

Assume the elements in one row of the matrix are 
mapped to one row of processors. When j = jl' the 
processors at the ith row need information from 
processors at row i-j1, row i-j1-l, up to row i-2j1-l. 

Hence, the communication cost is 2j1 1. However, on 

m2-mesh, this can be achieved in 2 steps by using 
broadcasting. Overall, the communication cost of this 
algorithm on mesh is 

J1 = 1+2+ .... + N-1 = O(N2) 

While on m2-mesh, only O(N) steps are required. 

8. Conclusion 

In this paper we proposed a multiplexed-multiple­
bus mesh parallel computer system. The system not only 
retains most or the useful characteristics or mesh 
connected computers, but also augment them with 
efficient broadcasting and permutation capabilities. This 
architecture doesn't increase too much the hardware or 
each processor. The only significant cost is that N 
shared memory modules are required. However, with 
today's VLSI technology memories are rather 
inexpensive. We have shown that m2-mesh has a much 
more powerful routing capability than mesh. We also 
showed that a wide range of applications are possible. 
More applications can be explored by using the 
architecture characteristics of m2-mesh and the idea of 
mapping technique discussed in this paper. 
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ON THE UNIVERSALITY OF MULTISTAGE 
INTERCONNECTION NETWORKS • 

T.H. Szymanski 
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Abstract - We present a simple analytic model for the block­
ing probability of circuit switched multistage interconnection net­
works (MINs) when the set of requests submitted during each cycle 
is a randomly selected permutation. This model provides. a quanti­
tative measure of a network's permutation capability. We present 
an analytic model for the number of conflict free permutations 
realizable in a multipath network, and we present an analytic 
model for the expected number of cycles required to realize an 
arbitrary permutation in a network (i.e., the universality of a net­
work). These models and techniques solve many interesting 
theoretical problems in the realm of interconnection network 
modelling. 

However, these models also have practical aspects; they give 
a quantitative measure of the connectivity of a network, and they 
give an approximate figure of merit of a network's ability to sup­
ply data vectors to array processors in SIMD array processor archi­
tectures. 

1. Introduction 

The permutation capability of an multistage interconnection 
network (MIN) can be loosely defined as the blacking probability 
of the network when the requests submitted during each cycle 
form a randomly selected permutation. The rearrangeability of a 
MIN can be defined as the ability to realize an arbitrary permuta. 
tion in one cycle (4]. The universality of a MIN can be loosely 
defined as its ability to realize an arbitrary permutation in multi­
ple network passes (where each pass requires one cycle) (21]. 

Non-blocking (rearrageable) switching networks have been 
the subject of extensive theoretical research. Of the known rear­
rageable networks, large crossbars are far too expensive, and the 
various MINs that meet this criteria ([4][14][29]) require precom­
puted global routing for each individual permutation. The neces­
sity for precomputed global routing makes these networks imprac­
tical, especially if the permutations are not known at compile 
time. 

Many suboptimal (nonrearrangeable) MINs with simple dis­
tributed routing algorithms, such as banyan networks (8] and the 
Augmented Data Manipulator (ADM) [1], have been analyzed for 
aspects of their permutation capabilities or universalities. How­
ever, to date "there does not exist any satisfactory technique 
which compares and quantifies permutability of ADM, Banyan and 
other MINs" (2]. 

An analytic model that yields the blocking probability of a 
banyan network when the request pattern submitted during each 
cycle is a randomly selected permutation (and when the usual 
decentralized routing algorithm for banyan networks is used) has 
been presented in (27]. We use the techniques presented in (27] to 
develop an alternate analytic model, which will be used 
throughout this paper. The development of this alternate analytic 
model illustrates the generality of the technique described in (27]. 

Using this analytic model, we derive an accurate approxima. 
tion for the number of conflict-free permutations realizable by a 
multipath MIN (i.e., the number of permutations realizable in one 
pass). Previously, no general techniques have been proposed for 
estimating the number of conftict free permutations in multipath 
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MINs. Lower and upper bounds on the number of conflict free 
permutations in the AMD have been presented in [1], and a com­
plex analysis for the exact number of conflict free permutations in 
the ADM has been presented in (15][16]. Our technique is simple 
-and general, and can be used to obtain models for arbitrary net­
works such as the ADM and the many variations of banyan net­
works, using various decentralized routing algorithms. 

We present an accurate analytic model for the expected 
number of network passes required to realize an arbitrary permuta­
tion, i.e., the universality of a MIN, when simple distributed rout­
ing algorithms are used. Upper bounds for the expected number of 
network cycles required to realize an arbitrary permutation in cer­
tain banyan networks (when precomputed global routing is used) 
have been presented (2][28]. It has been shown that by using 
precomputed global routing, the omega network (12] can realize an 
arbitrary permutation in 3 passes (21][25]. However, the fastest 
known algorithm for the routing requires 0 (log42N) time on an 
array processor (25]. A simpler routing algorithm that results in a 
universality of 6log2N-1 passes for a variation of the omega net­
work has been presented in (25]. Our analysis is fundamentally 
different from these in that we assume a simple distributed routing 
algorithm is used; in the first pass, all requests in the permutation 
are submitted to the network. Requests that are not established in 
one pass must be resubmitted in the next pass, etc. The modelling 
technique we use is very general, and can be used to create models 
for the universality of other MINs using various decentralized rout­
ing algorithms. 

While these models and techniques solve many interesting 
theoretical problems, they also have practical aspects. The 
number of simultaneous, conflict free connections possible in a net­
work (when the requests form a permutation) is a quantitative 
measure of the connectivity of a network. "The connectivity of a 
MIN is critical with respect to the overall performance of a large 
parallel system" (2). 

The universality of a network has often been used as an 
approximate figure of merit for the suitability of the network in 
Single Instruction Multiple Data (SIMD) array processor architec­
tures. These machines operate in synchronization on numeric 
applications that can be "vectorized". When the processor array 
accesses a vector in unison, the resulting request distribution is 
(usually) a permutation. "One of the most significant factors in 
determining the performance of an array processor is the system's 
capability for providing data vectors at a rate matched to the pro- -
cessor rate" (12]. The system's capability for providing data vec­
tors is closely related to its universality (or indirectly to its permu­
tation capability), and hence "tJie permutation capability of a net­
work is extremely important for the efficient operation of a super­
system" [2). 

Section 2 includes the necessary definitions. Section 3 
presents a simple analytic model for the blocking probability of 
MINs when the set of requests submitted during each cycle are a 
randomly selected permutation. Section 4 presents an analytic 
approximation for the expected number of conflict-free permuta. 
tions realizable by a multipath MIN (in one cycle). Section 5 
presents an analytic approximation for the expected number of 
network cycles required to realize an arbitrary permutation, i.e., 
the universality of a ~IN. Section 6 summa.i·izes the _paper and 



(a) 

Fig. 1: a) an interconnection network connecting N 
processors and M memories. b) a 28 X28 banyan 
network connecting 8 processors and 8 memories. 

contains some concluding remarks. 

2. Definitions 

In a multiprocessor system, an interconnedion network is 
used to connect N processors to M memories, as shown in fig. la. 
The crossbar network is non-blocking for all permutations, and 
hence is a candidate for array processor systems, but it is far too 
expensive for large N. Unique path multistage interconnection 
networks ( unipath MINs or banyan networks [8]) provide a reason­
able alternative to large crossbars. A square k • X k • banyan net­
work of size N consists of logi N stages, where each stage consists 
of N /k crossbar switches of size k Xk, as shown in fig. lb. 
Banyan networ.ks have a number of desirable features; their cost 
grows only moderately as the network size increases and they use 
very simple, distributed routing algorithms [8). 

Two fundamental criteria in the selection of an interconnec­
tion network are fault tolerance and performance. Banyan net­
works can be extended in many ways to significantly improve their 
fault tolerance, and such improvements may result in performance 
improvements. Since any practical multiprocessor system will 
almost certainly require a fault tolerant interconnection network, 
it is important to have analytic models that are general, and that 
can be used on these extended networks, as well as on the unipath 
networks. 
2.1. Fault Tolerance 

Banyan networks can be extended in many ways to 
significantly improve their fault tolerance. Assuming link failures 
are the predominant failure mechanism [19], each link in a net­
work can be replaced by 2 links, as shown in fig. 2a. When each 
link is replaced by d links, we call the resulting network a d -
dilated network [10]. If total switch failures are a predominant 
failure mechanism, then the d links in a dilated network that 
replace one link in the unipath network can actually be distributed 
ainong a number· of the switches in the next stage [23]. In a 2-
augmented network, one link leads to the same switch as it would 
in a unipath network, and the other link leads to a functionally 
equivalent switch. These networks are called augmented networks 
[23). A 2-augmented delta network is shown in fig. 2b. The solid 
lines represent links leading to the same successor as they normally 
would, and the dotted lines represent links leading to equivalent 
successors. (The regular distributed routing algorithm is slightly 
modified; see [23]). Throughout this paper, we do not distinguish 
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stage 1 stage 2 stage 3 

(b) 

between dilated and augmented networks (their performances are 
similar [23,26]); denote either of these multipath networks as 
p -path MINs, where p is the path multiplicity. 

Banyan networks can also be replicated to improve their 
fault tolerance. We consider only dilated (or augmented) networks 
in this paper; see [26] for an analysis of replicated networks. 

2.2. Performance Under Random Distributions 

We now define the operating environment of 'MINs con­
sidered in this paper. We assume that the network is synchro­
nously circuit switched; a system clock defines a cycle in the net­
work; during the beginning of any cycle, a processor issues a 
request with probability u (0). Assume (for now) that requests are 
randomly and evenly distributed over the memories, and are 
independent from cycle to cycle. For each request, the network 
tries to establish a circuit switched connection from the processor 
to the desired memory. The routing algorithm is very simple; in 
every stage, a switch that receives a request examines a particular 
bit in the destination, selects an appropriate output link, and for­
wards the request out on that link [8]. If the network has multiple 
paths (i.e., p > 1), then assume the switch randomly selects a free 
link from the p appropriate links, and forwards the request on 
that link. One reason for the popularity of these networks is their 
simple distributed routing algorithms. 

A connection may not be established because p + 1 OF more 
requests compete for p output links at a particular switch; we say 
that link contention has occurred; p requests are selected randomly 
and forwarded, and the others are blocked, and must be resubmit­
ted during the next cycle. Hence, during one cycle only a fraction 
of the submitted requests will have their connections established. 
Let pb be the blocking probability of a network; if N requests are 
submitted in one cycle, then N ·pb requests are expected to be 
blocked during that cycle. Under these operating assumptions, 
(i.e., circuit switched MINs with random request distributions) 
numerous models exist for the blocking probability of a network 
[10) [22). 

2.3. The Universality of an Interconnection Network 

A very important practical operating assumption is to sup­
pose N requests are submitted during each cycle, where these N 
requests form a permutation of the memory module indices (i.e., 
the requests are uniquely distributed). This situation occurs in 
Single Instruction Multiple Data (SIMD) array processors executing 
numeric algorithms. Data skewing algorithms are used to map the 
data (i.e., vectors or matrices) into the memories in such a way so 
that when the set of N processors issues a request for a vector, the 
resulting request pattern is a permutation (of the memory module 
indices). One approximate figure of merit for a network's ability 



(a) 

Fig. 2: a) a 2-dilated l!3x23 delta network. b) a 2-
augmented 23X 23 delta network. (Delta networks 
[22] are a subclass of banyan networks [8]). 

to supply data vectors is its universality. However, most permuta.. 
tions generated by an array processor are highly structured (i.e., 
they are not randomly selected permutations) [12] and a better 
figure of merit would be a model. that yields the universality of a 
MIN when certain permutation classes are used. Lawrie has shown 
that the omega network c·an realize many permutation classes fre­
quently arising in array processors [12]. Other architectures where 
the permutation patterns are not necessarily highly structured 
apparently include MIMD parallel reduction machines and logic 
machines [9]. 

In this paper, we present a simple analytic approximation for 
the blocking probability of a network when the requests submitted 
during each cycle form a randomly selected permutation. We 
present an analytic approximation for the number of confilct free 
permutations realizabl!il by a network (i.e., the number of permuta.. 
tions that can be realized in one cycle), and we present an analytic 
approximation for the expected number of cycles required to real­
ize an arbitrary permutation, i.e., the universality of a MIN. 

3. The Permutation Capability of Multistage Interconnec­
tion Networks 

We present a conceptually simple analytic model for the per­
formance of generalized p -path k • X k • banyan networks, under 
either random or unique memory request distributions, in this sec­
tion. It is first necessary to derive an analytic model for the block­
ing probability of generalized p -path k • X k • MINs under the 
assumption of random, uniform request distributions. This model 
is then modified (in the next sub-section) to yield the blocking 
probability under the assumption of unique memory request 
distributions (or simply under unique dutributionB). 

3.1. Analysis of Multistage Interconnection Networks 
Under Random Distributions 

In this section, an analytic model for the blocking probability 
of generalized p -path k • X k • MINs under random distributions is 
presented. 

The assumptions for the analysis are as follows: 1) during the 
beginning of each cycle every processor issues a request with pro­
bability u (O); 2) requests are randomly and uniformly distributed 
among the memories; and 3) unsatisfied requests in any cycle are 
ignored, and a new set of requests is issued during the next cycle 
subject to 1) and 2). 

We assume that any physical link between stages. i and 

318 
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i +1 carries one request with probability u ( i ), the aggregate link 
utilization. Hence, the probability that a switch in a particular 
stage receives i requests can be modelled as a simple binomial 
distribution. Since each p -path k Xk switch has pk physical 
inputs, the probability that i requests arrive at the switch in stage 
m +1 is given by 

(Pf) u (mt (1-u (m ))pk-i 

The probability that ; of these requests select a particular logical 
output port is given by 

In general, due to path multiplicity the first f stages will 
not block, where f is given by 

I = llog•p j 
The aggregate link utilization u (I ) after stage f is simply 
u (O)/p. 

In general, after any stage m + 1 we are interested in p ( i ), 
the probability that p logically equivalent links carry i requests. 
p (i), for O~i ~p, can be calculated as follows 

For; < p: 

p (;)=,~P'flu (m )' (1-u (m )),.. ... Ul (if ( 1-1-r;(l.l) 
For;= p: 

p (;)=.E (Pf)u (m )' (1-u (m ))Fi-i E (:) (1-) 1 (1-i)'~.2) 
•=p t=p 

After each stage m +l, we need to calculate the aggregate 
link utilization u ( m + 1 ), as follows 

u(m+l)=E p(i)·i (1.3) 
i=O p 

The blocking probability of a network of size N ~ 2/ +I 

(assuming each memory services at most 1 request in each cycle) is 
then 

pb = 1-.J!..!QL 
u(I) (1.4) 

The comparison of this model with simulations of various 
augmented and dilated networks can be found in (26]. The model 
is exact for unipath networks, but is only an approximation for 
multipath networks. Simple refinements of this model can also be 
found in (26]. 



3.2. Analysis of Multistage Interconnection Networks 
Under Unique Distributions 

We can now adapt this model to yield the blocking probabil­
ity of the network under the assumption of unique memory request 
distributions, using the technique presented in (27]. The blocking 
probability under unique distributions is the probability that an 
issued request will block, when the requests form a randomly 
selected permutation. 

The assumptions for the analysis are as follows: 1) during the 
beginning of each cycle every processor issues a request with pro­
bability u (O); 2) requests are uniquely and uniformly distributed 
among the memories; and 3) unsatisfied requests in any cycle are 
ignored, and a new set of requests is issued during the next cycle 
subject to 1) and 2). 

Consider the 23 X23 banyan network shown in fig. lb. An 
output link from the first stage can reach 4 different memories, 
and a switch in the first stage can reach 8 different memories. The 
first request arriving at a switch in the first stage selects an output 
link with probability 4/8. A second request arriving at the same 
switch selects the same output link with probability 3/7, and 
selects the other output link with probability 4/7. 

The preceding technique can be generalized; consider the 
probabilities of requests selecting outputs at a particular p -path 
k X k crossbar switch in stage m of the banyan network. Each 
output link leads to k•-m memory modules. The first request 
selects a particular output link with probability k •-m / k •-m +I. 

Given that the first request selects a particular output link, then 
the second request selects that same output link with probability 
(k a-m -1)/(k •-m +1-1). 

As a notational convenience, define function p_B (s ,r ,m) as 
the probability that a request at a switch in stage m will select a 
particular output link given that a requests have already selected 
that link, and that r requests have already selected other links. 

{ -.-~-:-~...,~---8-, for 8 <k•-m, r+a <k•-m-I 
p a(a rm)- k -a-r 
- ' ' - 0, otherwiae 

In a similar manner, define function p_ns (a ,r ,m) as the 
probability that a request at a switch in stage m will not select a 
particular output link given that a requests have already selected 
that link, and that r requests have already selected other links. 

{ 
(k-!)::-•-r, for r <(k-l)P..., , 8 +r <p-m+I 
k 9 '" -8-r 

p_ns (s ,r ,m )= O, otherwiae 

Assuming that the events occurring at the inputs of each 
switch in stage m + 1 of the banyan network are independent, 
(which will result in a slightly pessimistic blocking probability), 
then the probability that i requests arrive on k input links of a 
switch in stage m + 1 is given by 

( ~)u (m )i (1-u (m ))k--' 

Given that i requests arrive at a switch in stage m +l, the 
probability that j of these requests select a particular output and 
that i - j of these requests do not select that same output is given 
by 

Hence, eq. (1) can easily be modified to yleld the blocking 
probability of p -path k • X k • banyans under unique distributions. 
Due to path multiplicity, the first f stages will not block, where 
f is given by 
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Under unique distributions, the last I stages will not block, where 
I is given by 

I = llog• p j + 1 

We need a value for u (! ), the aggregate utilization on links leav­
ing stage f ; since the first f stages did not block, let 
u (! ) = u (O)/p. In general, after any stage m +I we are 
interested in p ( i ), the probability that p logically equivalent links 
carry i requests. p (i), for O~i ~p, can be calculated as follows 

For j < p: 

p (j )= .E .(":) u (m )i (1-u (m ))l'k-i · 
•=J 

(2.1) 

( i.) IT p_a (z ,O,m {[f ,,_ns (i ,z ,m) 
J •=0 •=O 

For j = p: 

,, u )= .f (Pf) u (mt (1-u (m npk-i. 
•=p 

(2.2) 

E rn ti,,_,, (z ,O,m )iif p_na (i ,z ,m) 
l=p •=0 •=O 

After each stage m +l, we need to calculate the aggregate 
link utilization u (m +l), as follows 

u (m )= E 2...fi.li (2.3) 
i=O p 

The blocking probability of the network is then 

b=l-~ 
p u(f) (2.4) 

This model is compared with simulations in the next sub­
section. 

3.2.1. Comparison of Model with Simulations 

We now compare this simple analytic model with a number 
of simulations, for various unipath and multipath MINs. 

Fig. 3 illustrates the blocking probabilities for various aug­
mentations of k• xk• banyans of size N under unique distribu­
tions. (The pb of dilated and augmented networks, with the same 
path multiplicity, differ by only a few percent (26]; these simula­
tions happen to be for augmented networks, although the model is 
more accurate for dilated networks). These figures indicate that 
the model is reasonably accurate. 

There are two major sources of error in this model. First, 
the analytic model for the pb under the assumption of random, 
independent requests is only an approximation itself, and has an 
error of a few percent. Secondly, when the model is adapted for 
unique distributions, the assumption that requests arriving at the 
inputs of a switch are statistically independent introduces some 
inaccuracies. However, more refined analyses can take these con­
siderations into account (see (26]). 

Hence, eq. (2) can be used as a quantitative measure of a p -
path k• xk• banyan network's permutation capability. The 
techniques presented here are general, and hence models for other 
MINs are easily created. 

4. On the Expected Number of Conflict-Free Permuta­
tions in Multipath MINs 

A simple technique for determining the exact number of 
conflict free permutations in unipath 2• x2• MINs has been 
presented in (l]. The extension to unipath k8 XP MINs is sim-. 
pie and is presented here. 

In a unipath MIN with N processors and N memories, there 
are exactly N links between each stage. If a permutation (of N 
requesaj is conflict-free, every link must carry one request. Hence, 
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Fig. 3: (a) p6 for various augmentations of 2• x2• 
networks with N sources under unique distributions. 
(b) p6 for various augmentations of 4• x4• net­
works with N sources under unique distributions. 
(solid curves are simulations with 95% confidence in­
tervals shown; dashed curves are analytic.) 

each k X k switch will have k requests ar1-iving at its inputs, and 
must have k requests leaving on its outputs (so that no requests 
block). Each switch can therefore perform k I mappings of its 
inputs to its outputs, i.e., there are k ! distinct settings for each 
switch. Since there are N / k switches per stage, and log• N 
stages, then the exact number of conflict Cree permutations in a 
unipath network is simply 

(k!)exp ( ~·log•N) (3) 

In a multipath network, the analysis is much more difficult. 
Since there are more than N links between each stage, each link 
does not necessarily carry a request, and each switch does not 
necessarily have k requests arriving at its inputs. The previous 
model can be adapted to estimate the number of distinct switch 
settings in a multipath MIN (see [20)), however this estimate "does 
not come close to estimating the number of permutations realiz­
able by the (gamma) network. Estimating the actual number of 

'permutations seems to be much harder, and is left as a challenging 
open problem" [20). In this section, we present an analytic model 
for the expected number of conflict free permutations in multipath 
MINs. 

Let Xi be the event that i requests block in one cycle, given 
that N requests which form a permutation are submitted initially. 
In this section, we wish to find an analytic model for the probabil­
ity distribution function pd/ [6) of Xi, for O~i ~N. Let P (Xi) 
represent the pd/ of Xi . 

The simplest approach for the pd/ is to assume that all 
events are independent, and that P (Xi ) is simply binomially dis­
tributed; 

P (X; )= ( 1}')p6 i (1-pb r-i (4) 

Fig. 4 illustrates the observed P (Xi ) versus the computed 
values for various networks. (Note that we used the p6 obtained 
from simulations when computing these pd/ 's.) 
· 'From fig. 4, we observe that the independence assumption is 

very accurate for the multipath banyans, and reasonably close for 
the unipath banyans. We can actually test the quality of the pd/ 
by using the x2 goodne111 of fit test [6). At a 5% level of 
significan~e, the hypothesis is rejected for most uni.path networks! 
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and accepted for all multipath networks that we tried. 

Given that the pd/ is reasonable for multipath networks, we 
can accurately estimate the number of conflict-free permutations 
in these networks Np as follows; 

N,, = N !·(1-pb )N (5) 

For unipath networks the pd/ is less accurate, primarily 
because the independence assumption is not valid. A slightly more 
complicated multinomial distribution that explicitly models the 
effects of the statistical dependence is required for the pd f of uni­
path networks (see [26]). 

In general, we are not interested in simulating a network to 
obtain a measurement for the pb used in eq. (5). · Eq. (2.4) gives a 
reasonably accurate estimate of p6 , which can be used in eq. (5). 

o. The Expected Number of Network Cycles Required to 
Realize an Arbitrary Permutation 

In this section, we develop an analytic model for the 
expected number of network cycles required to realize an arbitrary 
permutation, i.e., the universality of a network. The universality 
of various networks has been examined by numerous researchers. 
When global (i.e., precomputed) routing algorithms are used, the 
universalities of some networks have been established, and upper 
or lower bounds for others have been established. When distri­
buted routing algorithms are used, the only results to date are 
simulations for the universality [15)[31). 

A proof for an upper bound for the number of cycles required 
to realize any arbitrary permutation in unipath 2• X 2• banyans 
has been presented in [2). The basic idea was to count the number 
of requests that must use a specific link in the network in the 
worst-case, i.e., if the worst case permutation would require m 
requests to use a specific link, then the upper bound for the 
number of cycles is m . The upper bound on the number of cycles 
in a 2• X 2• banyan was shown to be 2 l• /2 J. An identical bound 
(but using a slightly different technique) has been derived in [28). 

However, the implied assumption in this bound is that the 
critical link will be utilized by a request in each cycle, and that 
the request that used it will indeed be established. To ensure this 
assumption would require precomputed routing for each individual 
permutation to optimally schedual requests over the. critical link. 

If the usual simple, distributed banyan routing algorithm is 
used, this upper bound does not apply (it will be exceeded occa­
sionally ). This situation occurs when a request uses the critical 
link during a cycle and is blocked at a later stage in the same 
cycle, hence requiring the use of the critical link again. Numerous 
examples of this situation can be found for networks of size N >8. 
The correct upper bound (assuming a distributed routing algo­
rithm) must also consider the conflicts that may occur at the 
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Fig. 4: a) P (X;) for unipath 2• x2• banyans. b) 
P (Xi) for unipath 4• x4• banyans. c) P (X;) for 
2-augmented 2• x2· banyans. d) p (Xi) for 2-
augmented 4• X4" banyans. (solid curves are simu. 
lations; dashed curves are analytic.) 

switch after the critical link, and is simply 2·2 L• /2 J [26). 

In this section, we present an analytic model for the expected 
number of (synchronous, circuit switched) network cycles required 
to realize an arbitrary permutation. The accuracy of this model 
depends on the accuracy of the pdf for X; . As we will show, the 
model is very accurate for multipath networks, and optimistic for 
unipath networks. 

The analytic model is very simple; we use a time-varying 
markov model with N +1 states, denoted S;, for o:::=;i :::;N, as 
shown in fig. 5. We also maintain a counter c, which represents 

how may network cycles have been executed; initially, .c = 0. 
Each state S; represents the probability that i requests are still 
unsatisfied after c cycles and must be resubmitted in the next net­
work cycle. This model has one source state, SN, and one sink 
state, S 0 • Initially, all N requests in a permutation are 
unsatisfied, so SN·=l, and all other states are 0. A variable E. 
represents the expected number of cycles required to realize any 
permutation, and E. =O initially. 

For each network cycle, we update every state, as follows. 
Consider updating state S; ; this state is the probability that i 

·requests remain unsatisfied, and this state can be reached Crom any 
state S1, where j > i and where S,- >O. The physical events that 
correspond to this state transition are simple; the processor array 

. submits j r4:<1uests in one .cycle, i of them are blocked, and the 
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rest are accepted. The blocking probability of the network, when 
j requests are submitted, can be computed from eq. (2.4). The 
probability that i of these requests are blocked can be computed 
from eq. (4). Hence, the state transition rates for the entire mar­
kov model can easily be computed during each network cycle. 

During each cycle c ( c = 1,2,3 .... ), some number of 
requests j are satisfied (by reaching S 0); these contribute the 
value c · j / N to the expected number of cycles E. . After a 
number of cycles (iterations), the model will converge to a stable 
state (in absence of numeric errors, the steady state will have S 0 

= 1, and all other states equalling 0). The process can be ter­
minated when E. remains relatively constant, and the resulting 
E, is the expected number of network cycles required to complete 
an arbitrary permutation. 

Fig. 6 illustrates the analytic results and simulations for vari­
ous networks. 

blocked requests 

Fig. 5: markov model for an N XN MIN . 
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Fig. 6: a) E, for various p -path 2" X2" banyans. 
b) E, for various p-path 4" X4" banyans. (solid 
curves are simulations with 95% confidence intervals 
shown; dashed curves are analytic.) 

Fig. 6 indicates that the model is very accurate for multipath 
networks, and optimistic for large unipath networks. However, 
most practical networks will almost· certainly have some path mul­
tiplicity, hence these models can be used. 

A more accurate analytic model for the probability distribu­
tion function of unipath networks can be found in [26] (this model 
accounts for the effects of the statistical dependence of requests 
arriving at one switch). This more refined pdf model can be used 
in this markov model to create a more accurate approximation for 
the unipath case [26]. 

Perhaps the most suprising observation is the performance of 
the 4-path networks. The 4-path 2" X2" network has a blocking 
probability of about .007 at N =1024; with such a low blocking 
probability, we would expect that the average number of passes 
required to realize a permutation would be about 1. However, fig. 
6 indicates that two passes (on average) are required at N =1024. 
Similarly, the 4-path 4• X4" banyan has a blocking probability of 
about .004 at N =1024, and yet still 2 passes (on average) are 
required to realize an arbitrary permutation. 

The true performances of p -path networks must reflect on 
the bandwidth of the links used in the network. We assume that 
each link in a p -path k • X k • network has 1/ p times the 
bandwidth compared to a link in the unipath k" Xk". (The 
number of pins available on an integrated circuit is limited: by 
doubling the number of logical input/output links, each link will 
have half as many pins, and hence will have approximately half 
the bandwidth.) Hence, assume that each pass in a p -path net­
work takes p times as Jong as a pass in the unipath network 
(when the switch degree remains the same). 

From fig. 6 it is clear that a 2-path network actually outpel'­
forms a unipath network by about 25% (for switches of fixed 
degree 2 or 4). Consider a network of size N =1024 made with 
2X2 switches. The unipath network will require about 8 cycles to 
realize an arbitrary permutation, and the 2-path network will 
require about 3 cycles (each about twice as slow) to realize an arbi­
trary permutation. However, this estimate can be pessimistic: The 
unipath network will require about 8 memory access times 
whereas the 2-path network will require only about 3 memory 
access times. If the path establishment and data transfer delays 
are insignificant components of the network cycle time (i.e., the 
network cycle time is dominated by the memory access time), then 
the performance improvement could be much higher. Hence, the 
true performance improvement should also consider the memory 
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access times, plus time spent on path establishment and error 
checking, etc. 

In addition to offering significant performance improvements 
(when the realization of arbitrary permutations is the performance 
criterion), the 2-path network is also significantly more fault­
tolerant [23]. 

6. Conclusions 

We have presented a simple analytic model for the blocking 
probability of circuit switched MINs when the set of requests sub­
mitted during each cycle is a randomly selected permutation. In 
general, such models are created by adapting an analytic model of 
a network's blocking probability when the requests are assumed to 
be random and independent. The techniques are general, and 
hence analytic models for the performance of arbitrary MINs, 
under the assumption of unique distributions, are relatively easy to 
create. 

We have presented a general technique to determine an ana­
lytic approximation for the expected number of conflict free pel'­
mutations in multipath MINs (when simple distributed routing 
algorithms are used). This technique can be used for multipath 
networks such as the Gamma network [20] and the ADM [1]. No 
such general technique has been presented in the literature previ­
ously, although lower and upper bounds (and in one cases an exact 
number) on the number of conflict free permutations realizable in 
certain MINs have been presented. The number of conflict-free 
permutations realizable by a MIN when distributed routing algo­
rithms are used is a quantitative measure of the connectivity of 
the network. 

We have presented a general technique to determine an accu­
rate analytic approximation for the expected number of passes 
required to realize an arbitrary permutation in a network, i.e., the 
universality of a network, when simple distributed routing algo­
rithms are used. 

An interesting result concerning network performance was 
observed. A 2-path network (of degree 2 or 4) will require 3 or 
fewer passes on average to realize an arbitrary permutation for 
reasonably sized networks (i.e., network size ::; 1024). A 2-path 
network will outperform the corresponding unipath network 
significantly, and offer significant fault-tolerance improvements 
aswell. In addition, the performance of a 2-path MIN compares 
very well with the best known universality of 3 passes through a 
unipath omega network using global, precomputed routing 
[21][25][30] (where both networks have switches of degree 2). 

These models solve many interesting theoretical problems in 
the realm of interconnection network modelling. However, these 
models also have a very practical aspect. They _give a quantitative 



measure of the connectivity of a MIN. Previously, when compar­
ing interconnection networks for their suitablility in SIMD array 
processors, numerous techniques have been used. One such tech­
nique was to estimate the number of cycles one network requires. 
to simulate another [24]. Using the models presented in this paper, 
one can evaluate the average performance of a particular network 
analytically (when realization of arbitrary permutations is the per­
formance criterion). However, it must be pointed out that real 
SIMD machines typically use a small number of permutation 
classes where the permutations tend to be highly structured, and a 
better figure of merit would be the network's ability to realize 
those frequently occurring permutations. 
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Abstract 

Group theory provides a convenient means for 
formulating and solving some nontrivial problems 
in permutation network theory. This paper uses 
group theoretic techniques to provide a unified 
approach for cellular permutation array design •. 
More specifically, the networks of Kautz et al 
and Bandyopadhyay et al are shown to be 
geometric reperesentations of iterative coset 
decompositions of symmetric groups. This result 
was used by Oruc and Oruc to develop a 
linear-time set up algorithm for cellular 
permutation arrays. This paper examines anot.her 
application, namely, the design of a family of 
cellular permutation arrays. 

1. Introduction 

Permutation networks have been extensively 
investigated in the parallel processing 
literature. By now, the researchers in the field 
know how to design such networks with 
aysmptotically optimal cell countsC1J, and 
extensive research results have also appeared 
about how these networks are incorporated into 
parallel processingC2J. The objective of the 
present paper is to exhibit some interesting 
relations between a family of permutation 
networks known as cellular permutation arrays, 
and coset decompositions of symmetric groups. 
Cellular permutation arrays were investigated 
primarily by Kautz et alC3J and Bandyopadhyay et 
al[4J. Unlike optimal permutation networks, 
cellular permutation arrays use redundant cells, 
and thus they are not optimal in terms of cell 
counts. Nevertheless, they have certain 
attractive features. One such feature is that 
the links or wires connecting the programmable 
cells in these networks are local and require no 
crossing. More significantly, it was recently 
shownCSJ that an n-input cellular permutation 
array can be set up in O<n> time, whereas the 
best known set up time for an n-input Benes 
network is O<nlog2n>. 

These properties of cellular permutation 
arrays call for a careful investigation of such 
networks. As an effort in this direction, we 
show that cellular permutation arrays proposed 
in the papers [3,4] can all be characterized as 
iterative decompositions of symmetric groups 
into cosets. A direct consequence .of this fact 
is a parametrized design technique for cellular 
permutation arrays, that is, a design technique 
by which it is possible to specify the cell 
sizes and permutations based on the design 
constraints in question. In the remainder of the 
paper we shall formalize these ideas and 
elaborate on them in detail. 
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2. Network Characterization 

We first establish the relation between the 
coset decompositions of symmetric groups and 
cellular permutation arrays. Let ti denote the 
symmetric group over the set of symbols 
c1,2, ••• ,i>; liiin. It can be shown thatC6J: 

for all i; 3iiin where t 2 =Ce, <1 2>>, and e 
denotes the identity permutation. Similarly, 

<11 and <21 are, respectively, the iterative 
right and left coset decompositions of En into 
En-1• En-2•···• t2. In both cases, the map 
e and transpositions (i jll liiij-1 are the 
right <or left) coset leaders of tJ-1 in tj; 
3ijin. Moreover, these two decompositions are 
the group-theoretic representations of what are 
known as regular and reverse KLW permutation 
arraysC3,6J. Fig. 1 depicts the two networks for 
n=4. If each cell in the either network can 
perform the only two permutation maps possible 
over its inputs as indicated, then one easily 
verifies the firm equivalence between regular 
and reverse KLW permutation arrays and the 
iterative decompositions given in (1) and <21. 

One can also decompose En into ti; 
2iiin-1 by using cycle maps as coset leaders 
instead of transpositions. That is, it can be 
shown thatC6J: 

ti-1e+Ei-1<i i-ll+ti-1<i i-2 i-11 ••• + 
Ei-1<i 1 2 ••• i-11 

eEi-1+<i i-llti-1+<i i-1 i-21ti-1•••+ 
Ii i-1 ••• 2 llEi-1 
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Equations <3> and <4> are the group-theoretic 
representations of what are known, respectively, 
as regular and reverse BBC networksC4,6J. As an 
example, we depict these two networks for n=S in 
Fig. 2. The cycle maps shown inside the cells 
with three or more inputs are coset leaders 
while the cell with two inputs in each network 
corresponds to t2 =Ce, <1 21}. 

A direct implication of the four 
decompositions stated above is that the 
corresponding networks are symmetric, i.e., they 
can realize all of En• and that the networks 
can be set up for an arbitrary permutation in 
linear time. The reader may refer to CSJ for a 
detailed description of the set up procedures. 
Another consequence of these characterizations 
of cellular permutation arrays is a parametrized 
design technique which we shall consider in the 
following section. 



3. Network Design 

It should be noted that the KLW and BBC 
networks described above are two extreme 
examples of realizing symmetric groups by 
iterative coset decompositions. They are extreme 
in the sense that while the KLW networks use 
n(n-1)/2 O<n2) cells, BBC networks need n-1 
or O<n> cells to construct. Of course, the 
complexity of the cells in the two cases are 
quite different. In any event, however, we may 
be subject to certain physical constraints in 
realizing En by a cellular permutation array. 
For example, it may be cost ineffective to place 
each cell of a KLW network in a separate chip, 
and yet it may be infeasible to contain all of 
the permutations of a large cell of a BBC 
network within a single chip. Thus, what is 
needed is a design technique to realize 
symmetric groups by cellular permutation arrays 
subject to the specifications of the coset 
leaders, and the size and the number of cells to 
be used by the network in question. 

We can formalize the above problem as 
follows. Given positive integers n and m; 2!mSn; 
design an n-input cellular permutation array 
consisting of N<n,m) k-input cells where 2!k!m 
and n-l!N<n,ml!n(n-ll/2. We shall describe two 
constructions both with pseudo triangular 
geometries. 

In the first construction(7], we shall 
permit cells with 2, 3, 4, ••. , up to k inputs. 
The pseudo triangular permutation network is 
then directly obtained by grouping together the 
permutations of 2-input cells of a KLW network 
columnwise into 2, 3, ... , up to k-input cells. 
As an example, such a network for n=ll is 
constructed as shown in Fig. 3. It is easily 
verified that the column of cells with the jth 
vertical input in the network can perform all of 
the transpositions (i jl; lii~j-1, and hence the 
symmetricity of the network immediately follows. 
It can also be shown that the number of cells in 
an n-input pseudo triangular permutation array 
which is so constructed is 

N<n,ml = (f+l><n-1-<m-llf/2) !5) 
where f L n-1/m-1 . Finally, we note that, 
instead of transpositions, one can easily map 
the cycles of BBC networks into the columns of 
this type of cellular permutation array after 
some algebraic manipulations. Whether one uses 
transpositions or cycles is an implementation 
problem which can be investigated independently 
from the considerations discussed here. 

In the second construction we shall assume 
that all cells have the same number of inputs. 
This assumption leads to a pseudo triangular 
cellular permutation array which is depicted in 
Fig. 4 for n=ll. In this case, we must let the 
leftmost cell generate Em over its inputs. The 
cells in subsequent columns will then need only 
to realize the required coset leaders. The 
reader can again verify that the column with the 
jth vertical input can be made to realize all of 
the transpositions (i j>; lSiSj-1. Thus, the 
symmetricity of the network is guaranteed. The 
construction is easily generalized to n inputs, 
and furthermore it can be shown that such a 
network consists of N<n,ml cells where: 
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N<n,m> = (f+l)(n-m+l-<m-l)f/2) + g (6) 
where f = L m-m+l/m-1 and g=l if n-m+l mod m-1~0 
and g=O otherwise. 

The above network constructions underscore 
the degrees of freedom in cellular permutation 
array design. We shall not describe the detailed 
implications of these constructions here. It 
should be obvious how one can manipulate the 
formulas in· (5) and (6) to explore various 
design alternatives subject to constraints on n, 
m and N<n,m>. 

4. Summary and Conclusions 

The paper has established the structural 
equivalence between cellular permutation arrays 
and coset decompositions of symmetric groups. 
Based on this equivalence, we have constructed 
two new families of cellular permutation arrays, 
and shown that BBC and KLW networks are special 
cases of these networks. We have also outlined a 
parametrized design technique which can be used 
to synthesize cellular permutation arrays when 
there are certain constraints on the cell sizes 
and permutations. We note that the networks 
described here all have triangular geometries, a 
fact that follows from the linear iterative 
nature of the symmetric group decompositions 
considered in the paper. It will be worthwhile 
to determine whether there exist other 
decompositions of symmetric groups which may 
lead to new families of cellular permutation 
arrays. 
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Fault-tolerant network architectures for multiprocessor 
systems are emerging as an important area of study. Theoreti­
cal studies of algorithms. simulation of the NYU Ultracom­
puter architecture and construction of a small prototype 
machine led to a joint proposal by NYU and IBM (Yorktown 
Heights) to implement the architecture in a system with up to 
512 processors. including an implementation of the "Fetch­
and-Add" shuffi.e network that is key to the success of this 
architecture. Techniques proposed so far to achieve fault­
tolerance in interconnection networks cannot support the 
"Fetch-and-Add" primitive satisfactorily. In this paper. we 
present a multistage interconnection network based on the 
Omega network that supports the "Fetch-and-Add" instruction 
and also provides fault-tolerance. Basically. the approach uses 
4X4 switches as switching elements in a multistage network. 
and uses an extra stage of such switches to enable four 
independent paths to be set up between any source and any 
destination. Conventional approaches to fault tolerance in 
interconnection networks involve using only one of the paths 
at a particular time for propagation of a message. with the 
redundant paths being used only if failure is detected in the 
first path. In our scheme. we propose transmisson of four 
copies of a message through the network simultaneously. with 
voting being performed on the copies at the memory network 
interface. The design of the switching elements constituting 
the network is described. Properties of the Omega network and 
a rigorous scheduling discipline enforced in the implementation 
of the switches in the proposed network make it possible to 
send four copies of every message synchronously through the 
network. This allows concurrent correction and detection of 
message transmission errors. 

t. INTRODUCTION 

The current interest in large scale parallel processors has 
motivated a large amount of research on multistage intercon­
nection networks for parallel processing. Buffered interconnec­
tion networks are an integral component of several machines 
currently under development. including the Cedar machine at 
the University of Illinois [1]. the NYU Ultracomputer [2] at 
the New York University and the RP3 at IBM [3]. 

With the advent of VLSI technology. it has become cost­
effective to include a large number of processors and memory 
modules in a multiprocessing system. . The hardware system 
organization is determined primarily by the interconnection 
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structure used between the memory modules and the proces­
sors. Many multistage interconnection networks have been 
proposed such as the baseline [4]. delta [5]. Generalized Cube 
[6], Omega [7]. STARAN flip [8]. etc. for parallel/distributed 
systems. The Generalized Cube is representative of these net­
works in that they are topologically equivalent to it. 

An important criterion for estimating the performance of 
a multiprocessor system is its reliability. To a large extent the 
reliability of the system depends on that of the interconnection 
network. A fault-tolerant interconnection network can 
tolerate faults to some degree and still provide reliable com­
munication between any input-output pair. Some amount of 
redundancy has to be present to achieve fault-tolerance. In 
what is known as information redundancy. error 
detecting/correcting codes are used [9]. Such schemes require 
minimal additional hardware but fault-tolerance is limited to 
the data being transferred. Faults in the control portion of the 
network may not be tolerated. Another approach is hardware 
redundancy in which multiple paths are created between the 
inputs and outputs of the network. Multiple paths can be 
created by the addition of an extra stage to the multistage net­
work as in [10]. [11]. [12]. or by providing redundant links as 
in [13]. and [14]. The INDRA network [15] uses a redundant 
stage as well as redundant links. 

The schemes proposed so far consider the design of the 
interconnection network at a very high level or on a totally 
theoretical basis. Also. the designs proposed so far are not 
aimed at any specific multiprocessor system. In this paper we 
propose an interconnection network suited for the Research 
Parallel Processor Prototype (RP3) project [3] initiated in the 
IBM Research Division in cooperation with the Ultracomputer 
Project of NYU [2]. 

The proposed network supports the Fetch-and-Add prim­
itive of the NYU Ultracomputer. The Fetch-and-Add instruc­
tion is an interprocessor synchronization operation. It permits 
highly concurrent execution of operating system primitives 
and application programs. The advantage of Fetch-and-Add 
over Test-and-Set and Compare-and-Swap to serialize locking 
and reservation operations in database applications has been 
discussed in [16]. The format of this instruction is F&A(X.a). 
where X is an integer variable and a is an integer expression. 
This is an indivisible operation and it is defined to return the 
old value of X and to replace X by the sum of X +a . The 
Fetch-and-Add operation follows the serialization principle: If 
X is a shared variable and many Fetch-and-Add operations 
simultaneously address X. the effect of these operations is as 
though they occurred in some (unspecified) serial order. 

In Section 3. we present i.n detail the design of the switch­
ing elements constituting the proposed interconnection net­
work. In Section 4 we prove certain properties of the network 
which makes it possible fo achieve fault-tolerance. 



2. OVERVIEW OF PROPOSED NETWORK 

The proposed interconnection network is based on the 
Omega network [7]. An Omega network with N inputs and N 
outputs consists of n = logs N stages of B xB switching ele­
ments. A B" xB" Omega network is constructed using B xB 
switching elements and /PB 11 - 1 shufiles interconnecting the 
stages. A P*Q shufile is the permutation of l'Q elements 
defined as 

v(I) - r + 1~ IL. o<«LYJ-t 
In the proposed network. 4x4 switching elements are used 
(B-4). By adding an extra stage to the Omega network 
obtained as defined above. redundant paths between the proces­
sol'li and memory modules are created. 4x4 switches are used 
instead of 2x2 switches so that four redundant paths can be 
obtained. Hence. it consists of (lo~ + 1) stages. It has been 
proven in [17] that the four paths created are unique i.e. they 
use independent links and independent switching elements at 
every stage of the network except at stage 0 and stage n (n -
lo~) of the network. To make the first and last stages also 
fault-tolerant. the 4x4 switch can be modi1ied as explained in 
Sections 3.2 and 3.3. In our fault model. a fault constitutes: 

(1) Complete failure of one switching element. 

(2) Failure of one link between any two stages of the net-
work. · 

Conventional approaches to fault-tolerance in intercon­
nection networks [10. 13. 14. 17] involve the use of disjoint 
redundant paths between any source/destination pair. Once a 
failure of a switch/link in the path of a message is detected. an 
alternate path is selected. The mechanism of detection of a 
failure can be performed either off-line through diagnosis [4] or 
on-line by using error correcting codes [9]. Off-line diagnosis is 
not applicable in case of transient or intermittent failures 
which have been shown to occur more frequently than 
permanent failures [18. 19]. An on-line fault 
detection/location mechanism may use coding techniques. 
Simple algebraic codes such as Hamming codes or cyclic codes 
[20] can be used for detecting errors in the address portion X 
of a message (X .a ) but not for the data portion a because the 
Fetch-and-Add primitive requires arithmetic operation to be 
performed on the data portion of the message. For the data 
portion. arithmetic codes such as the residue codes and the AN 
codes would have to be used [20]. However. these codes may 
be used for detecting errors but not for correcting them. Even 
if the codes are used only for error detection. implementation 
of the encoding/ decoding circuitry is very complex. Besides. 
such circuits would have to be designed to be totally self­
checking. Considering that such circuits would have to be pro­
vided in each switching element of the network. it is not cost­
e16.cient to adopt this scheme. A less costly technique would be 
to place the encoding circuitry at the PNI and the decoding cir­
cuitry at the MNI. However, in this technique. once an error is 
detected. the message has to be sent through an alternate path 
and it may be impossible to recover from the deleterious effects 
produced by the erroneous message. Consider what happens if 
message (X .a ) changes to (Y .c ). This could have several 
effects: 

(1) A wrong value would be returned to the processor from 
which (X .a ) originated. 

(2) Memory location X will not be updated. 

(3) Memory location Y will be written into when it should 
not have been written into. 
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(4) If there is a message (Y .b) also propagating through the. 
network. combining of (X .a) (changed to (Y .c )) and 
(Y .b ) may take place when no combining should have 
taken place. As a result. a wrong value would be 
returned to the processor from which (Y .b ) originated 
and a wrong value would be written into memory loca­
tion Y. 

(5) In case there are several messages propagating through the 
network with destination Y. the effect of combining the 
erroneous message (X .a) (change9 to (Y .c )) :with all 
these messages may be disastrous . Recovery from the 
effects of combining in that case may be extremely 
difficult or even impossible since combining of the errone­
ous message (X .a ) With non-erroneous messages may 
have taken place at various stages of the network. 

Thus, due to a single fault. several errors may be gen­
erated. In the pi:oposed scheme, all four paths are used to send 
four copies of a message simultaneously through the network. 
Voting is carried out on the four copies in the Memory Net­
work Interface. This enables correction of message 
transmission errors due to any number of faults along a single 
path. or, detection of message transmission errors due to any 
number of faults along two paths. as messages propagate 
through the network. 

3. DETAILED NETWORK DESIGN 

This section describes in detail the design of the switching 
elements constituting the network. First. message transfers 
within and ·between stages is described for stages 1 through 
Cn-1) and then for stages 0 and n. 

3.1. Stages 1 through (n -1) 

Each switch has four input and four output ports. One 
queue is associated with each input-output port pair. Hence. 
there are fo.ur IN queues associated with each output port 
(Fig.1). These are labeled as INO, IN1. IN2. and IN3. INO is 
connected to input port O. IN1 to port 1 and so on. When a 
message arrives at an input port it is first determined which 
output port the message is bound for by decoding the relevant 
two bits in the destination address of the message. Then the 
message is placed in the appropriate IN queue of the particular 
output port. Messages are sent to the next stage of the net­
work depending upon their priority. The priority is esta­
blished by following a round-robin discipline. starting with 
the queue having the smallest label. This round-robin schedul­
ing scheme is illustrated by the following example. 

ExAMPLE 1: Messages a • b • c • d • e • f . g • h • i. j arrive 
at various input ports of a switch over a period of :6.ve cycles 
and are routed to output port p as shown in Fig.2. For the 
purpose of this example assume that none of these messages 
can be combined. Messages a • b and c arrive in the same cycle 
at input ports 0, 2 and 3 respectively. Suppose this is cycle C. 
Messages d and e arrive in cycle C+l at ports 1 and 3 respec­
tively. In cycle C+2 messages f. g. h. and i arrive at input 
ports O. 1. 2, and 3 respectively and are routed to output port 
p. In cycle C+3 message j. arriving at input port 3. is routed 
to output port p. These messages are sent to the next stage in 
ten cycles in the order a • b • c • d • e • f . g • h • i • and j • Note 
that after message c is sent to the next stage. message d is sent 
to the next stage and not message f . Any blank slots in the IN 
queues are skipped while following the round-robin scheduling 
of messages. D 

The poulbillty of there being several requests 1o the same memory loca­
tion slmultaneoualy bu been dilcuued in (21). 



I NO 

IN 1 

I N2 

I N3 

INPUT DECODE 
PORTO LOGIC 

INPUT 

PORT1 

INPUT DECODE 
PORT 2 LOGIC 

INPUT 

PORT3 

DECODE 
LOGIC 

OUT I 
INO~l~~~ 
IN1~l~~~ 
I N2 ::::':::::::::::::::::::.: 

I N3 ::;'=;::::::::::::::.: 
CHUTE _.!_,_........_........, 

OUT:;!~~::;::: 
INO I 
I N1 ::l;::l:=:::l :::::;::::: 

IN2::;l=;:::::::::::::: 
IN3 I 

CHUTE ::;,~~::!::: 

L ~~~::11 
IN1 I I 
IN2 I I 
IN3 I I 

CHUTE_.!_.........._....._. 

OUTPUT 

PORTO 

OUTPUT 

PORT2 

OUTPUT 

PORT3 

Fig. LA 4%4 SwUch in an lntemrMliaUI Stage of tM N.tworlc 

a 
d 

............ 
TO NEXT 

I h I STAGE 

e 

Implementation of the correct ordering of the messages 
and possible combining of messages is based on the scheme pro­
posed in [22]. For the benefit of the reader. the scheme pro­
posed in [22] is now described briefty. The scheme has been 
used for a network consisting of 2x2 switching elements called 
Ultraswitches. Three columns of shift registers called the IN 
column, the OUT column and the CHUTE column are associ­
ated with each output port of a switch. These columns of shift 
registers are connected as shown in Fig.3. Messages arrive at 
the IN column and shift up one position at each cycle. Simi­
larly, messages shift down one position in the OUT column at 
each cycle. If a message in the IN column is adjacent to a slot 
on the OUT column that is empty. then it shifts to that slot. In 
addition. this scheme detects a message in the IN queue going to 
the same address as another message already in the OUT queue. 
The message in the IN queue is then placed in the CHUTE 

' 
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'column. The two messages move synchronously and arrive at 
the combine logic simultaneously. The combine logic detects 
the possibility of combining and combines the two messages so 
that only one message is sent to the next stage of the network. 

In the proposed scheme. at each output port there are four 
IN queues labeled 0, 1. 2. and 3 as described earlier. In addi­
tion, at each output port there is one OUT queue and one 
CHUTE queue. These queues are connected as shown in Fig.4. 
Possible movements of messages is indicated by the arrows. 
Control signals have been omitted from the figure for the sake 



of clarity. A message arriving at an input port is placed in the 
appropriate IN queue of an output port at level O. Messages in 
the IN queues then move to the OUT queue. to the CHUTE (if 
combining is possible). or one level up in the IN queue. The 
movements of messages in one cycle can be described by divid­
ing the cycle into three phases: 
Phase One: The messages at level 0 of the OUT queue and the 
CHUTE are sent to the combine logic. The function of the com­
bine logic is the same as in the scheme proposed in [22]. Mes­
sages arriving at the four input ports are placed at level 0 of 
the appropriate IN queues. Messages already in the IN queues 
move to the OUT queue. the CHUTE or the next level up in the 
IN queue. The movement of messages is decided according to 
the following conditions: 

(1) If the OUT queue slot is empty at any level. the message 
at that level in the IN queue wih the smallest label moves 
into the OUT queue ai that level. The other messages at 
that level move up one level. 

(2) At every level. if the OUT queue slot is full and the 
CHUTE slot is.empty. then the messages in the IN queues 
are compared with the message in the OUT queue at that 
level to find out if any of the messages in the IN queues 
can be combined with the message in the OUT queue. 
From the result of the compar~n if it is found that none 
of the messages in the IN queues can be combined with 
the message in the OUT queue at a level. then all mes­
sages in the IN queue at that level move up one level. If 
one of the messages can be combined. that message is 
moved to the CHUTE at that level. The rest of the mes­
sages at that level move up one level. If more than one 
message can combine with the message in the OUT queue. 
then among these messages the message in the IN queue 

with the smallest label is moved to the CHUTE at that 
level. The rest of the messages at that level move up one 
level. 

(3) If OUT queue slot is full at a level and the CHUTE slot is 
also full at that level then all messages at that level move 
up one level. 

Phase Two= Messages in the OUT queue and the CHUTE do 
not move. Messages in the IN queues move to the OUT queue. 
the CHUTE or the next level up in the IN queue. Movement of 
the messages in the IN queues is decided according to the condi­
tions described for phase one. 

Phase Three: Messages in the OUT queue and the CHUTE do 
not move. Messages in the IN queue may move only within 
the level they are in; they cannot move to a higher level. If 
any message in an IN queue can be combined or moved to the 
OUT queue it is moved to the CHUTE or the OUT queue at its 
own level. · 

ExAMPLE 2: The movement of messages in the three 
phases is illustrated in Figs.Sa and Sb. During four clock. 
cycles. messages a • I> • c • d • e • f . g • h • i and } reach an out­
put port p. Assume that none of these messages can be com­
bined. It is easy to extend the example when combining is pos­
sible. Hence, only IN queues and the OUT queue at output port 
p are shown. Messages a , I> , c , d arrive at the same time at 
the four input ports of the switch and are all bound for output 
port p. They are placed in the four IN queues associated with 
output port p at level 0, in phase one of cycle one. In phase 
two of cycle one. message a moves to the out queue. and mes­
sages I> • c • d move up one level. In phase three of cycle one. 
message I> moves to the OUT queue. Messages c and d do not 
move. This is the end of the first cycle. In phase one of the 
second cycle. message a is sent to the next stage; message I> 
moves one level down in the OUT queue; message c moves to 
the OUT queue; message d moves up one level; messages e and 

PHASE 1 

PHASE 2 

PHASE 3 

PtlASE 1 

PHASE 2 

PHASE 3 
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f at input ports 0 and 3 of the switch are placed in IN queues 
0 and 3 at level 0. Further movements of messages are also 
depicted in Fig.5. D 

Synchronization of the the movement of messages in the 
three phases can be achieved by using a suitable clock. When 
different switches receive clock signals by different paths. they 
should receive clocking events at the same time. Synchroniza­
tion errors due to clock skews .can be avoided by lowering 
clock rates and/or adding delay to the circuits. Another way 
is to take advantage of the propagation delay down a long wire 
by having several clock cycles in progress along its length. 
This behaviour can be simulated by replacing long wires with 
strings of buffers. This will restore signal levels and prevent 
backward noise propagation [23). 

3.2. Stage 0 

Stage zero is the extra stage of the network. Logically. 
stage zero switches have four inputs and four outputs. A mes­
sage arriving at any input port in this stage is broadcast to all 
four output ports of the switch. Thus a message arriving at 
input port 2 of a switch in stage zero is put into IN queue 2 of 
each output port of the switch. It is then sent to stage one as 
described above. 

Physically. the replication of messages can be done by the 
Processor Network Interface (PNI) logic. Thus stage zero 
receives 4N inputs and it consists of N 4xl switches i.e. one 
switch for each output of stage zero. The four IN queues asso­
ciated with each output port are in one switch. Thus. each 
switch has four IN queues. one OUT queue and one CHUTE 
queue as shown in Fig.6. The four copies of a message enter 
stage zero at different 4xl switches and are placed in the 

PNI 

~ 

LOOIC 

STAGE 0 

--, . OUT IIIJI) 
..,.,NOIIIJII 

~H1IIIJII 

----"1H2IIIJII 
_r113IIIJIJ 

CHITE IIIJil 

--, . OUT IIIJI) 
..,.,NOIIIJII 

~-~-;~H1 IIIJil 
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CHITE IIIJI) 

............................ : 

Fig. 6. Physical. Implenwntation of a 4x4 Switch in Stage 0 of th. Network. 
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appropriate IN queues. Movement of messages and any possi­
ble combining can go on as in stages 1 through n -1. Essen­
tially. the 4x4 switch has been broken up into four 4xl 
switches so that each is on a separate chip. Failure of any one 
of these chips can be tolerated. 

STAGE n MNI 

Fig. 7. Physical. Implmtentation of a 4x4 Switch in Stage n of th. Netwarlc. 

Fig. 8. Output Part of a Switch in Stage n of tM Netwark. 



3.3. Sta.gen 

Logically. each switch in the last stage of the network 
(stage n ) receives the four copies of a message. one copy arriv­
ing at each input port. The topology of the network and the 
scheduling of the movement of messages guarantees that the 
four copies arrive simultaneously at the last stage. Voting is 
carried out on the four copies. If at most one copy is errone­
ous. the correct message is routed to the appropriate output 
port. If two copies are erroneous, the error is detected. 

In the physical design of the network, voting can be car­
ried out by the Memory Network Interface (MNI). Each 
switch in the last stage has one input and four outputs. The 
physical implementation of a logical 4x4 switch in the last 
stage is depicted in Fig.7. There are N such 1x4 switches. In 
each switch. there are four OUT queues. one for each output 
port. Each output port of a switch has one OUT queue. one IN 
queue and one CHUTE queue. These queues are connected as 
shown in Fig.8. The four copies of a message arrive at four 
1x4 switches. A message arriving at the input port of a switch 
is placed in one of the IN queues depending upon the address of 
its destination. Two messages in the same queue may combine 
if their destination address witliiD a moduie are same. Each 
output of the N 1x4 switches is hardwired to a voting unit in 
the MNI. There are N such voting units. each being hardwired 
to four outputs of stage n on the network side and to one 
memory module on the other side. The MNI receives the four 
copies. carries out the voting. and routes the message to the 
appropriate memory module. 

4. NETWORK PllOPER.TIES 

In this section we will show that the four copies of every 
message move synchronously through the network. This will 
be proved by making use of the topology of the network and 
the scheduling discipline described in Section 3. For the .pur­
pose of this section, the switches in stages 0 and (n. -1) will be 
considered to be 4x4 switches. 

NOTATION : To distinguish between the four copies of a 
message, we introduce the notation (X .a Y'. (X .a )1• (X .a )2. 
(X .a )3, to denote the four copies of a message (X .a ). 

NOTATION : A switch ' in stage s of the network will be 
denoted by (s .i ). 

LEMMA 1: All copies of a message enter different switches 
in stages 1 through (n. -1) at the same input port of the 
switches. 

PROOF: The inputs and outputs of all the stages are 
labeled from 0 to N-1 in binary as m -bit addresses Cm -
log2N). Suppose a message originates at processor 

ao a1 a2 ... CZ,,,-2 CZ,,,-1 

and the address of its destination is 
XoX1X2 ... Xm-2Xm-1· 

The path of the message through the network is traced in Table 
1. It can be seen from Table 1 that for every stage between 1 
through (n.-1) of the network. the least two significant bits of 
the address in the input port address column are same for all 
the copies. Since these two bits specify the input port within a 
switch. the four copies of a message do enter at the same input 
port of different switches in the same stage~ D 

LEMMA 2: In an intermediate stage. if the four copies of a 
message (X .a) enter a stage at switches (s j ).(s .j ).(s .k ), and 
(s J. ) at port p and one copy of a message (Yb ) enters switch 
(s j ) at port q. then the other copies of (Yb ) must enter at 
switches (s .j ).(s .k ), and (s J.) at port q. 

332 

Table 1 

,-------- ---.., 
r- ---------+---, l 

,-- -i--- --- -----+1 : l 
..... ~ ...... : ....... - .............. -~-:"o%1~2"• ... ""'_.,.,,,_f'"_....,_1 

I : I I I I 
L--r-----------r-' I : 

L-- --------t::.-.: _______ j 
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PROOF: This can be proved by first determining the condi­
tion under which two messages originating from different pro­
cessors will meet at a switch in a stage s . Consider a standard 
Omega network (no extra stage). Suppose a message originates 
at processor 

aoa1a2 ... CZ,,,-2CZ,,,-1 
and the address of its destination is 

Xo x 1 X2 ... Xm-'l Xm-1· 
The path of the message can be traced by selecting an m -bit 
window at each stage from the concatenated source and desti­
nation address bits (Fig.9). At succesive stages. the window is 
shifted right by two bits. For two messages to meet at a stage 
the most significant m -2 bits in the windows of the two me&­
sages for that stage must match. These bits specify the switch 
at which the two messages meet in the stage. From Fig.9 and 
Table 1 ("Address of Output Port" column) it can be seen that 
when an extra stage is added to the network. the m -bit win­
dow is chosen from 

ao a1 ... CZ,,,-1 • • Xo X1 ... Xm-1 

in any intermediate stage. where ** is 00. 01. 10 and 11. The 
four windows corresponding to the four values of ** identify 
the particular copy of a message. Thus, if one copy of two 
messages meet at a switch, the other copies must also meet. D 

LEMMA 3: The four copies of every message exit stage 0 
of the network simultaneously. 

PROOF: From the design of stage 0 switches discussed in 
Section 3.2 we know that for a message (X .a ) arriving at an 
input port p of switch (Oj ). its copies (X .a )O, (X .a )1• (X .a )2. 
and (X .a )3 will be placed in IN queue p at each output port of 
switch {O,t) at the same time. The round-robin scheduling 
discipline ensures that all the copies have the same priority in 
being sent to the OUT queue or to the CHUTE of the respective 
output ports. Hence, they will exit. stage zero and enter stage 
one simultaneously. · · D 

LEMMA 4: If there is a message at level l of the OUT 
queue at an output port. then there will be messages at all lev­
els less than l in the OUT queue. 



Pll.ooP: This is proved by considering the movement of 
messages in the IN queues during the three phases of a cycle as 
described in Section 3.1. The following points are noted about 
the messages in the IN queues: 

(1) In all phases of a cycle. messages can move to the OUT 
queue or to the CHUTE. 

(2) In phases 1 and 2. messages may move move to a higher 
level in the IN queue. However. movement of a message 
to the OUT queue or to the CHUTE is given priority over 
moving to a higher level. Thus. if a message can move to 
the OUT queue, it is sent to the OUT queue instead of one 
level higher in the IN queue. 

(3) During phase 3. messages may not move to a higher level. 
AB a result. when messages in the OUT queue and the 
CHUTE move in phase 1 of the next cycle. an empty slot 
between two messages in an OUT .queue will never be 
created. 

Hence. if l is the highest level in the OUT queue in which 
there is a message. then there are messages in all levels from 0 
through (Z -1) of the OUT queue. D 

THEoREM 1: All copies of a message enter/exit any stage 
between 1 and (n. -1) of the network simultaneously. 

Pll.OOP: We prove the result by induction on the stage 
number at which copy 0 of a message enters. Consider a mes­
sage (X .a) entering stage 1 at switches (1.i ).(1.j ).(1.k) and 
(1.l ). From Lemma 3 we know that the four copies of (X .a) 
enter stage 1 of the network simultaneously. Suppose (X .a)" 
enters stage 1 at switch (1.i) at port p at time t . From Lemma 
1 we know that the other copies of (X .a ) will enter switches 
(1.j ).(1.k) and (1.l) at port p. Since the destination of all the 
copies is the same, all copies will be routed to the same output 
port. say. q. (X .a )0• (X .a )1• (X .a )2 and (X .a )3 will be 
placed in the IN queues p at output ports q of switches 
(U ).(1.j ).(1.k) and (1.l) simultaneously. Since all copies are 
in IN queues with the same label. they have equal priority in 
being sent to the OUT queue or to the CHUTE. 

From Lemma 4 we know that there are no empty slots 
between messages in an OUT queue. Hence, one message can be 
sent to the next stage in every cycle if there is any message at 
an output port. Suppose at the time when (X .a )" arrives at 
(U) there are d messages waiting in the IN queues and the 
OUT queue at output port q . Suppose none of these d mes­
sages can be combined with each other. (The case when com­
bining is possible is considered separately in Theorem 2). If 
(X .a )" does not combine with any of the d messages. then 
(X .a )0 will experience a delay of d cycles beore it is sent to 
the next stage. From Lemma 1 and Lemma 2 we know that if 
there are d messages in the IN queues and the OUT queue at 
output port q of switch (1,i ). then.there must bed messages 
at output port q of switches (1.j ).(1.k) and (1.l ). Hence. all 
copies of (X .a) will experience a delay of d cycles before 
being sent to the next stage. 

Thus. in all stages. all copies move synchronously i.e. 
delays for all copies of a message in any stage will be the same. 

0 

THEoREM 2: If one copy of a message combines with 
another message then all the other copies of the two messages 
are guaranteed to combine. 

Pll.ooP: It has been proved in Theorem 1 that all copies of 
a mesilage are placed at level O of the IN queues with the same 
label. It has also been proved that the 'four copies are placed in 
the IN queues simultaneously. Initially. when all queues are 
empty. if one copy of a message in the IN queue moves to the 
OUT queue. the other copies would also move to the OUT 
queue. When there are message8 waiting in the OUT queue. if 
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one copy of a message moves up one level in the IN queue. the 
other copies would also move up one level. Hence. all copies 
are always at the same level of the IN queue or the OUT 
queue. All copies of a message in the IN queue will be com­
pared to copies of the same message in the OUT queue. Hence. 
if one copy of a message moves to the CHUTE. all the copies 
must also move to the CHUTE at the same time. So if one 
copy of a message combines, then all other copies of the mes­
sage must combine. O 

S. CONCLUSION 

Clearly. by sending four copies of a message instead of 
one. we have increased the network traffic. It may seem that 
this would greatly degrade the performance of the network. 
However. it should be noted that in the IBM RP3 computer the 
Fetch-and-Add instructions are routed to the combining net­
work and all others to the non-a>mbining network. Of all the 
requests generated by a processor. it has been experimentally 
determined that the percentage of Fetch-and-Add instructions 
is less than 25% [24]. Hence the network traffic is not very 
high when a single copy of every message is sent through the 
network and increasing the traffic by a factor of four is 
justified. 

The design of a fault-tolerant multistage interconnection 
network based on the Omega network has been presented in 
this paper. The design of the switching elements constituting 
the network was described in detail. It supports the Fetch­
and-Add instruction of the NYU Ultracomputer and the IBM 
RP3 computer. It also provides concurrent correction and 
detection of message transmission errors. The only additional 
hardware needed is an extra stage. Compared to the Omega 
network. this amounts to N/4 extra switching elements if 
there are N processors. Some properties of the proposed net­
work were proven that are also applicable to the Omega 
network. The proposed design considers message transmission 
from the processors to the memory modules. It is assumed 
that a similar network existS for the return path. 
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Abstract -- With the aim of designing a highly 
available distributed computer system, a kind of 
interconnection network with mixed static and dyna­
mic topologies has been proposed and developed. 
This paper gives a quantitative analysis of the 
fault-tolerance performance of the network,includ­
ing the processor connectivity and the worst-case 
diameter. The method used in the analysis is cons­
tructive in nature so that the result not only 
shows a higher fault-tolerance capability of the 
proposed interconnection network than that of other 
existing schemes, but also may serve as the basis 
of a distributed fault-tolerant routing algorithm 
with low space and time overheads. 

INTRODUCTION 

A distributed computer system may be judged 
by many different criteria. Reliability and avail­
ability are among those important attributes of the 
system which should be given the most emphasized 
consideration. With the aim of designing a highly 
available distributed computer system, a kind of 
interconnection network with mixed static and dy­
namic topologies has been proposed and implemented 
[l] - [2]. This network connects a great number of 
geographically dispersed processors relying on the 
principle of static topology, which is characteri­
zed by point-to-point links between processor-nodes 
[3]. So any two processors which are not directly 
connected by a link need to have their messages 
relayed by intervening processors. However,in dis­
tinction with the ordinary interconnection network 
with static topology, the proposed network does not 
use fixed, passive, and dedicated links between 
processors, but rather establishes these links 
through a set of explicit switching elements.There­
fore, the system can be dynamically reconfigured 
by properly setting these switching elements to 
make the communication links active, changable,and 
sharable among a number of processor pairs. Intro­
duction of dynamic topology into the static inter­
connection network significantly enhances its per­
formance, especially the fault-tolerance capabili­
ty. 

As summarized in [4], fault-tolerance is an 
inherent characteristic of the interconnection net­
work. Fault-tolerance can be achieved only if the 
network can facilitate multiple-path,multiple-pass, 
and fault-tolerant switching elements. Redundant 
communication paths are allowed in most static in­
terconnection topologies. Some static interconnec­
tion networks can tolerate multiple node/link f ai­
lures or failures of subnetworks into which the 
network is partitionable. More attention has been 
paid to the improvement of fault-tolerance perfor­
mance of dynamic interconnection topology. Extra­
stage, multiple routing-pass, redundant link,error­
correcting code, and fault-tolerant switching ele-
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ments are various schemes which have been propose~ 
To take advantages of both static and dynamic topo­
logies, it is,therefore, reasonable to combine 
them in developing a new kind of fault-tolerant 
interconnection network. 

Compared with similar fault-tolerant networks 
most recently published in the literature[S] - [6], 
the network analized in this paper differs in many 
special features, such as low connection-complexi­
ty, high fault-tolerance, short diameter, ease of 
routing, as well as suitability for distributed 
computer architecture. All these are the general 
requirements which should be satisfied by a fault­
tolerant interconnection network. 

In this paper, after a brief description of 
the proposed interconnection network in the next 
section, a qualitative analysis of its fault tole­
rance will be given in the third section. This 
analysis contains a few typical examples which may 
help in dGriving a quantitative evaluation of the 
network in the fourth section. The way of analysis 
adopted is constructive in nature so that the proof 
of the theorem will automatically imply, as its 
direct consequence, the basic idea of routing stra­
tegy based on which a distributed fault-tolerant 
routing algorithm with dynamic reconfiguration of 
the system could be developed. Finally, as an eva­
luation of the proposed network, a comparison of 
its fault-tolerance capability with respect to 
other existing networks will be given. 

DESCRIPTION OF THE MIXED GROUP-SHUFFLE 
INTERCONNECTION NETWORK 

Interconnection network with mixed static and 
dynamic topologies combines the idea of intercon­
necting geographically dispersed processors through 
point-to-point links and the idea of sharing these 
links among processors through dynamically recon­
figurable switching elements. Such a kind of inter­
connection network may be constructed on the basis 
of any existing multi-stage dynamic interconnec­
tion network by distributing the switching ele­
ments to the processors. In this way, the resulted 
mixed interconnection network becomes more adapta­
ble to matching the distributed computer system 
architecture. The dynamic interconnection network 
which has been chosen as the basis of implementa­
tion in our work of developing a highly available 
distributed computer system is the multi-stage 
shuffle-exchange network [4]. 

The resultant network developed in this way 
is called the mixed group-shuffle interconnection 
network due to the following structural principle. 
It consists of m stages, each containing rm proces­
sors, where r is an integer denoting the number of 
processors in each group. Each processor can be 
labeled by the combination of two numbers C.P , 
where C is the stage number for 0 ~ C ~ m-1 with 



C = 0 corresponding to the leftmost stage, and P 
is the processor number within the stage for 0 € P 
!!!rm - 1 with P = 0 corresponding to the top row, 
The integer r is also the radix in which the pro­
cessor number P can be represented as 

Pm-lPm_2 ••••• P1P0, 0' Pi~ r-1, O ~ i ~ m-1. 

The network takes r processors with the labels 

X = O, 1, ••• , r-1 

in the same stage as a group and establishes con­
nections between the groups in the successive sta­
ges according to the group-shuffle interconnect:la!. 
function defined as follows: 

group-shuffle(Pm-lPm_2 ••• P1X) = Pm_2 ••• P1XPm-1. 

That means: the group of r processors labeled 
C.Pm-lpm-2'''P1X in each stage can be conceptually 
viewed as to be connected to the group of r proces­
sors labeled (C+l).Pm_2 ••• P1XPm-l in the succeeding 
stage, and all the groups of processors in the last 
stage are connected to the corresponding groups in 
the first stage. All the connections may be thought 
of as to be performed by the rxr switches. Thus the 
whole network forms a closed loop of m stages,each 
containing rm-1 groups with r processors in each 
group. Therefore the total number of rxr switching 
elements for interconnecting mrm processors is 
m~-1. 

Despite the fact that the radix r can be cho­
sen arbitrarily, we have chosen in our design r=4 
for simplicity of implementation based on the 2X2 
switching elements only. The interconnection of 
four 2X2 switching elements for performing 4-to-4 
crossbar interconnection is shown in Fig.l. Here, 
using four 2X2 switching elements to replace one 
4X4 switching element, we can take the following 
additional advantages: 

·The in-degree (number of incident arcs) and 
the out-degree (number of outgoing arcs) of each 
processor are both equal to 2 instead of 4, but 
every processor can still send messages directly 
to any one of the four processors in the succeed­
ing stage, and every processor can still receive 
messages from any one of the four processors in 
the preceeding stage. 

•Each processor can use two switching elemert:s 
to coDmlunicate with the corresponding processors 
in the neighboring stage. This guarantees a certain 
degree of redundancy of switching elements for a 
higher fault tolerance. 

The overall structure of a mixed group-shuf ~ 
fled interconnection network with r = 4 is shown 
in Fig.2. For simplicity, the details of implemen­
tation of switching elements have been neglected. 

Another property of the proposed interconnec­
tion network which is noteworthy is its short dia­
meter, defined as the maximum of the minimum dis­
tances between all pairs of processors measured in 
the number of links. In normal operation, when no 
failed links, switches or processors exist in the 
network, the diameter of an m-stage network with 
mrm processors is equal to 2m - l.= O(logrN), whe:re 
N is the total number of processors in the network. 
This can be derived by the following reasoning: 
every processor can take m steps to send messages 
to any processor in the same stage, and if anydes­
tination processor in the intermediate stage on 
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the way can not be reached within the first m 
steps, then it must be reached within additional 
m - 1 steps from the source stage. 

QUALITATIVE ANALYSIS OF FAULT-TOLERANCE 

A great. number of redundant paths existing 
between any pair of processors makes the mixed 
group-shuffle interconnection network highly fault­
tolerant. For the evaluation of this performance, 
we will take the following criteria in our analy-
sis: 

•Processor connectivity -- maximum number of 
faulty processors (with any worst-case distribu­
tion) which can be removed without danger of iso­
lating any working processor from the rest of the 
network. 

•Worst-case diameter -- diameter of the net­
work survived after removing the maximum number of 
tolerable faulty processors as determined above. 

•Simplicity of the routing algorithm adapt­
~ble to the requirement of fault-tolerance. 

By a qualitative analysis, it is easy to de­
termine the upper bound of the processor connecti­
vity from the following straight argument: 

At first, no any stage can be tolerant of 
more than r - 1 faulty processors, because these 
r or more faulty processors may contain all the 
successors of a processor in the preceeding stage 
and thus completely isolate their parent from the 
network. 

Secondly, the processor connectivity can not 
be better than r - 1 faulty processors in every 
stage. In other words, if any ~ - 1 faulty proces­
sors are removed from each stage, part of the wor­
king processors would be isolated from the survi­
ved network, and no c0Dm1unication paths can be 
guaranteed between any arbitrary pair of proces­
sors, A special case suffices to prove this conclu­
sion. Suppose we have the following worst-case 
distribution of faulty processors. All the r - 1 
faulty processors in the second stage are succes­
sors of the source node in the first stage, so 
only one good processor can.be reached in these­
cond stage from the source processor. This good 
processor may, in turn, have all its successors, 
except one, becoming malfunctioning, thus only one 
good processor in the third stage can be reached 
from it. This situation may exist and propagate 
from stage to stage until, at last, the single 
reachable good processor in the last stage may 
have its single good successor just coincident with 
the source processor. In consequence, all these 
good processors, one from each stage, may just 
form a closed loop which is isolated from the re­
maining processors of the network. This is obviou­
sly a situation ·contradictory to the requirement 
of the definition of processor connectivity. 

The network, however, can survive this worst 
situation if there is just one less faulty proces~ 
sor in any one stage than the above mentioned case. 
This gives, therefore, the upper bound of proces­
sor connectivity which equals :to r - 2 faulty pro­
cessors in any one stage and r -1 faulty proces,..; 
sors in every other stage. This constitutes the 
condition of the theorem which will be proved in 
the next section for a quantitative analysis of 
the network. 



It was stated above that the diameter of the 
network under normal conditions without node/link 
failures is equal to 2m - 1, i.e. any destination 
processor can be reached from any source processor 
within two passes. This is true even when there 
exists some limited number of faulty nodes in the 
network. To find the corresponding fault-tolerant 
condition we will follow the routing strategy in­
dicated in Table 1. By this routing strategy, a 
shortest path is established between any two pro­
cessors O.Pm-l•••P1Po in stage 0 and k.Qm-l···Q1Qo 
in stage k. When the message is traversing along 
the selected path from stage to stage, the proces­
sor number as a base-r code is cyclically shifted 
left digit by digit, and during each shift the 
least significant digit of the current code is re­
placed by a new. digit. Thus the whole process of 
routing can be turned into a procedure of generat­
ing a replacing vector R formed by these new digits 
as denoted by R0 ,R1 , ..• Rk_1 ,Q0 ,Qm_1 , ... Q2 ,Q1 in 
Table 1. For guaranteeing maximum flexibility and 
fault-tolerance, we leave the selection of the com­
munication path free at the first k steps of tra­
versal and only at the last m steps let it be fix­
ed by the digits Q0 ,~_1 , ... ,Q1 . Thus we are allow­
ed to have some freedom in selecting the digits 
Ro,R1 , .•. Rk-l' The more we have selectable digits 
Ri, 0 ~ i ~ k-1, the higher fault-tolerance could 
be realized. Therefore it is the value of k which 
determines the fault-tolerant condition. 

From the architectural point of view, the net­
work analyzed in this paper can be conceptually 
thought of as a closed multiple-rooted r-nary tree, 
in which every node may be viewed as a root and,at 
the same time, may serve as the leaf of other no­
des. So the stages 1 and k-1 are the bottlenecks 
of the equivalent tree structure, and they can to­
lerate smallest number of faulty nodes.Therefore, 
the problem can be stated as follows: A path is to 
be selected from stage 0 to stage k with two passes 
through an m-stage network. If in stage 1 there 
exist r-1 faulty nodes, but no one can be the child 
of .the starting node; in stage k-1 there exist r-2 
faulty nodes; and in each of the remaining stages 
(including stages 0 and k) there exist r-1 faulty 
nodes; then what is the minimum value of k which 
makes the fault-tolerance realizable? This ques­
tion will be answered by the Lenuna 2 whose proof 
will be given in the next section. 

Here we just give two examples as shown in 
Figs.3 and 4. The first example in Fig.3 shows a 
successful case with r = 4, m = 4, k = 3. Among the 
total rk = 64 codings of R0 ,R1 ,R2 digits, only 50 
codings are needed to mask all the possible faulty 
nodes (with worst-case distribution), so thatthere 
still remain 64 - 50 = 14 codings which can be used 
to select the free paths containing only good pro­
cessors. For the second example with r = 4, m = 8, 
k = 3 as shown in Fig.4, since k is so small that 
its rk = 64 possible codings are just enough to 
mask all the possible faulty processor numbers, no 
one coding remains to allow any valid path to be 
selected. Therefore the minimum value of k for r=4 
and m=8 for two-pass fault-tolerant routing under 
the specified conditions is equal to 4. 

It should be noted that the two-pass fault-to­
lerant conditions specified here do not hold for 
any arbitrary pair of source and destination nodes. 
We will investigate this general case in the next 
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section. 

Table 1 Routing Strategy From Node O.Pm...:1· .. P1Po 
to Node k.Qm-1 · • ·Q1Qo With Distance m+k 

Rep la- No.of No.of 
Stage Processor Number cing free equiv. 

digit proc. codes 

0 Pm-lpm-2' • .P1Po 

1 Pm-2Pm-3'''PlRoPm-l Ro r rk-1 

2 Pm-3Pm-4···P1RoR1Pm-2 R1 
2 k-2 r r 

......... 
ri ·;k-i i pm-(i+l)'''PlRO'''Ri-lpm-i Ri-1 ......... 

·;k-1 k-1 Pm-k···P1Ro···Rk-2Pm-k+l Rk-2 r 

k Pm-(k+l)···P1Ro···Rk-1Pm-k Rk-1 rk 1 

k+l pm-k-2··P1Ro··Rk-1Q0Pm-k-l Qo rk 1 
.......... 

·;k m-1 RoR1 •.. Rk-lQOQm-1' .• Qk+2P1 Qk+2 1 

0 R1R2···Rk-lQOQm-1···Qk+1Ro Qk+l rk 1 

1 R2R3 •.• Rk-lQOQm-l'''QkRl Qk rk-1 r 
......... 

i Ri+l''Rk-1QoQm-1··Qk-i+lRi Qk-i+l 
·;k-i ri 

......... 
k-1 Q0~-1 ·' .Q2Rk-l Q2 r rk-1 

k ~-1~-2···Q1Qo Ql 

QUANTITATIVE ANALYSIS OF FAULT-TOLERANCE 

The final purpose of the quantitative analysis 
is to prove the following theorem. As a preliminary 
step, .three lenunas will be proved first. 

Theorem In a m-stage (m = 2) mixed r-nary 
group-shuffle interconnection network, if there 
exist no more than r - 2 faulty processors in at 
least one stage, and no more than r - 1 faulty pro­
cessors in every other stage, conununication can be 
performed between any pair of the remaining good 
processors; and the diameter of the survived net­
work is equal to 

{
3m, m = 2 

D = 4m - 1, 3 ~ m ~ 5 

3m + f2logrm1 + 2 , m > 5 , 

Lenuna 1 Under the condition specified by the 
Theorem, if some node has r - 2 faulty children, 
then no more than 2 steps must be made in order to 
reach a node whose all children are good nodes. 

Proof. Starting from a node in the first sta­
ge with r - 2 faulty children, the message can be 
sent through one step to one of the two good nodes 
in the second stage, and then, from either of these 
two nodes with at most r - 1 faulty children, the 
message can be sent further to one of 

2r - (r - 1) = r + 1 

nodes in the third stage. Since the fourth stage 
has at most r - 1 faulty nodes which could be the 
children of these r + 1 predecessors, at least two 
of these predecessors can not be followed by any 
faulty nodes. 

For the case of m = 2, the children of the 



r + 1 good nodes in the third stage (i.e.the first 
stage) may coincide with each other, thus resulting 
in fewer effective good nodes in the first stage. 
But the Lemma 1 still holds since all the r - 2 
faulty nodes in the fourth stage (i.e. the second 
stage) are children of the same source node. 

Lemma 2 Under the condition specified by the 
Theorem, if there are at most r - 2 faulty nodes 
in stage k - 1, then starting from any node in sta­
ge 0 with no faulty children, the message can be 
sent to any destination node in stage k through 
m + k steps, where 

r m = 2 ; 

k m - 1 , 3 ~ m !S 5 

r2logriil + 2 , m> 5 • 

Proof. 
Case 1 m = 2 

Starting from any node in stage 0 with no 
faulty children, in the first step the message can 
be sent to all r groups in stage 1, so that in the 
second step all good nodes in stage 2 (i.e. stage 
O) can be reached. Therefore, k 0. 

Case 2 m = 3 
~routing paths followed for sending a 

message from the node O.Pm-lpm_2 ••• P1P0 to thenode 
k.Qm-l~-2 .•• Q1Q0 through m + k steps are listed 
in Table 1. The replacing digits R0 ,Rl' ••• ,Rk-l of 
the replacing vector R must be selected in such a 
manner that all the processors to be passed through 
are distinguishable from the faulty nodes. This re­
quirement can be expressed in the form of a set of 
inequalities for all stages 0 through m - 1 and for 
both passes. From stage- i in Table 1 we have 

Pm-i-l" .P1R0 .• Ri-lpm-i + F for the first pass 

~r·l\'-1Q0Qm-1··Qk-i+1Ri1' F for the second pass 

where F denotes the set of all faulty node numbers 
in stage i. According to the condition specified 
by the Lemma 2, this set should contain no more 
than r - 2 elements for i = k - 1 and no more than 
r - 1 elements for all other i, 0 ~ i ~ m-1 except 
i = k-1. 

Great flexibility of selecting routing paths 
is provided by the R vector, but it has only k di­
gits Ro,R1•···•Rk-l which can be used to serve 
this purpose. The total rk different codings of 
these k digits are used in either of the following 
two ways: 

• Part of the codings of the R vector must be 
avoided or excluded in order to mask all faulty 
nodes in the network; 

• The remaining part of the codings can be 
used to choose the good nodes to establish the 
valid communication paths. 
The goal of the proof of this Lemma is to determine 
the minimum value of k with respect to values of m 
and r such that after subtracting the first part 
of the codings from rk the difference still remains 
positive, i.e. there remains at least one coding 
of the R vector for setting up a good connection 
between any source node and any destination node. 

From Table 1 it can be seen that since proces­
sor numbers in different stages contain different 
numbers-of R digits, the numbers of equivalent R­
codings for masking one faulty node in different 
stages are also different, as indicated in the 

last column of Table 1. 
From the condition of the Lemma, in each of 

the stages 0 and 1 a maximum of r - 1 faulty nodes 
may exist and must be excluded from the R-codings 
only for the second pass. Therefore,with the.worst 
distribution of faulty nodes, r - 1 different cod­
ings of R0R1 ••• Rk-l must be .cavoided for stage O; 
and r - 1 different codings of XR1 •.. Rk-l must 
be '.avioded for stage 1, where X = 0,1, ••• ,r-1. 
This means an equivalent number of r(r-1) codings 
of R0R1 ••• Rk-l must be excluded from rk for stage 1. 

For stages 2 through k - 2, faulty nodes may 
exist in both passes. Since no digits of the R 
vector appear at the same digit positions for any 
stage in the two passes, the worst-case distribu­
tion is as follows: 
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·r - 1 faulty nodes exist in each stage i, 
2 ~ i ~ Llt/~, fo~ the first pass, which is equiva­
lent to (r-l)rk-i different codings of the R vec-
tor; 

·r - 1 faulty nodes exist in each stage i, 
~/ ~+ 1 = i = k-2, for. the second pass, which is 
equivalent to (r-l)r1 different codings of the 
R vector. 

Since the digit positions of the R vector in 
each stage i, 2 ~ i ~~/~,for the first pass over­
lap with the corresponding digit positions of the 
code of the destination node in the same stage for 
the second pass, the worst-case distribution may 
be that one of the r - 1 faulty codings for the 
first pass just coincides with the faulty coding 
for the second pass (See the example in Fig.4, 
where coding 20321310 coincides between the two 
passes in stage 2). This is equivalent to a number 
of ri additional codings of the R vector which must 
be excluded from rk for each stage i, 2 ~ i-~~/~. 

Similarly, a number of rk-l additional cod:ings 
of the R vector must be excluded from rk for each 
stage i, ~/?.J+l = i-= k--2, in the first pass, be­
cause its source code digits may coincide with the 
corresponding R digits of one of the r - 1 faulty 
nodes for the second pass. 

However, between the first pass and the second 
pass for each stage i, 2 ~ i ~ k-2, r - 1 excluded 
codings of the R vector are duplicated. They should 
be added back to the rk total codings. 

Similar argument holds for the stage k - 1 
with the only difference that (r-2)rk-l equivalent 
faulty codings of the R vector may exist in the 
second pass, r additional equivalent faulty cod~s 
of the R vector may exist in the first pass, and 
between them r - 2 codings are duplicated. 

For all the remaining stages from stage k 
through stage-m - 1, r - 1 codings of the R vector 
must be excluded from each first-pass expression. 

After all the different faulty codings stated 
above are subtracted from the total rk possible 
codings of the R vector, the difference obtained 
should still be positive, indicating that there 
remains some coding available for selecting good 
nodes along the communication path. This leads to 
the inequality given on __ the next page. 

In fact, the inequality (1) involves two in­
equalities, one for k being odd, and the other for 
k being even. Transformation of the expression 
(1) yields the two inequalities (2) and (3) which 
give the implicit functions of k with respect to 
the values of radix r and the number of stages m 
of the network. 



~/~ k-2 ~/~ 
k -2= (r - l)rk-i - I (r i -I ri r - l)r 

i=2 i= ~/~+l i=2 

k-2 

I k-i k-i r - (r - 2)r - r - (r - 1) 

i=~/~+l 

- (r - l)r - (r - l)(m - k) + (r - l)(k - 3) 

+ (r - 2) > 0 (1) 

'k/21 r - 2 · 2r2 
2r • r-=-T + r-=T - (r - 1) (m - 2k + r + 4) 

-2 > 0 for k = odd (2) 

k/2 (r + l)(r - 2) 2 
r +~ 

r - 1 r - 1 

- (r-l)(m - 2k + r + 4) - 2 > 0 

for k = even. (3) 

Numerical solutions to the last two inequali­
ties (2) and (3) are listed in Table 2, which indi­
cates that for practical values of m and r, the 
value k equals to 3. 

Table 2 Values of k as a function of r and m 

k 2 3 4 5 6 

r=4 3 4--7 8--20 21--33 34--77 

m r=8 3 4--11 12--68 69--111 112--

r=l6 3 4--19 20--90 91--225 226--

For a rough estimation by the order of magni­
tude, it can be proved that the above inequalities 
hold true when we take either of the two values of 
k: 

k = '21og ;i + 2 
r 

or k=m-1. 

Therefore we have the following solution 

k = min { faogr;;;l + 2, m - 1} 

or 
m - 1 

k ={ f'2log ii + 2 
r 

(4) 

From the solution we conclude that when k 
is larger than or equal to the values listed in 
Table 2 or calculated from (4) there must exist at 
least one coding of the reconfigurating vector R 
neces.sary for establishing a communication path 
between any source node O.Pm_1 .•. P1P0 and any des­
tination node k.<ki_1 .•• Q1Q0 through m+k steps. 

The proof of the above Lemma also shows that 
the condition can be relaxed to permit more than 
r - 2 faulty nodes in stage k - l, so long as these 
faulty nodes have their codes with ~ r - 2 dif f e­
rent values at LSD positton.This can be seen from 
Table 1 when we look at the processor number in 
stage k - 1 for the second pass, which contains the 
digit ~-l at the least significant digit (LSD) 

position-so that the excluded codings of the R vec­
tor can be expressed as RcJR1 ••• ~-1 = XX ••• Rk-l' 
where X stands for any digit from 0 through r - 1. 
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Lemma 3 Under the condition specified by the 
Theorem, starting from any node in stage 0 with no 
faulty children, i steps are enough to send a mes­
sage to another node in stage i with no faulty 
children, where 1 ~ i ~ m - 1. 

Proof. Since the source node in stage 0 has 
no faulty children, the first step will lead to r 
good nodes in stage 1. Among these r good nodes,at 
most r - 1 nodes can have faulty children, there­
fore at least one node is free of faulty children. 
The same argument can be extended to the following 
stages. 

Now, having proved the above three Lemmas, we 
are ready to prove the Theorem stated at the begin­
ning of this section. For simplicity of descrip~ 
tion, we will label the source stage as stage 0. 
Of course, this stage 0 may be different from the 
stage 0 which we labeled in the proof of Lemma 2. 

Proof of the Theorem. 
Case 1. All the children of O.Pm_1 •.• P1P0 

are good nodes. 
a) The faulty nodes in stage k - 1 have r-1 

different values at LSD position. 
The condition of the Theorem tells us that 

there must be at least one stage with no more than 
r - 2 faulty nodes. Assume this occurs in the stage 
(k - 1 + i)modm, where 1 ~ i ~ m-1. According to 
Lemma 3, a traversal of i steps will lead to anode 
in stage i with no faulty children, then according 
to Lemma 2, taking additional m + k steps will lead 
further to any node in stage (k + i)modm. Thus the 
maximum traversing distance will be equal to 

(m - 1) + (m + k) + (m - 1) = 3m + k - 2. 

b) The faulty nodes in stage k - 1 have 
~ r - 2 different values at LSD position. 

According to Lemma 2, traversing through the 
first m + k steps can lead directly to any node in 
stage k, so that the maximum distance will be 

(m + k) + (m - 1) = 2m + k - 1 

Case 2. The node O.Pm_1 , •• P1P0 has faulty 
children, 

a) The number of faulty children of the node 
O.P 1 ... P1P0 ~ r - 2 • 

m- ccording to Lemma 1, traversing through the 
first two steps can lead to a node with no faulty 
children, then the routing can follow the path as 
in case 1, so that the maximum distance is 

(3m + k - 2) + 2 = 3m + k . 

b) The number of faulty children of the node 
O.Pm-1" •• P1Po = r - 1 • 

Under the condition of the Theorem, there must 
be at least one stage with a node whose faulty 
children .!t r - 2. Assume it is the stage i, 1 ~ i 
~ m - 1, to say the nearest stage from stage O. At 
first, the route starts from the node O.Pm-1··P1Po 
and arrives this stage i through i steps, then, 
according to Lemma 1, it can reach a node with no 
faulty children through 2 additional steps. 

It should be noticed, however, that if any 
node in some stage has r - 1 faulty children, then 
the faulty nodes of the next stage which must be 
masked will have their codes of the form Fm_1 •• XFo, 
where X = 0, l, .•. ,m-1. The LSD can have only one 
value F0 , determined by the MSD of the parent node 
in the preceeding stage. Similarly, from stage 1 



to stage i, each stage will have faulty nodes with 
only one value at the LSD position. 

After the node in stage i + 2 with no faulty 
children has been reached via the first i + 2 steps 
from the source node O.Pm_1 ••• P1P0 , the route will 
be continued under the condition of case l(b). If 
k + i -<.m, then additional m - (k + i) steps are 
needed to reach the stage (m - k + 2) so that 
[(m - k + 2) + (k - l)]modm = 1. If k + i ,.m,then 
[(i + 2) + (k - l)]modm ":!!> 1. Both cases will have 
the (k - l)th stage whose faulty nodes take no more 
than r - 2 values at LSD as required by the condi-· 
tion of case l(b). Therefore, the maximum distance 
is equal to 

(m - 1) + 2 + (2m + k - 1) = 3m + k • 

In summary, collllllunication between any pair of 
good nodes can be performed under the fault condi­
tions specified by the Theorem, and the diameter 
of the network may be increased to 3m + k, where k 
is determined by Lelllllla 2. After substitution for k, 
the diameter is 

{ 
3m , 

D = 4m - 1 

3m + f2~og iii + 2 r 

m = 2 ; 

3E'm~5 

m>5. 

EVALUATION OF THE FAULT-TOLERANCE PERFORMANCE 

For a comparative evaluatio.n of the fault-to­
lerance capabilities of the proposed interconnec­
tion network, we take as the reference two similar 
networks recently published in the literature [5] 
-- [6]. The result of comparison is listed in 
Table 3. 

Table 3 Comparative Evaluation of The Fault­
Tolerance Performance 

Network Kumar- Pradhan{85) Mixed group-
Reddy(84) shuffle 

Number of m m-1 m m r + r r mr processors 

Degree 2r r or r+l r(logical) 

Fault-tolerant 2r - 1 r-1 m(r-1)-1 Capability or r 

Normal-case 2m - 1 2m - 1 Diameter m 

Worst-case 3m + 6 6m - 3 3m+'2logr;t+2 
Diameter or 3m + 3 

The number of faulty processors which the 
three networks can be tolerant of in each stage is 
roughly the same, but if we refer the processor 
connectivity to the total number of processors and 
the processor-degree, then the mixed group-shuffle 
interconnection network appears to be more advan­
tageous. It can accomodate m times more processors 
and connects them with smaller physical degree. 

The normal-case diameter of the three nebiOrks· 
relative to the degree of topology is roughly the 
same, but if again we refer it to the total number 
of processors, then the effective diameter of the 
mixed group-shuffle interconnection network is the 
shortest. 
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The worst-case diameter of the mixed group­
shuffle interconnection network is also the short­
est, especially when its relative value with res­
pect to the normal-case diameter is taken. Its ma­
ximum distance of collllllUnication under faulty con­
.ditions is only 1.5 times longer than that under 
normal conditions, whilst for the other two net­
works the faulty condition would increase the dia­
meter in 3 times. 

The mixed group-shuffle interconnection net­
work is simple in implementation. The basic idea 
of the fault-tolerant routing algorithm can be de­
rived on the basis of the Theorem just proved.From 
Table 1 it can be seen that under normal operation 
a reconfigurating or replacing vector R should be 
found and used to replace the code of the source 
processor digit by digit on the way forward from 
stage 0 to stage k, and. then the remaining digits 
of the code of the source node as well as the 
digits of the R vector are gradually replaced by 
the code of the destination node digit by digit on 
the way through stages k+l,,,.,m-1,0,l, ••• until 
the destination node in stage k is reached. Thus 
the combination of the ~ , 0 = i = k-1,digits 
and the destination code digits in the form of 

can be used as the routing vector for the purpose 
of routing control. Since the reconfigurating vec­
tor is independent of the destination and transpa­
rent to the intermediate processors, it needs to 
be calculated only once and reserved in the source 
processor for later use, Under faulty operation, 
the only work which the source processor should do 
is to calculate a modified reconfigurating vector 
and attach it to the destination code digits. In 
order to accomplish this, each processor must re­
serve a complete list of faulty nodes of the sys­
tem. Each time when this list is updated to add or 
delete any faulty node(s), the reconfigurating 
vector should be updated. Since the length of 
each modified reconfigurating vector-C::.3m, the me­
mory space overhead is small, Since the recalcula­
tion of the reconfigurating vector needs to be 
done only when the faulty conditions change, the 
time overhead is small too. 

CONCLUSION 

The basic principle of constructing a multi~ 
stage interconnection network with mixed static 
and dynamic topologies is given, and the group­
shuffle interconnection function is defined to de-· 
velop its typical.structure, The resulted m-stage 
(m.,,. 2) r-nary mixed group-shuffle interconnection 
network serves the object of analysis of thii;; pa-. 
per, where r is the number of processors per group. 

Three criteria of fault-tolerance performance 
of the interconnection network are observed. The 
processor connectivity allows no more than r - 2 
faulty processors in at least one stage and no more 
than r - 1 faulty processors in 'every other stage, 
In total, the maximum number of allowable faulty 
processors with any worst-case distribution is 
m{r - 1) - 1. The worst-case diameter under the 
above faulty condition is shown to be 

3m + min{ m:-1, f'21ogr;;t + 2} 



or practically 

3m + 3 , 

which is approximately 1.5 times longer than the 
diameter of the network under normal conditions. 

The proofs of the Lemmas and the Theorem for 
the processor connectivity and the worst-case dia­
meter gives the basic idea of the fault-tolerant 
routing control, which helps deriving a simple dis­
tributed fault-tolerant routing algorithm for the 
proposed interconnection network. 

Comparative evaluation of the fault-tolerance 
performance among three similar interconnection 
networks reveals the advantageous cahracteristics 
owned by the proposed network. 

The proposed mixed interconnection network 
has been implemented in an experimental distribut­
ed computer system THUDS, developed in Tsinghua 
university, Beijing, China. Though analysis has 
shown some potential of achieving high system per­
formance, only experience in its application will 
prove finally its appropriateness and suitability 
for a variety of distributed processing needs. 

Fig.l. Connection between groups of 
processors by 2 2 switches 
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Fig.2. Overall structure of a 2-stage mixed 
group-shuffle interconnection network 
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Abstract - Massively fault-tolerant cellular array is an array 
of identical cells with connections only to immediate neighbors, 
where the cells and the connections may be defective with high 
probabilities. The cell can function as a processing element, 
as a memory, or as a switching element that connect to other 
cells. On the defective array, a large cluster of interconnected 
working cells is formed and the cells without an adequate num­
ber of working neighbors are pruned out from the cluster. The 
working cells in the cluster are configured into a graph that de­
termines the function of the array. The algorithms for forming 
the cluster, pruning the cluster, and configuring the cells into 
a linear array, a two-dimensional array, and a binary tree are 
described, and simulation results are presented. 

Introduction 

With the progress in VLSI technology, we will be able to 
manufacture huge number of devices on a chip, but we may be 
unable to avoid many defects. Under current integrated circuit 
architecture, we can tolerate few defects on a chip. With huge 
number of devices on a chip, we could afford the redundancy 
necessary to provide fault-tolerant operations. With enough 
redundancy, we should be able to devise a fault-tolerant ar­
chitecture which allows efficient computation in spite of many 
defects. 

Fault-tolerant multiprocessors and configuration of cells on 
the defective array in the context of wafer-scale integration has 
been studied by many researchers [6,12,1,14,9,17,7,4,11,15,13]. 
In fault-tolerant multiprocessor systems, introduction of spare 
parts and reconfiguration has been used in a limited scale. On 
the VLSI architecture, where huge numbers of devices are avail­
able and connections between them are difficult and defects 
cannot be eliminated, several different approaches has been 
tried. 

In technology-oriented approaches, discretionary wiring and 
laser personalization have been used for fault-tolerance on VLSI. 
In these methods, separate nonreversible processing steps are 
employed for each chip to reconfigure circuits on the defective 
integrated circuit. In other approach, programmable switches 
are provided between cells (17,7], and the switches are used to 
configure working cells in the defective circuit. Here electrical 
configuration and reconfiguration is possible, but the switches 
should be fault-free, and some means to program the switches 
should be provided. In cellular array approach, cells can be 
used as switches as well as processing elements [12,1,9,4]. This 
allows distributed self-configuration, and maintains the general 
advantages of cellular array which derives from its homoge­
neous and regular structure. 

To take full advantage of reconfigurable defective cellu­
lar, we need distributed self-configuration where the global 
defect pattern of cellular array is not needed. However they 
were not efficient when many cells were defective. With ade­
quate computing power in each cell, however, distributed self­
configuration can be done efficiently. In this paper we describe 
a cellular array that can be efficiently configured despite many 
defects. The cellular array, called massively fault-tolerant cel­
lular array, is an array of identical cells with connections only 
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to immediate neighbors, where each cell can function as a pro­
cessing element, as a memory, or as a switching element that 
connects to other cells. Input and output terminals are con­
nected only at the boundaries of the array. This cellular array 
anticipates the occurrence of massive defects in the cells and 
in the interconnections. The cellular array is designed in such 
a way that there exist a set of working cells that maintains a 
desired processing capability despite many defective cells and 
defective interconnections. 

To maintain processing capability despite many defective 
cells and interconnections, cells in the massively fault-tolerant 
cellular array need to have some mechanism to identify the 
defective cells and interconnections, and configure themselves 
around the defective cells. By employing built-in self-testing 
techniques, we should be able to devise a testing mechanism 
by introducing additional testing hardware. In this work, we 
assumed that by some mechanism, each cell knows if its neigh­
bor and the connection to the neighbor is working or defective. 

After the defective cells are identified, we form a big cluster 
of interconnected working cells from a subset of all working cells 
in the array. The cells without an adequate number of working 
neighbors are pruned out from the cluster. We then configure 
the cells in the cluster into a graph that specifies the function 
of the array. 

In the following sections, we describe the architecture of 
the massively fault-tolerant cellular array, and the algorithms 
for the formation of the cluster, the pruning of the cluster, 
and the configuration of the cells into a linear array, a two­
dimensional mesh, and a complete binary tree. Simulation of 
the massively fault-tolerant array and simulation results of the 
formation of the cluster, pruning, and configuration of cells into 
a linear array, a two-dimension mesh, and a complete binary 
tree are shown on arrays of size 40 by 40, 80 by 80, and 120 by 
120. 

Massively Fault-tolerant Cellular Array 

The three regular interconnection patterns studied in this 
paper are shown in Figure 1. They are selected to study the 
effect of the number of the neighbors on the behaviour of the 
cellular array. The three arrays with the three interconnection 
patterns of Figure 1 are called square array, hexagonal array, 
and octal array respectively. Figure 2 shows a square array 
with defective cells and defective interconnections. Note that 
although the initial array is regular, the ensuing array is not 
(see Figure 2), as the faults cause breakdown in the regularity 
of the array. 

Though there are many defects, there are still many work­
ing cells in the array so that useful computation can be per-

(a) square anay (b) hexaQanll array (C) OClal anay 

Figure 1. Interconnection patterns of the cellular array 



formed. The computations that the array is intended to per­
form will determine how the working cells are configured. The 
logical interconnection of cells for any particular computation 
can be represented by a graph, called the computation graph in 
this paper. The configuration of cells into a computation graph 
is the process of embedding the computation graph in the de­
fective array. The embedding of the computation graph in the 
defective array is represented by a graph, called the connection 
graph. For example, the tree in Figure 3(a) is a computation 
graph; Figure 3(b) shows an embedding of the tree on the de­
fective square array; Figure 3(c) is the connection graph of the 
embedding of Figure 3(b). 

In Figure 3(b), some cells are mapped to the nodes of the 
computation graph, while other cells are used to connect the 
cells that are mapped into the nodes of the graph. The cells 
mapped into the nodes of the graph are called the computation 
cells, and the cells used to connect the computation cells are 
called the connection cells. The connection cells are represented 
by dots on the connection graph. · 

A cell in the massively fault-tolerant cellular array is con­
figured into a computation graph by identifying the.logical con­
nections of the cell. For example, a cell is configured into a 
binary tree by saving in special registers the directions of the 
neighbors as a father, a left child, and a right child of the cell. 
The configuration can be changed by changing the contents of 
the registers. The configuration is performed in a distributed 
fashion: each cell makes a decision only with the information 
that is available at the cell. 

Architecture of a Cell 

Each cell has a processor, local memory, Communication 
Registers, an ID Register, Neighbor Status Registers, a Status 
Register, a Pattern Register, and Connection Registers. Figure 
4 shows the architecture of a cell in the square array. The 
registers are explained below: 

ID Register: Stores the row and column indices of the cell in 
the array. 

Neighbor Status Register, NS[O •• N-1]: Stores the status 
of the neighbors. The neighbor can be defective, working, or 
pruned out. Here N is the number of immediate neighbors. 

Status Register, SR: Stores the current status of the cell. 
The states of a cell are "idle", "live", "pruned" , "comp", "conn", 
and "mem". The status of all working cells are initially "idle" . 
The clustering procedure changes the status of the cells belong­
ing to a big interconnected cluster to "live", and the pruning 
procedure changes the status of the working cells without an 
adequate number of cells to "prune" , so that they are not used 
in the configuration procedure. The configuration procedure 
changes the status of the "live" cells to "comp" or "conn", de­
pending upon whether the cell is used as a computation cell or 
a connection cell. Finally, the status of a cell is "mem" when 
the cell is used as a memory. 

0 warklngcolll 

181 

Figure 2. A defective square cellular array 
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(a) computaHon graph (b) embedding of a tr11e (c) connection graph 
on a dlfactlve array 

Figure 3. A computation graph, its embedding and a 
connection graph 
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Figure 4. Architecture of a cell and communication register 
of the cellular array 

Pattern Register, PR: Stores the current configuration pat­
tern. The configuration patterns that are recognized are linear 
array, two-dimensional mesh, complete binary tree, and span­
ning tree. 

Connection Register, CR[O • .N-1]: Stores the directions of 
neighbors in the logical configuration specified by the Pattern 
Register, PR. The meanings of the CR[O .. N-1] are different for 
each configuration. When PR specifies that the configuration 
is a linear array, CR[O) is the direction of the predecessor, and 
CR[l] is the direction of the successor. When PR specifies 
a binary tree, CR[0 .. 2] are the directions of the father, the 
left child, the right child, and CR(3] is the level of the cell. 
When PR specifies a two-dimensional mesh, CR[0 .. 3] are the 
directions of the up, right, down, left neighbors of the cell, and 
CR(4 .. 5] are the row and column indices of the cell in the two­
dimensional mesh. When PR specifies a graph, CR[0 .. 3] are 
the directions of the two sources and two destinations. Finally 
when PR specifies a spanning tree, CR(O) is the direction of the 
father, and CR(l..N-1) are the directions of the sons. 

Communication Registers, Comm[O •• N-1]: These are used 
for communication between the cells. Cells communicate with 
other cells by sending and receiving messages through Commu­
nication Registers. Each Communication Register provides a 
one-way communication between two cells. Between a bound­
ary of two cells, two Communication Registers provide two-way 
communication. Figure 4 shows a pair of Communication Reg­
isters. The arrows on the Figure 4 shows the directions of the 
information. The fields of the Communication Register are as 
follows. 

Full Bit, FB: Shows if the Communication Register is 
full or empty. 

Enable Bit, EB: Shows ifthe other cell is willing to receive 
the message. If EB is O, the other cell 
may not read the Communication Regis­
ter. EB is used to prevent deadlock. 

Messages, Mesg: Contains the messages. 



The FB is used to synchronize the communication between 
two cells. A cell can read a Communication Register when the 
Communication Register is full, and after the cell reads the 
Communication Register, FB is reset to 0. If a cell wants to 
read a message from an empty Communication Register, the 
cell waits until FB is set again. A cell can write to an empty 
Communication Register, and if a cell initiates write to a full 
Communication Register, the cell has to wait until EB is set. 
This provides the synchronization between two cells. 

Processor: The processor is an instruction set processor with 
small instruction set. The instructions includes usual arith­
metic, logical, data transfer, program control operations, and 
send and receive for input and output. "Send (dir, meBBage)" 
writes the "meBBage" on the Communication Register in "dir" 
direction: return from "Send" acknowledges that the meBBage 
is written to the Communication Register. "Recv (dir)" reads 
a message either from the Communication Register in "dir" 
direction, or from any full Communication Register if "dir" 
is "any": return from "Recv" acknowledges that a meBBage is 
available at the Communication Register in "dir" direction. 

Controller: In the massively fault-tolerant cellular array, an 
external machine is attached to the boundary cells to control 
the operation of the array. The external machine initiates the 
operations of the array, and provides the data to the array by 
sending messages to the array. The external machine will be 
called a Controller. 

When the massively fault-tolerant cellular array is pow­
ered on, Neighbor Status Registers, NS(O .. N-1), of each cell are 
set to indicate the status of the neighbors of each cell (work­
ing or defective) by some testing mechanism. The hardware 
and algorithms for the testing have not been devised yet. We 
assumed that the testing can be done by some mechanism. 

After the testing is finished, the controller initiates the 
clustering procedure which identifies the largest cluster of in­
terconnected working cells in the array. After all the cells in 
the cluster are given identification numbers, the controller ini­
tiates the pruning procedure which prunes out the cells in the 
cluster without an adequate number of working neighbors. The 
controller then initiates the configuration procedure to config­
ure the cells in the cluster into a desired computation graph. 
When the Controller sends a message to a cell at the boundary 
of the array, the cell relays the message to its neighbor cell; 
and the message will propagate through the working cells. The 
cells will be configured into a graph specified by the operation 
field of the meBBage. The configuration of the cells is finished 
when all the cells set their Configuration Registers correctly, 
and the boundary cell connected to the controller returns an 
appropriate message to the controller. 

Formation of the Cluster of Cells 

Since the cells in the cellular array connect only to the 
immediate neighbors, when a cell wants to communicate with 
another cell which is not directly connected to it, the meBBage 
should be relayed by intervening working cells to the target 
cell. Therefore, a small cluster of working cells surrounded by 
defective cells cannot be used. The array can be useful only 
when a large cluster of of interconnected working cells is formed 
in the array. 

We can use percolation theory (16,3) to predict if a large 
cluster appears on the array, and if the cluster appears, to pre­
dict the size of the cluster. According to the percolation theory 
there exist a critical probability such that when the probabil­
ity that a cell is working is more than the critical probability, 
there appears an infinite cluster of interconnected workinr: cells 
in the defective infinite array of cells. 
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Percolation Theory and the Cellular Array 

Consider a lattice L defined as a graph of N sites (or ver­
tices) and M bonds (or lines). In most cases of practical in­
terest, L will be a regular two or three dimensional lattice of 
finite or infinite extent. In the bond problem, each bond of L 
is occupied (or open, or wor/cing, etc.) with probability p or 
vacant ( or blocked, or defective, etc.) with probability 1 - p. 
Occupied bonds are connected if they meet at a common site, 
and a connected set of s bonds form a bond cluster of size s. In 
the site problem, each site is occupied with probability p and 
vacant with probability 1 - p. Occupied sites are connected to 
form site clusters if they are adjacent through the bonds of L. 

For an infinite lattice L there is a critical probability Pc 
= Pc(b,L) or Pc(s,L) for the bond or site problems such that 
for p < Pc all clusters will be finite while for p > Pc there 
will, with positive probability, be an infinite cluster in L. The 
infinite cluster is called a percolation cluster. We can define 
the percolation pro6a6ility, P(p), as the probability that a site, 
chosen at random, belongs to an infinite cluster. One defines 
the critical probability, Pc, as 

Pc = sup{plP(p) = O}. 

The sites in the percolation model corresponds to the cells 
of the massively fault-tolerant cellular array, and the bonds in 
the percolation model corresponds to the connections between 
cells. In the site percolation problem, all the bonds are as­
sumed to be occupied and only the sites can be vacant; this 
corresponds to the assumption that all connections are work­
ing and only cells can be defective. In the bond percolation 
problem, all the sites are assumed to be occupied and only the 
bonds can be vacant; this corresponds to the assumption that 
all cells are working and only connections can be defective. 

Since the area of a cell is much bigger than the area of 
a connection in the cellular array, and the defect probability 
of an integrated circuit is at least proportional to the area of 
the integrated circuit, the defect probability of a cell is much 
greater than that of a connection. Therefore, as a first ap­
proximation, the array can be modeled by the site percolation 
model. On the site percolation model of the defective array, we 
can take into account that connections can be defective by asso­
ciating connections with neighboring cells. When a connection 
is defective, the cells associated with the defective connection 
are considered defective. When we need to use the working 
cells connected to the defective connections, the defective ar­
ray should be modeled by the combination of site and bond 
percolation problem (SJ. 

In percolation theory the percolation cluster is an infinite 
cluster that appears on the infinite lattice. On the cellular array 
of finite size, we define the percolation cluster as the largest 
cluster that is connected to all four borders of the array when 
the array is rectangular. Using the percolation theory, we can 
predict that the percolation cluster will appear in the defective 
cellular array when the probability that a cell is working, p, is 
more than the critical probability, Pc of percolation theory. 

Figure 5 shows the formation of the clusters in a square 
array, where the critical probability is 0.59. Here cells in solid 
boxes belong to the largest cluster. When pis 0.5, the perco­
lation cluster does not appear (Figure 5(a)); when pis 0.61, a 
thin percolation cluster appears (Figure 5(b)); when pis 0.75, 
a thick percolation cluster appears (Figure 5(c)). 

However, as we can see in Figure 5(b), even though the per­
colation cluster appears in the array, when pis not high enough, 
the percolation cluster is "thin" , contains many branches, and 
does not include many boundary cells. The cells on the thin 
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Figure 5, The formation of clusters on the square array 

percolation cluster may not be used effectively because commu­
nication between two cells in the thin cluster is difficult, and 
configuration of cells into a computation graph is not efficient. 
Furthermore, input and output on the thin percolation cluster 
is difficult due to the lack of the boundary cells. Therefore 
the thin percolation cluster in Figure 5(b) may not be useful. 
When p is high enough, the percolation cluster that appears in 
the array is "thick", and has many boundary cells. The cells in 
the thick cluster may be used effectively for configuration and 
computation. The cluster in this case is shown in Figure 5(c). 

The usefulness of the percolation cluster depends on the 
computation graph that will be embedded on the percolation 
cluster. For example, a percolation cluster may be considered 
adequate enough to embed a linear array but the same percola­
tion cluster may not be adequate to embed a two-dimensional 
array. 

Formation of the Cluster 

When pis more than p0 , we can form a percolation cluster 
of working cells in the defective array. The cluster is formed by 
connecting the working cells into a spanning tree which spans 
all the working cells connected to a certain boundary cell. The 
controller sends a message to a working cell at the boundary, 
where the message specifies that a spanning tree of working 
cells be formed. The cell that received the message from the 
controller becomes the root of the spanning tree. 

After a spanning tree is formed with the cell that received 
a message from the controller as the root of the spanning tree, 
the cell returns the number of cells connected into a spanning 
tree to the controller. If the number is large enough, the cells 
in the spanning tree are taken as the percolation cluster. If the 
number is not large enough, another message is sent to some 
other working cell on the boundary, and a new spanning tree is 
formed with the new cell as the root of the spanning tree. This 
process continues until a percolation cluster is found, or the 
controller gives up finding a percolation cluster in the defective 
array. 
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Figure 6. Percentage of working cells that are in the largest 
cluster 

When a cell receives a meilsage from a neighbor, the cell 
changes its state by setting the Status Register, SR to "live", 
and it saves the direction of the neighbor on CR[O) as the father 
of the cell. The cell then sends the message to its working 
neighbors. If a neighbor returns the message that the neighbor 
is a part of the spanning tree, the direction of the neighbor 
is saved on CR[l..N-1] as a son. The spanning tree grows in 
depth first order. The enabling and disabling of communication 
registers is necessary to prevent deadlock. 

Figure 6 show the percentage of working cells that are 
in the largest cluster in the 120 by 120 square, hexagonal, and 
octal array, respectively. The experimental results are generally 
in agreement with percolation theory. From Figure 6 we can see 
that more than 90% of working cells belong to the percolation 
cluster when p is more than 0. 7 on the square array, when p 
is more than 0.6 on the hexagonal array, and when pis more 
than 0.5 on the octal array. 
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Assignment of Id 

-After the working cells are connected into a spanning tree, 
the cells on the spanning tree are assigned identification num­
bers. The identification number of a cell is the row and column 
indices of the cell in the array. The identification number is 
saved in the ID register. 

The controller sends a message to the root cell of the span­
ning tree, where the first field of the message specifies the op­
eration, and next fields are the row and column indices of the 
root cell. When a cell receives the message, the cell saves the 
row and column indices on the Id register, and computes the Id 
of the son. Then the cell sends the message with the computed 
Id to the son. When the cell receives the message from the son, 
it iterates the same operations on the next son. 

Pruning 

After a percolation cluster of working cells is formed in 
the defective array, the cells in the percolation cluster can be 
configured into a computation graph. However, some cells in 
the percolation cluster. form a single-width dead-end branch, 
and they may not be configured effectively. Furthermore, they 
may slow down communications between cells. To facilitate 
the configuration of working cells and the communication be­
tween cells, we may prune out the dead-end branch of cells from 
the percolation cluster. Figure 7 shows an example of such a 
pruning. 

Pruning of the dead-end branches from the cluster can 
be generalized to pruning-to-le. The Pruning-to-k operation 
prunes out the cells which are connected to less than or equal 
to k working neighbors. Here '/c is called the le1Jel of the pruning. 
Pruning of the dead-end branch corresponds to pruning-to-1: 
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Figure 'T. Pruning of dead-end branches from a cluster 

the cells connected to only one working neighbor are pruned 
out from the cluster. Pruning is applied repetitively until no 
more cells are pruned. 

By pruning the cells from the cluster, we can have a cluster 
of tightly connected cells. After the pruning-to-k operation, all 
the cells in the cluster are connected to at least k+ 1 working 
neighbors. This can facilitate the configuration of cells into a 
graph and the communication among the cells in the cluster. 

The Controller initiates the pruning operation by sending 
a message to a cell in the percolation cluster. The message con­
sists of a field specifying the pruning operation and the level of 
the pruning, k. When a cell receives the message from a neigh­
bor, the cell counts the number of working neighbors, and com­
pares the number of working neighbors with the pruning level 
k specified on the message. If the number of the neighbor is not 
greater than the pruning level, the cell prunes itself from the 
cluster by changing its Status Register, SR, to "pruned" from 
'live'. Then the cell sends messages to its working neighbors 
that it has been pruned out. The neighbors set their Neighbor 
Status Register accordingly. The cell which received the mes­
sage from the Controller returns the message containing the 
number of pruned cells to the Controller. The controller sends 
the pruning message again until no more cells are pruned out 
from the cluster. 

Figure 8 shows the pruning of cells from the percolation 
cluster on the square, hexagonal, and octal array of size 40 by 
40, 80 by 80, and 120 by 120. The pruning level k was restricted 
to less than half the number of neighbors. When the pruning 
level is more than half the number of neighbors on the network, 
most of the cells are pruned out leaving only a small isolated 
cluster of cells. 

From the experiments, we can see that when the working 
probability is high enough, most of the cells in the percolation 
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cluster are connected to several working neighbors. When the 
working probability is 80%, on the square array, more than 
95% of the cells have two or more working neighbors, on the 
hexagonal array, more than 95% of the cells in the cluster have 
three or more working neighbors, and on the octal array, more 
than 95% of the cells in the cluster have four or more working 
neighbors. 

Configuration of Cells 

The cells have to be configured into a general computation 
graph which specifies the function of the array. Before the 
configuration of the cells into a general computation graph, we 
studied the configurations into three particular graphs: linear 
array, complete binary tree, and two-dimensional array (mesh). 
Many computations can be done efficiently on these graphs. 

The configuration of cells into a computation graph is the 
process of embedding the computation graph on the defective 
array. Since the cells that does not belong to the percolation 
cluster cannot be used, computation graph is embedded on 
the percolation cluster. Note that when the percolation cluster 
appears on the defective array, most of the working cells belong 
to the percolation cluster. 

The efficiency of the configuration into a graph G, eo, is 
defined as 

number of cells used as computation cells 
eo = mb f k" II . h I x lOO nu er o wor mg ce s m t e c uster 

The delay do(Oi,C2) between the two cells, 0 1 and 0 2 , in a 
configuration into a graph G is defined as one plus the number 
of connection cells between the two cells 0 1 , and Oz. There­
fore, the delay between two directly connected cells is 1, and 
the delay is 2 when there is one connection cell between two 
cells. The mazimum delay of the configuration is the maxi­
mum delay among all two adjacent computation cells, and the 
average delay of the configuration is the average of all delays 
among two adjacent computation cells. 

We define the degree of a graph G, do, as the average 
degree of the vertices of the graph. To configure the cells in 
the defective array into a computation graph of degree do ef­
ficiently, the number of neighbors on the array, or the degree 
of the array, dA, needs to be greater than do. When dA is less 
than do, the efficiency of the configuration becomes low. We 
can expect that cells can be configured into a linear array (do 
= 2), and a tree (do = 3) efficiently on the square array (dA 
= 4), the hexagonal array (dA = 6), and octal array (dA = 8). 
But the configuration of cells into a mesh (do = 4) on the de­
fective square array may not be as efficient as the configuration 
on the hexagonal array or on the octal array. 

On the following sections overview of configuration proce­
dures into a linear array, a tree, and a mesh are described. The 
detailed algorithms can be found in [10). 
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Linear Array 

In the linear array, every cell has two neighbors: the pre­
decessor, and the successor. The configuration of cells into 
a linear array is the process of identifying predecessors and 
successors and saving the directions of the predecessors and 
successors in the Connection Registers, CR[O), and CR(l). 

The configuration procedure consists of three parts: Lin­
ear, Extend, and Join. Procedure Linear grows the linear array 
into the defective array of cells. When the linear array is grown 
in the defective array by the Procedure Linear, Procedure Ex­
tend finds the cells which are not in the linear array, but which 
can be connected into the linear array. Then Procedure Join 
connect the cells identified by Procedure Extend into the lin­
ear array. By combining the three procedures, Linear, Extend, 
and Join, most of the cells in the cluster are connected into the 
linear array. 

The controller initiates the configuration by sending a mes­
sages to a cell at the boundary of the array. The message 
consists of the fields specifying the operation, the number of 
cells to be connected into the linear array, the direction of the 
successor neighbor. When a cell B receives a message from a 
neighboring cell A, the cell B sets the Pattern Register PR to 
"linear array", saves the direction of the cell A on CR(O) as a 
predecessor. Then the cell B tries to grow the array by adding 
a neighbor as its successor. First, if the neighbor C specified 
as the successor on the message is working, the message is sent 
to C. If C is connected to the linear array, the linear array 
grows from C again. The cell C returns the message to B with 
the number of cells on the linear array .after C. Then cell B 
saves the direction of the cell C on CR(l) as a successor, and 
increases the number of cells by one, and returns the message 
to the predecessor, A. If C fails to be connected into the linear 
array, then the neighbor on the direction of the growth of the 
linear array as specified on the message is tried. If this fails 
too, then any working neighbor is tried. If all fail, the linear 
array retracts to the cell B, and growth of linear array is tried 
at cell B again. Since the cells do not know the global state of 
the network, the linear array can be grown into the dead-end, 
and the cells may have to backtrack often. 

When Procedure Linear is finished, the cell at the bound­
ary which received the message from the Controller returns the 
number of cells connected into the linear array to the controller. 
If the number of cells is less than the number the Controller 
wants, the controller sends a new message to the cell. The new 
message consists of the fields specifying Procedure Extend, and 
the number of cells to be joined to the linear array. The cells 
which were not part of the linear array but adjacent to the 
linear array are identified and joined into the linear array. 

With the three configuration procedures, Linear, Extend, 
and Join, most of the cells are configured into a linear array 
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Figure 10. Efficiency of linear array configuration 

when the working probability of a cell is adequate. Figure 9 
shows the cells connected into a linear array on the square 
array. Figure 10 shows the efficiency of the configuration of 
linear array on the square array, on the hexagonal array, and 
on the octal array of size 120 by 120. 

From the Figure 10, we can see that most working cells are 
connected into a linear array. Since degree of the linear array 
is two, the configuration of cells into a linear array should be 
efficient on all arrays even when working probability of a cell is 
not high. AJJ the coordination number of the array increases, 
efficiency of the configuration increases rapidly. On the square 
array, when the working probability is 80%, more than 85% of 
the working cells are connected into the linear array. On the 
octal array, with the working. probability 60%, about 90% of 
the working cells are connected into the linear array. 

Since all computation cells are connected directly to the 
other computation cells without intervening connection cells, 
no delay has been introduced, and the average delay is 1. 

Tree 

In the complete binary tree, every cells have three neigh­
bors: a father, a left child, and a right child. The working cells 
of the defective array are configured into a complete binary tree 
by setting their Connection Registers CR(0 .. 2] to the directions 
of a father, a left child and a right child of each cell respectively, 
and saving the level of the cell in the tree on CR(3]. (The level 
of the leaf node is defined as one, and the level of a father 
is one more than that of its child.) Some working cells are 
used as the nodes of the tree, which are computation cells, and. 
some are used as connection cells, which are used to connect 
computation cells. 

Since the topology of the binary tree and that of the array 
of cells does not match, we need to use many working cells as 
connection cells even when there is no defects in the network. 
Koren [9] studied embedding of a tree in a defective square 
array, but his procedure allows few defects, and its efficiency is 
very low when there are many defects. The algorithm sets all 
working cells in the row and the column of the defective cell 
as connection cells, thereby making a reduced array without 
defect of one less row and one less column for each defects . 
Note•that when there are many defects, none of the rows and 
columns will be without defective cells . 

The algorithm we devised allows efficient configuration 
even when many cells are defective. The algorithm has two 
parts: Tree, and Retract. Procedure Tree connects the cell 
into a tree, and Procedure Retract retracts the subtree when 
it can not increase the level of a subtree 

The Controller initiates the configuration into a tree by 
sending a message to a cell at the boundary of the array. The 
message consists of a field specifying the operation, and the 
level of the tree desired. If the cells are successfully configured 
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Figure 11. Configuration of cells into a tree in the defective 
octal array, p = O. 7 

into a tree of the level specified on the message, the cell returns 
the level of the tree. The Controller then increases the level of 
the tree by one, and sends the message again to the cell until 
the desired level is achieved. 

When a cell receives the message from the father cell, the 
cell tries to increase the level of the left subtree by one. If 
it is successful, the cell tries to increase the level of the right 
subtree by one. If it is successful, the level of the tree has been 
increased by one, and the cell returns the message to its father. 
But if it fails, the cell is changed into a connection cell, the 
right subtree is retracted, and the tree expansion is tried at 
the left subtree again. If the level of the left subtree cannot be 
increased, the left subtree is retracted, and the cell is changed 
to the connection cell, and the tree expansion is tried at the 
right subtree again. The tree is expanded in breadth-first order. 
Figure 11 shows the trees embedded in an octal array. 

Since the average degree of the tree graph is three, con­
figuration of cells into the tree in the square, hexagonal, and 
octal array could be efficient even when working probability of 
a cell is not high. Table 1 shows the maximum level of the 
tree into which cells are configured. Note that to increase the 
level of a tree by one, the number of computation cells in the 
tree should be multiplied by two. Table 2 shows the efficiency 
of the configuration, and Table 3 shows the average delay of 
the configuration . .AJJ the number of neighbors in the array in­
creases, and as the working probability increases, efficiency of 
the configuration increases, and average delay decreases. 

We compared the efficiency of our configuration algorithm 
with the embedding of H-tree in a defectless square lattice. H­
tree is a complete binary tree embedded in a recursive pattern 
that looks like the letter 'H' [2). H-tree is known to be the most 
efficient way of embedding a complete binary tree in a square 
lattice. The maximum level of H-tree that can embedded in a 
defectless square lattice is 9 in a 40 by 40 lattice, and 11 in a 80 
by 80 lattice, and the efficiency of embedding the largest H-tree 
on lattice of size 40 by 40, or 80 by 80 is 32%, and the delay 
on the H-tree is about 3.4 [10). Comparing these numbers with 
Table 2 and Table 3, we see that we can configure cells into 
a defective array without much penalty even when there are 
many defective cells in the array. 

Mesh 

On the mesh of cells, every cells have four neighbors: left, 
right, up, down. The working cell on the defective array are 
configured into a mesh by setting its Connection Registers 
CR[0 .. 3) to the directions of the neighbors connected as up, 
right, down, and left neighbor of the cell. 

Manning [12) describes the algorithm for embedding a mesh 
on the defective square array, and Green [5) describes embed­
ding a mesh using the channel between the cells. Both uses 
the knowledge of the global state of the defective array. Here 
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size 40X40 80X80 
working degree degree 

probability 4 6 8 4 6 8 

50% rr 5 7 6 8 
60% 6 7 8 6 8 9 
70% 7 8 8 9 9 10 
80% 8 8 8 9 9 10 
90% 8 8 9 10 10 11 
100% 8 8 9 10 10 11 

Table 1. Levels of the embeded trees 

size 40X40 80X80 
working degree degree 

probability 4 6 8 4 6 8 

50% 7.0 12.4 5.0 8.1 
60% 9.2 14.6 20.3 3.1 6.8 13.4 
70% 11.7 17.1 22.7 8.7 11.4 17.0 
80% 15.0 -19.9 19.9 10.0 10.0 20.0 
90% 17.7 17.7 35.5 17.8 17.7 26.6 
100% 15.9 15.9 31.9 16.0 16.0 32.0 

Table 2. Efficiencies of the tree configurations 

size 40X40 80X80 
working degree degree 

probability 4 6 8 4 6 8 

50% 2.13 1.95 2.54 2.17 
60% 2.79 2.25 1.77 2.91 2.43 2.07 
70% 3.03 2.06 1.88 2.86 2.22 1.90 
80% 2.16 1.88 1.72 2.45 1.93 1.79 
90% 2.19 1.75 1.69 2.49 2.02 1.75 
100% 2.00 1.60 1.63 2.24 1.85 1.75 

Table 3. Delays on the embedded trees 

a distributed algorithm where each cell knows only the state of 
the neighbors (working or defective) is described. 

The Controller sends a message to the cell at a boundary of 
the massively fault-tolerant cellular array, where the message 
tells. the cell to grow a horizontal line of the mesh. If it is 
successful, the Controller sends a message to the cell at the 
other boundary to grow a vertical line of the mesh. Growth 
of horizontal and vertical line alternates until no more line of 
the mesh can be grown on the array. The cells at the junction 
of a horizontal line and a vertical line becomes the nodes of 
the mesh. The cells at the nodes of the mesh are computation 
cells, and the cells connecting the nodes are connection cells. 
The computation cells are given the coordinates of the mesh. 

Since the complexity of the mesh is four, and the degree 
of the defective square array is less than four, efficiency of the 
configuration may be low on square array. When a growing hor­
izontal line comes across a defective cell, the line should veer 
around the cell, and this uses the cells which can be used for 
a vertical line. Veering around the defective cell on the square 
array while growing a horizontal line blocks the growth of aver­
tical line, and vice versa. Therefore, bending the line should be 
done sparingly. On the hexagonal and octal array, the grow­
ing horizontal line can use the connection without occupying 
the cell in the other direction. This increases the efficiency of 
configuring the cells into a mesh on hexagonal and octal array. 



Figure 12. Configuration of cells into a mesh in the defective 
hexagonal array, p = 0.9 
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Figure 13. Efficiency of mesh configuration 

size 40X40 80X80 120X120 
working degree degree degree 

probability 4 6 8 4 6 8 4 6 8 

70% 16 5.0 40 5.3 35 5.2 
80% 9.5 5.2 3.2 13 7.0 3.3 12 7.7 3.5 
90% 4.2 2.65 2.1 5.0 2.9 2.1 4.8 3.0 2.2 
95% 2.5 1.7 1.6 3.2 2.0 1.7 3.1 2.1 1.7 
100% 1.0 1.0 l.O 1.0 1.0 1.0 1.0 1.0 1.0 

Table 4. Delays on the embedded meshes 

When the cell receive the messages, it tries to grow in the 
direction of the line. When the neighbor on the direction ofthe 
line is defective, it tries to grow on the direction specified on 
the message. H the cell cannot grow the line, it backtrack to 
its predecessor cell. Figure 12 shows the cells configured into a 
mesh. 

Figure 13 shows the size of the mesh as the percentage of 
the array size, and Table 4 shows the delay of the configuration. 
As shown in the Figure 13 and Table 4, the efficiency of the 
configuration increases rapidly and the delay decreases rapidly 
with the increase of the number of the neighbors. 

Conclusion 

As shown in this paper, self-configuration of cells into var­
ious computation graphs can be done efficiently when cells are 
adequately powerful. When we use the massively fault-tolerant 
cellular array for a particular application, we need to configure 
cells into a particular computation graph, and we can deter­
mine the defect rate of cells which allows acceptable efficiency 
of configuration from the data in this paper. We can change 
this acceptable defect rate by changing the interconnection pat­
terns or the size of a cell to find the feasible implementation on 

available technology. Currently we are designing a wafer-scale 
signal processing chip using the massively fault-tolerant cellu­
lar array. The architecture is very homogeneous and simple, 
and shows the potential for high performance. 
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Abstract 
Several approaches to the design of fault-tolerant 

arrays of processors with a view towards wafer-scale integra­
tion, have been proposed in the past. Using these 
approaches it is possible to design linear arrays that have 
several desirable features of an effective fault-tolerant 
design, that is, they facilitate testability, are easily 
reconfigurable, have short inter-PE wire lengths and make 
one hundred percent utilization of non-faulty processors. In 
contrast, no single scheme or combination of previously pro­
posed schemes result in effective fault-tolerant implementa­
tion of 2-D arrays. 

In [19J we presented a computing structure that has all 
the attractive implementation features of a linear array and 
can multiply matrices with a better time performance than a 
linear array. In this paper we examine the inter-relationship 
among the number of processors, the storage within a pro­
cessor, internal bandwidth and the time complexity of 
matrix multiplication on such a model and establish lower 
hounds on the time complexity and the number of proces­
sors required as a function of the storage within a processor 
and the internal bandwidth. We then present a generalized 
algorithm which matches these hounds for arbitrary storage 
within a processor and arbitrary bandwidth. 

An interesting side effect of our result is that the area 
and time complexities and the asymptotic complexity of the 
number of proceesors used by the algorithm in [19] and all 
previously known linear-array algorithms can be obtained as 
special cases of our generalized algorithm. Additionally, the 
techniques and the results of this paper can be readily 
adapted to obtain such a family of optimal algorithms for 
several other 2-D systolic algorithms. 

1. Introduction 
The ever growing demand for high performance com­

puting, coupled with advances in integrated circuit 
fabrication technology has led to considerable interest in the 
design of VLSI architectures that realize high-performance 
parallel algorithms directly in silicon at modest costs. One 
such direction pioneered by Kung and Leiserson [12] is the 
concept of systolic arrays as a VLSI computing structure to 
implement high-performance parallel algorithms. 

A systolic array consists of a collection of processing 
elements (PE's), interconnected in regular nearest-neighbor 
geometrical structures like a one-dimensional (1-D) linear 
array, or two-dimensional (2-D) rectangular or hexagonal 
array. A data item that has been retrieved from the 
memory by a systolic array, passes through several PE's 
before returning to the memory. This feature of using a 
datum from memory many times over without having to 
store and retrieve intermediate results gives rise to high 
computational throughput. Simplicity and regularity of sys­
tolic arrays make them suitable for VLSI implementation at 
·minimal design costs. Systolic arrays find natural applica­
tions in signal and image processing where large matrix com­
putations need to he performed rapidly. 

t Research supported by an IBM Faculty Development Award 
tt Research supported by ONR grant N00014-84-K-0630 and NSF grant ECS-84-
04399. 
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Still higher performance can he had by application of 
wafer-scale integration (WSI) to the implementation of sys­
tolic arrays. Rather than dice a silicon wafer into chips as is 
usually done, the idea behind WSI is to assemble an entire 
system on a single wafer. Such an increased level of integra­
tion avoids the costs and performance loss associated with 
individual packa~ing of chips. However, since fabrication 
flaws in a wafer-sized circuit are inevitable it is necessary for 
these designs to he fault-tolerant so that wafers with defec­
tive components can still be used. The homogeneity of the 
PE's that make up a systolic array and their regular inter­
connection make systolic arrays attractive candidates for the 
application of WSI. Thus, several approaches to the design 
of fault-tolerant arrays of processors, with a view towards 
WSI, have been proposed in the recent past [6,9,11,13,17,21]. 
The designs resulting from all of these varied techniques, 
however, either ignore or fall short of meeting some of the 
desirable features of an effective fault-tolerant design - that 
the design facilitate testability, be easily reconfigurable, have 
short inter-PE wire lengths and make good utilization of 
non-faulty PE's. We will briefly highlight two of these 
approaches [11,17] as they form the basis for the research 
presented in this paper. 

In r17] Rosenberg proposed the Diogenes methodology 
for the design of fault-tolerant VLSI arrays. The essence of 
this methodology is linearization of processor networks 
which are mapped onto collinear layouts of processors 
configured into the desired structure by appropriate switch 
settings on buses running parallel to the PE's. It provides 
scan-in/scan-out capability to enhance testability and 
configuration is achieved using a few control lines per pro­
cessor. The PE's are scanned serially and are hooked into 
the network as and when they are determined to be fault 
free. Hence use of the Diogenes technique results in one hun­
dred percent utilization of the good PE's. The switches can 
he set dynamically through the control lines which are acces­
sible to the outside world thereby providing dynamic fault 
tolerance capability. Furthermore, Diogenes designs are 
modular, that is, chips designed in this manner can he cas­
caded together by connecting their corresponding buses. 
This feature can render feasible the use of a chip having 
only a few fault-free PE's, thereby increasing the effective 
yield. 

A second approach tailored to fault-tolerant design of 
systolic arrays, attempts to alleviate the problem of clock 
rate degradation caused by the fact that wires connecting 
logically adjacent fault-free PE's may span a large physical 
distance. The essence of this approach involved retiming [14] 
of the systolic algorithm. We say that a systolic design is a 
retimed version of another design if the former differs from 
the latter by having additional delais on some of the com­
munication links. Kung and Lam [llJ and Yarman [21] gain­
fully employed retiming to run systolic algorithms correctly 
without any degradation in their throughput even in the 
pr~sence ~f faulty PE's. Specifically, for a Jinear:arr~y sys-· 
tohc algorithm that is comprised of unidirectional data 
streams, retiming requires that the additional delay encoun­
tered by the data elements in each stream when bypassing 
a faulty PE be identical. This ensures that data elements 
that met at a PE in the fault-free array will indeed meet 
even in the presence of faulty PE's. 



By combining the Diogenes approach to restructuring 
processor arrays with the retiming schemes described in 
[11,21), effective fault-tolerant implementation of linear 
arrays meeting all of the desiderata enumerated earlier can 
be achieved, that is, the resulting designs are modular and 
can be easily tested and configured in the presence of faults. 
In addition, all the working cells can be utilized and more 
importantly signals need travel only short wire lengths in 
every clock cycle. 

In contrast, no single scheme or combination of previ­
ously proposed schemes for fault-tolerant implementation of 
2-D arrays simultaneously achieves all the desirable charac­
teristics of a fault-tolerant linear array implementation. For 
instance, the Diogenes scheme .results in long wire lengths 
between lo~cally adjacent PE's (even in the absence of 
faulty PE'sJ and requires significantly larger area than a 
two-dimensional implementation. For matrix computations 
like multiplication of two nXn matrices, such a design 

. makes use of O(n3) * area (rather than the optimal O(n2) of 
a 2-D array implementation). Furthermore, if we assume 
linear propagation delay for signals (not an unrealistic 
assumption for the large circuits being considered in a 
wafer-scale environment [2,3)) then matrix multiplication 
requires O(n2) time (rather tlien the optimal O(n) of a 2-D 
array implementation). On the other hand, incorporating 
retiming techniques for fault-tolerant implementation of 2-D 
arrays requires the use of numerous programmable delay 
registers and extra wiring channel capacity in the wafer in 
order to achieve high PE utilization (11). This makes the 
technique cumbersome to use. 

While a linear array is easy to implement and possesses 
excellent fault-tolerant properties, simulating 2-D systolic 
algorithms (like matrix multiplication) on it results in 
significant degradation in time performance. For instance, 
multiplication of two nXn matrices requires O(n) time on a 
2-D systolic array (12) whereas it requires O(n2) time on a 
linear array (1,8,10). 

A question that naturally arises is whether there exists 
a computing structure that has all the attractive implemen­
tation and fault-tolerant features of a linear array and can 
simulate 2-D systolic algorithms with a better time perfor­
mance that a linear array. 

In (19} we gave an encouraging answer to this question 
by presentmg a collinear VLSI array that retains all the 
desirable fault-tolerant characteristics of Diogenes designs . 
but obviates the need for signals to travel more than a fixed 
physical distance in any clock cycle. On such an array we 
established a lower bound on time of n(nvn) to multip,ly 
two nXn matrices. We also presented an optimal Q{nvn) 
time matrix ~ultiplication algorithm that used OlnvnJ pro­
cessors, O(vn) storage per processor and O(vn) internal 
bandwidth (that is, the number of data items that may be 
simultaneously transferred in unit time across any vertical 
line passing through the array). The O(n2) area and O(nvn) 
time re1uired by our algorithm is significantly lower than 
'the O(n) area and O(n2) time requirement of a straightfor­
ward linearization of the 2-D systolic matrix multiplication 
. algorithm on our array. 

In this paper we examine the. inter-relationship among 
processors, storage within a processor, internal bandwidth 
and time complexity of matrix multiplication on our model. 
We establish lower bounds on the time and processor com­
plexity for matrix multiplication as a functi9n of the storage 

within a processor and the internal bandwidth. We then 
present a generalized algorithm that matches these bounds 
for arbitrary storage within a processor and arbitrary 
bandwidth. An interesting side effect of our result is that 
the time and area complexities and the asymptotic complex­
ity of the number of processors used by the alg~rithm in [1_9) 

* l'(n)=O(g(o.)) ii? there exiah conatanta c and no auch that l'(n)$c g(n) for 
n~no and l'(n)=ll(g(n)) ur l'(n)~c g(n) for n~n0. 
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and all previously described linear systolic array matrix mul­
tiplication algorithms in [1,4,8,10,15,16) can be obtained as 
special cases of our genera!ized algorithm. 

To illustrate the key ideas in this pa.per we focus only 
on matrix multiplication. However the techniques and 
results of this paper can be readily adapted to obtain such a 
family of optimal algorithms for other 2-D systolic algor­
ithmms like LU decomposition, QR factorization, solution of 
linear systems of equations, etc. 

The rest of this paper is organized as follows. In the 
next section we lay the theoretical framework for the 
research reported in this paper. In section 3 we will ela­
borate on our computing structure and outline the design of 
matrix multiplication algorithms on this model. In section 4 
we present some closing remarks. The details of our algo­
rithm, its proof of correctness and issues regarding fault 
tolerance and modularity appears in (20). 

2. Theoretical Framework 
One of our major objectives is to retain the excellent 

fault-tolerant characteristics afforded by collinear implemen­
tations of processor networks but avoid the degradation in 
throughput (caused by a lower clock rate) that long inter-PE 
wires would impose. Making the clock rate independent of 
the inter-PE wire length in a collinear implementation may 
be achieved by introducing buffers in the wires at fixed phy­
sical separation (say between every pair of physically adja­
cent PE's) so that signals are clocked in and out of these 
buffers at every clock cycle. Fig. 2.l(a) is a collinear 
implementation of a 3 X 3 2-D array obtained using the 
Diogenes methodology. Fig. 2.l(b) is the same implementa­
tion with buffers (denoted by in the figure) on the con­
necting wires. 

While incorporating buffers in the interconnecting wires 
may appear to be a relatively minor change, it drastically 
changes the nature of computations on the architecture. 
Interconnecting wires in the non-buffered case are now actu­
ally pipelines through which several data items may simul­
taneously be in transit from a source PE to a destination 
PE. As discussed below, algorithms on such an architecture 
need to be carefully designed to exploit the potential 
afforded by having pipelined buses. 
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Fig. 2.1 (a): Linearisation of 3X3 Mesh (without butfen) 
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First, consider a naive simulation of the well-known 2-
D systolic algorithm for matrix multiplication (12] on our 
collinear pipelined implementation. It is easy to see that 
every communication step that transferred data elements 
between adjacent PE's along a column in the 2-D mesh 
would now require (n-1) clock cycles to move the element 
along the (n-1) buffers separating the corresponding PE's in 
the collinear implementation. Thus, the naive simulation 
would require O(n2) time rather than the O(n) required on a 
2-D systolic array implementation. Even more interestingly, 
a theoretical result due to Gentleman [5] implies that as long 
as the PE's in the collinear implementation have only a con­
stant (0(1)) amount of storage( then any matrix multiplica­
tion algorithm would require 0 n2) time. 

Fig. 2.2 
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l 
O(n) 

A consequence of the above result is that a minimum 
requirement for improving the time performance is to 
increase the storage within every PE. The intuitive reason 
for doing so is to reduce the number of PE's that take part 
in the computation and thereby decrease the maximum path 
length that any data item has to traverse during the compu­
tation. However, decreasing the number of PE's beyond a 
certain limit causes the computation to become compute 
bound, as we have too few PE's to perform the computation. 

Thus, there exists an interesting tradeoff between the 
storage per PE and the execution time of the algorithm. In 
addition, as we shall show, the number of parallel wires in 
the collinear layout (the number of such wires is a measure 
of the number of data items that may be simultaneously 
transferred across any vertical line passing through the 
array, and will be denoted by the term internal bandwidth) 
also affects the time complexity of the algorithm in an 
interesting way. Thus we have a four-way tradeoff between 
the execution time, the storage per PE, the internal 
bandwidth and the number of PE's. 

Our main contribution in this paper is to fully charac­
terize the tradeoffs involved in such a collinear model. We 
present a generalized family of matrix multiplication algo­
rithms on this model parameterized by the storage per PE 
(s) and internal bandwidth (k). All the algorithms in our 
family are optimal in that they make most efficient use of 
the given hardware resources and perform the computation 
in the minimum time possible. 

The interplay between these resources (execution time, 
the storage per PE, the internal bandwidth and the number 
of PE's) can be summarized by the following graph (see Fig. 
2.2). -
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n3. 
The curve ae denotes a lower bound on time of -

whereas the line be denotes a lower bound of p which is tEe 
time it takes for an element to travel from one end of the 
collinear array to the other: Observe that the lower bound 

3 
on processing time ( ~) matches the lower bound on the 

communication time (C) when p is nv'Il. For p either less or 
g.reater than this, one of the two times dominates. A 
rigorous proof of this n(nv'Il) lower bound on time for multi­
plication of two nXn matrices appears in [19). 

. r Note that to store n2 elements in nVn PE's we require 
vn storage per PE. Moreover, Vn internal bandwidth 
suffices. to accomplish transfer of the n2 elements across any· 
point in the array in nVn time. Therefore both s and k are 
Vn at point e. 

Feasible algorithms (that is, those that do not violate 
the time lower bound) are bounded within the region 
enclosed bf the curve ae and the lines be and ab for p in the 
range O(n) to O(n2) and T in the range O(nVn) to O(n2) 

(the shaded region in the figure). 
From information-flow arguments [18J it can be easily 

established that for any internal band.width k, the ti~e 

required to multiply two nXn matrices must be at least : . 

The intuitive reason for this is that in an>; (approximately) 
equal-sized partition of the cllip at least n bits of informa­
tion must flow between the two partitions and hence for any 
internal bandwidth k the lower bound follows. To store the 
n2 elements we require at least n2 storage (see [15,22) for a 
proof). Therefore, within the feasible region, the lower 

n2 
bounds on time and number of processors are n(k) and 

n2 
n( -) respectively. 

s 
Observe that any point x (px,tJ in the region below ae, 

represents the situation where we have too few pr~cessors 

(Px) to compute the n3 scalar products in time tx< ~. Mov-
Px 

ing horizontally to the right (that is, keeping k fixed) would 
correspond to increasing the number of PWs and underutil­
izing the storage per PE. On the other hand, moving verti­
cally up (that is, keepings fixed and therefore the number of 
PE's fixed) we underutilize the inter-PE bandwidth (k) and 
also incur a penalty in time. 

Observe also that any point y (py,ty) in the region 
below line be, corresponds to a situation where in time ty 
(ty<p~) a data item has to be distributed to Py PE's 

(Py=~). Moving horizontally to the left corresponds to 
s 

decreasing the maximum path length by reducing the 
number of PE's. This can ·only be achieved by increasing the. 
storage per processor which may not always be possible for 
PE's embedded in a chip. We would therefore pay the time 
penalty of moving vertically to the top. 

In this paper we will describe the design of a general­
ized family of systolic algorithms in the feasible region, 
parameterized by s and k that simultaneously meets both 
the time and processor lower bounds. Now the algorithms 
in (1 8,10] use O(n) PE's, O(n) storage per PE and require 
O(ri2j time. These algorithms operate at point a in Fig. 2.2. 
when s is n our generalized algorithm will have the same 
processor, storage and time complexities. The modular algo­
·rithm in [15] requires O(n2) PE's, uses 0(1) storage per PE 
and also requires O(n2) time. It operates at point b in Fig. 
2.2. Our generalized algorithm will have identical processor, 
storage and time complexities when s is 1. Using a single 
bus (k=l) in our generalized algorithm results in the family 
of algorithms in [4,16} that operate along the line ab in Fig . 
. 2.2. Lastly, the algorithm in (19] that operates at point e is 
obtained from our generalized algorithm when both s and k 
are Vn. 
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3. Computing Model 
Let A and B be two nXn input matrices and let C be 

the result matrix. Lets (1:5s:5n) be the storage per PE and 
k (1:5k:5v'ii.) be the number of buses. (Observe in Fig. 2.2 
that we never require more than Vn buses in the feasible 
region.) The cells used for multiplication are arranged on a 
straight line and. communicate by multiple buses as shown 
in Fig. 3.1 below for the case n=4 and k=s=2. 

The n2 elements of matrix C are stored in the local 
memories of the PE's (s of them in each PE) and updated 
in-situ as elements of matrices A and B are made available 
to the PE's. There are four distinct types of buses which 
transport elements of matrix A (ABUS), elements of matrix 
B (BBUS), control signals (CNTRLBUS) and address signals 
(Al>DRBUS) from the l/0 port at the left end of the array 
to the different PE's. There are k buses of each type and 
each PE is hooked to exactly one ABUS, BBUS, CNTRLBUS 
and ADDRBUS. This makes our structure attractive for 
implementation purposes. 

We can visualize all the cells in the layout as being 
subdivided into k2 contiguous blocks where ~ch flock is a 

contiguous sequence of w cells (w=(~-1) kn +~. See 
k s k 

(20] for more details). Each ABUS is connected to kw (phy­
sically) consecutive PE's. The first ABUS is connected to 
PE's l,2, .. ,w,w+l, .. ,2w,..,kw, the second one is connected to 
PE's kw+l, kw+2, .. ,2kw and so on. Each BBUS is con­
nected to each of the cells in k different blocks where each 
block is separated by a run of (k-l)w PE's that are con­
nected to the remaining k-1 BBUS's. Thus the first BBUS is 
connected to each of the PE's in the first block comprising 
of PE's 1,2, .. ,w and then to each of the PE's in the block 
consisting of PE's kw+l,kw+2, .. ,(k+l)w and so on. The 
second BBUS is connected to the block with PE's 
w+l,w+2, .. ,2w and then to the block with PE's 
(k+l)w+l,(k+l)w+2, .. ,(k+2)w and so on. The organiza­
tions of the CNTRLBUS and ADDRBUS are similar to the 
ABUS. Observe that the above interconnection transforms 
each of the k2 blocks into a linear-array block. As an illus­
tration( observe in Fig. 3,1 (w is 3 as n is 4 and s is 2) that 
(ABUSJ1 is connected to the first six PE's whereas (ABUS)I 
is connected to the remaining six PE's. (BBUS)i is first con­
nected to the block consisting of PE's 1, 2 and 3 then to the 
block with PE's 7, 8 and 9 whereas (BBUSh is connected 
first to the block with PE's 4, 5 and 6 followed by the block 
consisting of PE's 10, 11 and 12. 

Finally, all the processors operate synchronously and 
are driven by a global clock. 

Associated with each bus is a delay equal to the 
number of clock ticks required to move a data element trav­
eling along the bus between consecutive PE's. The delay 
associated with the ABUS, CNTRLBUS is 1, as shown by 
the "unit-delay" buffers on these buses ( 's in Fig. 3.1). 
whereas the delay encountered on the BBUS is 2 ( 's in Fig. 
3.1). Therefore, in our model no element has to traverse 
more than a fixed physical distance in one clock cycle and· 
this distance is independent of the size of the array. In our 
model therefore, signal delay is proportional to the distance 
it has to propagate. Such a delay model appears appropriate 
for the large circuits produced by wafer-scale integration. 
See [3] for a justification of this delay model and [2] for a 
detai'led discussion of the various delay models. 
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Fig. 3.2 is a logical arrangement of our computing 
structure. The linear array blocks are indexed mvm2, •• ,mk'' 

Note that we connect together the BBUS of blocks 
whose indices differ by k whereas the ABUS,CNTRLBUS 
and ADDRBUS of k adjacent blocks are connected. The 
difference in indices between the last processor in block mi 
and the first processor in block mi+k is (k-l)m+ 1. Recall 
that a data element that is travelling along the BBUS 
requires two ticks to move between consecutively indexed 
processors. Hence an element of matrix B that emerges from 
the last cell in mi reaches the first cell in block mi+k in 
2((k-l)m+l) clock cycles. The on the BBUS between 
blocks models this delay. By distributing the delay along 
the BBUS (as shown in Fig. 3.1) the clock rate is made 
independent of the physical separation between the blocks. 

3.1. Multiplication Algorithm 
We will now outline our algorithm for multiplying two 

nXn matrices whose elements are pipelined through the 
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buses in our computing structure. The elements of the 
result matrix C are stored in the local storage of PE's, one 
per word and updated in situ as elements of matrices A and 
B are made available to the PE's. 

We first divide matrix C into k2 submatrices each of 

size -[XI-· Each of these sub matrices are computed in a 

linear-array block of w cells. The first block of k submatrices 
are computed in the first k linear-array blocks, the second 
block in the next set of k linear-array blocks and so on. 

n If s=k then we can compute the product of these sub-

matrices using a linear array of O( "[) PE's and 0( ~ ) 
storage per PE [1,8,10]. These algorithms store one of the 
input matrices (one row per PE) and pipeline the columns of 
the other matrix through the array. After all these columns 
pass through a PE, an entire row of the result matrix gets 
computed in that PE and there is sufficient storage within it 
to store the computed row. However the difficult and 
interesting case arises when s<-[. This is because we have 



less storage within a P.E to store an entire row of the input 
or result matrix. In contrast to the previous case (wherein a 
PE must use all the elements of the second input matrix 
passing through it in order to compute an entire row of the 
result matrix) a PE now will be required to use only certain 
of these elements in order to compute part of an entire row 
of the result matrix. We can handle both these cases by 
using the linear-array algorithm in (16] to compute the sub­
matrices. Note that the au's and bij's are required in 
different linear-array blocks. 'l'he final iletails of our algo­
rithm involves carefully scheduling their arrival to the 
different blocks so that the correct product terms meet at 
the correct time in the appropriat~ PE and accomplish the 

entire computation in optimal 0(: ) time. 

We estimate the time and processor complexity of our 
algorithm as follows (a detailed analysis appears in the 
appendix). 

2 2 
Recall that in the feasible region 0( ~) and 0( ~) are 

k s 
the lower bounds on time and processor complexity respec­
tively. 

n2 
We use k2w PE's and w is 0(-2-) and hence the pro-

2 ks 
cessor complexity is 0( ~). 

s 
For estimating the time comple~ity of our algorithm, 

n first note that we need to compute 3 scalar products of a 
k 2 

sub matrix in each linear-array block. This requires 0( ~) 
2 k 

time which is :50(: ). Secondly, an element from matrix B 
2 

need travel a maximum path length of O(~). Now k$s in 
s 

the feasible re~on, and hence the time complexity is 

bounded by 0( ~ ). 

Thus, for any s and any k, our algorithm achieves 
optimal time and processor bounds in the feasible region. 

An interesting byproduct of our generalization is that 
the area and time complexities and the assymptotic com­
plexity of the number of processors used by all known 
linear-array matrix multiplication algorithms [1,4,8,10,15,16] 
and the algorithm in [19] appear as special cases of our gen­
eralized algorithm. We show this as follows. 

The algorithms in ~,8,10] use O(n) PE's, O(n) storage 
per PE and require O(n2 time. These algorithms operate at 
point a in Fig. 2.2. he algorithm resulting from our 
generalized algorithm when s is n will have the same proces­
sor, storage and time complexities. The modular algorithm 
in [15] requires O(n2) PE's, uses 0(1) storage per PE and 
also requires O(n2) time. It operates at point b in Fig. 2.2. 
Our generalized algorithm will have identical assymtotic 
complexities for time, area and number of processors when s 
is 1. Using a single bus (k=l) in our generalized algorithm 
would result in the family of algorithms in (4,16] that 
operate along the line ab in Fig. 2.2. 

Lastly, whens and k are both Vn (that is, they are bal­
anced ), our generalized algprithm achieves the optimal time 
bound of O(nvn) using vn buses, Vn storage per PE and 
O(nvn) PE's. All these complexities are identical to the 
alg<?rithm in [19]. Some features of this algorithm are worth 
noting. Our bafanced algorithm operates at point c in Fig. 
2.2. Observe in the figure that the lower bound on com­
munication time matches that of the processing time when n 

·is Vn (point. c in the figure). We compare this balanced 
algorithm with the naive simulation of a 2-D systolic matrix 
multiplication algorithm on the collinear structure in Fig. 
2.l(b ). 
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As mentioned earlier, the primary drawback with such 
a simulation is that nXn matrix multiplication on it requires 
O(n3) area, 2n buses and O(n2) time. Note that this is the 
case despite the buffers on tbe buses to pipeline several ele­
ments along them. 

Fig. 2.l(a) is the collinear implementation obtained 
using the Diogenes design methodology. However, a major 
drawback with these designs is the long wire lengths 
between logically adjacent PE's (even in the absence of 
faulty PE's) resulting in significant degradation in 
throughput (due to a slower clock speed). Simulating two 
nXn matrices on this structure requires O(n3) area. Furth­
ermore, if we assume that signals propagate a fixed physical 
distance in every c~cle, then the time required for multipli­
cation becomes O(n ). 

In contrast, the time complexity of our balanced algo­
rithm is only O(nvn). Furthermore, we require only nVn 
processors (rather than the n2 PE's required for simulation) 
and only 4Vn (rather than the 2n required for simulation). 
The total area occupied ~ the nvn processors is O(n2) (as 
each processor requires vn storage). Also, each bus is nYn 
long and hence the wiring area occupied by all the Vn buses 
is O(n2). Thus the total area required by our balanced algo­
rithm IS O(n2). In contrast, the simulated 2-D systolic algo­
rithm requires O(n3) area. Thus our balanced algorithm suc­
cintly demonstrates that we can preserve the ease of testa­
bility and configurability that are characteristics of the 
linearization approach and also have better resource utiliza­
tion and better time performance as well. 

4. Conclusions 
Several approaches to the design of fault-tolerant 

arrays of processors, with a view towards wafer-scale 
integration, have been proposed in the past. The designs 
resulting from all of these varied techniques, however, either 
ignore or fall short of meeting some of the desirable features 
of an effective fault-tolerant design, namely, that the design 
facilitate testability, be easily reconfigurable, have short 
inter-PE wire lengths and make good utilization of non­
faulty PE's. 

Some of these methodologies can be combined to pro­
duce effective fault-tolerant implementation of linear arrays 
meeting all of the desiderata stated earlier. In contrast, no 
single scheme or combination of previously proposed 
schemes for fault-tolerant implementation of 2-D arrays 
simultaneously achieves all the desirable characteristics of a 
fault-tolerant linear array implementation. 

Diogenes designs proposed by Rosenberg are very 
attractive for fault-tolerant implementation of 2-D systolic 
algorithms. However, a major drawback with Diogenes 
designs is the long wire length between logically adjacent 
PE's (even in the absence of faulty PE's) resulting in 
significant degradation in throughput. Moreover, these 
designs require significantly large area for simulating 2-D 
systolic array algorithms. For matrix computations like mul­
tiplication of two nXn matrices, such a design makes use of 
O(n3) area. Furthermore, if we assume that signals pro­
pagate a fixed physical distance in every cycle then matrix 
multiplication requires O(n2) time. 

In (19] we presented a collinear VLSI array that retains 
all the desirable fault-tolerant characteristics of Diogenes 
designs but obviates the need for signals to travel more than 
a fixed physical distance in any clock cycle. In our model, 
all signals travel a fixed physical distance in any clock cycle, 
e11en in the presence of faulty processors (that is, the clock 
rate is indef.endent of both the number of faulty and non­
faulty PE's . This feature of our model requires us to use 
retiming to ensure the correctness of our systolic algorithm 
despite the presence of faulty PE's. Their presence only 
contribute to an additive increase (equal to the number of 
bypassed faulty PE's), in the time complexity of our algo­
rithm. We also described an algorithm to mutiply two nXn 
matrices in optimal O(nvn) time and O(n2) area, 



In this paper we examined the inter-relationship among 
processors, storage within a processor, internal bandwidth 
and time complexity of matrix multiplication on our model. 
We established lower bounds on the time complexity and 
the number of processors required for matrix multiplication 
on our model as a function of the storage within a processor 
and the internal bandwidth. We than presented a general­
ized algorithm that matches these bounds for arbitrary 
storage within a processor and arbitrary bandwidth. An 
interesting side effect of our result is that the time and area 
complexities and the assymptotic complexity of the number 
of processors used by the algorithm in [19] and all previously 
described linear systolic array matrix multiplication algo­
rithms in fl,4,8,10,15,16] can be obtained as special cases of 
our generalized algorithm. 

To illustrate the key ideas in this paper we focussed 
only on one matrix computation (namely dense matrix mul­
tiplication) although our techniques can be easily extended 
to handle other important problems including LU decompo­
sition, QR factorization and solution of linear systems of 
equations. 
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Abstract -- Techniques for distributively, reliably 
diagnosing multiprocessor systems are presented in 
this paper. Based on these techniques.trustworthy 
diagnostic results on the status.faulty or fault free,of 
every processor node will be revealed by fault free 
processors. An assumption which has been 
commonly made in most papers and might lead to 
totally incorrect results is eliminated for fail safe 
purpose. The assumption puts a limit on the number 
of existing faulty processors. Capabilites of the 
diagnosis system is analyzed in terms of 
trustabi lity ,diag nosability ,coverage and mean 
diagnosability. Comparison to an existing diagnosis 
approach is also provided on diagnosing system 
using a multistage topology. The results single out 
the uniqueness of our approach on the fail safe 
diagnosis. 

1. Introduction 

A general guideline has been established to 
avoid introducing extra faults which can lead a fault 
tolerant system to earlier destruction whenever 
system recovery schemes, such as fault 
detection.diagnosis, isolation and reconfiguration,for 
restoring the system to operating mode are called 
for[1 ]. 

A lot of research works have been done to mold 
processor nodes together to form parallel processing 
systems. Yet.only a little effort has been exerted on 
how to reliably manage the system whenever faults 
occur. Fault detection and location are the first two 
steps to take to avoid further damages to the system. 
Basically there are two kinds of fault diagnosis 
methods. The first is the centralized one in which an 
external processor takes the responsibility of locating 
the faulty processors. The second is the distributed 
one in which every processor involves the execution 
of the diagnosis procedure. For a large and/or widely 
dispersed system.centralized diagnosis is not 
feasible due to the limitation of communication links. 
Besides.those diagnosis processors will form the 
. hardcore of the system. For norirepairable and/or 
autonomous systems.only distributed diagnosis is 
feasible. 

Valid fault detection and location methods 
should imply one hundred percent reliability in 
carry~ng out the_ job. They should never come up with 

* This work is supported in part by a grant from IBM 
Corporation. 
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false diagnostic results. Otherwise.these methods 
would be as harmful as those faults which call for 
these methods since.they could introduce more faults 
into the system. Previous papers in fault diagnosis 
tend to put a limit on the number of existing 
faults[2-8]. If more faults than the assumed limit 
occur.often times it is quite possible.depending on 
the reliability and size of the system.the system will 
simply yield false results. This is especially true for a 
large, distributed system in which only distributed 
fault diagnosis is feasible. There should be no room 
at all for uncertainty. A very small percentage of 
increase of uncertainty will result in dramatic 
decrease of system reliability as can be observed in 
[9]. This paper reports new techniques and concepts 
for reliably diagnosing multiprocessor system. 

In section 2,we present a system graphs model 
and a fault model which forms the basis of a new fault 
diagnosis algorithm. Section 3 consists of the 
diagnosis algorithm and proof of the validity of this 
algorithm. Comparisons of coverage,trustability and 

. mean diagnosability of systems with different 
diagnosability are presented in section 4. Section 5 
concludes the work in this paper. 

2. System Graphs and Fault Model 

; 2.1 System Graphs 

A system interconnection graph is an 
undirected graph showing the interconnections 
among processors of the system. Yet.test graph is a 
graph which shows the relationship between testing 
and tested processors. lnterconnrction graph is the 
·underlying graph of test graph. An example of these 
graphs is shown in Fig. 1. A directed test graph is 
depicted in Fig. 1.a in which the two processors 
linked by the arrowheaded link are associated with 
each other with the processor to which the arrowhead 
is incident defined as the tested processor and the 
other as the testing processor. Fig. 1.b is an 
undirected test graph in which every processor is 
both a testing and tested processor to its neighboring 
processors. In this particular case.the system test 
graph is the same as the interconnection graph. 

A processor has two roles : it is a tester at one 
time.and -a -testee at another. time. As a testing 
processor,it initiates its tested processors to 

. commence self test and monitors the results from its 
tested processors. As a tested processor.it receives 
start signals from its testi11g proces~()rs _t()_.s_tart self 



test.reports its own status and reroutes received fault 
vectors from its testees to its testers. 

2.2 Fault Model 

The fault model is similar to most of the ones 
presented in previous papers[2-8] except one 
point.that is,no assumption on the number of 
allowable faults is ever made in order to avoid false 
diagnostic results and therefore possible system 
catastrophy. 

The fault model is defined as follows : 
(1) a faulty processor might modify the fault 

vectors sent to it by its testees. 
(2)only permanent fault is considered. That 

is.once a processor is identified as faulty 
by any fault free processor.it will be regarded 
as faulty even though other processors might 
identify it as fault free. 

(3)a fault free processor can become faulty 
during diagnosis period. 

Link faults will be treated as proceesor faults 
since it is technically difficult to differentiate between 
link faults and processor faults. If that happens.the 
system simply loses those fault free processors which 
have association with the faulty links. 

Since the diagnosis system is based on a 
distributed algorithm and no global clock has ever 
been provided as a system wide synchronization 
mechanism,it is impossible for processors to know 
the exact time of occurences of any link or processor 
faults. The only condition for the processors to 
differentiate link faults from processor faults is that 
they· know exactly when faults have occurred. That 
implies a global,nonskewed clock should be 
implemented,which is impossible. The following 
paragraph explains in a circumstance on how link 
faults and processor faults can be differentiated by 
systems adopting distributed diagnosis algorithms. 

For instance.we have 2 processors testing a 
common processor.the first tester identifies it as fault 
free and the second one identifies it as faulty due to 
the broken or stuck link between them. Following 
situations are possible : 

(1)1f the second tester identifies the link fault before 
the first one.then every processor will receive 
time-stamped messages from both the second tester 
indicating the tested processor as faulty and the first 
tester indicating it as fault free. Since only permanent 
fault is considered and fault condition was located 
first in terms of global clock.processors shall resolve 
this situation as a link fault. And the faulty link is the 
one that connects the second tester and the tested 
processor. In this case.the useful resource in this 
tested prqce~s.or will not be . dispensed_. Only the 
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faulty link will be isolated. 

(2)Yet, if the first tester identifies the fault free 
processor first and the second one identifies the 
tested processor as faulty due to broken or stuck link 
between them after the first tester, then it is 
impossible to tell if it is a link fault or processor fault 
since the situation is the same as that of a fault free 
processor becoming faulty later before it is tested by 
the second testers. Unless the first tester.after 
receiving this conflicting message.can test this tested 
processor again and issue a later-time-stamped 
message indicating this supposedly faulty processor 
is still fault free. 

3_ Reliable Distributed Diagnosis Algorithm 

3.1 Fail Safe Distributed Algorithm 

The initiation and execution of the system fault 
diagnosis is assumed fully distributed. The following 
algorithm is for fault diagnosis only. Fault detection at 
individual processor is assumed. In this diagnosis 
system.we assume a certain number of processors 
can periodically initiate fault diagnosis cycles to 
locate faulty processors. The number of these 
watchdog-type processors should be greater than the 
expected degree of system fault tolerance in order to 
provide the necessary fault tolerance. Whenever the 
first processor initiates current cycle.every other 
processors which receive the initiation message.in 
addition to starting the diagnosis cycle.should also 
adjust its own internal clock to prepare for initiating 
next cycle. For the case in which faults did occur 
before the cycle is started.the effect of faults will be 
confined to only one cycle. 

Pefinjtion 1 : Piagnosability -- A system is said 
to be t-fault self diagnosable if and only if each 
_processor in the system can correctly identify all t 
faulty processors. 

Diagnosability should not be taken as the sole 
gauge of the system diagnosis capability. The degree 
of confidence on the yielded results should be 
seriously taken into consideration in addition to 
diagnosability. Some might argue that we can always 
construct a system with diagnosability as high as 
possible. Yet no matter how complicated the system 
and therefore how high the diagnosability might be,it 
is always possible that the number of faults might 
surmount the diagnosability. On the other hand, for 
systems in which the diagnosability is low due to 
physically restricted structure of the system.the 
possibility of more fatal faults is even higher. 

The algorithm is equally applicable to every 
processor in the system.The algorithm is written in 
C-like language. 



Notations 
(1) f[i] == fault vector maintained locally by p(i) 

(processor with logical id of i). 
(a) f[i][k] == kth element in f[i] representing the 

status of p(k) with the following possible 
values if k is not equal to i : 

0 : if p(k) is fault free. 
1 : if p(k) is faulty. 
x : status of p(k) is undetermined. 

(b) f[i][i] is the status of p(i) itself with only two 
possible values of 0 or 1. 

(2) F[i] == fault vector sent by p(i) == f[i] ; F[i][k] == kth 
element in F[i]. 

Node p(j),j=O, 1, .... ,n-1,after receiving diagnosis 
initiation messages.will perform following algorithm : 

{ 
INITIALIZATION: 
/*self test and initialization*/ 
broadcast diagnosis initiation message to 
neighboring(both tested and testing) processors; 
SELF_TEST: 
if(self test passed) 

{ 
f[j] = [in_1,.,ij···i1 ,i0] = [x,x,.,O,.,x,x); 

send self test status to p(j)'s testers; 
} 

else { 
f[i] = [x,x,., 1,.,x,x); 
send self test status to p(j)'s testers; 
break; 

}/*faulty processor ma-kes self dormant if 
possible*/ 

while ((at least one element in fUJ undetermined) and 
(time not up yet)) 

{ 
TEST : /*testing testees p(i)'s of p(j)*/ 

for (every p(i) tested by pU)) 
switch (status of p(i)){ 
case FAULT_FREE: 

f[j][i] = O; 
break; 

case FAULTY: 
case NO_RESPONSE and TIMED_OUT : 

f[j)[i] =1; 
break; 

case NO_RESPONSE and TIME_NOT_UP: 
break; 

} /*switch*/ 
_BROADCAST : /*broadcast newly modified fault 
vector to testers p(k)'s of p(j) if any*/ 

while((any F[i] received from fault free p(i))) { 
if(F[i] results in changes of any element in f[j] from 

x to 1 or from 0 to 1 ) 
{ 
initiate self test of p(i); 
if (p(i) is found fault free and F[i][i] ==0) 
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update f[j] with F[i] from- p(i); 
else /*p(i) found faulty* I 

f[j][i]=1; 
}/*ir/ 

broadcast newly changed element in f[j] to 
nonfaulty p(k)'s which test p(j); 
}/*while*/ 

}/*while*/ 
if(at least one element in f[j] is undefined) 
FAILED: 

for(nonfaulty p(k)'s which test p(j)) 
broadcast failure message to p(k); 

else{ 
for(nonfaulty p(k)'s which test p(j)) 

broadcast done message to p(k); 
while(at least one done message not yet received 
from fault free processors and time not up yet and 
no failure message received) 
if(timed out) 

go to INITIALIZATION; 
else 

if(failure message received) 
go to FAILED; 

}/*else*/ 
}/*main*/ 

The failure message indicates some of the fault 
free processors fail to generate decisive and 
unanimous result.although other fault free processors 
can locate all faulty processors. 

3.2 Definition and Theorem 

Pefinjtjon 2 : Connectjyity -- For an 
undirected(directed) test graph.the (vertex) 
connectivity Kv is the minimun number of vertices 

whose removal from the graph results in a 
disconnected (weakly qonnected or 
disconnected)graph [1 OJ. 

The test graph of Fig. 1.a is a directed graph 
with connectivity of 2. Yet ,the test graph of Fig. 1.b is 
an undirected graph with connectivity of 4. 

When the number of faults is equal to the 
connectivity of the test graph.then the diagnosis 
system will fail us in some cases as the following 
paragraphs show. By failing us,we mean the 
diagnosis system found that current fault situation is 
undiagnosable due to lack of unanimous and 
decisive diagnostic result. 

Assume the test graph of a multiprocessor 
system has connectivity of t,then the following cases 
are the situations in which the diagnosis system fails 
when the number of faults is not less than t. 
case 1: Any processor with all its t testers being faulty. 
In this situation.the status of this particular processor 
will be unknown to other processors in the system. 
case 2: Any processor with all its t testees being 
faulty. This particular __ processor will be to_tally 



blocked from the diagnostic information flowing 
around the system. 
case 3 : There are some special cases with not less 
than t faults which also result in failed system. 

As long as the number of faults is less than t,the 
diagnosis system always comes up with decisive and 
unanimous result. 

From the above cases.we observe that the 
diagnosability of the system proposed in this paper is 
always 1 less than the connectivity. The main reason 
behind this decrease of diagnosability,as compared 
with that of the diagnosis systems proposed in other 
papers.is to achieve fail safety. Yet,it doesn't at all 
imply the system has an inferior capability of locating 
existing faults. On the contrary, it has a better 
capability. 

The following theorem verifies that when the 
number onaults is less than the connectivity of the 
system.the system can always locate all faults by 
adopting the previous algorithm. And when the 
number of faults is eqaul to or greater than the system 
connectivity, the algorithm never comes up with false 
diagnostic results. 

Theorem 1 - Using the above algorithm,a 
system with test graph T of Kv equals t will either 

correctly locate all faulty processors or not incorrectly 
locate any faulty processors. 

Proof : We will prove the validity of the algorithm in 
three cases. 
(1 )if the number of faults is less than t : 

As the system has a test graph with Kv equals 
t,therefore,it will still be connected(or strongly 
connected). There will be at least. one path between 
every pair of vertices according to the definition of 
connected graphs. Therefore,for a directed test 
graph system.every fault free vertex can receive the 
diagnostic information from its fault free testees and 
broadcast new information to its nonfaulty testers. For 
a directed test graph,the set of testers and the set of 
testees of a vertex do not have any element in 
commom. Yet for an undirected test graph.the set of 
testers is the same as the set of testees for a vertex. 
There is still at least one path which consists of fault 
free vertices.and correct diagnostic information can 
be received and broadcast along this path. 

(2)if the number of faults is greater than t : 
According to the definition of connected 

graph.we encounter two situations : 
(A)it is possible that the test graph is 

disconnected(or weakly connected),then there will be 
no path at all between some pairs of vertices. These 
vertices will fail to either collect status of other 
vertices or be known to other vertices of its status. 
TherefQre,we can sort all fault free vertices into two 
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categories : those Which fail to collect status of every· 
vertex and those which can collect status of every 
vertex. For those which fail.they will broadcast failure 
message to every other fault free vertex according 
to the algorithm. And since the other set consists of 
those which can collect status of every vertex,the.y will 
be able to collect this newly broadcast failure 
message. The result is no vertex in the system will 
ever go into a faulty state in which it thinks the 
system yields decisive and unanimous results. We 
conclude that no vertex will ever incorrectly locate 
faulty vertiCes. 

(B)if the test graph is still connected(or strongly 
connected),then the situation is the same as that of 
(1 ). 

(3)if the number of faults is equal tot : 
This case is the same as (2) except the 

possibility of the test graph being connected is higher 
than that of (2). The only occassions that the test 
graph will be disconnected are : (a)when either all 
testers or all testees of a vertex are faulty.and (b)few 
special cases. 

4.System Coverage.Diagnosability. 
Trustabilitv and Mean Piagnosabi!ity 

4.1 Analysis of Diagnosis Trustability 

Q.E.D. 

Pefinjtjon 3 : Trustabi!ity of Diagnosis 
Trustability of fault diagnosis is the probability that the 
diagnosis system either yields correct or does not 
yield incorrect diagnostic results regardless the 
number of faults in the system. 

Trustability is actually a reliability measure. A 
diagnosis system which guarantees locating up to k 
faults when the number of faults is not more than k 
will have diagnosis trustability of 1 when the number 
of faults is less than or equal to k. Yet.when the 
number of faults is greater than k,the trustability 
decreases as the number of faults increases. For 
example,in [2], the system will yield false results 
when the number of faults is greater than the 
assumed one. Take the 5-node completely 
connected graph system in Fig.1.a as an example. 
According to the structure of this system,diagnosis 
algorithm in [2] can diagnose up to 2 faults,yet,if the 
number of faults is greater than 2,the trustability of the 
diagnosis system will be the. probability of any 3 or 
more existing faults in the system. According to the 
algorithm presented in this paper.the diagnosabi!ity is 
1 instead of 2,which of course is 1 less than that of 
[2],yet the trustability of diagnosis is still 1 regardless 
the number of faults in tne system. As we can see.the· 
increase in diagnosis trustability is at the expense of 
diagnosability. 



Analysis -- Trustability measures for both. 
fail-safe and non-fail-safe diagnosis systems are 
analyzed below. We assume there is an exponentiai 
failure distribution for every. processor in th~. system 
and the failure distributions are independent. The 
reliability function is : R(t) = e -qt . We will use R 
instead of R(t) just for simplicity. Equation for 
trustability is stated as follows : 

n . . 
T(t) = 2_ Pi*C(n,i)Rn-1(1-R)1 (1) 

i=O 

where C(n,i) is the number of combinations for 
choosing r faulty processors out of a total of n 
processors. The product term of C(n,i),R and (1-R) is 
the probability of exactly i faulty processors out of n 
processors. Pi is the probability of correctly locating 
all i faulty processors or not incorrectly locating any 
faulty processor. 

(1 )Fail safe diagnosis system : A system with n 
processors can correctly locate up to k faults and 
doesn't incorrectly locate faults if the number of faults 
is greater than k. Then the trustability of diagnosis will 
be 1 as described below : 

Tfs(t)= 
1*Rn+1*C(n,1 )Rn-1(1-R)1+1*C(n,2)Rn-2(1-R)2+ ... +1 * 
C(n,k)Rn-1<(1-R)~ + 1 *C(n,k+1 )Rn-k-1(1-R)k+1 + ... -1 

1 *C(n,i)Rn-1(1-R)1 + ... + 1 *(1-R)n (2) 

which is the binomial expansion of (R + (1-R) ) n =1. 
The jth (j <= k) item is the probability of correctly 
locating all faults if there are j faults. The ith(i > k) item 
is the probability of not incorrectly locating any faults 
if there are i faults. 

(2)Non-fail-safe diagnosis system : If the system 
can correctly locate only up to k faults.and can not 
guarantee the correctness of the results when the 
number of faults is greater than k,then the trustability 
will be: 

T nfs(t) = 1 *Rn + 1*C(n,1 )Rn-1(1-R)1 + 1 *C(n,2)Rn-2 

(1-R)2+ ... + 1*C(n,k)Rn-k(1-R)k+Pk+1*C(n,k+1 )Rn-k-1 

(1-R)k+ 1 + ... +pj*C(n,i)Rn-i(1-R)i+ ... +Pn *(1-R)n (3) 

where pj's are the probabilities that the diagnosis 

system yields correct diagnostic results if there are i 
faults(i > k) in the system. The probability that the 
system being led to incorrect state is 1 minus the 
trustability as follows : 

T nfs(t) = (1-Pk+ 1)*C(n,k+1 )Rn-k-1(1-R)k+1 + ... -1 

(1-Pn)*(1-R)n (4) 

4,2 Comparjson of Trustability. , Diagnosabjlity , 
Coverage and Mean Diagnosability 
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We will compare the diagnosis system in [2] and 
the one proposed here. The system in [2] is the first 
one proposes a fully distributed diagnosis system. 
We call it R system and ours S system. The 
comparison is done on the diagnosis of a system 
employing multistage topology[11],which is also 
employed for functional language architectures[12]. 
An example topology is shown in Fig. 2. 

(A) Trustability : 
2 

(1) R system= L 1 * C(n,i)Rn-i(1-R)i + 
i=O 

f 0 * C(n,i)Rn-i(1-R)i 
i=3 

(2) S system = 1 
Pi•s(i >=3) are O's in R system simply because it 
assumes there are at most 2 existing faults in the 
system. If there are more than 2 faults,then,according 
to its diagnosis algorithm.every processor will 
conclude that it has already located all faulty 
processors whenever there are 2 1 's in its fault vector 
even though there are still a few don't care terms. 
This is especially truly for those processors which fail 
to determine status of every processor.since they 
have no way of determining status of some 
processors. They can yield decisive results only by 
assuming 2 faults in the system. Trustability of S 
system is 1 because it determines to yield decisive 
and unanimous result.no guessing is ever involved. 

Remember that part of trustability is just the 
probability of not incorrectly locating any faults. When 
the system can correctly locate all faults no matter 
how many existing faults in the system,it is equal to 
the probability of correctly locating the faults. 
Yet.when the system can locate the faults for some of 
the fault situations and falsely locates the faults in 
other fault situations.then the trustability is simply the 
portion in which the system can locate the faults. 

(B) Diagnosability : 
According to PMC model.we have : 
(1) R system= 2; and 
(2) S system = 1 
Even though the diagnosability of the S system 

is 1 ,it does not imply that it can't locate 2-fault 
Incidents af all: As tile way in whic_h. diagnosabiiity is 
defined.it simply means it can not locate all 2-fault 
incidents.although it is capable of locating most of the 
2-fault incidents as we shall see in the next 
paragraph. Therefore,it should be coupled with 
coverage to give a better idea of the probability of 
correctly locating faults. 

(C) Coverage : 

Qefinjtjon 4 : Coverage of Diagnosjs -- The 
percentage of fault incidents in w~ich diagnosis 



system can correctly locate all faulty processors. 

Simulation Features -- Coverage measure for S 
system is acquired by simulation which is executed in 
the following manner : 

(1 )specify size of the system , i.e. , number of 
stages. · 

(2)specify number of faulty processing elements 
(PE's). 

(3)for every possible combination of the number 
of faults , check if every fault free PE can 
receive fault vector broadcast by other fault 
free PE's. · 

If at least one PE is incapable of receiving 
broadcast fault vectors from at least one other fault 
free PE.then it is regarded as a failed diagnosis 
situation since it implies this particular PE has a fault 
vector with at least one element undertermined. 
Therefore.the whole system is incapable of coming 
up with a decisive and unanimous diagnostic results. 

According to simulation.we have the following 
results: 
(1) R system = 

(1 for all system size if# faults<= 2; 
Lo for all system size if # faults > 2. 

(2) S system = 
1.0000 for 3-stage system if# faults =1: 
0. 7879 for 3-stage system if# faults = 2; 
0.4727 for 3-stage system if# faults = 3. 

1.0000 for 4-stage system if# faults = 1 ; 
0.9395 for 4-stage system if# faults = 2; 
0.8218 for 4-stage system if# faults= 3. 
The numbers shown above for 2-fault cases can . 

be estimated quite easily as following example 
shows. 

Example 1 -- For a 4-stage multistage 
interconnection network.there are three components 
which contribute to undiagnosable fault situations : 
(1 )all testers of a particular PE are faulty,(2)all testees 
of a particular PE are faulty.and (3)special cases.as 
stated in the proof of Theorem 1. 

For stage 0 PE's there are 2*8 such cases. As 
an example.in Fig. 2,assume PE(O,O) is the faulty PE 
addressed (0,0) with the first o representing its stage 
address and second 0 representing its address in 
that stage starting from top. If PE(O, 1) is alsq 
faulty.then they will block the status of their two 
common testees in stage 1,PE(1,0)and PE(1,4),from 
being known to other PE's. Yet,if we assume Plt(0,4) 
instead of PE(O, 1) is faulty besides PE(O,O),then they 
will block their two common testers in stage 3,PE(3,0) 
and PE(3, 1 ),from receiving diagnostic information. 
Therefore.for PE(O,O),there are 2 cases in which the 
diagnosis system fails. It is the same for other PE's in 
stage 0. Therefore.we have 2*8 cases in stage O. 

The numbers for stage 1 and 2 will still be the 
same. For stage 3,the number willbe 1 *8 only. We 
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get 56 for cases covered by (1) and. f2) situations 
stated at the begining of this example. Besides 
that.there are 4 special cases. 

Therefore.there are 56+4 cases in which 2-fault 
situations make the diagnosis system fail. The total 
combinations for choosing 2 faulty PE's out of 4*8 
PE's is 992. Thus.the coverage is (992-60)/992,which 
is 0.9395. The same estimation process can be 
applied to 2-fault cases for 3-stage system. 

As the size of the system grows.the difference in 
coverage diminishes as can be observed in Fig. 3.a 
and 3.b. That implies S system can correctly locate 
almost the same number of faulty PE's when the size 
of system grows.as compared with those of R 
system.although diagnosability of S system is still l. 

As we pointed out earlier.when one considers 
the positive capability of a diagnosis system.he 
should take both coverage and diagnosability into 
account. We define the next measure accordingly. 

Definition 5 : Mean Diagnosability -- The 
expected value of faults which can be correctly 
located regardless the number of faults in the system. 

The mean diagnosability is as follows. 
n 

E[D] = L i * Cj (5) 
i=O 

where Ci is the coverage of the diagnosis system 

provided there are only i faults. 

(D) Mean Diagnosability : 

n 
(1) R system = 1 • 1 + 2 * 1 + L 3 * 0 

i=3 
=3 

(2) S system= 1 * 1 + 2 * 0.9395 + 3 * 0.8218 + 
n 

+ L 3*ci 
i=4 

n 
= 5.3444 + L. 3 • Cj 

i=4 
It is obvious that the mean diagnosability of S 

system is better than that of R system. 
From the above comparisons.we acquire the 

following conclusions : 

(1) Advantages of S system are : 
(a) It either correctly locates all faulty processors 

or doesn't incorrectly locate any faulty 
processor.which is the basic requirement for a truly 
fault tolerant computing machine. This can be 
perceived from the trustability of S system. Implication 
of this capability is S system can afford to have a 
longer diagnosis periqd since it doesn't setan .upper 



limit o·n the number of aflowable faults. For R 
system.diagnosis period should be as short as 
·possible in order to avoid extra faults occuring during 
diagnosis period. 

(b) The actual number of fault incidents in which 
faults can be located by S system is far more better 
than that of R system. This is justified by coverage 
and mean diagnosability of S system. 

(2) Disadvantage of S system is : 
(a) Diagnosability is always 1 less than that of R 

system. Yet this is not an actual disadvantage as it is 
a false indicator of diagnosis system capability. 

5. Conclusjon 

We have presented a technique which is 
suitable for fail safely, distributively.locating faults in 
multiprocessor systems. That the system is both 
competent and fail safe is justified by the measures 
defined in this paper in terms of mean diagnosability 
and trustability. As we perceived.the assumption 
which has been widely used in several research 
papers does not necessarily make diagnosis systems 
more competent nor reliable. On the other hand,it is 
always fail safe to make as few assumptions as. 
possible. The simulation and comparison d"one-ori a 
multistage system proves that.by emphasizing fail 
safety.we improve not only reliability but also 
capability of the diagnosis system. 
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Abstract -- Recent vector supercomputers provide 
vector memory access to "randomly" indexed vectors, 
whereas early vector supercomputers required 
contiguously or regularly indexed vectors. This 
additional capability, known as "hardware 
gather/scatter", can be used to great effect in general 
sparse Gaussian elimination. In this note we present 
some examples that show the impact of this change in 
hardware on the choice of algorithms for sparse 
Gaussian elimination. Common folk wisdom holds that 
general sparse Gaussian elimination algorithms do not 
perform well on vector computers. Our numerical 
results demonstrate that hardware gather/scatter 
allows general sparse elimination algorithms to 
outperform algorithms based on a band, envelope, or 
block structure on such computers. 

Gaussian Elimination on Vector Computers 

Early experience with sparse Gaussian elimination on 
vector computers /3/ showed none of the dramatic 
improvements in speed-up encountered in other linear 
algebra computations. This is due to the fact that 
Gaussian elimination with a sparse data structure 
requires access to irregularly spaced data. Early 
vector computers, such as the CRA Y-1 and the 
CYBER 205 computers, allow vector transfers to and 
from memory only for contiguously or regularly spaced 
vectors. Most sparse Gaussian elimination algorithms 
spend the vast majority of the factorization execution 
time in a loop of the following type: 

INTEGER I, N, M 
INTEGER INDEX(M) 
REAL A, X(M), Y(N) 

DO 10 I= 1, M 
Y(INDEX(I)):A *X(I) + Y(INDEX(I)) 

10 CONTINUE 

The difficulty this loop presents for vector computers 
is the indexing or indirect addressing for the vector Y. 
This loop is often referred to as an sparse or indexed 
SAXPY. The efficiency of the implementationof this 
loop determines the performance of the algorithm. 
Because of the importance of this loop or kernel a 
subroutine called SAXPYI, which follows the spirit and 
the notation of the BLAS /6/, has been proposed as a 
facility in extensions of the BLAS /2/. 

The use of the SAXPYI loop as presented above, in 
FORTRAN, would result in no use of the vector 
hardware of early supercomputers. The loop would be 
executed using scalar instructions only, producing no 
speedup at all over equivalent scalar computers. The 
indexed SAXPY loop can be rewritten to allow some 
use of of the vector hardware. Dembart and Neves /I/ 
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analyzed seven different formulations of this loop on a 
CDC STAR 100, and determined that there were 
combinations of vector length and vector density for 
which each of the formulations was fastest. Similar 
analyses by these authors for the CYBER 203 and 205 
showed equivalent results, althought the ratios 
changed. For reasonable combinations of vector 
length and vector density the most important of the 
six alternatives to the original scalar code was the 
same on all three machines. This alternative is first 
to gather all components on which operations are to be 
performed in a temporary dense vector, then to 
perform a dense SAX PY on this short vector, and 
finally to scatter the results back to the appropriate 
memory locations. 

Although this looks far more complicated than the 
original loop, it permits the use of the vector 
arithmetic units for the SAXPY loop. The non­
vectorizable memory transfers are isolated to 
separate loops that could be made more efficient by 
using assembly language subroutines (albeit in scalar 
mode). This formulation of the indexed SAXPY is 
known as a GATHER-SAXPY-SCATTER (GSS) 
implementation, for the operations performed in turn 
by the three loops. 

On a CRA Y-1 computer, the original indexed SAXPY 
loop written in FORTRAN executes at a maximum 
rate of about 4 megaflops, much less than the 
maximum rate of 155 megaflops this machine can 
achieve for other operations. Woo and Levesque /9/ 
analyzed the G-S-S formulation and showed that its 
maximum rate in assembly language was around 8 
megaflops. Alternatively, a good assembly language 
implementation of the original loop using only scalar 
hardware, performs asymptotically at 13 megaflops 
(see /8/). This implementation is never slower than 
the G-S-S formulation, demonstrating that this is 
essentially a scalar computation for the CRAY-I. 

In contrast, the standard implementation of banded or 
variable banded Gaussian elimination algorithms use 
dense dot products or dense SAXPY operations as their 
fundamental inner-loops. Such implementations can 
achieve vector speeds on vector computers. However, 
they usually do not approach the asymptotic speeds of 
these machines because the vector lengths are limited 
by the bandwidth, which should not become very large. 
The possibility of using the vector hardware for these 
schemes and the inherent performance limitation of 
the indexed SAXPY loop has led to the conventional 
folk wisdom that (variable) banded factorization 
schemes will usually outperform general sparse 
Gaussian elimination on vector computers. 

The vector supercomputers being produced currently, 



in particular the CRAY X-MP/ 4 and the more recent 
models of the CRAY X-MP/2, are equipped with new 
facilities that permit memory access according to an 
index vector in hardware. That is, these machines 
permit the GATHER and SCATTER loops to be 
performed using vector memory transfers to and from 
a hardware vector register. This gather/scatter 
hardware leads to a much faster implementation of 
SAXPYI, using the G-S-S formulation. The assembly 
language coded implementation in VectorPak reaches 
78 megaflops asymptotically. Some detailed SAXPYI 
timings are given in Table 1 below /8/: 

Table 1. SAXPYI Speed on the CRAY X-MP/24 
(1 CPU, rates given in megaflops). 

M =infinity 

(ignoring the hardware for gather/scatter) 
CFT 1.13 5.0 5.7 
VectorPak 6.3 14.5 

(using the hardware gather/scatter) 
CFT 1.14 16.1 54.6 
VectorPak 16.1 78.6 

The older CRAY Fortran Compiler CFT 1.13 does not 
make use of the hardware for gather/scatter. A 
corresponding VectorPak implementation of SAXPYI 
has been developed for CRAY X-MP's without 
hardware gather/scatter. Both exhibit the scalar 
performance characteristic of the CRA Y-1. In 
contrast the utilization of hardware gather/scatter 
either via CFT 1.14 or with VectorPak shows a 
dramatic improvement. 

Numerical Results. 

Our first series of numerical results demonstrates the 
speed-up which can be obtained using hardware/gather 
in a general sparse elimination algorithm on very large 
real life applications. We use a modified minimum 
degree (MD) algorithm by Liu /7/ to solve the 
following seven problems taken from the sparse matrix 
collection /4/. Below a short problem description and 
some ordering statistics are given. All problems with 
the exception of LRGPWR are finite element models 
of large three dimensional structures. All matrices are 
symmetric and positive definite. 

Problem 
STK3562 

STK3948 

STK4884 

LRGPWR 

ST10974 

ST11948 

ST15439 

Table 2. Problem Description. 

Description 
Finite element model of Sports Arena 
N=3562, Anz=78174, Lnz=275360 
Finite element model of oil platform 
N=3948, Anz=56934, Lnz=647274 
Corps of Engineers model of dam 

N=4884, Anz=l42747, Lnz=736294 
Electric power network of U.S. 
N=5300, Anz=8271, Lnz=22764 
Elevated pressure vessel 
N=l0974, Anz208838, Lnz=994885 
Nuclear power station 
N=ll948, Anz=68571, Lnz=650777 
76 story skyscraper 
N=l5439, Anz=ll8401, Lnz=l401129 
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where, 
N order of the matrix, 
Anz nonzeros in lower triangle of the original matrix, 
Lnz nonzeros in the Cholesky factor of A, 

The numbers in Table 2 show that with the exception 
of the power network problem LRGPWR all matrices 
considered have a substantial number of nonzeros per 
row. Thus we expect to see the theoretical speedups 
due to hardware gather/scatter realized on some 
practical applications. 

All problems were solved using four different 
implementations of the key SAXPYI loop. The original 
source code was modified by inserting a few compiler 
directives to affect the vectorization of the key loops. 
Even though CFTl.14 can vectorize the access of 
random elements according to an index vector as in 
the SAXPYI-loop, a compiler directive must be 
inserted in the original code, in order to instruct the 
compiler to do so. The Fortran code with inserted 
compiler directives was then compiled twice under 
CFT 1.14. Using a compiler option, code was 
generated both for a Cray X-MP with and without 
hardware gather/scatter. 

Then the code was modified to call an optimized 
implementation of SAXPYI from VectorPak /8/. This 
modifed code was also compiled under CFTl.14, and 
then executed twice. First a VectorPak library for 
Cray X-MP's without gather/scatter was used, and 
then the corresponding library for machines with 
gather/scatter. Table 3 and 4 below present the 
execution times obtained for factorization and 
solution for the four implementations. All execution 
times are listed relative to the VectorPak with 
gather/scatter time, which is normalized to one. The 
actual execution time in seconds for the VectorPak 
with gather/scatter implementation is given in Table 
5, together with the execution times for an envelope 
factorization based on the reverse Cuthill-McKee 
(RCM) algorithm from /5/. 

Tables 3 and 4 show clearly the direct benefits of the 
hardware gather/scatter feature for general sparse 
elimination schemes. Using this feature factorization 
and solution are in some cases almost up to 8 times 
faster. Very sparse problems such as LRGPWR, 
however, do not benefit from this speedup, since the 
number of nonzeros per row is too small. Note that 
even the factored matrix LRGPWR has only about 9 
nonzeros per row, too few to obtain the fast 
asymptotic rates in Table 1. On the other hand, the 
finite element problems do have a large number of 
nonzeros per row, and thus almost realize the speedup 
potential of the asymptotic rates given in Table 1. 

The numbers for VectorPak demonstrate two facts. 
Obviously it pays more in terms of speedup to use a 
carefully assembly coded subroutine on a machine 
without hardware gather/scatter. And in spite of 
advances in the CRAY compilers, VectorPak still 
offers a 20-25% improvement in the factorization and 
a 30% improvement in the solution as compared to 
straight forward CFTl.14. 



Table 3. Execution Times for Sparse Matr-ix 
Factorization. 

(normalized so that VectorPak with g/s = 1.00) 

Problem CFTl.14 CFTl.14 VectorPak 
no g/s with g/s no g/s 

STK3562 6.33 1.14 2.54 
STK3948 9.66 1.24 3.25 
STK4884 8.70 1.20 3.14 
LRGPWR l.25 0.93 1.17 
ST10974 7.24 1.16 2.80 
ST11948 8.7 5 1.22 3.12 
ST15439 8.78 l.25 3.15 

Table 4. Execution Times for Sparse Matrix Solution. 

Problem CFTl.14 CFTl.14 VectorPak 
no g/s with g/s no g/s 

STK3562 6.94 1.48 2.55 
STK3948 9.22 1.47 3.13 
STK4884 8.77 1.39 3.00 
LRGPWR 1.96 l.57 1.11 
ST10974 7.45 1.48 2.68 
ST11948 5.94 l.50 2.23 
ST15439 7.54 1.49 2.68 

Table 5. Execution Times (sec) for Factorization 
and Solution Routines. 

Problem Factorization Solution 
RCM MD RCMMD 

STK3562 3.421 1.276 0.047 0.033 
STK3948 7.487 4.074 0.064 0.055 
STK4884 4.071 4.129 0.065 0.066 
LRGPWR 3.642 0.102 0.061 0.028 
ST10974 4.891 0.108 
ST11948 3.871 0.094 
ST15439 17.440 7.791 0.213 0.152 

The comparison in Table 5 shows that general sparse 
methods outperform envelope solvers on vector 
computers with hardware gather/scatter. Because of 
the natural vectorization of envelope methods and the 
essentially scalar performance of general sparse 
methods on earlier vector computers, general sparse 
methods were generally thought of non-competitive on 
vector computers. Table 5 disproves this assertion, in 
particular since some of the problems could not even 
be solved by RCM within the 4Mword available on the 
Cray X-MP/24 at Boeing Computer Services. 

A final point worth making concerns a software issue. 
Sparse Gaussian elilimination software from I 5/ had 
been modified with calls to computational kernels 
replacing some inner loops several years ago, when it 
was installed on the CRA Y-lS. As soon as the CRAY 
X-MP arrived some of the above test examples were 
run again without any code modifications. By using 
computational kernels from a kernel library such as 
VectorPak the application programmer therefore can 
reap directly the benefits of hardware improvements, 
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without concerning himself with the often subtle 
details of a new implementation, or without waiting 
for the compiler writer to catch up with the hardware 
architect. Thus the success in using hardware 
gather/scatter in the context of sparse Gaussian 
elimination also validates the concept of 
computational kernels as a tool for combining 
portability and optimality on advanced architectures. 
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Abstract 

In this paper, an algorithm for solving sparse 
sets of equations with an almost tri-diagonal 
structure on Single-Instruction-Multiple-Data 
Stream (SIMD) computers, like the ICL 
Distributed Array Processor (DAP) and the 
Goodyear Aerospace Massively Parallel Processor 
(MPP), is described. Central to this algorithm 
is the partitioning of the original sparse set 
of equations into a number of smaller tri­
diagonal sets that can be solved in parallel 
using cyclic reduction. A DAP implementation of 
the algorithm, which demonstrates how the 
nearest neighbor connection network can be used 
to keep track of the couplings between unknowns, 
as these (the couplings) are modified by the 
solution procedure, is detailed. The paper 
concludes with a discussion of the algorithm's 
performance on an actual application. 

1. Introduction 

The numerical solution of one-dimensional dif­
ferential equations often requires the inversion 
of matrices with a sparsity structure that we 
will refer to as almost tri-diagonal. Such 
problems can, for instance, be found in the 
field of nuclear reactor hydrodynamics and other 
branches of fluid dynamics. In this paper, we 
describe an algorithm for solving almost tri­
diagonal problems on Single-Instruction-
Mul tiple-Data Stream (SIMD) computers like the 
ICL Distributed Array Processor (DAP) and the 
Goodyear Aerospace Massively Parallel Processor 
(MPP). 

These machines derive their high performance 
from the lockstep operation of a large number 
(4,096 and 16,384 in the case of the DAP and 
MPP, respectively) of simple, one-bit Processing 
Elements (PEs), rather than from a few, powerful 
processors as in the case of vector computers 
such as the CRAY-XMP and CYBER 205. Thus, 
algorithms cannot exploit the full processing 
power of the DAP and MPP unless they allow most, 
or all, of the PEs to be engaged in productive 
workCb) most, or all, of the time. Parallel 
cyclic reduction, which is a standard technique 

(a) This work was supported by a grant from 
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for solving single tri-diagonal sets of 
equations, satisfies this criterion. In our 
algorithm for inverting almost tri-diagonal 
problems, we take advantage of this by 
partitioning the original sparse matrix into a 
number of smaller matrices with tri-diagonal 
structures. As will be shown (see Section 
2.2.2), these can all be inverted in parallel 
using cyclic reduction, provided the total 
number of equations in the almost tri-diagonal 
set does not exceed the number of PEs of the 
computer. 

The full algorithm for solving almost 
tri-diagonal problems has been successfully 
implemented on the DAP. -Following the 
description of the algorithm, details of this 
implementation are given. The paper concludes 
with a discussion of the algorithm's performance 
on an actual application. 

2. An Algorithm for Solving Almost 
Tri-Diagonal Sets of Equations 

Consider undirected graphs or networks of H 
nodes that satisfy the following requirements 
(see Figure 1): 

(i) The majority of nodes [O(H)J have only 
two neighbors. 

(ii) Ho nodes have more than three neighbors, 
and there are at most m such nodes 
(O~m<<H); these will be referred to as 
junctions. 

Figure 1. Sample Hetwork 

Hetworks like these are frequently used to 
numerically solve one-dimensional differential 
equations. 

(b) We here define productive work as an 
operation that contributes toward completing 
the task of an algorithm. 



In lhat case, some quantity x is to be computed 
at each node. Typically, this involves solving 
a set of simultaneous, linear equations which, 
given conditions (i) and (ii), can be expressed 
by: 

aixr + bixi + cixl + ei~ 

where 

r,l,b,i 1. .IT 

r i-1 

l i+l 

jk,jk' =numbers of junctions; k,k' = 1 •. m 

(1) 

(2) 

From (2) it follows that for each sub-graph or 
sub-network, jk+l~i~k,-1, (1) may be rewritten 

as three equations: 

aix. + b.xi + c.x. 1 Jk 1 1 1+ 
d.; 

1 

Furthermore, if a.x. and c.xj 
1 Jk 1 k' 

(3) 

are treated as 

right-band-side terms, (3) can be compressed to 
a single equation: 

where 

aixi-1 

cixi+l 

m. = O; 
1 

mi -ai; 

Bi O; 

8. -ci; 
1 

O; 

O; 

di + mixj + 8.xj (4) 
k 1 k' 

i jk+l 

i jk,-1 

jk+l<i~k.-1 

i = jk+l 

jk+l~i<jk,-1 

i = jk,-1 

It can be seen that (4) is of tri-diagonal form 
although il bas three right-band-side terms. 
The m junctions separate the original network 
(graph) into S [0(2m)] sub-networks. Hence, 
(1) can be partitioned into S tri-diagonal sets 
of equations like (4). These can be solved 
separately to yield x.(i~j 1 ••• j ) as a linear 

1 (c) m 
function of xj and xj : 

k le' 

Cc) Obviously, the pair (k, k') is different 
for each sub-network. 
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(5) 

Where 

k; k' = 1 .. m 
i = 1. .H (i t. h· · .jm) 

To complete the solution of the original sparse 
set of equations, (1), them equations for lbe 
junctions (ei t. O; i = jl···jm> must now 
be used. By substituting the expressions for 
Xr• xi. and Xb obtained from (5) in these 
junction equations, a closed matrix problem 
(size mxm) is created, which can easily be 
solved lo yield values for xi, i = jl···jm. 
Back-substitution in (5) then gives the values 
for the remaining 11-m unknowns. 

An additional step is needed in the above 
algorithm when the network (graph) represents a 
closed loop. Unless the nodes can be numbered 
so that the loop closes back on itself ("wraps 
around") at a junction--tbis is, of course, 
impossible if a network does not contain 
junctions--(5) will have a slightly different 
form for the two sub-networks, s' and s", that 
close the loop: 

+ r.x. ; 
1 Jk' 

xi= p1• + q.x. + r.x ,; 
1 Jk 1 s1 

where 

' lowest numbered node s1 

si lowest numbered node 

' = highest numbered node Sn 
.. 

= highest numbered node Sn 

(6) 

(7) 

of sub-network s' 

of sub-network s" 

of sub-network s' 

of sub-network s" 

Before proceeding to substitute in the equations 
for the m junctions, the terms qixs~ and rixsi 

must be eliminated. It will be seen that this 
is easily accomplished using the equations 
obtained by writing down (6) and (7) for i=si 
and i=s~, respectively. 

A fundamental problem in implementing the 
algorithm described in this section on SIMD 
computers like the DAP and HPP is bow to keep 
track of the Cxj , x. )-pair to which each x. is 

k 3k• 1 

coupled. The method for accomplishing this on 
the DAP is described in Section 2.3.3. A brief 
overview of this machine is now given. 



2.1 Brief Overview of the DAP(d) and its 
High-Level Language (HOL) 

The ICL DAP is an SIMD computer consisting of 
642 (4096) one-bit Processing Elements 
(PEs)--all under control of a Master Control 
Unit (HCU). Comnunication lines between PEs are 
provided by a nearest-neighbor connection 
network, and each PE is equipped with 16 kbits 
of memory for a total storage capacity of 8 
Hbytes. All of this can be used as a memory 
module of the DAP's front-end, an ICL 2980 
mainframe computer. 

The DAP can operate in two different parallel 
processing modes. The most powerful of these 
performs sequential operations on bit slices 
from 4096 different memory words and is referred 
to as matrix mode. In the less powerful vector 
mode processing, the PEs are made to carry out 
operations on 64 words simultaneously with all 
bits of each word processed in parallel. 

A special, non-portable HOL, called OAP FORTRAll, 
has been developed for the DAP. It differs from 
ordinary FORTRAll mainly in that it bas facili­
ties for expressing the hardware parallelism of 
the DAP. Hore specifically, DAP FORTRAll allows 
an operation to be specified for all elements of 
a vector or matrix simultaneously. There is, 
however, one proviso: the dimensions of a 
vector and matrix declared in DAP FORTRAll must 
match those of the PE array; thus, a vector can 
only have 64 elements and a matrix 4096, 
arranged as a two-dimensional 642 array. A 
matrix can also be reduced to a one-dimensional 
structure by treating it as a "long" vector 
consisting of 4096 linearly arranged elements. 
Operations on data arrays with more than two 
dimensions tm.1st be broken up into sets of either 
vector or matrix operations depending on the 
array declarations. 

To complement the parallel data structures, the 
indexing facilities of ordinary FORTRAN have 
been extended in OAP FORTRAN. Host notably, 
logical expressions, or masks, can be used to 
select data items from vectors and matrices. 

2.2 DAP Implementation Details of the Algorithm 
for Solving Almost Tri-Diagonal Sets of Equations 

2.2.1 Memory Happing. For algorithms to 
efficiently exploit the processing power of the 
OAP, they tm.1st engage on the order of 4,096 PEs 
simultaneously in productive work. It is 
demonstrated in the following that the algorithm 
described in Section 2 can achieve this, 
provided the networks (graphs) are mapped onto 

Cd) The description is confined to the 
installation at Queen Mary College 
(University of London), and the reader 
should be aware that there are DAP systems 
that differ from this one in a number of 
respects. 
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the PE array so that all information associated 
with node i is stored in the local memory of PE 
i. This information consists of the coeffi­
cients for equation i and the numbers of the 
nodes to which this equation couples node i. 
Without the latter, neither the substitutions 
into the m junction equations nor the back­
substi tution step can be performed. 

2.2.2 Extending the Use of Parallel Cyclic 
Reduction to Multiple Sets of Tri-Diagonal 
Equations. Parallel cyclic reduction is a 
standard technique for solving tri-diagonal 
equations on SIMD machines like the DAP and the 
HPP. Formally, for a single system of 
equations, aixi-1+bixi+cixi+1=ki, the 
technique is expressed by the following 
recursive formulae: 

Left-Hand Side 

(I.) (l-1) (l-1) 
I b (t.-1) 

ai -a. a 
1 i-2(1.-l) i-2(1.-l) 

(I.) (l-1) (l-1) I b(l-1) 
Ci -Ci c 

i+2(l-l) i+2(l-l) 

(8) 

(9) 

b (l)_ b(l-1) (l-1) (l-1) b(l-1) - (10) 
i - i - ai c (l-1) 1 

i-2 i-2(l-l) 

(l-1) (l-1) b(l-1) 
Ci ai+2(l-l)/ i+2(l-l) 

Right-Hand Side 

where 

t. = step number 

(l-1)_ O• i 2Cl-l) 
ai - ' S.. 

After log2n steps, where n is the number of 
equations in a set, all coefficients ai and 
Ci will have been eliminated, and the values 
of the unknowns are given by (11). It will now 
be shown how parallel cyclic reduction can be 
used to solve s sets of tri-diagonal equations 
like (4) simultaneously on the OAP. 



By applying Cll) to the right-hand-side terms of 
equation (4), it follows that: 

Cl) Cl-1) 
Gi = Gi 

•j i j 2· Cl-1) 
~ < k+ 

Cl2) 

Cl) Cl-1) Cl-1) /bCl-1) Cl-1) 
Gi =-ai G Cl-1) Cl-1); jk'~i~k+2 

BCl) BCl.-1). 
i • i ' 

i-2 i-2 

(13) 

BCl)=-cCl.-l)B(l-1) /bCl-1) • (1.-1) 
i i i+2(1.-l) i+2<l-l)' j~i~k.-2 

Comparing equations (12) and Cl3) with equations 
(8) and (9), respectively, we observe that: 

(A) a~l)"° for those values of i that o~l)=O. 

(B) The recursive formula for o~l) when 
Cl-1) 

jk'~i~k+2 is identical to equation (8). 

(C) c~l)~O for those values of i that B~l.)=0. 

(D) The recursive fot"lll.lla for B~l) when 

~i~ik,-2Cl-l) is identical to equation 

ilQl. 

CA) and CC) show that the coefficients a~llo and 
(l) Cl) Cl) oi ~o and ci ~o and Bi ~o. respectively, can 

be merged into two vectors, each of length H. 
If these are declared as "long" vectors in DAP 
FORTRAll--in keeping with the previously speci­
fied memory mapping--it follows from CB) and CC) 
that their elements, and hence all S sets of 
equations, can be operated on in parallel on the 
DAP as long as H~4, 096. Furthermore, no extra 

arithmetic is required to compute o~l) and B~l) 
compared with that which would be needed to 
solve a tri-diagonal problem with a single 
right-hand-side term. 

2.3.3 Details of the DAP FORTRAll Code. 
Figure 2 is a DAP FORTRAll listing of the main 
subprogram in the implementation of our 
algorithm for solving almost tri-diagonal 
problems. SUBROUTilllE HET TRID SOLVE first 
inverts S sets of equatio~s of-form (4) using 
parallel cyclic reduction as described in the 
preceding section. The vectors whose elements 

are a~l.)~o and o~l>~o and c~l>~o and B~l.>~o. 
respectively, correspond to LDC and UDC of 
Figure 2. _To perform left-hand-side indexing 
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operations on these vectors, three Boole~ 
"long" vectors, or masks, HSIC_JCT, RIGHT, and 
LEFT are used. Their effect is to disable 
WL"iting into memory in those PEs whose logical 
positions in the PE array correspond to the 
positions of elements with value FALSE in the 
masks. For instance, the statement LDCCRIGHT) 

-LDC ..• computes the coefficients a~l)~O and 

oll>~o with RIGHT inhibiting overWl."iting of the 
(l-1) elements oi ~O: these are needed in the back-

substitution step of the algorithm for solving 
sparse problems of form Cl). The coefficients 

Cl-1) Bi ~O are also needed in this step. Hence, 

in the statement UDCCLEFT) = -UDC •••• which 
Cl.) Cl) 

calculates ci "° and Bi ~o. LEFT inhibits 
overWC'iting of these coefficients. Finally, HSIC_ 
JCT disables processing in those PEs that hold 
the coefficients of them junction equations.Ce) 
Thus, the parallelism achieved during the cyclic 
reduction of s sets of equations is CH-m)[OCH)J. 
After n=O[log2maxCjk'-jk+l)J steps, all solutions 

of form C5) have been obtained, and the first· 
stage of the algorithm is complete. 

How, the number of elements oi and Bi that 
have values different from zero doubles at each 
step in the cyclic reduction phase. Thus, at 
step l, xi is coupled to xj and xj for 

l l k k' 
jk+l~i<jk+2 and jk,-2 <i~k,-1, respectively. 

If the values of jk and jk' are initially stored 

in the elements Cjk+l) and Cjk,-1), respectively, 

of two separate "long" vectors, re and le, then 
the elements of these vectors 11DJSt be updated 
according to: 

where 

k, k' = 1 .. m; 
i = 1. .H; 

Cl4) 

Cl5) 

In Figure 2, RIGHT_JCT and LEFT_JCT correspond 
to re and le, respectively. The modification of 
the information stored in these "long" vectors, 
as specified by equations Cl4) and Cl5), is 
performed by using DAP FORTRAN built-in shift 
functions: SHRP propagates data from a PE to 
its "right" neighbor, and SHLP performs the same 
task in the "left" direction. 

Ce) The reader is reminded that these 
equations are set aside during the first 
stage of the algorithm described in 
Section 2. 



SUBROUTINE NET TRID SOLVE ( DIA, LDC, UDC, BC, C, 
& - - RIGHT JCT, LEFT JCT, 
& BRANCA', JCT_TAB[E, NETJCT, 
& RIGHT, LEFT, WRAP, NCELLS ) 

c ======================================================= 
c 
C •••• SOLVES SPARSE, LINEAR MTRIX PROBLEMS, e!=~, 
C THAT HAVE AN AIJllJST TRIDIAGONAL STRUCTURE •••• 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 

c 
c 

c 
c 
c 
c 

INPUT -- DIA : DIAGONAL COEFFICIENTS 
LDC : LOWER DIAGONAL COEFFICIENTS 
UDC : UPPER DIAGONAL COEFFICIENTS 
BC : BRANCH COEFFICIENTS 
C : RHS OF EQUATIONS 
RIGHT JCT : NODE NUllBERS OF THE RIGHT HAND 

- JUNCTIONS 
LEFT _JCT : NODE NUMBERS OF THE LEFT HAND 

JUNCTIONS 
BRANCH : NODE NUMBERS OF THE BRANCH 

CONNECTIONS 
JCT TABLE : TABLE OF JUNCTION NUMBERS 
NETJCT : TOTAL NUMBER OF NETWORK 

RIGHT 

LEFT 

NCELLS 

JUNCTIONS 
: BIT PATTERN MASKING RIGHT 

HAND JUNCTIONS 
: BIT PATTERN MASKING LEFT 

HAND JUNCTIONS 
: SWITCH INDICATING THAT THE 

NETWORK CONTAINS A LOOP 
( .FALSE.-OFF, • TRUE.-ON ) 

: TOTAL NUMBER OF NODES 
IN NETWORK 

OUTPUT ---- C : SOLUTION OF SPARSE SET OF 
EQUATIONS 

INTEGER RIGHT JCT(j)' LEFT JCT(,), BRANCH(,), 
& JCT_TQLE( , NJCT,tlCELLS 

LOGICAL RIGHT(,), LEFT(,), LY(), MSK_JCT(,), WRAP 

REAL*B 
& 

UDC(,), LDC( 1), DIA(,), C(,), BC(,), 
SOL_ JCT(), X 1, X2, X_VAL 

EQUIVALENCE ( K, LY ) 

C *** EXECUTABLE SECTION *** 
c ---------c 
c 
C - SAVE THE TOTAL NUMBER OF NETWORK JUNCTIONS FROll BEING 
C RE-DEFINED -
c 

NJCT = NETJCT 
c 
C •••• MASK JUNCTION EQUATIONS •••• 
c 
c 
c 

llSK_JCT = RIGHT .OR. LEFT 

K = 1 

C •••• CYCLIC REDUCTION LOOP •••• 
c 
C : START OF SCOPE OF LOOP 
c 

100 CONTINUE 
c 

c 
c 
c 

c 
c 
c 

c 
c 
c 
c 

UDC ( MSK JCT ) = UDC I DIA 
LDC ( MSK-JCT ) = LDC I DIA 
C ( MSK:JCT ) = C I DIA 

- DIAGONAL COEFFICIENTS -

DIA( MSK JCT ) = 1. 
DIA ( RitlilT ) = DIA - LDC * SHRP ( UDC, K ) 
DIA ( LEFT ) = DIA - UDC * SHLP ( LDC, K ) 

- RIGHT HAND SIDES -

C ( RIGHT ) = C - LDC * SHRP ( C, K ) 
C ( LEFT ) = C - UDC * SHLP ( C, K ) 

- LOWER DIAGONAL COEFFICIENTS -

LDC ( RIGHT ) = - LDC * SHRP ( LDC, K ) 

C - UPPER DIAGONAL COEFFICIENTS -
c 
c 
c 
c 
c 

c 
c 
c 

c 
c 
c 
c 
c 

UDC ( LEFT ) '" - UDC * SHLP ( UDC, K) 

- DISTRIBUTE THE CELL NUMBERS OF THE JUNCTION 
CONNECTIONS -

RIGHT JCT ( RIGHT ) '" SHRP ( RIGHT JCT, K ) 
LEFT_JCT ( LEFT ) = SHLP ( LEFT_JCT , K ) 

- MASK JUNCTION CONNECTION ( OR "WRAP-AROUND" ) TEAMS -

RIGHT = RIGHT .AND. SHRP ( RIGHT, K ) 
LEFT = LEFT .AND. SHLP ( LEFT , K ) 

LV = SHLP ( LV ) 

- COMPLETED "SOLUTIONS" FOR ALL SUB-NETWORKS ? -

IF ( ANY ( RIGHT ) .OR. ANY ( LEFT ) ) GO TO 100 

C : END OF SCOPE OF LOOP 
c 
C •••• NORMLIZE "SOLUTIONS" •••• 
c 

c 
c 

UDC ( MSK JCT ) = UOC I DIA 
LDC ( MSCJCT ) = LDC I DIA 
C ( MSK:JCT ) = C I DIA 

C •••• FURTHER PROCESS ING DEPENDS ON THE TYPE OF THE 
C NETWORK •••• 
c 
C - NO JUNCTIONS AND NO "WRAP-AROUND" ? -
c 
c 
c 
c 

c 

IF ( NJCT .EQ. 0 .ANO •• NOT. WRAP ) RETURN 

- JUNCTIONS BUT NO "WRAP-AROUND" ? -

IF ( .NOT. WRAP ) GO TO 300 

C - "WRAP-AROUND" BUT NO JUNCTIONS ? -
c 
c 
c 
c 

c 
c 

IF ( NJCT .NE. 0 ) GO TO 200 

- THE NETWORK HAS "WRAP-AROUND" BUT NOT JUNCTIONS -

CALL SOLVE 2X2 ( 1. + UDC ( 1 ) , LDC ( 1 ) , 
- UDC ( NCELLS ), 1. + & 

& 
& 

LDC ( NCELLS ), C ( 1 ), 
C ( NCELLS ), XI, X2 

SOL JCT ( 1 ) = Xl 
SOL-JCT ( 2 ) = X2 
NJCT = 2 
GO TO 400 

200 CONTINUE 

C - THE NETWORK HAS BOTH "WRAP-AROUND" ANO JUNCTIONS -
c 

c 
c 
c 
c 
c 

c 
c 

& 
& 

CALL SUB WRAP TEAMS ( JCT TABLE ( NJCT + 1 ), 
- - JCT)"ABLE ( NJCT + 2 ) , LDC, 

UDC, C, LEFT_JCT, RIGHT_JCT ) 

300 CONTINUE 

- THE NETWORK HAS ONLY JUNCTIONS ( "WRAP-AROUND" TEAMS, IF 
ANY, HAVE BEEN ELIMINATED l -

CALL JUNCTIONS ( LDC, DIA, UDC, BC, C, RIGHT JCT, 
& LEFT JCT, BRANCH, JCT_TABLE7 NJCT, 
& SOL_JCT ) 

400 CONTINUE 
c 
C •••• BACK-SUBSTITUTION •••• 
c 
c 

c 

DO 500 J = 1, NJCT 

J CELL = JCT TABLE ( J ) 
X-VAL = SOL -JCT ( J ) 
C-( J CELL .E"Q. RIGHT JCT ) = C - X VAL * LDC 
C ( J-CELL .EQ. LEFT JCT ) = C - X-YAL * UDC 
C ( J:CELL ) = X_VAL- -

500 CONTINUE 
c 
c 

RETURN 
END 

Figure 2. DAP FORTRAR Listing 
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At the end of the cyclic reduction process, the 
coefficients qi, ri, and pi are held in the 

"long" vectors LDC, UDC, and c, respectively. 
In the case of a single tri-diagonal system of 
equations, qi and ri are all zero. Thus, c 
represents the solution of the system and no 
further processing need take place in BET TRID 
SOLVE (see Figure 2). - -

Sub-programs SOLVE 2X2 and SUB WRAP TERMS 
perform the special eliminations that are 
required if a network represents a closed loop, 
While the substitutions from (5) into the m 
junction equations take place in SUBROUTINE 
JUNCTIOHS. Both of these are sequential tasks, 
and no use of the DAP's parallelism can be made 
in performing them. It is thus vital to the 
efficiency of our algorithm for solving almost 
tri-diagonal problems that the number of ,­
junctions, m, in a network, as well as being 
very much smaller than the total number of 
nodes, H, also is small in absolute terms. 

The subprogram that solves the closed mxm matrix 
problem for xj Ck=l •• m) is invoked by SUBROUTINE 

k JUNCTIONS. On return from JUNCTIONS, the values 
of x are stored in the DAP FORTRAN vector SOL_JCT 
with element k being the value of x • 

jk 

Finally, the back-substitutions for x. and x 
Jk jk' 

in (5) are performed by the DO 500 loop. At the 
start of each pass through this loop, the values 
of jk and xj are placed in J_CELL and X_VAL, 

k 
respectively. 

This is followed by the broadcasting of X_VAL to 
those PEs for Which J CELL is equal to j or j • 

- k k' 0 

the broadcasting is effected by the expressions 
J_CELL .EQ. RIGHT_JCT and J_CELL .EQ. LEFT JCT. 
At the end of each pass through the DO 500-loop, 

th the value of xj is placed in the j element of 
k k 

C so that on return from NET_TRID_ SOLVE, the 
complete solution to a sparse matrix problem of 
form Cl) is stored in this "long" vector. 

3. Applications of the Algorithm for Solving 
Almost Tri-Diagonal Sets of Equations 

The algorithm described here has been used to 
solve some fairly simple one-dimensional 
problems in nuclear reactor hydrodynamics on the 
DAP. In one case, a grid depicting a loop with 
two branches connected to it (see Figure 1) was 
used with the total number of nodes being 256. 
The different steps of the algorithm were timed, 
and the results, together with estimates for a 
1000-node case, are summarized in Table 1. It 
will be seen that the scalar operations 
(SUBROUTINE SUB_WRAP_TERKS, JUNCTIOHS, and 
SOLVE_2X2) consume less than 10 percent of the 
total processing time. This demonstrates that 
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the algorithm uses the DAP's parallel processing 
power efficiently, provided the requirement m<<H 
is satisfied. Ideally, of course, H should be 
4,096, since this allows the full parallelism of 
the DAP to be exploited. 

Table 1. Breakdown of Processing Time 
Spent in Different Parts of Algorithm 

for Solving Sparse Linear Problems With 
an Almost Tri-Diagonal Structure 

Code Section 

SUBROUTINE NET_TRID_SOLVE 

SUBROUTINE SUB_WRAP_TERKS 

SUBROUTINE JUNCTIONS 

SUBROUTINE SOLVE_2X2 

ms = milliseconds 

* Figures are estimates 

lllumber of 
Hetwork Nodes 

256 1000* 

118 ms 141 ms 

11 ms 11 ms 

5 ms 5 ms 

1 ms 1 ms 

4. Conclusions 

An algorithm for solving almost tri-diagonal 
sets of equations on SIMD computers like the DAP 
and MPP has been described. The algorithm 
exploits the sparsity structure of this class of 
problems, thereby allowing parallel cyclic 
reduction to be used as th~ main step in the 
solution procedure. It has been demonstrated 
that this results in efficient use of the DAP's 
processing power in solving problems with an 
almost tri-diagonal structure, provided the 
number of equations is comparable to the 
parallelism of the machine (4,096). 
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BLOCK-ORIENTED, LOCAL-MEMORY-BASED LINEAR EQUATION 
SOLUTION ON THE CRAY-2: UNIPROCESSORALGORITHMS 
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ABSfRACT 

Experience with the CRAY-2 on the effects of common memory speed and 
loading on performance indicate that local-memory-based algorithms have 
potentially a large advantage. The performance of a number of common­
and local-memory algorithms are compared for the LU factorization of a 
dense system of equations on the CRAY-2. A two-level blocked 
algorithm is introduced to allow both pivoting and high asymptotic 
performance. Measurements show as much as a 6:1 speedup between 
blocked assembly-language versus (traditional) vectorized Gauss Fortran 
implementations; the contributions of both the algorithm and the 
language to this speedup are evaluated. 

In!roduction 

CRAY-2 Archjtecture and Algorithm hnplications 

The CRA Y-2 architecture (Figure 1) has several features relevant to this 
algorithm study. 

(a) Common memory features.The massive common 
memory (CM) trades size for access time, so that a 
considerable delay is usually encountered in reading 
from CM. Also, only one data path connects common 
memory to each processor's functional units. 

(b) Local memory. The above speed disadvantages are 
compensated by a local memory (LM), which serves as 
backup vector and scalar storage for the functional 
unit's register storage. 

(c) Chaining. The CRAY-2 does not have hardware 
chaining; this must be achieved by software and/or 
algorithm means. 

The implications of distributed memory (including hierarchies such as CM 
and LM) on linear algebra algorithm organization has been studied since 
the existence of paged memory systems [1[2][3][4]. In general, 
computations must be arranged so that the number of floating-point 
operations on data at the low memory levels is sufficient to warrant data 
transfers to these levels. This implies, for example, that a matrix-vector 
multiply - which involves only two operations for. each matrix data 
element - may perform less efficiently than a matrix-matrix multiply. 

Reyiew of Vector Linear Algebra Algorithms 

The asymptotic execution rate (MFLOPS) of a factorization algorithm is 
equal that of the kernel that performs the add-multiplies associated with 
reducing rows and colutnns. Three substantially different such algorithms 
deserve consideration. 

Gauss yector-scalar multiply. This requires that, in reducing 
the rth row , successive operations on preceding rows must be performed 
serially since a partial result from each row-operation is used as an 
operand in the next one (the reader is assumed familiar with this 
procedure). In rows with lengths longer than the vector functional unit 
length, this dependency can usually be avoided by assembly coding; it is 
then termed the GAXPY kernel. It has the advantage of yielding the 
largest average vector length of any of the following kernels and so is a 

0190-3918/86/0000/0375 $01.00 © 1986 IEEE 375 

serious consideration when the matrix size is not significantly larger than 
the maximum allowable vector length, and assembly coding is allowed. 
This procedure does not lend itself to partitioning when large matrices are 
involved, but is a potentially useful subalgorithm in such cases. 

Matrix-vector multiply. Early experience with the CRAY-1 
indicated that block-oriented algorithm organization had at least a 
pedagogical advantage for large problems[5][6]. Unfortunately, the 
necessary {vector - (matrix*vector)) kernel was not made a part of the 
CRAY scientific library and consequently the kernel was not 
syntactically distinguished from the rest of CAL-coded factorization 
algorithms. The organizational concept of basing factorization on 
matrix-vector multiply subroutines was developed in [7][8], where it was 
illustrated how unrolling Fortran loops could be used to achieve a high 
performance completely from a high-level language. This emphasized 
portability and maintainability. More recently, these kernels - known as 
second-level BLAS - have been proposed as the basis for other common 
linear algebra algorithms[9]. 

Matrjx-matrjx multiply Although it has always been clear 
that factorization can be accomplished by a matrix-matrix multiply 
kernel, the CRAY-1 memory hierarchy was not sufficiently distinctive to 
achieve a significant advantage over the above two kernels[3]. The 
additional memory paths of the X-MP made this even less attractive, and 
partially reduced the advantage of the matrix-vector multiply above. The 
disadvantages of basing factorization on matrix multiplies are the 
necessity for other matrix-level kernels to perform reciprocations and 
substitutions and, most important, the difficulty of partial pivoting. 

The memory distribution must be quite distinctive to warrant the 
programming effort of matrix*matrix-based factorization. This paper 
documents this case for the CRA Y-2, while laying the groundwork for a 
multiprocessor implementation. 

Pivoting Algorithms 

M*V-based AJ&odtbms 

Given a set of equations* 

AX=B 

where A is an rum matrix and X and B are vectors, the factorized solution 
proceeds by forming lower and upper triangular factors L and U, viz 

A=LU (1) 

and then solving for Y and X in substitution steps 

LY= B, 

The cqmplexity of the factorization step of Eq. (1) is O(n3 ). The 
substitutions have complexity O(n2), with only one add-multiply for each 
L and U element; consequently no algorithmic speedup results from 
transferring L and U to local memory, so that these substituion steps will 
not be studied. 

"'Matrices aremoo~ectors are in upper case, and scalars are in lower 
case type. 



For algorithms based on a matrix-vector multiply (abbr. M*V-basecl), the 
columns of L and rows of U are indicated as in Figure 2. Here the 
diagonal element, the row to its right, and the column below it are 

denoted •22• Al2• and A21 respectively. Ignoring pivoting for the 

moment, the steps to perform the factorization are then 

(2) 

(3) 

822 <-- 11822 (4) 

(5) 

The performance of the matrix*vector kernel of Eqs. (2) and (3) depends 
on the implementation; even Fortran codings. have radically different 
performance (see Appendix). 

Multiply kernel Oeyel 1l 

Another matrix partition permits the factorization to be performed on 
submatrices (Figure 3). The equations equivalent to (2) - (3) are 

IA221<---1A221-1A211 

A32. A32 A31 

(6) 

A23<--- Az3- Az1 (7) 

where Azz is an ~xnd matrix. This multiply kernel has an asymptotic 

execution rate of approximately 400 MFLOPS when written in assembly 
language (CAL) and executing from LM with ~ = 64. This includes time 

to transfer to/from CM from/to LM under a daytime memory load 
condition. 

Pivoting and block reduction Oeve! 2> 

On a vector machine such as the CRA Y-2, partial column pivoting has 
two components: (1) the search for the maximum element of a column, 
and (2) exchange of two complete rows of the matrix. The latter is 
usually preferred over maintenance of an index pointer in order to avoid 
relatively slow indirect addressing. These two functions are denoted 

a <---piv ( s, V} 

where a is the element of maximum absolute value of scalar s and the 
elements of vector V. 

In M*V-based factorization this search is routinely performed after Eq. (2) 
or (3) by the step 

822 <-- piv { 822• A32 } (3a) 

However, in the M*M-based version, the granularity of the algorithm 
does not recognize individual matrix elements and columns. The problem 
then becomes to weserve the high performance of the matrix-matrix 
multinly by perfopning the maioritv of computations at the blocJc-leyel 
yet to occasionally exnose individual columns to pennit oivoting. The 
solution is the following 2-level algorithm (Figure 3). 
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In level 1, Equations (6) and (7) are fint carried out as an O((nlnd>3> 

proc~. The columns of the resulting A:ir: = [ Azz T A32 T ]T 
block-column matrix are at this point partially reduced, with all the 
accumulations from the columns of A 31 performed but without 

contributions from the internal columns of- A:ir:· · Level 2 begins by 

reducing A:ir: using either a GAXPY kernel or the M"V method of Eqs. 

(2)-(5), viz (an underline represents components of this second reduction 
level) 

r2 r-- r22 r r21 1 A12 

A32 A.32 A.31 

(8) 

A23 <-- A23 - A.21 A.13 (9) 

&22 <-- piv { &22 • A32 I (10) 

•22 <--- l/&22 (11) 

A32 <-- .1.22 A.32 (12) 

The computations of Eq. (8-12) are performed from CM and will so be 
slowed by memory access delays. The execution rate of this step is 
approximately 125 MFLOPS, using a CAL-coded pivot search. 

Eqs. (8)-(12) have the effect of performing the block factorization and 
substitution steps 

Azz <--- (13) 

A33 <--- (14) 

Level 2 is then completed by the block substitution 

(15) 

This can be cmried out in local memozy at a speed somewhat less than 
200 MFLOPS. 

With ~ fixed, the complexity of level 2 is readily shown to be O(n2 ), 

whereas the M*M kernel complexity remains O((n/1\t>3). For large n, the 

execution rate should therefore approach that of the multiply kernel or 
approximately 400 MFLOPS. 

Perfonn8!!ce 

Both the M*V- and the M*M-based pivoting algorithms were run on the 
MFECC CRAY-2 in November, 1985, using the CIVIC Fortran compiler 
and CRAY-2 assembly langusge (CAL). Figure 4 presents the results of a 
number of algorithms and implementations. 

The poor performance of the conventional vectorized Fortran Gauss 
algorithm is due to the lack of chaining and the long, single path to 
CM. A significant advantage accrues from use of the M*V algorithm, with 
or without use of CAL. The superior performance of the M*M-based 
solution eventually becomes evident for n ~ 1000; indeed the latter is the 
best algorithm for all but the smallest n shown. However, it would likely 
not be worth the programming effort for matrices in the order of n = 100. 

Although such large matrices can rarely be factored without pivoting, it is 
interesting to observe the degradstion due to introduction of the 2-levei 
algorithm. The CRAY-2 implementation the piv{ s. V } function of Eq. 



(3a) requires a fixed overhead dependent only on the length of V and 
independent of the matrix element values. Comequently, it is possible to 
delineate between the pivoting speedown due to piv{ s, V } and that due 
to the 2-level nature of the algorithm. These are presented in Figure 5 for 
the M•M algorithm. For n 2. 256, the larger degradation is the result of 
the piv { s, V } function. Since the latter cannot be avoided, the 
algorithmic speedown from the introduction of a second level does not 
appear significant. 

Parallel Implementations 

In general, the partitioning of an algorithm into larger computational 
tasks favors a parallel implementation, since fewer task startups are 
involved. Thus, an M•M-based algorithm seems advisable, with nd 

large. However, in a CRA Y-2 system~ to an equation solution (a 
somewhat unlikely event), equalizing the work:load among the processors 
(load-leveling) also becomes an issue; this favors smaller tasks 
associated with M•V-based factorization or else a smaller °d. These 

issues are currently under investigation. 

APPENDIX 

Fortran statement complexity has a significant impact on the performance 
of linear algebra and other scientific codes. This is illustrated in Figure 
6, where the M*V Fortran kernel is unrolled and the resulting performance 
plotted. Performance continues to increase significantly for unrollings as 
large as 32, in contrast to the X-MP, where a 4-way unrolling is 
considered satisfactory. This phenonenom is considered to .be the result 
of above-mentioned architectural featires. A 16-way unrolling is used in 
the M•V kernels cited in Figure 4. 
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VIS! TIME/SP.ACE CXMPLEXITY OF AN ASSOCIATIVE 
PARALLEL JOIN MJDULE 
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Recent interests in the so called 5th 
generation machines and languages coupled 
with the inefficiency of conventional 
machines in handling large volumes of 
non-numeric data, have given a new dimension 
to the design and inplenentation of data base 
machines. The majority of these 
architectures are based on the relational 
model, because of its simplicity and the 
mathematical foundation on which this model 
is based. Among the primitive relational 
operations, literature has placed the 
greatest emphasis on join. This is because 
of its complexity and the practical 
applications of the join operation in 
combining relations with conunon doma.in(sl. 
This paper introduces an associative parallel 
join algorithm and its hardware design. In 
addition, it addresses the VLSI time/space 
C<X11>lexity of the proposed model, as well as 
its perfonnance evaluation. 

1. I~ON 

Continuing interests in data base 
systems coupled with advances in technology 
have notivated special purpose architectures. 
These architectures are designed to remove 
the shortcomings of the conventional 
von-Neumann design in the efficient handling 
of large volumes of non-numeric operations. 
In addition, recent discussions about 
knowledge base machines (16], and logic data 
bases have opened a new door for further 
research in this area. Finally, the 
definition of 5th generation languages such 
as PROLOG (13] calls for the 
practical/efficient implementation of these 
languages which necessitates the design and 
inplenentation of data base architectures. 

The architecture of these special 
purpose systems is based on constraints which 
are imposed by the data base environment, 
i.e., associating name space with the 
information space at the high level, and 
performing a sequence of simple and 
repetitive non-numeric operations on a 
massive amount of data at the low level. 
Data base machines have met these conditions 
by: 
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i l searching and selecting the data at 
or near secondary storage 
in an associative fashion, and 

ii l hardware implementation of suitable 
parallel algorithms for 
non-mmeric operations. 

In contrast to conventional 
architectures, such a direction 
eliminate~ the existing address mapping 
resolution and reduces the data 
trans~ortation and semantic gap. The 
~lying structure of the majority of these 
architectures are based on the relational 
model [41. This is due to the following 
reasons: 

il The simplicity of the relational 
nodel., 

iil The strong mathematical foundation 
on which the relational model 
is based, and, 

iii l The one-to-one mapping between the 
representation of data and 
primitive operations in logic 
programning and the relational model 
(4, 6]. 

In practice, the performance of a 
relational data base system has been 
associated with the join operation. Such an 
association is based on the practical 
applications of the join in the queries and 
the complexity of the operation. This 
complexity directly affects the time and 
space efficiency of the join operation. 
Different hardware/software algorithms have 
been defined and implemented to improve the 
efficiency of such operation. This paper 
addresses a hardware module for the join 
operation along with its performance 
evaluation. Section 2 overviews some of the 
proposed join algorithms. Section 3 
introduces the overall organization and the 
flow of data and control in the proposed 
architecture. Section 4 discusses the VLSI 
time/space complexities of the proposed 
m:xlel, and finally, section 5 evaluates the 
perfonnance of the m:xlel. 



2. Bl\CKGROUND 

Join has been defined as a binary 
operator which combines two relations over 
their common attribute(s). Formally, let 
r(R) and s(S) be two relations and let A£ R 
and B£S be 6 compatible, where, 
6£{=,:;e.,<,>,~,~}, then r[AOB]s is defined as: 

{tj tr (A)6ts (B) and t(Rl=tr and t(S) =ts}. 

In a uniprocessor environment, three 
classes of join algorithms have been studied, 
namely nested loops, sort-merge, and hashing, 
with respective execution times of 0(n2), 
O(nlgn) and O(n). However, in a thorough 
evaluation of these algorithms, parameters 
such as communication, simplicity, 
regularity, space efficiency ••• etc., should 
also be taken into consideration. In the 
data base architecture where a higher 
performance and throughput is cited, the 
discussion abOut join should center around a 
parallel version of these algorithms. 
Although there are some designs which have 
ignored such a discussionl2,191, there is no 
reason to accept that they would not be able 
to perform this function. The assumption is 
that either a front-end machine or a 
dedicated join m:Xlule will do the job. 

Literature has studied different 
algorithms for join in both uniprocessor and 
multiprocessor environmentsl3,211. In the 
following discussion, some of these 
algorithms which are proposed for systems on 
the exhaustive search policy will be 
overviewed: 

CAFslll utilizes a hashing scherie. It 
can perform the semi-join operation by 
marking an array of bits based on the tuples 
in r and then using this array to select 
proper tuples in s. However, the 
architecture has not addressed the 
implementation of the e-join. Based on the 
hardware capability of the design, such an 
operation is expensive since it requires 
several passes over the data file. 

RAPll7] has studied two types of join 
namely implicit (e.g. semi-join) and physical 
(e.g. e-join); the latter can be carried out 
as a sequence of implicit joins. The 
algorithm is based on the concept of nested 
loops, with some degree of parallelism, which 
is determined according to the number of 
read/write heads and the hardware capability 
of each read/write head. 

DIRECTl51 is capable of performing a 
block oriented version of nested loops with 
some degree of parallelism (e.g. number of 
processors). During each iteration, a block 
(page) of the outer relation (say (r)) will 
be joined with entire blocks of the inner 
relation ( s > which are distributed among 
different processors. Within each processor 
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a simple sort-merge algorithm will be 
utilized to join two blocks together. 

DELTA[71 has defined a parallel version 
of the sort-merge algorithm in its design: 
12 sorters in parallel sort the relations in 
sequence based on the join attribute, and 
then a single nerger is utilized to nerge the 
sorted relations. 

The performance of these algorithms has 
been formulated and compared against each 
other. Bitton et. a1.l3l have shown that in 
a uniprocessor environment, the sort-merge 
algorithm has a better performance than 
nested loops. However, in a multiprocessor 
environment such as DIREx:::T, the nested loops 
algorithm outperforms sort-merge. This is 
due to the higher degree of parallelism in 
the operation, and better processor 
utilization made by the nested loops 
algorithm. 

Valduriez and Gardarinl211 have compared 
the performance of a block oriented version 
of nested loops, parallel sort-merge, and 
parallel hashing schemas against each other. 
They have shown that in general, if the 
number of accesses to the hashed file is low, 
hashing algorithms offer a better performance 
than the other two techniques. Moreover, for 
relations of the same size, the sort-merge 
algorithm has a better performance. Finally, 
if the ratio between the relation sizes is 
different from 1, nested loops algorithm is 
the superior nethod. 

The evaluation process as abovel3,21] 
partially represents the relative behavior of 
these algorithms. A thorough evaluation and 
canparison should address: 

i) The merit of each approach based on 
the environnent, and 

iil Equally important parameters such 
as, space and processor utilization, 
ease of implementation from 
hardware/software point of view, 
processor-memory intercarmunication 
and finally, practical overhead and 
practical limitations. 

3. PROPOSED ARCHITEX:TURE 

Associative memory has been defined as: 
"a collection or assemblage of elements 
having data storage capabilities, and which 
are accessed simultaneously and in parallel 
on the basis of data content rather than by 
specific address or locations," [141. Content 
addressability of data implies that each 
basic cell of I!ellK)ry should have the hardware 
capability to perform read, write, and search 
operations. Such a capability eliminates 
name resolution probleml91 and reduces the 
bottle neck between nennry and CPU. 



common data bus 

associative 
memoryl 

DATA M PREPROCESSORS 

acknowledge signal bus 

MMR : Multiple Match Resolver 
C. reg : Comp a rand Register 
M. reg : Mask Register 

Figure l : overall Organization of the Proposed Join !<.odule. 

Associative memory provides a suitable 
and fast medium for representation of the 
relational 11¥Xlel and implementation of the 
basic relational operations. 'Ibis stems from 
the fact that the representation of data in 
the associative memory is similar to the 
tabular representation of the data in the 
relational model. In addition, attributes in 
the relational data model are equally 
available to be searched, as in the 
associative memory where search can be 
performed on any defined field. Finally, 
there is a one to one mapping between the set 
operations and the associative operations. 

'!be proposed join ncdul.e is a collection 
of n identical and independent modules of 
associative memory (Figure 1). Associative 
mem:>ries can transfer data among each other 
under the control of a master controller, via 
a comnon data bus. In addition, they can 
pass control signals through a chain of 
acknowledge bus. These ncdul.es can be linked 
together to make a memory of size Ck*w)*d 
Cl~k~n, w is the word length and d is the 
depth) capable of holding d tuples of size 
k*w each, or they could be linked to form a 
memory of size W*Ck*d) capable of holding k*d 
tuples of size w. 'Ibis facility enables the 
system to adjust the available :naoorybased on 
the length of the tuples and the cardinality 
of the relation. The independence of the 
associative mem:>ries fran each other enhances 
the roodularity of the system and as such the 
fault tolerance of the system. 

With respect to a query, domains in a 
relation Csay r with relation scheme R) can 
.be grouped into three classes: 
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i) those which are defined as a nenber 
of the search argument part 
(i.e., SA = {Ril RiER and Ri E search 
argument} >, 

ii) those which are the member of the 
output set part 

(i.e. , OS = {Ril RF R and Ri E output set}), 
and 

iii) those which are not the nembers of 
SA or 

OS (i.e., {R~ RiER and Ri, COS USA)}). 

Our assumption is that the relations are 
preprocessed before being routed to the join· 
module, and then the selected tuples are 
passed to this module. In other words, a 
subset of the relation <rs> with a relation 
scheme CRs )will be explicitly stored in the 
join uodule: 

Rs SR and Y Ts ~rs a T~ such that 

Ts = T[OS) and T[SA] - search argument 

This assumption is in accordance with the 
90-10% rule. 

The proposed join module performs a 
concurrent version of the nested- loops 
algorithm. Concurrency is achieved as a 
result of: 

i) embedded parallelism in the 
associative operations, and 

ii> the independence of associative 
mem:>ries fran each other. 



There~o~e, we have parallelism within each 
associ.ative neoory and overlapping across the 
memories. For a join operation three neoory 
mo~ules will be tightly coupied together 
(Figure 2 l • In our discussion we call them 
source, target and destination module~ 
respectively. Interestingly, one can utilize 
randan access neoory nodules to house source 
and destinati?n r~lations •. However, for the 
sake of the unifonm.ty and generality of the 
proposed join module, in the rest of this 
paper we assume three associative memory 
mod~le~ to house source, target and 
destination relations. Tuples from the 
source module (source-tuples l are routed to 
the concatenate-register and target module 
Cll one at a time. A source-tuple is 
searched against the contents of the target 
module ( 2 l • In case of a match, the selected 
tuples are routed to the concatenate-register 
in pipeline fashion (3). The result of 
concatenation is then sent to the destination 
module ( 4 l • When, the selected tuples in the 
target nodule are about to be exhausted, an 
acknowledge signal is sent to the source 
nodule informing the need for a new tuple ( 5 l • 

The order of this algorithm with respect 
to the number of searches is OCnl, as opposed 
to O(n2) in the uniprocessor systems. 
Moreover, because of the interaction between 
the source and target memory modules 
(acknowledge signal bus), operations in the 
source memory can be initiated and overlapped 
with operations in the target memory. From 
this discussion, one can conclude that the 
steps (!) , © , and ® are overlapped 
with step Q) (Figure 2). Algorithm 1 
represents the sequence of operations 
according to the notations and the 
organization which have been adopted in this 
paper. The generality and adaptability of 
the associative operations increases the 
versatility of the proposed model in 
performing different variations of the join 
operations (e.g. natural join, semi-join) 
without additional hardware overhead. 

The proposed model can be extended over 
a parallel execution of a sequence of 
interrelated joins. Such a concept is of 
special interest in a PROLOG type logic 
programning envirormentl13l. 

FOR ALL trE r DO; 

end; 

parallel search tr against s 

"1hile there is a tr such that t;CAl.0t6 (B) 

q = tr II ts 
end; 

ALGORITHM 1: AN ASSOCIATIVE JOIN 
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Figure 2: Plow of Data in a Join ,09eration. 
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4. VLSI TIME AND SP.ACE CXM>LEXITIFS OF THE 
PROPOOED MJDEL 

In the design and development of a 
topology for current technology, one should 
remember the practical constraints which are 
i.np>sed by the VLSI technology. The idea is 
to reduce the execution time as well as the 
communication through the replication of a 
few basic blocks in time or space. A fully 
parallel associative memory bears these 
conditions and hence is suitable for VLSI 
inplatention. This is not the intension of 
this article to discuss the organization of 
associative neoory1. the interested reader is 
referred to [14, ~o, 221. In this section we 
will calculate the VLSI time and space 
complexities of the proposed nOOe1 according 
to ~design rules discussed in [151. our 
associative nodule, should be able to perform 
read, write and different variations of 
search operations with resepct to the 
contents of the mask and word select 
registers. In our design each cell of the 
mask, ccmparand, and nenory is a dynamic RAM 
cell refreshing itself during the second 
phase of a 2-phase clock system. Figure ( 3) 
depicts the stick diagram of the interaction 
between one bit of mask and comparand 
registers according to the following 
interpretation: 

Onel .=1 
J 

Zl.=1 
J 

iff M.=l and Comp.=l 
J J 

otherwise 



-----Metal 

---Polysilicon 
---Diffusion 

•Contact 

O Ion Implant 

Zlj 

L--41---+--+---onelj 

Cmp 

GND 

Figure 3: interconnection between mask and 
comparand registers. 

the Zl · and Onelj are run in metal and shared 
by theJjth bit of each memory word. The 
associated circuitry for read/write 
operations and selection of a selected word 
has been discussed in [231. In order to· 
simplify the m:m:>ry cell and hence to reduce 
the size of the JOC)dule: i) control signals 
Ci.e., word select, search) are used at the 
word level rather than the bit level. In 
other words, the search is carried out for 
all the words, and then, the tag bit is set 
according to the control lines and the word 
select signal. ii) the searches on 
equality, in equality, less than equal, 
greater than equal are performed based on 
searches on less than and greater than. 

Figure (4) represents one bit of the 
merrory cell and the circuitry associated 
with it, where Ci,j CCi,j> is the content of 

the jth bit of the ith word, Li,j-lr Li,j-lr 

Gi,j-lr and Gi,j-1 are less than and greater 
than signals generated by the left most bit 

(e.g. j-1) and finally Li,j, Li,j, Gi,jr and 
Gi,j are the less than and greater than 
signals generated by the jth bit of word i. 
Figure 5 depicts the circuitry around the tag 
bit according to the above discussion, LT, 
GT, and EQ are the less than, greater than, 

and equality control lines respectively. 

Assuming the 6T be the average delay 
time of an inverter, then, the search time is 
calculated based on: i) 4 parallel delay for 
a 3-input NAND gate and an inversion, II) 
Cn-ll 2M serial operation of Cn-1) IDR gates 
and an inversion, and iiil 9~T delay for 
setting the tag bit. Resulting in a total 
delay time of: 

13 LIT + 2Cn-l) M Cn is the word length) 

i ) The geatEtry area of a cell is estimated 
at 200 .A * 100 .A including- the area needed for 
routing the signals among the cells. Th~, 
an associative IreJOOry of m words, each n bits 
long requires an area of: 200n .A *lOOm.A For 
m=512, n=256, ~T=l 11 sec. and >-=l µm we will 
have a search time of less than l00011sec for 
an environment of 217 bits (including the 
expected complexity due to the read!w:ite 
circuitry around each cell>. In addition, 
the geometry area for the above configuration 
is estimated to about 5 cm * Scm. 

Li,J-1---------------r-r-----, 

li1,J-1 -------------+-!--., 

-.l""t.---L---C><>--'------i==t==;:=:cf----'f],____, ____ Gi,j 

!1,j-1 --------------t--t---' .__-o.c-- li1,J 

Gi,j-1 --------------+--+------' 

Figure 4: A Memory Cell. 
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s. PERF<>RMAN:::E EVALUATION OF THE PROPOSED MOD EL 

The.objective of this seciton is two 
fold: First, the timing analysis of the 
proposed model is discussed and then its 
per~ormance is calculated and compared 
a9ainst some of the available llDdels in the 
literature. 

Execution time analysis 

Our timing analysis is based on the 
sequence of operations discussai in Algorithm 
l and the following rotations. 

i) No ordering is imposed on the storage 
policy - i.e., unorderai data file. 

ii) According to 90-10% rule, the source 
and target relations are preprocessed 
before being transferred to the join 
md.ule. 

iii) Parallel preprocessors share a collU!IOn 
cache memory with a hit ratio (H) of 85%. 
The organization of such intermediate 
neoory between the secondary memory and 
array of preprocessors is similar to the 
llDdel in [3,21). 

iv) 

v> 

Size of associative memories (e.g. 
associative blocks) are different from 
the page sizes in secondary storage. 
This is due to the reconfigurability of 
the associative neoories (section 3) and 
the technology. 

n,m: Number of pages in the source and 
target relations respectively. 

Cr: Time to read and pass one page fran 
the cache memory to the preprocessors. 
It is define! as: 

Cl) 

where Rin and Re are the page read time 
of secondary storage and cache memory 
respectively, and H is the hit ratio. 

Cselect= Time to select and project 
tuples in a page. This is proportional 
to the m.unber of tuples in a page. 

Cselect=K*CTselect + Tproject> (2) 

Cf: Compaction factor define! by 90-10% 
rule [91. 

P: Number of preprocessors. 

6: The ratio between the associative 
neoory block size and cache memory page size 
- i.e. ,6=T/K where T and K are the number of 
words in an associative memory and cache page 
respectively. 
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Figure S: Circuitry arouud a tag bit. 

CpA: Time to fill out one associative 
memory by the preprocessors. 

Cjoin: Time to join two associative 
neoories together (equation 4 > • 

Cw: Time to pass the contents of an 
associative memory to the front-end 
processor. 

S: The Join sensitivity factor. It 
is defined as the average number of 
tuples in the target relation which are 
joined with a tuple in the source 
relation. It should be noted that due 
to the preprocessing operation, the data 
in the associatve memories 
are more sensitive to the join operation. 
Therefore, the join sensitivity factor 
in our design should be higher than the 
one proposed in [ 3 J • 

According to these parameters, the 
execution time of the operation is calculated 
as: 

(3) 

In which: 



. I 

where: 

Cinitial: represents the initial time 
which one has to spend before initialization 
of join operation Ci.e., setting the mask 
registers). 

Creaa: is the time needed to read 
out a record from an associative memory 
nodule and pass it to the proper destination. 

Csearch: is the tinv:! needed to search 
the contents of the comparand register 
against the contents of the memory in 
associative fashion. This is a function of 
the word length and isindependent from the 
depth of the associative neoory. 

According to our inplementation (Section 
4), the search time is unique for equality 
and greater than/less than operations. 

Csearch: Csearch = aQ+b where Q is the 
word length and a,b are constant values which 
are defined by technology. 

Cter.: is the overhead time which is 
needed to terminate the operations Ci.e., 
passing the last acknowledge signal to 
controller, etc.). 

Performance Evaluation 

Our evaluation and canparison are based 
on the tinv:! analysis of the basic operations 
as are dictated by the current technology. A 
detaileddiscussion for the time analysis of 
the basic operations is given in [241. 

Table 1 depicts the execution time of 
the join nodule for different word sizes. In 
addition, Table 1 shows the estimated size of 
the source and target relations with respect 
to the 90-10% rule. As can be seen, the join 
operation between two relations of 256K and 
2048K sizes regardless of the input/output 
operations is about 18 msec. 

Table 2 shows the execution tine of the 
proposed model against the models in [ 3, 21 l . 
All the models in table 2 are based on the 
nested loops policy. The choice of the 
algorithm regardless of the uniformity anvng 
all algorithms is due to the fact that the 
nested loops algorithm in a parallel 
environment offers a better performance and 
resource utilization (Section 2l, than the 
algorithms based on sort"'"f!erge and hashing. 

6. CDOCLUSION AND FURTHER DISCUSSION 

An associative nested loops algorithm 
for join operation has been discussed. It 
has been shown that in a parallel environrrent 
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TABLE 1: EXECUTION TIME· OF THE PROPOSED 

JOIN MODEL • 

WORD SIZE EXECUTION SOURCE RELATION TARGET RELATION 
(Byte) TIME(msec.) (Byte) (Byte) 

64 4.44 64K 5121< 

128 8.8 128K I024K 

256 17.54 256K 2048K 

TABLE 2: EXECUTION TIME OF THE DIFFERENT 

JOIN MODELS. 

HODEL EXECUTION TIHE(msec.) 

TNL (proposed model) 926.93 

TNL (Bitton et.al.) 6593. 

TnL (Valduriez et. al.) 6610.44 

a join operation based on the nested loops 
policy offers a better performance than 
algorithms based on the hashing or sort"'"f!erge 
policies. However, through the time analysis 
we have shown that the proposed algorithm has 
a better ~formance than the proposed models 
in [3, 21] by a factor of 7. In addition, 
the generality of the associative operations 
on one hand, and the one to one mapping 
between the relational operations and 
associative operations on the other hand can 
provide a general purpose module for 
relational operations. This increases the 
resource utilization of our model in 
comparison to other proposed models, which 
are utilized just by the join operation. 
Finally, our model is capable of handling a 
sequence of the interrelated join operations 
in parallel. A feature which is missing in 
all other proposed nodels. 

The regularity and, modularity of 
associative memory, and simplicity of each 
basic cell has provided a suitable ground for 
VLSI implementation of the proposed 
architecture. Our VLSI time and space 
analysis have shown that the proposed model 
is well within the range of the ~urrent 
technology. 

In the past, due to the high cost of 
hardware, a wide range applications of 
associative processing were not feasible. It 
has been estimated that a basic associative 
cell is about 2-3 times more canplex than a 
basic cell of random access memory. In 
addition, an associative module requires a 
special I/O connections for fast processing. 
However, because of its preprocessing 
capability the proposed model utilizes the 
same I/O connections as the nodels in [3, 6, 
21 l . M:>reover, improvement in technology and 
hence cost reduction of the hardware nodules, 
have made it feasible to increase the 
utilization of associative processing. 



LIST OF~ 

1) Babb, E., "Implementing a relational 
data base by means of specialized hardware," 
ACM Transactions on data base systems, Vol. 
4, No. 1, March 1979, pp. 1-29. 

2 > Berra, B., and Oliver, E., "The role of 
associative array processor in data base 
machine architecture," IEEE Computer, Vol. 
12, No. 3, March 1979, pp. 53-61. 

3) Bitton, D. et. al., "Parallel algorithms 
for the execution of relational data base 
operations," ACM Transactions on data base 
systems, Vol. 8, No. 3, September 1983, pp. 
324-353. 

4) Codd, E. F., "A relational nDdel of data 
for large shared data systems," ~. Vol. 
13, No. 6, June 1970, pp. 377-387. 

5) Dewitt, D. J., "Direct - A 
multiprocessor organization for supporting 
relational data base management systems," 
IEEE Transactions on Computers, Vol. C-28, 
No. 6, June 1979, pp. 395-406. 

6) Gallaire, H., and Minker, J. Ceds> ~ 
and data bases, Plenum Press, 1978. 

7> Hiroshi, s., et. al., "Design and 
implementation of the relational data base 
engine," proceedings of the international 
conference of fifth generation computer 
systems, 1984, pp. 419-426. 

8) Hong, Y. C., "Efficient computing of 
relational algebric primitives in a data base 
machine architecture," IEEE Transactions on 
Computers, Vol. C-34, No. 7, July 1985, PP· 
588-595. 

9) Hsiao, D. K., Data Base Computers, in 
advance in aanputers edited by Yovits, M. C., 
11cademic Press, 1980, pp. 1-64. 

10) Burson, A. R·., "An associative backend 
machine", sixth workshop. on compu.ter 
architecture for non-numeric processing, 
Byeres, France, June 1981. 

11) Burson, A. R., "An associative backend 
machine for data base management," IEEE 
workshop on aanputer architecture for pattern 
analysis and image data base management, 
Virginia, November 1981, pp. 225-230. 

386 

12) Ibaraki, T., and Kameda, T., "On the 
optimal nesting order for computing N 
relational joins," ACM Transactions on data 
base systems, Vol. 9, No. 3, September 1984, 
pp. 482-502. 

13) Kluzniak, F., and Szpakowicz, s., Prolog 
for Programmers, Academic Press, New York, 
1985. 

14) Kohonen, T., Content Addressable 
Menories, Springer Verlag, New York, 1980. 

15) Mead, c., and Conway, L., Introduction 
to VLSI Systems, Addison-Wesley, New York, 
1980. 

16) Moto-Oka, T. Cedi), Fifth Generation 
Computer Systems, North-Holland, New York, 
1983. 

17) Schuster et. al. , "RAP-2 an asscx::iati ve 
processor for data base and its 
applications," IEEE Transactions on 
Ccnputers, Vol. C-28, No. 6, June 1979, pp. 
446-458. 

18 ) Shaw, E. "Relational operator", 11«>rkshop 
on data base machine, Minnowbrooke Syracuse, 
New York, 1980. 

19) Lin, c. s. et. al, "The design of a 
rotating associative memory for relational 
data base applications," ACM Transactions on 
data base systems, Vol. 1, No. 1, March 1979, 
pp. 53-65. 

20) Thurber, K. J., and Wald, L. D., 
"Associative and parallel processors," ACM 
computing surveys, Vol. 7, No. 4, December 
1975, pp. 215-255. 

21> Valduriez, P., and Gardarin, G. "Join 
and sanijoin algorithms for a multiprocessor 
data base machine," ACM Transactions on data 
base systems, Vol. 9, No. 1, March 1984, pp. 
133-161. 

22) Yau, s. s., and Fung, H. s., 
"Associative processor architecture- A 
survey,• ACM Computing Surveys, Vol. 9, No. 
1, March 1977, pp. 3-28. 

23) Burson, A. R., "A VLSI design for the 
parallel finite state automation and its 
performance evaluation as a hardware 
scanner," International Journal of Computer 
and Information Sciences, Vol. 13, No. 6, 
December 1984, pp. 491-508. 

24) Burson, A. R., "Timing analysis of a 
parallel asscx::iative join module," Technical 
Report, Department of Electrical Engineering, 
The Pennsylvania State University, University 
Park, PA, December 1985. 

I 
i 
~, 
I 



• A New VLSI System For Adaptive Recursive Filtering 
Kam Hoi Cheng and Sartaj Sahni 

Computer Science Depa.rtment 
University or Minnesota. 
Mlnnea.polls, MN 55455 

ABSTRACT 
We develop a.n efficient bidirectional cha.in VLSI system for 
the adaptive recursive filtering problem. Our design is an 
improvement over previous designs. It matches the perfor­
mance of a. broadcast chain but does not use the broadcast 
capability. 

Keywords and Phrases 
VLSI architectures, systolic systems, adaptive recursive filter­
ing 

1. Introduction 

VLSI architectures for a variety of problems have been 
proposed by several authors. A bibliography of over 150 
research papers dealing with this subject appears in 
[KUNG83]. In this paper, we are concerned solely with the 
adaptive recursive filtering problem. The input to this prob­
lem is an n X w matrix A of weighting coefficients and an 
1 X w vector (x 1 _ w, ... , x 0). The output is a 1 X n vector 
(x 1, •.. , Xn) where: 

w 

X; = E a;; X; + ; - w - i 

i=l 
= 1, 2, ... , n (1) 

In evaluating a VLSI design, we assume that the VLSI 
system will be attached to the host processor using a bus. 
The evaluation of a VLSI design should take the following 
into account: 

1. Processors --- how many processors are used in the VLSI 
system? This figure is denoted by P . 

2. Bus bandwidth --- the maximum amount of data to be 
transmitted between the host and the VLSI system in any 
cycle. This figure is denoted by B . 

3. Speed --- how much time does the VLSI system need to 
complete its task? This time may be decomposed into the 
times Tc (time for computations) and TD (time for data 
transmissions both within the VLSI system and between 
the host and the VLSI system). 

Let C denote the time spent for computation by a sin­
gle processor algorithm and D denote the total amount of 
data that needs to be transmitted between the host and 
VLSI system. For the adaptive recursive filtering problem, 
C = nw and D = nw + n + w . 

The ratio 

RD = B * TD ID 
measures the effectiveness with which the bandwidth B has 
been used. Clearly, Rv ~ 1 for every VLSI design. 

The ratio 

Re= P * Tc IC 

measures the effectiveness of processor utilization. Once 
again, we see that Re ~ 1 for every VLSI design. 

This resea.rcb was supported In part by the National Science Foundation under 
grant MCS-83-06567. 
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Finally, we may combine the two etficiency ratios Re 
and Rv into the single ratio R =Re * Rv. A design that 
makes effective use of the available bandwidth and processors 
will have R close to 1. 

The efficiency measure R as defined here is the same as 
that used in [CHEN84a,b and 85] to evaluate VLSI designs 
for matrix multiplication and back substitution. This meas­
ure is also quite similar to that proposed in [HUAN82]. In 
fact, the two measures become identical when Tc = TD . 

In comparing difl'erent architectures for the same prob­
lem, one must be wary about over emphasizing the impor­
tance of Re, RD and R. Clearly, by using P = 1 and 
B = 1, we get Re = Rv = R = 1 but no speed up at all. 
So, we are really interested in minimizing Tc and TD while 
keeping R close to 1. 

VLSI architectures for the adaptive recursive filtering 
problem have been proposed earlier in [KUNG78 and 84], 
[LEIS83J, [HUAN82] and [ROBE84]. The design of 
[HUAN82] uses a broadcai;t chain and has P = w , 
B = w + 2, Tc = n + w - 1, TD = n -t- w, 
Re - 1 + w /n - l, Rv - 1 + l/w + w /n - 1 and 
R - 1. The design of [KUNG78] uses a bidirectional chain 
of processors. An improved version is described in [LEIS83]. 
For this, P = f w /2 l. B = f w /2 l + 2, 
Tc = 2n + w - 2, TD = 2(n + w - I), 
Re - 1 + w /(2n) - 1 RD - 1 + 3/w + w /n - 1 and 
R - 1. The design of [KUNG84] uses a systolic ring archi­
tecture to solve the simple recurrence problem. It can be 
easily extended to solve the adaptive recursive filtering prob­
lem. This extension has P = f w /2 l. B = f w /2 l + 1, 
Tc =2(n -l)+w, TD =2(n +w -1)+1, 
Re - I + w /(2n) - l, Rv - 1 + l/w + w /n - 1 and 
R - I. 

While all the above designs have an R - 1, the broad­
cast chain of [HUAN82] has a Tc and TD that is about half 
that of the other designs. In this paper, we develop a 
bidirectional cha.in VLSI system that has the same (actually 
slightly smaller) TD and Tc as the broadcast chain of 
[HUAN82]. For our design, P = w, B = w + l, 
Tc = n + f w /2 l. Tv = n + w + l, 
Re - 1 + w /(2n) - 1, Rv - 1 + w /n - 1 and R - 1. 
Our design shows that a broadcast chain is not required to 
obtain this Tc and TD performance. 

2. o(n) Throughput Bidirectional Chain 

An o(n) throughput bidirectional chain for the adaptive 
recursive filtering problem can be obtained by extending the 
systolic design of [ROBE84] for the nonadaptive recursive 
flltering problem. This extension requires us to recast (1) 
into the following form: 



w 
Xj :E G;j Xj + j - w - 1 

j=l 
w~ w 

= :E a;; x; +; _.., _ 1 + a;., :E a; -1,; x; +; - ., - 2 

{,,=:/ t.==l 
= :Ea;; 

{,,=:/ 
= :Eb;; 

j=O 

Z; +; - .., -1 + a;., :E a; -1.; + 1 z, +i - w -1 
j=O 

Xj + j _ w _ 1 , ~ 1 (2) 

where 

b; o = a;., a;-1, 1• b;; = a;; + Oaw a; -1, ; +i• 

l::=;j::=;w-1 (3) 

a 01 =1,a 0;=o,2::=;;:::;w, x_.,=x 0 (4) 

To calculate the b;; 's of {3) dynamically, w PEs in addition 
to the w + 1 t>Es used in (ROBE84] are needed. The perfor­
mance figures or the resulting VLSI system are 
P = 2w + 1, B = 2w + 3, Tc ,.._, n + r w /2 l, 
To ,.._, n + w, Re ,.._, 2 + l/w + w /n ,.._, 2, 
Ro ,.._, 2 + l/w + w /n - 2 and R - 4. 

Improved performance can be obtained by using the 
bidirectional chain architecture of Figure 2.1. All the even 
numbered PEs are on the left, while all the odd numbered 
PEs are on the right. The output is generated from the mid­
dle PE, PE{w ). The PEs to the left of PE(w) compute all 
terms involving even columns of A , while PEs on the right 
compute all terms involving odd columns of A . The case 
when w is odd is shown in Fi11:ure 2.l(a). The case when w 
is even is shown in Figure 2.l{b). 

... llt,•-1 
•1,w-2 ... 
•t.• -2 •t.·-· ., . ... 

.... -1 ···•-2 
~ 

(a) "'is odd 

...... ~-~~!~·;--~ -~. ···~ 
T ~ T······ 
~ - - - ~ 

:22 : . . Cl~1 

... 
···•-2 

... ... •••• -1 
·2.•-1 

.... -• 
(b) ,. is even 

Figure 2.1 

. .. 
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The middle processor, PE{ w ), has the five registers: A , 
V, X, Y and Z. The remaining PEs have three registers 
(A, X and Y) each. We use the notation R {i) to denote 
register R, R €{A, V, X, Y, Z}, of PE{i). The A regis­
ter of each PE is used to hold an input value from the A 
matrix. PE{i) receives input from column i of A only, 
1 :::; i :::; w . The X register or each PE holds an x; value 
while the Y registers hold partial sums in the computation 
of an z; . In each cycle, the X { i )s move one step away from 
the center PE, PE{w ), while the Y(i )s move one step 
towards this PE. 

The working of the VLSI system is described formally in 
Algorithm 2.1. The first for loop sets up the initial 
configuration. The three steps in the parallel do are exe­
cuted simultaneously. When this for loop terminates, 
PE(w) contains z, for p = r (w -1)/2 1- w 
= r -( w + 1)/2 l in its X register. The X register of a 
PE that is a units away from PE( w ) contains x, -• . The 
second for loop contains two sets of concurrently executed 
statements. In the first set, i.e. first parallel do, essentially 
five concurrent activities are performed in each iteration of 
this loop: 
(1) PE( w) either inputs an x;, i :::; O or outputs a newly 

computed x; , i > 0. 

(2) All X values move one PE away from the middle PE. 
(3) Each PE Inputs an A value. Note that we assume 

a;; = O for i :::; 0. 

(4) All Y values move one PE towards the middle PE. 
However, the Y value from PE(w - 1) is moved to the 
Z register of PE( w ) rather than to its Y register (this 
latter register receives the Y value from PE( w - 2)). 
The boundary PEs (1 and 2) reset their Y registers to 
zero. 

(5) From the data patterns of Figure 2.l(a) and (b), we 
observe that if the Y value in PE(w - 1) is a partial 
sum for x; , then that in PE( w - 2) is a partial sum for 
x; + 1. Hence, Y ( w) and Z ( w) contain incompatible 
partial sums. The partial sum in Y ( w ) is to be used in 
the next iteration. V ( w ) is used to save the previous 
value of Y(w). Consequently, V(w) and Z(w) contain 
partial sums for the same x; . 

In the second parallel do set of statements, either a 
new term is added to a partial sum Y ( i) or a new x; is com­
puted. PE(w) computes a new x; by computing 

(V(w) + Z(w)) and A (w) * X(w) in parallel. The two 
results are then added (the operations may also be pipelined). 
Assuming that the time for an addition is no more than that 
for a multiply, the computation performed in PE(w) takes 
the same time as that performed in the other PEs. 

Figure 2.2 is a timing diagram for the case w = 5 
where j refers to the for loop index of Algorithm 2.1. For 
each PE, the contents of its X and Y registers following the 
execution of the for loop for that j value are shown. The , 
notation [i, p] denotes :E ••i s; +i -•_,for PEs on the right 

;j~l , 
of PE{w) and :E ••i s;+i-•-• for PEs on the left. V(w) 

; = 1 
j ,,,.. 

contains the sum of odd terms (as w is odd), while Z ( w) 
contains the sum of even terms (as w is odd). 



The performance figures of this design are P = w , 
B=w+1, T 0 =n+rw12l, TD=n+w+1, 
R0 ,..:., 1 + w /(2n) ~ 1, RD ~ 1 + w /n ~ 1 and R ~ 1. 

forj+-lto rcw -1)/2 ldo 
do in parallel 

X(w)+-x;-w 
X(w -1)+-X(w) 
X(i)+-X(i +2), 1:::; i < w -2 

end 
end 
for j +- r (w + 1)/2 1 to n + w do 

do in parallel 
case 

j < w + 1 : X(w) +- x; _ w 

j =W +1 :X(w)+-Xo 
j > w + 1 : output X(w) {output x; _ w _ 1 } 

end case 
X(w -1)+-X(w) 
X(i)+-X(i +2), 1:::; i:::; w -2 
A(w)+-a;-w,w 
A ( i) +- a; + L (w _; )/2 J + 1 _ w ,i, 1 :::; i :::; w - 1 
Y(l)+- Y(2)+-0 
Y(i) +- Y(i - 2), 3:::; i < w 
V(w)+-Y(w) 
Z(w) +- Y(w -1) 

end 
do in parallel 

Y(i)+-Y(i)+A(i)*X(i)I$i $w-1 
X(w) +- (V(w )+Z(w ))+A (w )*X(w) j ~w +1 

end 
end 
output X ( w) { output Xn } 

Algorithm 2.1 

PE 

j 2 4 5 3 1 

x y x y x y v z x y x y 

1 - - - - .... - - - - - - -
2 - - .... - . ... - - - .... - - -
3 ..... - . .... - ..... - - - .... - ..... [1,1] 
4 .... [1,2] ._, - •-1 - - - ..... [1,3] .... [2,lj 
5 ..... [2,2] •-1 [1,4] •o [1,3J - - •-1 [2,3j ..... [3,lj 
6 •-1 [3,2] •o [2,4] •1 [2,3] [1,3] [1,4J •o [3,3] •-1 [4,lj 
7 •o [4,2) •1 [3,4) •• [3,3) [2,3) [2,4) •1 [4,3] •o [5,lj 
8 •1 [5,2] •• [4,4] .. [4,3] [3,3] [3,4] •• [5,3J •1 [6,lj 
9 •• [6,2] •• [5.4] .. [5,3] [4,3] [4,4] .. [6,3] .. [7,lj 
10 •• [7,2] .. [6,4J .. [6,3J [5,3) [5,4J .. [7,3] .. [8,1) 

Figure 2.2 w - 5 
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3. Conclusions 

We have developed a VLSI system for the adaptive 
recursive filtering problem that has T 0 and TD that is o( n ) 
and also has R ~ 1. Previously, this had been done only for 
the case of VLSI systems using the broadcast capability. 
Our design does not employ this capability. The perfor­
mance characteristics for various VLSI systems for the adap­
tive recursive filtering problem are summarized in Table 3.1. 

Archit.ecture 

Bidirectional Systolic 
Ped 

Broadcast Chain Chain Ring 

[HUAN82J [KUNG78J [ROBE84) Our jKUNG84J 

p w f 11112] 2 .. w [wt2] 

B .. + 2 [wt2]+2 2w ., +1 fw/21+1 

Tc • + .. 2n + w • + [wt2] • + [wt2J 2(n -1) + w 

To • + .. 2(• + w -1) • + .. • + .. 2(• + .. -1) 
Re 1 1 2 1 1 
Ro 1 1 2 1 1 
R 1 1 4 1 1 

C = nto, D ..,. ntv + n + w 

Table 3.1 

Further Improvement in throughput (at the expense of 
design complexity) is possible. However, this cannot be 
obtained using recurrence (1) 11.S in order to compute x;, we 
need to know x; _ 1• Hence x; can be computed, at best, one 
cycle after x; _ 1 has been computed. However, we can bring 
both T 0 and TD down to o(n /2) by computing two x; s 
each cycle using recurrence (2) and formulae (3) and (4). The 
idea is the same as used in the back substitution problem in 
[CHEN84b]. The VLSI system that incorporates this uses 
more hardware and is quite a bit more complex. The method 
may be extended to get a Tc and TD of o( n / k ) for any 
fixed k. 
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ABSTRACT 

This paper presents two massively parallel processing 
architectures suitable for solving a wide variety of divide­
and-conquer type algorithms for problems such as the Discrete 
Fourier Transform, Production Systems. Design Automation 
and others. The first architecture. called the Chain-structured 
Butterfly ARchitecture (CBAR). consists of a two-dimensional 
array of N =L. (l.og2CL) +1) processing elements (PE) organ­
ized as L levels of l.og 2(L ) + 1 stages. and which has the 
butterfly connection between PEs in consecutive stages with 
straight-through feedback between PEs in the last and first 
stages. This connection system has the desirable property of 
allowing thousands of PEs to be connected with 0 (N ) connec-

tion cost. 0 (l.og 2( 1.o:~ )) communication paths and a small 

number (-4) of 110 ports per PE. However. this architecture is 
not fault tolerant. We, therefore. propose a second architec­
ture. called the REconfi.gurable Chain-structured Butterfly 
ARchitecture (RECBAR). which is a modified version of the 
CBAR. The RECBAR possesses all the desirable features of the 
CBAR. with the number of 110 ports per PE increased to six, 

l.og2N 
and uses 0 (---W--) overhead in PEs and approximately SO% 

overhead in links to achieve single-level fault tolerance. Relia­
bility improvements of the RECBAR over the CBAR are stu­
died. 

1. INTRODUCTION 

Recent developments in technology have made it possible 
to interconnect a large number of processing elements in order 
to form an integrated system. Various network architectures 
have been proposed that are suitable for both multiprocessors 
and VLSI systems [1. 2]. In this paper. we present a massively, 
parallel processing architecture suitable for solving a wide 
variety of divide-and-conquer type algorithms for problems in 
signal processing, production systems. design automation and 
others. This architecture. called the Chain-structured 
Butterfly ARchitecture (CBAR). has the desirable property of 
allowing thousands of PEs to be connected with 0 (N ) connec-

tion cost, O (log (__!!_))*communication paths and a small. 
log N 

number (-4) of 110 ports per PE. 

One attribute that is desirable in any complex parallel 
processing system but missing in the CBAR is fault-tolerance. 
Fault tolerant network architectures are emerging as an impor­
tant area of study [3. 4. S]. We. therefore, propose a second 
architecture. called ~e REconfi.gurable ~in-structured, 

Acknowledgement : Thia research wu supported by the Semiconductor 
Research Corporation under contract SKC JlSCH 84--06-049. 
. . . ... . . .. - . ·---···- ... 

In this paper, we denote log to be the logarithm base 2. 
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Butterfly ARchitecture (RECBAR). which is a modified version 
of the CBAR. The RECBAR possesses all the desirable features 
of the CBAR. with the number of 110 ports per PE increased to 

six, and uses 0 ( log N ) overhead in PEs and approximately : N 
; 50% overhead in links to achieve fault tolerance. 

2. CHAIN-sTRUCTURED BUTI'ERFL Y ARCIIlTECTURE 

The chain-structured butterfly architecture (CBAR) is a 
novel parallel processing architecture which has processors in 
place of exchange switches in a regular butterfly interconnec­
tion network. In addition. the output ports of the processors 
in the last stage of the CBAR are fed back to the of the first 
stage. The network resembles the Loop Structured Switching 
Network proposed by Wong and Ito [6] except that there is no 
unshuflle while traversing the feedback path. The organization 
of a processing element (PE) is similar to that in the MAN-YO 
Architecture [7] ; each PE consists of the actual processor and a 
router cell, the latter managing packet transmission among. 
different PEs. The router cell is basically a store and forward 
crossbar switch with three in,pu~ and three output ports. one' 
input- output pair being solely used for the processor. and the' 
remaining two port pairs being network ports. used for connec­
tion among router cells. 

2.1. Network Topology 

The CBAR is a two-dimensional array of 
N =L. (l.og (L) +1) PEs arranged in L levels and 
S =l.og (L) +l stages. The following description can be easily 
understood if the reader refers to Fig. 1. which shows the net­
work for N =32 and L =8. The stages are labeled in a 
sequence from 0 to log (L) with 0 for the leftmost stage and 
l.og (L) for the rightmost stage. Similarly the PE levels are 
labeled in a sequence from 0 to L -1. Each PE can be 
uniquely identified by the stage and level to which it belongs: 
'<t ,j > represents a PE in the t'" stage and i'" level. The 
integers t and j can be represented by their binary equivalents 
with s =log (S) and l =log (L) bits. respectively. Hence the 
processor <t .j > has a binary address [q•-l···qo•Pl-l···Pol· An 
output link of a PE is referred to as the 'O link' if it connected 
to the upper output port. and a '1 link' if it is connected to the 
lower output port. 
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The topology describing rules of the network are defined 
as follows: 
(1) For link O: CBAR <t.j > =<t +1. j -2; bit1(j)>. 
(2) For link 1: CBAR <t .j > =<t +1. j +2; .[1-bit,(j)]>. 

for 0 ::E;t ::Ei;log (L )-1. 0 ::E;j ::Ei;L -1. 
where bi.t; (j) equals the bit with weight 21 in the binary 
representation of j • 
(3) For the feedback links, 0 and 1: 

CBAR <log (L ). j > =<O.j >.for 0 ::E;j ::Ei;L -1. 

The labeling scheme and interconnection of the PEs can be 
verified in the example shown in F~g. 1. 



2.2. Properties of the CB.AR 

This section states some useful results concerning the 
behavior of the CBAR for a single packet being routed from a 
source PE to a destination PE. We define a 'step' in packet 
routing as the transfer of a packet from a (network) input port 
buffer or the processor output port buffer of a PE router cell to 
a (network) input port buffer of the next PE router cell. This 
involves setting of the router cell to use either the 0 or the 1 
link of the PE. The process of choosing the 0 or the 1 link of a 
PE in the i.'" stage can be viewed as modifying the i.'" bit of 
the address of the level in which the packet currently resides. 
For the remaining part of this section we consider a CBAR 
which has L levels and a packet which is generated at the PE 
<i.P1-1···P1Po> and destined for the PE 
<i.' .p'z-1 · · · p'iP'o>. wherel ,,;,zog (L).andO :!i;;. :!i;l. 

Given two bit strings. STR 1 and STR 2. the maximum 
length common suffix of STR 1 and STR 2 will be denoted as 
MLCS(STR 1.STR2). Given a bit string STR. a cyclic shift 
left by k bits followed by a bit reversal will be denoted by 
CSLR1c (STR ). The length of a string STR is denoted by ISTR I· 
The Augmented Source Bit String (ASBS) and the Augmented 
Destination Bit String (ADBS) are defined as (p1p1_1 ... p 0 ) and 

(p '1p '1-1···P 'o). respectively. where pz and p '1 are extra bits 
that are added to model the feedback connection of the CBAR 
network. The extra bits are equal to each other and can be 
assigned either 0 or 1. 

It can be shown that the packet will be routed to the des­
tination PE in exactly k +[(i.' -i -k) modulo (l +1)] steps 
after its generation at the source PE. where 
k =l +1-I MLCS (CSLR!-i+1CASBS).CSLR1-i+l(ASBD)) I· 
.It follows that in a CBAR with L levels. a packet will be 
delivered to its destination within 21og (L) +1 steps of rout­
ing regardless of where it is generated. This allows us to con-

clude that the CBAR network has 0 (log (lo N N )) communi-

c;ation between PEs. g 

stage o 
level 

0 

2 

3 

4 

5 

6 

7 

t 2 

Fig. 1. A 8X4 CBAR With TUli7ul representation. 
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J. THE RECONFIGURABLE-cllAIN STRUCTURED 
BUTTERFLY ARCHITECTURE 

We now propose a modified version of the CBAR which 
we call the reconfigurable chain-structured butterfly architec­
ture (RECBAR). 

3.1. Network Topology 

The RECBAR can be formally described as follows. The 
network consists of N =(L +1).(log (L) +l) PEs arranged in 
L +1 levels and log (L) +1 stages. The stages are numbered 
in a sequence from 0 to log (L). with 0 for the leftmost stage 
and log (L) for the rightmost stage. Similarly. the levels are 
labeled in a sequence from 0 to L . Each PE can be uniquely 
identified as <i. .j >. where i. denotes the stage and j • the 
level to which the PE belongs. Each PE has three input and 
output ports except those in the first and last stages which 
have two input and three output ports. and three input and 
two output ports. respectively. An "upper link' is attached to 
the upper output port of a PE. a 'middle link' to the middle 
output port and a"lower link' to the lower output port of the 
PE. 

The topology describing rules of the network are as fol­
lows: 
(1) For an upper link: 

RECBAR <i..j> =<i +1.(j -2i)modulo (L +1)>. 
(2) For a middle link: RECBAR <i'.j > =<i +1. j >. 
(3) For a lower link: 

RECBAR <i.j > =<i +1. (j +2i) modulo (L +1)>. 

(4) The feedback links: 
forO :!i;;. :!i;log (L)-1.0 :'!i;j :!i;L. 

RECBAR <log (L ). j > = <O.j >.for 0 :!i; j :!i;L 
The reader may verify the PE interconnections in the example 
of Fig. 2. It should be noted at this point. that the RECBAR 
network resembles the Inverse Augmented Data Manipulator 

loel 
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5 

6 

1 

6 

Fig. 2. A 9X4 RECBAR with nartlB representation. 



Network prop0sed by McMillen and Siegel [8}, with the fol­
lowing three differences. First, the exchange switches in the 
IADM are replaced by processing elements. Secondly. in the 
IADM there were L levels. whereas we have L +1 levels in 
the RECBAR. Thirdly. we use only L of the levels d1lring 
operation. the extra level being included just for 
reconfiguration. whereas in the IADM. all the L levels were 
used simultaneously and there were no ideas of 
reconfiguration. 

3.2. The RECBAR operation under no fault 

We will show that the RECBAR can emulate the CBAR 
under no fault conditions. The level of PEs labeled L is not 
considered so that we have L. (log (L) +1) PEs arranged in L 
levels and log (L ) +1 stages, as required by the CBAR. Now 
any PE <i .j > (i ¢log (L)). in the CBAR is connected to PEs: 
<i +1. j >.and <i +l, j -2; >or <i +1. j +21 >depend­
ing on the value of the i ,,. bit of the binary word correspond­
ing to j. In the RECBAR. we have the PE <i .j > connected 
to PEs <i +1. j >. <i +1. j -2; >and <i +l, j +21 >.the 
modulo operation coming into effect only if j -21 is negative 
or j +21 exceeds L +1. which would not be the case for the 
CBAR addressing scheme. The feedback links remain the same 
in both the networks. All one needs to do is to select the two 
proper output links out of the three available. in each PE 
(except for the last stage). and the RECBAR would operate as 
theCBAR. 

The output link selectiOn is based on the CBAR topology 
rules developed in Section 2.1. Address each PE <i .j > 
(i ¢log (L )). by the binary representations of the stage and 
level to which it belongs. If the itll bit of the level address is a 
O. choose the lower two output links. assigning a 0 to the mid­
dle link and a 1 to the lower link. If the i'h bit is a 1. choose 
the upper two output links, assigning a 0 to the upper link and 
a 1 to the middle link. The significance of the 0 and the 1 links 
is the same as in the CBAR. Fig. 2. shows the RiiCBAR 
configured for operation under no fault. The continuous lines 
denote the links in use and the dotted lines denote the redun­
dant links. 

3.3. The RECBAR operation under a single fault 

We will show that the RECBAR can emulate the CBAR in 
the presence of faults in a single PE level. 

THEOREM 1: The RECBAR caD. be reconfigured to emulate 
the CBAR under failure of any single level. 

PROOP: Suppose a level r of PEs fails for some 
0 E:r E:L -1. We will show that it is possible to reconfigure 
the RECBAR such that the level r is removed and the spare 
level L brought instead. We will transform the addresses of 
the PEs by the following simple transformation: the PE whose 
old address was <i .j > will be assigned the new address 
(i. j -r -1). where the subtractions are performed 
modul.o (L +1). For example. the PE whose old address was 
< i. r +1 > is assigned the new address (i.O) and the PE 
whose old address was <i. r -1> is assigned the new address. 
(i. L -1). since (r -1 -r -1) modul.o (L +1) 
=(-2) modul.o (L +1) =L -1. 

In order that the CBAR structure be realized. we need to 
have the following connections for the PEs in the new address­
ing scheme: 
(1) <i .j > to <i +1. j >. 
(2) <i .j > to <i +1. j -21 >. if bit; (j) -1. 
(3) <i.j > to <i +1. j +21 >. if bit; (j) -o. 
(4) <log (L ). j > to <O.j >. 
· for-0 E:t E:log (L) -1. 0 E;j E:L -1. 
This implies that the original network should have the follow-
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fog i:onnectionS: 
(1) <i • (j +r +1) mod (L +1)> 

to<i +1.(J +r +l)mod (L +l)>, 
(2) <i • (j +r +l) mod (L +l)> 

to <i +l, (j +r +l)mod (L +1) ::1:21 >. * 
(3) <log (L ). (j +r +1) mod (L +1)> 

to <O.(J +r +l)mod (L +l)>. 
for 0 E:i E:log (L) -1. 0 :E;[(j +r +1) mod (L +1)] :E:L -1. 
From the definition of the RECBAR. these connections are 
present. where J is replaced by (j +r +l) mod (L +l). o 

Ex.AMPLE 1: Consider a RECBAR with L -8. Let level 3 
become. faulty. We rename level 4 as 0, level Sas 1, ...• level 8 
as 4. level 0 as S •••.• and level 2 as 7. Let us see whether we 
have proper connections for the PE <2.2> in the new address­

. ing scheme. We need the connections <2.2> to <3.2> and 
<3.6>. These correspond to <2.6> to <3.6> and <3.1> in 
the original network. since (j +r +1) mod (L +1) 
=(j +4) mod 9 • which is equal to 6 for j -2 and is equal to 1 
for j -6. We notice that these connections are present in the 
RECBAR of Fig. 2. Fig. 3 illustrates the reconfigured RECBAR 
for a fault in level 3. 

The selection of the proper outputs ports in each PE is 
straightforward. Let level r be the faulty level. for some 
0 E:r E:L -1. Compute (J -r -1) mod (L +l) for each PE 
<i .j > and represent the value obtained by its binary 
equivalent. Bit i of this binary word then determines the 
ports to be selected. the selection process being similar to the 
one discussed in Section 3.2. The ·reader may verify the port 
selection on the ~ple of Fig. 3. 

level 
old new 

0 5 
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2 7 
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4 0 
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00 0 0 

a b cd efg ij 

Fig. 3. A reconfigured 9X4 RlicBAR for a fatdt m level 3 

The addition or sub1ractlon af 21 depends 
btt1[(J +r +1)moct CL +OJ. 
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3.4. Structure of the Router Cell 

The router cell has three network input-output port pairs 
and .one processor input-output port pair. as shown in Fig. 4. 

A 4X4 crossbar switch connects the input ports to the output 
ports. The output port set selection logic is shown in outline 
mode. It consists of two 1-to-2 demultiplexers controlled by a 
common port set selection line. The operation of the router 
cell is clear from the figure itself and need not be explained. 

3.5. Overhead 
Consider a . CBAR with L levels. It has 

N =L. (log (L) +1) PF.s and 2N links. The corresponding 
RECBAR has N' =(L +1).(log (L) +1) PF.sand 3N' -(L +1) 
- (L +1).(3.log (L) +2) links. The PE overhead ratio comes 

out to be equal to .!:.. and the link overhead ratio comes out to 

be ual to (L +3f .1og (L) +2 . In the limit as L tends to a 
eq 2L. UOg a> +i> 

large value. the link overhead ratio becomes nearly 50%. 

4. RELIABILITY ANALYSIS 

We will now estimate the improvement in the reliability 
of the system topology. We assume that the failure rate of a 
PE is exponential with a failure rate of Ap and the failure rate 
of a link to be A1 • In Fig. 5. we show the reliabilities of the 
CBAR and the RECBAR for L -8, A, -0.1 failures per unit 
time and A1 -0.01 failures per unit time. We assume that the 
failure rate of a link is much less than that of a PE because it 
is much less complex. 

S. CONCLUSIONS 

In this paper. we have presented a chain-structured 
butter1ly architecture (CBAR) similar in organization to the 
architectures proposed by Wong and Ito [6] and Koike and· 
Ohmori [7]. The CBAR has the desirable property of being able 
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Fig. 4. The RECBAR router cell block d~gram 
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Fig. S. Reliability comparisons between CBAR and RECBAR 

to connect an extremely large number of processors with 

0 (N) connection cost. 0 (log (lo N N )) communication 

paths. and a small number (-4) of 11CJ ports per PE. We have 
also discussed a reconfigurable version of the CBAR. the REC­
BAR. which can tolerate any numl:Jer of failures of processing 
elements and links associated with a single level. This fault 
tolerance is achieved at a processor overhead ratio of 

0 ( lo~ N ) and a link overhead ratio of approximately 50%. 

The reliability analysis has shown that the RECBAR is much 
more reliable than the CBAR. 
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Abstract 

The performance of a parallel algorithm depends on 
the interconnection topology of the target parallel system. 
An interconnection network is called reconfigurable if its 
topology can be changed between different algorithm exe­
cutions. Since communication patterns vary from one 
parallel algorithm to another, a reconfigurable network can 
effectively support algorithms with different communica­
tion requirements. This paper describes a reconfigurable 
optical network and explains how to generate network 
topologies which are optimized with respect to a given task. 
We describe an algorithm that takes as input a task graph 
and generates as output a topology that closely matches the 
given input graph. The best, worst and average case perf or­
mance of the algorithm is analyzed and it is shown that on 
the average the optimum topology is generated. 

1. Introduction 

The performance of a parallel algorithm depends on 
how well its communication characteristics match the inter­
connection topology of the underlying parallel system. 
Since different algorithms exhibit different communication 
patterns, work in the area of general-purpose parallel sys­
tem design centers on developing a network topology that 
is suitable for various communication requirements. A 
common approach is to statically connect processing ele­
ments in a regular pattern with certain properties such as 
small diameter, easy routing and expansion, low conges­
tion, etc. General-purpose parallel systems with static 
interconnection networks however have several limitations 
due to their fixed nature. The first limitation is that a given 
algorithm, which may be viewed as a graph with nodes 
representing processes and edges representing potential 
communications, has to be mapped onto the parallel sys­
tem. This mapping problem in general is computationally 
intractable even for parallel systems with homogeneous 
processing elements. The second limitation is that although 
one interconnection topology may be ideal for a set of algo­
rithms, it may introduce . unacceptable communication 
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delays for other algorithms even with the best possible 
mapping. The third limitation is that developing parallel 
algorithms that closely match the interconnection topology 
of a target parallel system is a difficult task. A parallel sys­
tem with a network whose interconnection topology can be 
configured to match the communication characteristics of 
an algorithm remedies these limitations. 

An interconnection network is called reconfigurable 
if its topology can be altered between different algorithm 
executions or even between different phases of the same 
algorithm execution. Examples of architectures that can be 
configured into a limited number of interconnection pat­
terns include the MPP [1] and the CHiP [2] architecture. In 
contrast to these networks which can only realize a limited 
number of topologies, this paper will investigate the use of 
a reconfigurable network which can realize any r-regular 
graph as a network topology. Such networks are referred 
as r-reconfigurable networks. 

2. Reconfigurable Optical Network 

Optics provides a way of implementing r­
reconfigurable networks. We propose using an optical net­
work that requires only O(nr) components to implement a 
r-reconfigurable network for n processors, where n is -
100. The network consists of nr optical transmitters (laser 
diodes), nr deflectors (acousto-optic devices or mirrors) 
and nr photo-sensitive receivers (photodiodes). The deflec­
tors can be either mirrors mounted on servo motors or 
acousto-optic devices which deflect an incoming beam at 
an angle proportional to an applied frequency. To establish 
a communication channel between processors, the source 
processor directs a control signal to its deflector. The con­
trol signal's value determines the deflection angle of the 
incoming laser beam so that it impinges on the photodiode 
associated with the desired processor. The transmitting 
processor then modulates the laser beam with the informa­
tion to be transmitted. The receiver detects this light beam, 
demodulates it, and processes the resultant data accord­
ingly. Since laser beams do not interfere with each other, 



the network can realize any permutation. Other researchers 
have given alternate designs of optical reconfigurable net­
works [3]. 

In the design of our reconfigurable network, there is 
a tradeoff between the cost of the network and the time 
needed to reconfigure. For example, if mirrors are used as 
deflection elements, the network has a reconfiguration time 
of - 1 msec; whereas, if an acousto-optic deflector is used, 
the network has a reconfiguration time of - 1 µsec. The 
two networks differ in cost by at least an order of magni­
tude due to the cost of the acousto-optic deflector and 
related control electronics. In this paper, we consider the 
use of the network with the slower reconfiguration time. In 
particular, the time needed to make the transition from one 
configuration to another is long in comparison to the time 
between two communication events. Therefore, we assume 
that the topology changes only between different algorithm 
executions or between different phases of the same algo­
rithm execution. 

Given that the topology remains relatively static 
throughout the execution of an algorithm, the topology 
must be chosen so as to closely match the communication 
requirements of the algorithm. In the next section we 
describe an algorithm that takes as input a task graph and 
generates as output a topology that closely matches the 
given input graph. In l!CCtion 4, we briefly analyze the best, 
worst and average case performance of the algorithm. 

3. The Synthesis Problem 

We now discuss the problem of generating an inter­
connection topology that matches closely the interconnec­
tion patterns of a given task graph. We define an optimum 
topology (and corresponding mapping) as one that maxim­
izes the number of pairs of cormnunicating tasks that fall on 
pairs of directly connected processors. The definition of 
the synthesis-mapping function can be stated as follows: 
Given a connected and undirected graph T, I V (T) I = n 
such that each element of V(T) is labeled t;, 1 Sis n, and 
a set V(P) of n nodes labeled v;, 1 Sis n, and a function 
g: V (T) ~ V (P), where g(t;) = v;, and an integer r ::!: 2, 
then the problem is to lmd a function 
c: V(P)xV(P) ~ {0,1} such that P = {V(P),E(P)}, 

where E(P) = {(u,v): c(u,v) = 1}, is a degree bounded 
connected graph with degree(v;) S r for all 
v; e VP, 1 S i S n, and cardinality = 

l{(u,v): (u,v)eE(T) and (g(u),g(v))eE(P)} I 

is maximum. 

T is a task graph that models the algorithm to be 
executed on the system. The vertices in the graph 
correspond to individual tasks and an edge between two 
vertices signifies that communication occurs between these 
two tasks. No attempt has been made to quantize the 
amount or cost of cormnunication between tasks. The pro­
cessor system is also represented as a graph with vertices 
corresponding to processors and edges to communication 
links. The problem is to find the set of edges (communica­
tion links) to maximize the number of pairs of 
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intercommunicating tasks that fall on pairs of directly con­
nected processors. At the same time, because of the limited 
number of links each processor controls, the degree of each 
vertex must be bound. Also, the resultant topology must be 
connected since a message sent to a processor that is not 
directly connected to a source processor must be forwarded 
through intermediate processors. Graphs meeting these 
conditions will be referred to as degree constrained con­
nected graphs (DCCG). The problem of finding such 
graphs will be referred to as the DCCG problem. 

· We have shown in [4] that the DCCG problem is 
NP-complete. Although the DCCG problem is NP­
complete, the synthesis problem can be solved in polyno­
mial time using graph matching methods if the condition 
that the resultant graph be connected is removed [5]. The 
outline of an algorithm [ 4] for finding sub-optimal DCCGs 
is as follows: First, use a matching technique to find a 
optimal disconnected topology (henceforth referred to as a 
maximal deficient r-factor or MDRF). Then, using heuris­
tics, connect the disconnected components of the MDRF 
together. The connection of disconnected components may 
require that existing communication links interconnecting 
cormnunicating tasks be broken. When links are broken, 
our algorithm ensures that further discontinuities are not 
introduced. The algorithm runs in the time complexity of 
O(n3 ). 

4. Analysis of the Synthesis Algorithm 

In the best case, our algorithm can generate topolo­
gies with a cardinality of Lnr 12 J. In the worst case, we can 
bound the cardinality with respect to the optimum cardinal­
ity. To do this we note that the cardinality of the MDRF is 
at least as large as the cardinality of the optimum connected 
topology. Therefore, we can use the cardinality of the 
MDRF as a bound on the optimum cardinality. It is shown 
elsewhere [4] that use of our algorithm to connect the 
disconnected components of the MDRF reduces the cardi­
nality by at most Ln/(r+l)j-1. Therefore, our algorithm 
always generates a connected topology that is within 
Lnt(r+l)j-1 of optimal. Furthermore, for any given n and 

r, it is possible to construct a graph with a MDRF such that 
the connection of the MDRF by any connection algorithm 
results in a cardinality loss by the bound. That is, the per­
formance of our connection algorithm equals that of an 
optimal algorithm in the worst case. 

We use random graphs as processor graphs to 
analyze the average case. Random graphs are used since 
we want to determine the ·performance of our algorithm 
over a wide range of graphs. We define a random graph as 
a graph where the probability of an edge between two 
nodes is fixed. We say that almost every random graph has 
a given property if the probability of a random graph hav­
ing that property approaches 1 as the number of nodes in 
the graph approaches infinity [6]. To apply well-known 
results from random graph theory in analyzing our algo­
rithm for the average case, we assume that the topology 
synthesized by our algorithm can be modeled as a random 
r-regular graph. Since we are investigating the 



performance of our algorithm assuming a random graph 
input and since our algorithm generates a r-regular graph as 
output by deleting some of the edges of the input graph, 
this is a reasonable assumption to make. 

To determine the average case performance, we 
need to determine the expected cardinality of a MDRF and 
also the expected reduction in cardinality due to the con­
nection process. The cardinality of a MDRF has been 
characterized by Shamir and Upfal [7] who state that if 

, almost every random graph G, with nr even, has a minimal 
degree of r, then almost every graph G has a MDRF with a 
cardinality of nr 12. Thus, for almost every random graph 
used as input with a minimal degree 2': r, a MDRF will be 
found with nr 12 edges. 

Our algorithm diverges from optimality during the 
connection process. In particular, the algorithm does not 
connect the disconnected components so that the cardinal­
ity is reduced by a minimal amount. However, as we men­
tioned above, this reduction is ~ Ln/(r+l)J-1. On the 
average, one would expect that the reduction would be 
smaller than Ln/(r+l)J-1. Indeed, Wormwald [8] has 
shown that if r 2': 3 then almost every random r-regular 
graph is r-connected. Since almost every graph generated 
by the matching process is a r-regular graph, almost every 
graph generated by the graph factoring step of our algo­
rithm will be r-connected and hence I-connected. There­
fore, almost every graph with minimal degree of r 2': 3 will 
have a cardinality of l.nr /2 J when mapped onto the topol­
ogy generated by our algorithm. 

To verify the average case prediction, we generated 
a range of random graphs with a varying number of nodes 
and edges. For each of the graphs we found a correspond­
ing MDRF and then used our algorithm to connect the 
MDRF. It was observed that for almost all of the graphs 
the corresponding DCCG's had a cardinality of Lnr/2j. 
The only situation where the average case prediction failed 
occurred when the task graphs approached a completely 
connected graph. In this situation the matching algorithm 
that we were using to generate the MDRFs was producing 
MDRFs with relatively large numbers of disconnected 
components. This occurred since the algorithm used exam­
ines the edges adjacent to a node in sequential order in an 
effort to determine which ones to keep in the DCS. For 
example, let r = 3. The algorithm first examines node 1. It 
sees that there are edges (1,2),(1,3),(1,4) and adds them to 
the degree constrained subgraph (DCS). Similarly, it sees 
that there are edges (2,3), (2,4) and (3,4). Since it examines 
edges sequentially, it adds these edges to the DCS and 
thereby forms a component of nodes 1,2,3 and 4 to which 
no further edges can connect. This does not happen until 
the graph is almost completely connected since the proba­
bility of having all of the needed edges to form a com­
ponent with consecutive nodes is low until the graph 
becomes almost completely connected. To avoid this prob­
lem the algorithm needs to be modified so that it examines 
the edges of each node in random as opposed to sequential 
order. 
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5, Summary 

We have presented an optical reconfiguration net­
work that requires only 0 (nr) components. For this net­
work to achieve better performance than that available from 
conventional static networks, the topology chosen must 
match that of the algorithm to be executed. We define what 
it means to match and mention an algorithm that takes as 
input an arbitrary task graph and generates as output a 
topology that closely matches the given input graph. We 
then analyze the best, worst and average case behavior of 
our algorithm. It is shown that on the average the algo­
rithm almost always produces optimum topologies. 
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Abstract 

Throughput and latency in packet communication networks 
are determined to a large extent by throughput and latency in 
the first-in first-out {FIFO) queues used for packet buffering in 
these networks. We describe a design approach for self-timed 
FIFO queues with a novel organization which allows tradeoffs 
between area, throughput and latency in VLSI implementatio~s. 
This flexibility is made possible by the use of asynchronous dis­
tributed control circuits. These circuits are synthesized directly 
from a graph model called Signal Transition Graphs, and are 
completely hazard-free. A number of nMOS test chips were fab­
ricated and they worked at a 4 Mbytes/sec throughput rate. 

1. Introduction 

Multistage interconnection networks {MIN) are used to support 
communication among processing and storage modules in multi­
processor architectures [2j. To use a packet routing MIN, mod­
ules communicate by sending packets to each other. A packet 
consists of an address and data. The address is used to forward 
the packet along a path through the network from the sender 
to the destination module. Multistage interconnection networks 
are usually constructed out of N x N crossbar switches, where 
the number of ports N is determined by performance require­
ments and packaging constraints. A switch forwards an input 
packet to an output port according to the destination address 
of the packet. Each switch may also provide buffering storage 
for packets whose forwarding paths are temporarily blocked by 
other network traffic. The buffering storage is usually managed 
by a first-in first-out discipline. 

In this setting, the design of FIFO queues is an important 
consideration in the design of practical packet routing networks. 
We present an approach for designing FIFO queues in VLSI 
technology which allows tradeoffs between area, latency and 
throughput. At one end of the design spectrum, an area-efficient 
implementation with high throughput, but long latency, can be 
obtained. In this organization, the register stages are connected 
serially to allow data to ripple through; there is no global com­
munication. At the other end of the spectrum is a queue with 
minimal latency, but somewhat lower throughput rate due to 
increased delay in the control operations and in the loading of 
global buses. On a VLSI chip, these buses are sets of wires car­
rying input and output data which are connected to the input 
and output of all register stages. An optimal design somewhere 
in the range of these extremes can be chosen depending on the 
application. A queue of N stages can be partitioned such that 
only A4. register stages load the buses; given that the permissible 
latency is L stage delays, then M := N / L. Thus, this distributed 
organization also reduces the amount of global communication; 
this is particularly important for large queues, where the load­
ing on control and data buses approaches the level existing in a 
typical memory array. 

Our FIFO queue design makes use of distributed control 
structures and local communication. There are only a few types 
of modules in this design, with modules of each type replicated as 
necessary to construct complete FIFO queues. The distributed 
control structure allows the exploitation of concurrency. Con­
current read/write supports a higher throughput rate. The 
FIFO queue is also completely data driven, hence no potential 
read/write conflict exists and there is no need for any arbiter. 

The distributed control organization of the FIFO lends itself 
naturally to a design using asynchronous, self-timed hardware 
circuits. Towards this end, a specification technique for asyn­
chronous control structures based on a graph model called Signal 
Transition Graphs (STGs) have been proposed, and methods for 
direct and efficient synthesis of self-timed hardware circuits from 
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such specifications have been developed. The STG model is es­
pecially appropriate for control modules which exhibit a high 
degree of asynchronous concurrency. A preliminary discussion 
of the STG model and its expressiveness and implementability 
are given in [5j. The use of STGs in the design and implemen­
tation of a self-timed 2 x 2 packet router is reported in [3j. 

The paper is organized as follows. Section 2 describes the 
functional behavior and alternate organizations of the FIFO 
queue. Section 3 introduces the STG model and discusses its 
use in the specification of self-timed circuits. In Section 4, STG 
specifications of the building block control modules for realizing 
the various FIFO queue organizations and their implementation 
are presented. Finally, Section 5 presents the results and some 
further discussions on the STG model. 

2. Organization of the FIFO queue 

This section discusses the one and two-dimensional organi­
zations for the FIFO queue (Figs. la and b). The R-module 
is a control circuit designed to support pipelined operation of 
the register stages. A R-module has an input link from a previ­
ous stage, an output link to the next stage, and an output link 
to a register module in the same stage to control data loading 
into this register. A link is a pair of ready/acknowledge wires, 
depicted as an arc with the arrow pointing in the direction of 
the ready signal. When input data is available for loading into 
a register, a ready signal is sent to its R-module controller on 
the Ir wire (Fig. la). The actual loading is performed when 
the R-module controller sends a ready signal to the register on 
the L wire. Once data have been loaded into a register, an ac­
knowledge signal is sent to its R-module on the D wire. The 
R-module then returns an acknowledge signal on the Ia wire of 
the input link and forwards a ready signal on the Or wire of its 
output link concurrently. The next data item will be loaded into 
its register only after the R-module has received an acknowledge 
signal on its Oa wire and another ready signal on its Ir wire. 
Thus, the operation of the R-module is pipelined. Data from 
one stage will be forwarded to the next unless the latter is full. 
The throughput rate of this queue is determined by the delays of 
the R-module and registers, whereas its latency is proportional 
to the number of stages in the queue. 

A two-dimensional, or ring organization is shown in Fig. lb. 
This queue consists of M linear queues, each of L stages, and two 
token rings for controlling input/ output operation. The capacity 
of the queue is M x L and the latency is proportional to L. !­
modules are connected together to form a token ring to control 
the writing of data into the queue. The ring is initialized such 
that only one I-module contains the token, marking the next 
available empty register stage. Since the Write-request signal, 
carried on wire W"' is connected to all I-modules, the token 
should not be passed on to the next module in the ring if the 
Write-request signal is still active. This is an important timing 
restriction. The Write-acknowledge on wire W" is the output of 
an OR gate (shown as a heavy bar with a+ sign) whose inputs 
are acknowledge wires from all I-modules. Similarly, reading 
from the FIFO is controlled by an Output token ring, formed 
by connecting 0-modules together. Data written into the linear 
queues ripple to their output side, ready to be gated onto the 
output bus. The Output ring is initialized such that only one 
0-module contains the token. This module then controls the 
timing and signaling for gating of data to the output bus. The 
Read-request signal on wire Rr is the output of an OR gate whose 
inputs are request wires from all 0-modules. Another timing 
restriction exists for the Output token ring: since the Read­
acknowledge signal, carried on wire Ra is broadcast to all 0-
modules, the token should not be passed on to the next module 
while Read-acknowledge is still active. 



The Ring Duffer wliicli we fabriCated- is one with minimal la­
tency ( L = I), with e_ach of the linear q~eues containing exactly 
one stage. Registers m each stage have mputs connected to the 
input data bus, and outputs connected to the output data bus. 

3. Signal Transition Graphs 

In this section we introduce the STG model and its application 
to the specification of pipeline controllers. A more complete 
discussion of STG can be found in [6]. In short, STGs are a form 
of Petri nets restricted by a set of axioms, and their components 
(such as transitions and placi:s) assigned attribute~ re~ated to 
physical circuits. The result 1s a graph model which ~s much 
more amenable to analysis due to the reduced complexity, and 
still retains sufficient expressiveness for specifying most <;ommon 
behaviors of control circuits including concurrency, choices and 
conflicts. 

A hardware circuit consists of an interconnection of logic 
elements each having an output terminal and a number of input 
terminal~. Every input terminal is connected either to an input 
terminal of the entire circuit, or to an output terminal of another 
logic element in the circuit. The set of all ter~inals of a circ~it 
is called the set of signals, M. In order to describe the dynamics 
of a circuit, a set of signal transitions T = M x { +, - } i~ used 
to specify the rising and falling transitions of each signal_ m M. 
For each i E M, its associated transitions are denoted_ by 1+ and 
i - . It is often convenient to use the notations t and t to denote 
pairs of transitions, such that if t = i-'-- then t = i- and vice 
versa. 

For the purpose of this r.resentation, a STG is a direct_ed 
graph represented as a triple (T. R, TEo) where T 1s the set of sig­
nal transitions (defined over a signal set M). TE,) the set ~f tran­
sitions which are enabled in the initial state of the c1rcu1t. and 
R <;;; TxT an irreflexive, intransitive relation over the set of tran­
sitions, called the causal relation. Graphically, t1 .1't2 is shown 
as an arc between two transitions: ti --+ t2. Let R + :;::: T x T 
denote the transitive closure of .l?., t1 _/(. + t2 means that there ex­
ists a directed path from ti to t2; this is shown graphically as 
ti ->p t2. The semantics of STG can be expressed in terms of 
transition sequences and their compositions; this has been car­
ried out in [6! using trace theory '14]. Informally, ti.1't2 means 
that the occu~rence of transition t'i causes that of transition t2; 
this implies that if the circuit is in some state s in which transi­
tion ti is enabled and eventually occurs, then the occurrence of 
ti brings the circuit to another state s' say, in which t2 is enabled 
and hence will eventually occur. This last statement hints that 
given an initial state of the circuit (in which transitions in TEo 
are enabled) and a STG expressing the causal relation between 
its signal transitions, one can generate a state transition graph 
from the STG. A circuit realization can then be obtained from 
the state graph. Furthermore, a constraint ti Rt2 can be imple­
mented as a logic element with ti as one of the inputs and t2 as 
output. This important observation allows the decomposition 
of a STG specification into smaller subgraphs, each of which 
contains only transitions which are causally related. Thus, STG 
allows a very efficient and direct implementation based on this 
decomposition principle. This is a unique feature of STG com­
pared to other approaches. 

A multi-arc connects several tail transitions to one head tran­
sition, or one tail transition to several head transitions. We call 
these arc configurations And Forks and Joins (there are also 
Or constructs for specifying choices or conflicts in the complete 
STG model), and their diagrammatic notations are shown in 
Figure 2a. An And-fork is used to describe a situation in which 
the occurrence of a tail transition causes the occurrences of all 
of the head transitions. An And-join describes a situation in 
which all tail transitions in the relation have to occur to cause 
the occurrence of the head transition. These And constructs are 
used to describe concurrent operations in circuits. 

Liveness and Persistency. A STG has a deadlock-free and 
hazard-free circuit realization only if it satisfies the properties 
of liveness and persistency. Since STGs are merely behavior 
specifications from which state graphs can be derived for im­
plementation, these properties must ultimately be based on the 
latter type of graphs. However, there is a one-to-one correspon-
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dence between them, so that liveness and persistency will appear 
as syntactic constraints on STGs. We discuss briefly these prop­
erties and their STG syntactic ramifications. 

The continual operation without deadlocking of control mod­
ules is a property called liveness. A STG is live iff its underlying 
state transition graph is strongly connected. The necessary con­
dition for a STG to be live consists of (il the STG is a strongly 
connected graph, and (ii) there is a simple cycle containing both 
t and l for every t ET. Since live STG are strongly connected 
concurren_c,r and ordering have to be c~aracterized different!/ 
two trans.1t~ons can occur con~urrently 1ff there is no simple cy­
cle contammg· both of them m the STG; equivalently, the oc­
currence of two transitions are ordered iff there exists a simple 
cycle containing both of them. 

Due to the similarity to a special class of Petri nets called 
marked graphs [7], it may appear that the form of STGs dis­
cussed here is always persistent. However this is not the case, as 
the underlying state graph may exhibit nonpersistency whenever 
two transitions are enabled in the same state and the occurrence 
of one removes the enabling condition of the other. A persistency 
constraint is an ordering constraint between two transitions used 
to eliminate nonpersistency, as illustrated in Fig. 2b. For a live 
STG, the condition tR+t alwa~~ holds for every transition t. 
If t /(. u exists as shown and u.l?. t (depicted as an heavy arc in 
Fig. 2b) were not present, then transitions t and u can occur 
concurrently. Suppose the course of action tRu is implemented 
by a hardware element with t as one of its inputs and u as its 
output. Concurrency between t and u implies that while the 
hardware element is reacting to t to cause u, l may be occurring 
simultaneously at the input of that hardware element. This is 
commonly known as a race condition in hardware circuits and 
can lead to malfunction. The approach to deal with this prob­
lem is to impose a persistency constraint on STG specifications, 
namely uR-.-l, to eliminate this nonpersistent behavior. Hence, 
a STG specification is persistent if every transition u caused by 
a transition t precede t, i.e. Vu ET, if tRu then uR+t. 
Specification of Pipelined Circuits. We can now develop 
a STG specification for pipelined control operations such that 
liveness and persistency are satisfied. Consider two cycles of 
transitions as shown in Fig. 2c. The left cycle (with a and 
a) represents the control sequence of the input portion of a 
pipelined circuit; the right one (with b and ii) represents the 
control sequence of its output portion. The necessary condition 
for liveness is satisfied by each cycle if every transition in a cycle 
is paired with another in the same cycle. We want the two cy­
cles to operate in parallel as much as possible, with the left one 
initiates control actions on the right one through arc aRb. In or­
der for the STG to be persistent, three additional arcs (in heavy 
line) are required. Because of the existence of arc aRb, arc bRii is 
required as a persistency constraint to prevent concurrent firing 
of band ii. The introduction of b.Rii requires adding ii.Rii to pre­
vent concurrent firing of ii and ii, and this in turns requires arc 
ii.Ra. These four arcs allows the synchronization of two cycles of 
transitions in pipelined fashion such that the resulting STG is 
persistent. These constraints can be viewed from a different per­
spective by "unfolding" the cycles (Fig. 2d) into partial orders, 
in much the same fashion as occurrence nets [1]. In this type of 
nets, a node such as a represents an instance of a transition a 
in a cycle of operation. It can be seen that the persistency con­
straints appear as aRbRiiRii ... and thus forces these transitions 
to occur in sequence. Otherwise, transitions belonging to other 
branches of the cycles can occur concurrently. 

4. STG specification of control modules 

In this section we apply the STG model to specify the I-module 
used in the FIFO organizations in Section 2. We will illustrate 
how to specify a STG such that it meets the liveness and persis­
tency conditions set forth in Section 3. Once a STG satisfying 
these conditions is obtained, it can be translated directly into 
a circuit module using the synthesis steps discussed in f6]. We 
will give the hardware implementation obtained throu'gh this 
synthesis procedure for each STG specification, and discuss the 



procedure itself informally. The reader is referred to a complete 
version of the paper !'4] for the discussion of 0- and R-modules. 

For all the contro modules we will specify, event occurrences 
are signalled over control links, using the reset signaling hand­
shake protocol [12]. Usually, an occurrence of an event is sig­
nalled by a positive transition on the ready wire of the control 
link; its acknowledgment is signalled by a positive transition on 
the acknowledge wire of the control link. The signals on these 
links are then reset through negative transitions before the oc­
currence of the next event can be signalled. 

While liveness and persistency are considered to be funda­
mental properties of STG, there are other properties more re­
lated to the implementation of control circuits according to a 
certain design methodology. Two such constraints pertinent to 
the ensuing discussions called RI and R2 are described. 

RI: This constraint concerns the behavior in the initial state 
of a control circuit operating with the reset signaling protocol. 
Starting from the idle initial state, every control module used in 
the FIFO organizations alternates between an active phase con­
sisting entirely of positive signal transitions, and a reset phase 
consisting entirely of negative signal transitions. In a circuit 
implementation, the signal state at each terminal is identified 
with a signal transition at that terminal: if the state of a signal 
u is 1 (0), it .implies that u+ (u-) has occurred. If the initial 
state of a circuit is all O's then negative transition of the form 
u- must have occurred in each of these signals in the immediate 
past. Thus, any positive transition in a STG, say u-r which is 
preceded only by negative transitions of the form t- will always 
be activated in this initial state. When this is not desired, an ar­
tificial constraint from some other positive transition r+ to u+ 
must be added. Hence, it is required that for every STG, the 
subgraph induced by the set of positive transitions is connected. 

R2: The second constraint results from the communication 
discipline imposed on a control circuit. Control circuits operat­
ing with the reset signaling protocol uses pairs of ready/acknow­
ledge wires to communicate with the external world. A transition 
on the acknowledge wire can only occur in response to a transi­
tion on the ready wire and vice versa. For a pair of wires {I,, la} 
where I, is an input ready and Ia an output acknowledge, this 
communication interface to the external world is specified in a 
STG by the pair of constraints Ua- R.I,+, la+ R.I,-}. Simi­
larly for a pair of wires { O,, Oa} where 0, is an output ready and 
Oa an input acknowledge, its corresponding set of constraints is 
{O,+ R.Oa+,O,- R.Oa-}· Thus, in a STG, every transition of 
an input signal has exactly one transition which directly precedes 
it, and this transition must be that of an output signal. Tran­
sitions of an input signals are underlined to distinguish it from 
transitions of "non-input" ones. 

STG Specification of the I-module. An I-module controls 
the loading of input data into a linear queue (Fig. lb). When 
its turn comes, a token is passed to the I-module from its im­
mediate predecessor in the token ring, through a control link 
P = {P,, Pa}. Upon receiving the token, the I-module responds 
to the next input request on its W = {W., Wa} control link by 
sending a load request to the linear queue it controls through 
its I= {I., Ia} control link. After loading a new data item into 
the linear queue, the I-module forwards the token it holds to the 
next I-module in the token ring through its N = {N,,Na} link. 

The STG description of I-module in Fig. 3 contains two main 
cycles, the left one coordinates the reception of the ring token 
with the reception of the next data item presented to the FIFO 
queue. The right one manages the forwarding of ring token to 
a successor I-module. The *-arc (W,- .1'N,+) implements the 
timing constraint discussed earlier, such that N, does not go 
high (to pass a token to the next module) until after the input 
Write-request W, has gone low. These two cycles and the *-arc 
together provide the specification for proper event sequencing in 
the I-module. Other arcs are to be added to satisfied persistency 
and other constraints discussed above. First, arc D1 ensures that 
all positive transitions form a connected subgraph according to 
constraint RI. Since D1 is a constraint from transition la+ 
to Nr+, the pairs of transitions {Ia+,Ia-} and {N,+,Nr-} 
could be used for implementing the persistency constraints. This 
set of arcs would include: la+ RN,+, N,+ Rla-, I.- RN,-, 
and N,- RI.+. However, since Ia+ and la- are transitions of 
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an input signal, each can have no more than one incident arc 
according to constraint R2. To enforce these constraints, we 
change N,+ Rla- to N,+ RI,-, and N,- Rla+ to N,- .1'l,+. 
These final constraints are shown as D 1 - D 4 in Fig. 3. 

Liveness and persistency are satisfied by this STG. The syn­
thesis procedure produces a state graph, from which the re­
alization in Fig. 3 is obtained. The logic equation for I, is 
I, = W,P,N, + I,(W, +Pr + N,) and its implementation is a 
C-element with inputs W,, Pr and N,. The logic equation for 
N, is N, = NaW rla + Nr(Na +Ia) and its implementation is as 
shown in Fig. 3. The reader can readily verify that the circuit 
operates according to its STG specification. 

5. Result and conclusion 

A FIFO with 8 stages and 9-bit wide data path was designed, 
using a 4 micron nMOS technology. The chip size (including 
pads) is 3.15 x 2.25mm2. Six chips were received from MOSIS, 
they were tested and five were fully operational at a throughput 
rate of approximately 4 MBytes/sec. An nMOS circuit diagram 
for the chip is shown in Fig. 4, the lower portion is the con­
trol circuitry, with R-modules on top, I-ring in the middle and 
0-ring at the bottom. The control circuits take a relatively 
large amount of area in this chip. However, in a 2-dimensional 
organization with L ~ 2, the overhead due to I-modules and 
0-modules can be reduced significantly. 

In this paper, Signal Transition Graphs have been used as 
a specification tool for asynchronous control modules. A STG 
specification can be viewed as an interpreted Petri net in which 
each transition is identified with a signal transition in a hardware 
circuit. In the synthesis approach proposed, a state transition 
graph is generated from a STG and then used to derive logic 
equations and hardware structures for the signals. A STG spec­
ification can thus also be viewed as a concise yet more abstract 
notation for specifying a class of state transition graphs. 

In our specification and design examples, it has been shown 
how introducing additional constraints in a STG allows us to use 
level-sensitive hardware circuits instead of transition-sensitive 
hardware circuits in its implementation. These constraints are 
justified only informally. A more formal theory based on trace 
theory and state transition graphs are developed in [6]. 

The module descriptions used in this paper require only con­
structs for specifying sequencing and concurrency. There are 
other behaviors which exhibit conflict and data-dependent sig­
nal flow that would require additional STG constructs for their 
specification. These latter constructs are called OR-constructs 
and the reader is referred to [5] for an introduction to their for~ 
mulation and applications. 

In [9] Martin described a design approach using constructs 
for non-deterministic programming to specify hardware mod­
ules whose behaviors exhibit only sequencing and arbitration 
requirements. This approach uses a subset of Dijkstra's guarded 
co~mand language to specify each process; concurrent cooper­
atmg processes are described using notations similar to Hoare's 
CSP [10]. Heuris~ic procedures are used to "compile" a hard­
ware 1mplementat1on from a module specification into an inter­
connection of standard hardware templates such as And Or 
C-elei;iients, etc.: During the .compilation, the technique ~f re~ 
ord.enng e~ents m a sequence 1s made use to improve implemen­
t'.'t1on efficiency. The complete STG model allows the specifica­
t10n of concurrency, sequencing and conflict in module behav­
ior, an~ ou.r implementation approach is aimed at automating 
the denvat10n of hardware structures from STG specifications. 
Recently there are works on the classification and synthesis of 
delay-insensitive circuits based on trace theory [13,14]. The re­
lation of STG to trace theory is analogous to that of Petri nets 
model to its underlying se9uence semantics. Thus, we believe 
that STG can serve as a high-level, more abstract specification 
than that of an approach directly based on trace theory. 

There are also related works on verification of asynchronous 
h'.'rdware structures based on temporal logic [8). Such tech­
niques can be used fruitfully for correctness validation of self­
timed drcuits. The design of suitable translation techniques 
from high-level language to STG -in the same vein as those done 
by Martin and Rem [11]- is another area for further exploration. 
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ABSTRACT 

The use of optical techniques has been widely recog­
nized as a solution for overcoming the fundamental problems 
in data communications. It is potentially feasible to build 
large optical crossbar networks that do not suffer from many 
of the limitations of their electronic counterparts. In this pa­
per we discuss several optical matrix-vector implementations of 
crossbar networks and present a comparative study of these 
designs. These designs employ acousto-, electro-, or magneto­
optic spatial light modulators for achieving the generalized 
crossbar functions. Some new optical systems suitable for im­
plementation of crossbar networks are also described. They 
can also be used to construct multistage networks of larger 
size. 

1. INTRODUCTION 

Any multiprocessor system that uses several processors 
must be designed to allow efficient communication among pro­
cessors and memory units, as this data communication contri­
butes significantly to the overall performance of the system. 
An ideal interconnection network for this purpose is a high 
speed, high bandwidth crossbar network. A crossbar network 
will allow any processor to communicate with other processors 
or memories with simple control and small delay. Even 
though crossbars are ideal networks for multiprocessors, they 
are generally used in only relatively small systems, as the cost 
of large crossbars is prohibitively expensive with the VLSI 
technology. There have been several crossbar designs reported 
for up to several hundred inputs and outputs [BURG 83, 
DENN 82, BROO 84]. 

For large crossbar implementations other types of tech­
nology may offer a viable alternative. The use of optical tech­
niques has been widely recognized as a solution to overcoming 
the fundamental problems in data communications [SAWC 
84]. The parallel nature of optics and free-space propagation, 
together with their relative freedom from interference make 
them ideal for parallel communications. There exists many 
different optical devices which provide switching capability. It 
was shown in [SAWC 85] that any implementation of matrix­
vector multiplier in optics results in an optical crossbar net­
work. 

Suppose that N serial data input lines (each one-bit 
wide) are to be connected to a set of N serial data output 
lines (each one-bit wide). We can think of the data bits on 
each line flowing synchronously, although, for some of the 
techniques we describe, this synchronism is not necessary. We 

* This research is supported by the DARPA/ ARO Contract 
No. DAAG29-84-K-0066. 

can represent the data on the input lines at some instant of 
time by the column vector b of length N. The data on the 
output line of the interconnection network (which we refer to 
as a switch) is represented by the column vector 7! of length 
N, and both these vectors have only binary elements. The 
state of the switch is described by the N XN matrix A whose 
elements are also O's and l's. Matrix A is a generalized per­
mutation matrix; an entry of 1 in row i and column j of A 
means that input j is connected to output line i. 

Once the physical connection described by the matrix 
A is made, the data transfer could be synchronous or asyn­
chronous [SA WC 85]. This idea can be generalized for the in­
terconnection of N parallel input lines (each M bits wide) to 
N parallel output lines (each M bits wide). Thus, systems ca­
pable of performing matrix-vector or matrix-matrix multiplica­
tions with binary entries may be suitable for use as a crossbar 
interconnection network. In this paper, several different opti­
cal implementation of crossbar networks are presented and the 
tradeoffs in their performance are discussed. 

2. OPTICAL MATRIX-VECTOR SYSTEMS 

There are many techniques available for matrix-vector 
or matrix-matrix multiplication using optics. In some of these 
systems, the physical switch may be analog and passive (a 
switchable reflective or transmissive element); thus bit syn­
chronism is not required and the data bandwidth is limited 
only by the optical sources and detectors used (currently avail­
able sources and detectors can operate at > 1 Gb/s). In other 
systems, the matrix-vector multiplication is implemented by 
active electro-optical or acousto-optical components, implying 
the detection and regeneration of optical signals. In such sys­
tems the switch itself may limit the data bandwidth. In the 
remainder of this section we will discuss some of the optical 
systems we have studied for crossbar implementations. 

2.1 N 2-Parallel Matrix-Vector Inner Product Processor 

In this system, N input lines drive an array of N light 
emitting diodes (LEDs) or laser diodes with a binary signal, so 
that a binary 1 is represented by light of a fixed intensity, and 
a binary 0 is represented by a lower (or zero) intensity. An 
optical system to the right of the input vector spreads the 
light from each input source into a vertical column that il­
luminates the crossbar mask [SA WC 85]. Following the 
crossbar mask, the next set of optics collects the light 
transmitted by each row of the mask, and sums the mask out­
put onto a vertical array of N photodetectors corresponding 
to the N output lines. Thus the system performs a parallel 
matrix-vector multiplication. Since it is a passive interconnec­
tion, once the mask is set, the data can flow through synchro-
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nously or asynchronously, can be analog or digital, and has a 
bandwidth limited only by the sources and detectors. 

2.2 Systolic and Engagement Architectures 

Systolic and engagement architectures have the advan­
tage of providing for rapid reconfiguration of the network, i.e., 
they can be reconfigured at the bit rate of the data (neglecting 
any overhead in calculating the needed states of the crossbar 
matrix elements). In these systems, though, the input data 
must be configured appropriately for the matrix multiplication 

to proceed; this will require electronics at the input that can 
buffer the signals and send them into the switch in the ap­
propriate sequence and at appropriate times. In some cases, 
only minimal buffering is required, e.g. when the data is origi­
nally time-division multiplexed bit by bit. More details on sys­
tolic architectures can be found in (SA WC 85]. 

An engagement architecture for matrix multiplication 
is shown in Fig. 2.1. The matrix elements of A enter into a 
2-D source array or a multichannel AO cell, skewed and for­
matted as shown. The data, or elements of B, enter a second, 
crossed multichannel AO cell from the top and propagate 
downwards. A 2-D stationary integrating detector array then 
accumulates the results and outputs them in parallel. Systolic 
architectures are similar to engagement architectures but use 
shift-and-add detectors instead of time-integrating detectors 
and data enters in a different way. 

Fig. 2.1. Engagement architecture for matrix multiplication. 

Compared to the inner product architecture above, sys­
tolic architectures yield crossbars that are more light efficient, 
have shorter reconfiguration times, but have lower bandwidth. 
For an N-parallel system, with sufficiently fast input and out­
put devices, the AO cell will generally limit the bandwidth of 
each individual line to v0/2N, where v0 = 1 Gb/s. A number 
of these 1-D elements in the N-parallel multiplier can be 
placed in parallel however, permitting each line to be M bits 
wide, thereby increasing the effective bandwidth by a factor of 
M (M = 100 with current devices). If M = N, then the 
system is an N 2-parallel systolic matrix-vector multiplier. Be­
cause a new matrix is essentially read in for each new bit or 
word, the system can be reconfigured rapidly. 

An N -parallel engagement matrix multiplier requires 
N (3N -2) clock cycles to complete one matrix-matrix opera­
tion or one ·arbitrary switching operation on N N -bit wide 
lines, approximately the same as the (N -parallel) systolic case. 
An N 2-parallel engagement arrangement, such as the RUBIC 
(Rapid Unbiased Bipolar Incoherent Calculator) cube [BOCK 
84], takes (3N -2) clock cycles. The input data formatting re­
quirements are similar to the systolic case, but interleaved O's 
are not required. The N -parallel case uses time multiplexing 
again. We can think of the width of each functional input line 

as being equal to the word length so that an M -bit wide line 
can transfer one word at an instant of time. In the N 2-

. parallel en~agement system, there are N physical input lines, 
and the switch operates on word slices: it is word serial imd bit 
parallel except for a unit time shift from one physical line to 
the next. In other words, the first line has the first bit of each 
word, sequentially in time, etc. In the systolic case above the 
physical lines are actually serial over diagonals of matri~ B 
rather than strictly bit-serial or word-serial. The detectors 
here are 1-D or 2-D time integrating detector arrays. As with 
systolic systems, reconfiguration is rapid but updating of the 
state of the switches is needed even when the state does not 
change from one multiply to the next. 
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Fig. 2.2. N 2-pa.rallel outer product processor. 

2.3 N 2-Parallel Outer Product Processor 

An N 2-parallel outer product processor such as that 
shown in Fig. 2.2 performs C =AB by taking outer products 
of column i of A and row i of B , and summing the results 
over i . It can perform a matrix-matrix operation in N clock 
cycles. The requirement of a 2-D detector array will limit the 
bandwidth to much lower values; removing the data electroni­
cally from the detector array slows the system down. The 
data input is a row of B at a time, or bit parallel, word-serial. 
The detector is a 2-D array of stationary, time-integrating 
detectors. Since the A matrix is read in for each matrix mul­
tiplication, reconfiguration is rapid, although the state of the 
switches needs to be updated for each matrix multiply. 

2.4 N 2-Parallel Inner Product AO Deflector 

While the above systems may be useful in many appli­
cations, they all share a common fault. Since the matrix A is 
mostly O's, most of the scalar multiplications performed by the 
above systems are multiplies by 0. This translates into either 
wasted time (thereby lowering the bandwidth) or wasted light 
(lowered light efficiency). One of the new architectures we 
have devised eliminates these problems which is the inner pro­
duct AO deflector and is very similar to the system described 
in Section 2.1 except for the deflector. It is also a passive sys­
tem and utilizes a simple 1-D detector array. 

The input data to the crossbar enters through a 1-D 
array of sources. Each source is then transferred to the 
corresponding cell (or channel) of a multichannel AO device, 
used as a deflector. There is a separate channel for each data­
input line, or each column of A . Rather than reading in the 
elements of A into the AO device (N elements into each 
channel), one single number is input into each channel, and 
the signal is frequency-modulated according to the amount of 
deflection desired for the corresponding input line. Broadcast­
ing can be achieved, to a limited extent, by superimposing 
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multiple frequencies onto the same channel of the AO cell, or 
by time multiplexing the different frequencies in the cell. Each 
channel of the AO cell in this system has just one signal on it; 
it is not divided into multiple (moving) resolution elements. 
Each channel then deflects the signal the appropriate amount 
in the y dimension, and the light is then focused down in the x 
dimension, yielding a one dimensional output array. 

2.5 N 2-Parallel Inner Product/Engagement Processor 

Another new type of matrix-matrix processor architec­
ture that could be used as an optical crossbar is shown in Fig. 
2.3. The system is a. combination of a.n N 2-para.llel inner pro­
duct processor and an N 2-parallel engagement architecture. 
The b 's to be multiplied in the system enter a parallel array of 
AO cells as shown, although the data for each row enters 
simultaneously instead of being staggered as in the N 2-parallel 
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Fig. 2.3. N 2-parallel inner product/engagement processor. 

engagement processor. The input data also arrives in a time­
staggered form and controls the illumination of LED's or laser 
diodes as shown. A set of optics similar to that in the N 2-

parallel inner product processor spreads the light across the 
multichannel Bragg cell, and the final result accumulates on a 
time-integrating detector array. The results emerge in a time­
offset fashion from a row of the detector array as shown. This 
system requires (3N -2) clock cycles to complete a matrix­
matrix multiplication and requires a digital synchronous data 
format. Broadcast operation is possible with this system, and 
the overall light efficiency can be as high as 1/ N. 

3. PERFORMANCE COMPARISON 

The optical systems introduced in the previous section 
differ widely among themselves in many characteristics which 
are of importance when used for interconnection. For exam­
ple, some of the systems provide a bandwidth that is essential­
ly independent of the size of the system, while for others, it is 
an inverse function of the system-size. In this section, we com­
pare the different systems based on some parameters of in­
terest in crossbar implementation. 

1. Number of Lines N: Optical systems can implement 
moderately large crossbars (lOOX 100 to 500X500) with rela­
tive ease. 
!!. Bandwidth: For passive optical networks, the bandwidth of 
each line is limited by sources and detectors, which can easily 
operate at 1 Gb/s rates or higher. Sources (laser diodes) and 
detectors are available at 20 GHz and 40 ps, respectively. 1-D 
arrays are presently limited to lower values; current detector 
arrays with parallel outputs operate at approximately 50 
Mb/s. Higher bandwidths could be achieved by first coupling 
to fibers and routing the fibers to detectors; still higher 
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bandwidths might be possible by avoiding conversion to elec­
tronics altogether. In contrast, electronic systems typically 
operate at 10 Mb/s for each line. 

8. Reconfiguration Time: Reconfiguration of optical networks 
is limited to approximately 1 µs for moderate or large net­
works with current or near-future technology; in fact, most 2-
D switch arrays have a frame time of 1 ms or greater. 
Acousto-optic devices have faster response times, but the elec­
tronic input (to each cell) is serial and limited to a few GHz; 
and the signal cannot be changed as it propagates down the 
cell. Most of the acousto-optic architectures permit fast 
reconfiguration at the expense of bandwidth. 

4. Broadcast Capability: In electronic implementations, the 
provision of broadcasting involves higher control complexity, a 
larger number of pins, and/or slower operation. In some opti­
cal systems, the addition of broadcast capability involves only 
very minor increases in complexity. 

5. Data Format: The switching process as well as the transfer 
of data can be performed either synchronously or asynchro­
nously. Synchronous operation requires strobing or capture of 
data at precise instants of time in the system . 

6. Type of detector: There are three major types of optical 
detectors, namely, real-time, shift/add, and time-integrating 
detectors. The inner-product processors need a vector array of 
detectors with separate channels and a real-time output. The 
data-bandwidths of these systems is generally limited by the 
response characteristics of the detector array. In some of these 
systems (e.g. those with real ·time detectors), the output may 
be directly coupled to a light guide or fiber; in this case the 
detectors, if any, are physically located some distance from the 
optical switching array. The engagement and outer-product 
systems with full N 2 parallelism require N X N time­
integrating detectors which can be operated synchronously 
with the data. 2-D N XN detector arrays have either N out­
put lines or 1 output line. Thus the necessity of multiplexing 
at least N detector signals onto each electronic output line 
creates a bottleneck and limits the bandwidth of the overall 
system. The systolic architectures require a shift/add detector 
array to perform the summation. N XN shift/add arrays 
necessarily have at most N output lines; this and the use of 
electronics to perform the shift and add limits the detector 
speed, in turn lowering the overall bandwidth of the system. 

Table 3.1 summarizes the above considerations for the 
six basic optical matrix-vector crossbar architectures given in 
Section 2. 

4. CONCLUSIONS AND FUTURE WORK 

In this paper, we described several possible opti~al sys­
tems for implementation of crossbar networks and studied the 
tradeoffs involved. Advantages of these systems include large 
amount of inherent parallelism, high data-bandwidth, small 
size and power requirements, and freedom from mutual in­
terference of signals. We have found that moderately large 
crossbars (64X64 to 512X512) may _be fe~ible usi~g curr~nt 
or near-future optical technology. It is feasible to build optical 
crossbars that have a higher bandwidth and more data lines 
than electronic systems, although their reconfiguration speeds 
are much slower. The main difficulties that need to be sur­
mounted are the slow reconfiguration, means for efficient 
conversion of electronic signals to optical signals and vice-



Method of Number of Bandwidth Reconfiguration 
Broadcast Data Type of 

imj>lementation lines J!!.Wl time format detector 
N 2-parallel > 256 1 Gb/s (N)l µS 

real time 
inner product Jpassiv~ 

yes async 
N Xl element 

N 2-parallel 
> 100 lOMb/s* N/BW 

NXN 
systolic 

yes sync 
shif~add 

N 2-parallel 
> 100 

10 Mb/s* -
N/BW 

NXN time-
engagement lOOMbls 

yes sync integrating 
N 2-parallel 

>256 
10 Mb/s* - max(N JBW, NXN time-
lG~ 

yes sync 
outer product N·lOn~ integrating 

N 2-parallel 1 Gb/s real time 
inner product > 100 (passive) 

1 µS limited async 
N Xl element AO deflector 

N 2-parallel 10 Mb/s* - NXN time-
inner product/ >100 lOOMb/s N/BW yes sync integrating 

engagement 

* Limited by output (detector array) electronics, Higher 
Table 3.1. Comparison of optical crossbar capabilities. numbers (when given) apply when fibers guide light to 

versa, and techniques for control. 

An intriguing and powerful possibility is to use these 
crossbars as building blocks to make larger networks. In order 
to make use of this important possibility, means of cascading 
these optical crossbars need to be devised. This involves 
studying the input and output formats of the data in the 
different optical systems for compatibility. The light efficiency 
of the crossbar must also be factored in, as it determines how 
often detection and regeneration of the optical signals is need­
ed. Methods of physically coupling the output of one system 
to the input of the next must be devised, and additionally the 
signals may need to be sent to multiple crossbars in different 
locations. Of course, one way of doing this would be to use 
electrical lines to connect up the optical crossbars; but it is 
preferable to keep as much of the overall system optical as 
possible, in order to maximize the advantages that the optics 
provides, such as high bandwidth and large number of lines. 
All-optical amplifiers have been demonstrated [KOBA 84], 
[DAGE 86a]. While there are practical problems to be solved 
to build 1-D arrays of optical amplifiers, it can, in principle, be 
done [DAGE 86b}. Optical cascading of crossbars can be done 
with fibers or holograms. It has been shown [JENK 84) that 
holograms can be quite powerful for interconnecting optical 
gates. Even the capability of connecting a small number (4 or 
5) of sizable crossbars together could yield a system that is 
substantially more powerful than a single crossbar. 
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Abstract: Applicative systems are promising candidates for 
achieving high performance computing through aggregation of 
processors. This paper studies the fault recovery problems in 
a class of applicative systems. The concept off unctional 
checkpointing is proposed as the nucleus of a distributed 
recovery mechanism. This entails incrementally building a 
resilient structure as the evaluation of an applicative program 
proceeds. A simple rollback algorithm is suggested to 
regenerate the corrupted structure by redoing the most effective 
functional checkpoints. Another algorithm, which attempts to 
recover intermediate results, is also presented. The parent of a 
faulty task reproduces a functional twin of the failed task. The 
regenerated task inherits all offspring of the faulty task so that 
partial results can be salvaged. 

Keywords: fault tolerance, error recovery, distributed 
systems, applicative systems, data flow architecture, 
functional language. 

1. Introduction 

An important feature of a multiprocessor system, including 
applicative multiprocessing systems, is the ability to sustain 
partial system failures. By anapplicative system in this paper, 
we mean a partitioned-memory system such as Rediflow [8, 9, 
18] which coherently executes applicative, or functional, 
programs. 

The evaluation of an applicative program generates an implicit 
call tree. The result of the root task is the answer of the 
program. Every task in the call tree represents a partial result 
which is used by its parent task to compute other partial 
results. Because the semantics of applicative of languages has 
no notion of destructive modification, a parent task is capable 
of regenerating all of its child tasks based upon the argument 
and function information. 

Many fault-tolerance techniques for general multiprocessor 
systems have been proposed [1]. Some of these schemes can 
be adapted to applicative systems. However, applicative 
systems possess some interesting characteristics, e.g., 
determinacy, that merit distinct fault recovery considerations 
[6, 7, 14]. 

In this paper, fault tolerance issues in a class of applicative 
systems are studied. We assume that any task can be 
executed by any processor and that tasks are dynamically 

* Work reported herein was supported by a grant from the IBM 
Corporation, while both authors were at the University of Utah. 
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assigned to execution processors at run time. A single 
processor failure is also assumed. A processor is assumed to 
be either faulty or fault-free. A faulty processor must 
voluntarily declare itself faulty, or otherwise be identified as 
faulty by other processors. 

It is further assumed that if a processor fails, it will no longer 
transmit any valid messages. This assumption can be enforced 
by commanding a faulty node to keep silent and not to respond 
to any inquiry. Alternatively, a faulty node may answer an 
inquiry with an invalid message. Several techniques are 
available for a processor to determine node malfunctioning. 
Parity checking on the system bus or resident memory, illegal 
instruction trap, protection violation, or a subsystem 
breakdown may trigger the CPU reporting a processor failure. 
Duplication of processors within a node, called "passive node 
diagnosis" [12], is also a common technique for building self­
checking nodes. 

It is assumed that a processor makes its best effort to 
communicate with a destination node. If the destination cannot 
be reached due to a network problem, the unreachable node is 
considered faulty. Problems with the interconnection network 
may be detected via coding or timeout mechanisms. 

Our approach exploits the determinacy property of applicative 
programs. A distributed checkpointing scheme, functional 
checkpointing, is proposed in the next section. As the 
evaluation of an applicative program proceeds, a distributed 
resilient evaluation structure is incrementally established across 
the network of processors. Any single processor breakdown 
is salvaged by the implicit redundant path of the robust 
structure. A simple rollback recovery algorithm, which 
basically discards all partial results, is discussed in section 3. 
In section 4, another recovery algorithm, splice recovery, is 
proposed to salvage as many intermediate results as possible. 
Tasks which are equivalent to those trapped inside the faulty 
processor are generated to replace the failed tasks. Partial 
results produced by the failed tasks are inherited by the 
recovery tasks. 

2. Functional Checkpoints 

Checkpointing is familiar in the fault-tolerant computing 
literature [1]. In a uniprocessor system, checkpointing is 
normally performed by storing machine state on nonvolatile 
devices periodically. Such a periodical checkpointing 
technique has been extended to multiprocessor systems [3, 5, 
7, 15]. The basic idea is to virtually stop all computational 
operations while periodic global checkpointing takes place. 



Periodic global checkpointing may not serve the best interests 
of fault tolerant applicative systems. For example, nonvolatile 
storage for storing system states may not be necessa..ry, if 
recovery of a faulty processor is accomplished outside the 
node. Checkpoint information may be stored on one or more 
peer processors. Furthermore, periodic global 
synchronization among a large number of processors is 
potentially inefficient [2]. 

We propose a distributed check:pointing strategy for applicative 
systems. The approach attempts to exploit the determinacy 
property of applicative programs. 

By a functional checkpoint, we mean a recovery point for a 
function application in an applicative system. A partial state of 
the system is stored so that recovery of the function is 
possible. The partial system state used in a functional 
checkpoint is related to a single function only. Normally, a 
functional checkpoint does not have enough information to 
recover an entire node, not to mention recovering a system. 
The sole purpose of the partial state is just to back up a 
function application. 

The idea of functional checkpointing is to disseminate the 
responsibilities of recovering a faulty node to processors 
which have immediate relationship with the faulty node. 
Complete recovery is done by collective efforts from various 
associated processors to retrieve the corrupted tasks. 

2.1 Determinacy 

Determinacy, or referential transparency, is the characteristic 
of applicative programs which makes them attractive for 
distributed execution. A program is called determinate if an 
identical answer always results from any function invocation 
for given arguments. In other words, a functional program is 
free from side effects. · 

Determinacy suggests that an appropriate time for a functional 
checkpoint is when a parent task spawns a child function. A 
task packet is formed for the new function and then waits for 
execution. The packet contains all necessary information, 
either directly or indirectly accessible, to activate the child task. 
Furthermore, determinacy insures that different activations of 
the same task packet will always yield the same result. Thus, 
even if a task is aborted during computation, a new invocation 
will not be contaminated by its predecessors. 

2.2 Checkpoint Properties 

Periodic checkpointing is a synchronous operation whereas 
functional checkpointing is asynchronous. Each processor 
holds the privilege and responsibility of checkpointing its 
offspring tasks. A processor may opt to arrange the 
checkpoints in a partial order such that more efficient recovery 
can be implemented (section 3). Checkpoint coordination 
between processors is not necessary. 

Functional checkpointing can be implemented implicitly. As 
a child task is spawned to a new ~ode, ~e parent !ask may 
retain a copy of the task packet. This retained copy is all that 
the parent needs to regenerate the child task, should the .node 
evaluating the child task fail. Ther~fore, funcuo~al 
checkpointing can be fully embedded m the evaluation 
process. 
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3. Rollback Recovery 

Using functional checkpointing as a framework, a simple 
rollback recovery mechanism can be devised. An applicative 
call tree is mapped onto a set of processors. Each processor 
may have an arbitrary number of tasks. When a processor 
fails, the call tree may be broken into pieces. However, the 
piece that contains the root task is always capable of 
regenerating all severed pieces. 

Suppose that an applicative program has been spawned into 
the call tree as shown in Figure 1. For ease of discussion, 
tasks Ai (i = 1, 2) are mapped onto processor A, tasks Bi are 
executed in processor B, etc. Suppose that processor B fails. 
Then tasks Bi are destroyed. The call tree is thus fragmented 
into three pieces: {Al,Cl,C2,C3,D3}, {A2,Dl,D2,C4}, and 
{D4,D5,A5}. 

11!\lii 
Cl 

Dl 

A 

A2 

D4 

B 

AS 

tum::: 
C4 

D2,D3 

c D 

Figure 1: A call tree mapped onto processors A,B,C, and D, 
and corresponding distribution of checkpoints 

Assuming the check point of an application is kept on the 
processor of its parent. Processor A contains the functional 
checkpoint for Bl, processor C contains checkpoints for B2, 
B3 and BS, and processor D contains checkpoints for B7. To 
recover from the failure of B, the system needs to command 
processor A to respawn Bl, and command processor C to 
regenerate B2 and B3. Task B2 will in turn generate new 
tasks which are equivalent to D4 and A2. Since an applicative 
program has no side effects, it does not require any undo 
operation, and hence there is no domino effect [13]. 



Note that task C4 holds the checkpointing data for BS. 
Processor C may regenerate BS when B fails. However, the 
recovery of BS is not fruitful because antecedent task A2 
~annot report its result to B2. Reactivation of BS only 
mcreases the system overhead. Therefore, an efficient way to 
salvage a group of genealogical dependents is to redo only the 
most ancient ancestor and ignore the rest. 

3.1 Level Stamps 

Genealogical dependencies among tasks can be monitored by a 
simple level numbering scheme. Assume that the root task 
carries a null level number, a task at level one will bear a 
unique one digit identification. Tasks in subsequent levels are 
stamped by appending one more digit to the number of their 
parents. The term "digit" is used here generically and is not 
limited to a specific radix representation. 

Since each task is associated with a unique level stamp, it is 
obvious that ancestor-descendant relationships can be 
observed by comparing stamps. Note that a level stamp is not 
a time stamp. Its uniqueness is guaranteed by the program 
structure. Stamping of tasks can be fully asynchronous. 

3.2 Recovery Scheme 

Each processor maintains a table of linked lists. The Nth entry 
of the table contains all topmost checkpoints from the host 
processor to processor N. Referring to Figure l, for example, 
when processor C spawns task B2 to processor B, C 
compares the level stamp of B2 with all checkpoints in entry 
B. If B2 is a descendant of an existing functional checkpoint, 
C does nothing. Otherwise, processor C makes a checkpoint 
for B2 in entry B. 

When processor C identifies the failure of processor B, C 
simply reissues all the checkpointed tasks found in entry B of 
the table. By doing so, processor C fulfills its responsibility 
of recovering B. Other processors take similar actions to 
recover their descendant tasks being trapped in B. The 
complete recovery of a faulty processor is a collective effort 
from processors which have checkpointed applications on the 
failed processor. 

During task evaluations, a processor is required to abort a task 
if new arguments of the task cannot be obtained due to failures 
of other processors. A task is also aborted if the result of the 
task cannot be forwarded to the parent task. The aborted tasks 
and their descendants may be recollected during garbage 
collection operations. 

3.3 Dynamic Allocation and Recovery 

The possibility of discarding intermediate results without 
extensive undo operations is a property of applicative 
programs. However, the ability to recover by simply 

- reissuing checkpointed tasks depends on the availability of a 
dynamic allocation strategy, such as the gradient model 
approach [10). 

Recovering tasks in a static allocation environment requires 
manipulations of some linkage information. For example, 
tasks being allocated to a failed processor have to be 
reassigned to other processors. Descendants of the reassigned 
task have to modify their return addresses accordingly. 
Furthermore, the balanced state derived from the static 
allocation method may not be maintained easily after a 
processor fails. 
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Dynamic allocation does not distinguish between tasks 
generated for recovery and original tasks. All tasks are treated 
equally during load-balancing activities. The parent-child 
linking information is dynamically produced. Hence, there is 
no need to update these linkages when the task is reassigned. 

3.4 Orphan Tasks 

Rollback recovery inevitably leaves a few orphan tasks after 
some recovery has taken place, e.g., task D4 in Figure 1 
becomes an orphan when processor B fails. The problem is 
that a task might not know whether it is an orphan without 
expenditure of a considerable amount of system resources. 

Returns from orphan tasks are theoretically harmless since 
they are forwarded to a faulty processor and no side-effect can 
be induced. However, the partial results produced by orphan 
tasks are in fact correct answers of their associated functions. 
Failure of a node does not contaminate these incomplete 
answers; it just breaks the linkage among them. These partial 
results are usable if the regenerated parent task knows where 
to retrieve them, or if the orphan tasks know the new address 
to which to forward their answers. The desire to salvage 
partial results motivates the design of the following recovery 
scheme. 

4. Splice Recovery 

Applicative systems facilitate evaluation of a functional 
program by dynamically unfolding the underlying structure of 
the algorithm and disseminating parallel tasks to many 
processing nodes. At any instant, task distribution in a system 
represents a snapshot of the program structure. Generation of 
a task creates a new substructure and establishes a linkage 
between the parent and children. Return packets from a child 
task normally eliminate the children that are no longer needed. 

The simple rollback scheme cuts off the branch or branches 
originating from a faulty node and regrows new branches. 
The method basically abandons all intermediate results 
computed by the orphan tasks. This section suggests a 
different approach, splice recovery , which attempts to retrieve 
all possible intermediate results. 

4.1 Resilient Evaluation Structure 

The splice approach is to continuously establish a resilient 
evaluation structure during program computations. A resilient 
structure is one containing redundant information which 
allows a system to rebuild the original structure after a failure 
has been identified. By rebuilding the structure, the system 
may salvage many partial results. 

We have seen that when a processor fails, an applicative call 
tree may break into several pieces. The idea of splice recovery 
is to provide necessary bridging information such that broken 
pieces can be put together again. When a parent discovers the 
failure of a child task, the parent task generates a twin task of 
the faulty child. This twin task inherits all offspring of the 
faulty task with the help of the grandparent pointer. 

A grandparent pointer of a task is a pointer from the task to its 
ancestor in the grandparent processor. For example, the 
grandparent pointer of task B3 in Figure 1 points to task Al, 
and task D4 has a grandparent pointer to Cl (Figure 2). 



Figure 2: Grandparent pointers 

Assuming as before that processor B fails, processor C may 
start recouping the loss of B2 as soon as C realizes that node B 
is dead. A twin task of B2, say B2', is created by the parent 
Cl to inherit tasks 04 and A2 (Figure 3). A full emulation of 
task B2 would require task B2' to possess physical binding 
information between B2 and 04, and between B2 and A2. 
Unfortunately, this information must be embedded not only 
inside the faulty node, but also within every descendant 
processor. Changing the return addresses of every descendant 
task at various sites could be very tedious. 

Figure 3: Task B2 is inherited by task B2' 

Instead of fully emulating a faulty task, we opt to make B2' 
inherit descendant tasks of B2. Suppose that when D4 tries to 
return the evaluated answer to parent B2, it detects that node B 
is dead. The algorithm commands D4 to forward the result to 
grandparent Cl. Processor C receives these unexpected partial 
answers from grandchildren and asserts that the parent of these 
grandchildren is faulty. Then, processor C forms the recovery 
task B2' by duplicating the task packet of B2. 

If processor C has already reproduced B2' when the return 
from 04 arrives, task A simply forwards what it has received 
to step-child B2'. The role of a grandparent node in this 
recovery scheme is two-fold: it reproduces the dead task and it 
transports the orphan results to their step-parent when these 
returns become available. Having the grandparent relay partial 
results eliminates the problem of updating return addresses in 
every orphan task. 

A recovered task, like any other, starts executing its function 
code as soon as it is committed to a physical processor. When 
it encounters a function call, it forms a task packet and spawns 
the child. However, offspring of a recovered task may or may 
not have been demanded by the preceding faulty task. Let P 
represent a faulty task, and C a child task of P. Let P' be the 
recovery task for P. C' is generated by P' and is the 
equivalent of C, as suggested in Figure 4. 
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cb 
Figure 4: Tasks in splice recovery model 

The relationship between child task C and its clone C' has the 
following possibilities: (Figure 5) 

(1) Chas never been invoked; 
(2) C will never complete; 
(3) C completes before P dies; 
( 4) C completes after P dies, but before P' is invoked; 
(5) C completes after P' is invoked, but before C' is invoked; 
(6) C completes after C' is invoked; 
(7) C completes after C' has completed; 
(8) C completes after P' has completed. 

...... 3 4 5 6 7 8 ... l r 

P' completed 

C' completed 

c· invoked 

P' invoked 

P fails 

Figure 5: All possible orderings with respect to completion of C 



Case 1 or 2: C has never been invoked or C will never 
complete. In either case, no result of C is produced. Task C 
is practically nonexistent and will be garbage collected. Only 
C' may produce an answer. 

Case 3: C completes before P dies. Task C may have already 
finished the computation and returned the answer back to 
parent P before P breaks down. The result of task C is sto~ 
inside the parent P. When P fails, the system loses all partial 
results which have been saved in P. The recovery task P' 
must recalculate C by activating task C. 

Case 4 and 5: an old result comes before the new 
invocation. Task C finishes computation after the parent P 
dies. C sends its result to the grandparent task which transfers 
the result to the step-parent P'. 

The difference between cases 4 and 5 is that in case 4, the 
grandparent has to reproduce P' first. When child task C' is 
executed by task P', P' will not spawn C' because the answer 
is already there. There is still only one result C' in the system. 

Case 6: C completes after C' is invoked. Suppose that P' 
has already spawned C' when the result from C arrives at P'. 
Theoretically, the result from C and the would-be answer from 
C are identical. Therefore, parent P' takes the answer from C 
and proceeds with the execution .. The additio!1 of .c may 
produce a duplicate answer to P'. Smee they are idenncal, the 
second copy is simply ignored. 

Case 7: C completes after C' has completed. This is the 
reciprocal situation of case 6. Note that due to the asynchrony 
nature of task evaluations, late invocation of an identical task 
may yield a result faster than the earlier invocation. 

Case 8: old result arrives after everything is completed. The 
processor which contained P' may no longer recognize the 
arrived answer. The result is discarded. 

4.2 Protocol for Splice Recovery The main idea of the 
splice recovery method is to build a resilie~t structu_re along 
with a program evaluation. The ~~~t mforma~ion m_ust 
be in place long before a recovery is i!litiated. This. section 
describes the usage of these redundancies from the view of a 
single processor. 

LOOP 
CASE received packet OF 
forward result: 

Interpret the level stamp. 
CASE level stamp OF 

child: Place data at the location indicated by the 
level stamp. If a task can be continued, 
resume the task. 

grandchild: Create a step-parent for the grandchild 
if there isn't one already. 
Transfer the result to its step-parent 

others: Ignore the packet 
ENDCASE 

fetch data: If the location has been evaluated, forward the 
data. Otherwise, DEMAND JI'. 
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task packet: Execute the task. DO each instruction 
If an unevaluated function encountered, 

DEMAND IT. 
If cannot proceed, suspend the task. 
UNTIL completion. Send the result to the parent 
If the parent is dead, 

notify the grandparent and 
send the result to the grandparent 

error-detection: Find the topmost offspring of all 
branches, respawn all of these apply tasks. 
Establish transport mechanism for relaying 
partial results. 

ENDCASE 
ENDLOOP. 

The routine DEMAND IT is the fundamental evaluating 
process of an applicative Program. We elaborate the algorithm 
in the following form. 

DEMAND IT: 
Create a task packet 
Level-stamp the task packet 
Attach parent and grandparent identifications 

to the task. 
Queue the task packet to load balancing manager. 
Functional checkpoint the packet. 

End DEMAND_IT. 

As a rule of thumb, if a processor receives a packet and cannot 
find a proper rule to handle it, the processor simply ignores the 
received message. Note that the overhead of splice recovery 
protocol is small. By using the level stamps as tags for a 
program structure, the apparent overhead for establishing a 
resilient structure is a physical identification of grandparent 
node which may be just an integer. 

4.3 Correctness of the Recovery Scheme 

The successful evaluation of an applicative program is signaled 
by the completion of the root task. A necessary condition for 
completing the root evaluation is to satis.factorily c<?mpute all 
immediate descendants of the root. This observation, when 
applied recursively, implies that all tasks must be evaluated 
correctly. 

In order to guarantee a task can be .evaluated, the task has to ~ 
generated in the first place._ This means that evel)'. tas~ is 
flawlessly reproducible even if some processor may fail durmg 
the evaluation. Reproducibility of tasks is the main criterion 
for a resilient applicative system. 

4.3.1 Reproducibility 

If the failed processor contains the root of a task tree, the 
regeneration of the root does not come naturally with recovery 
schemes. The user must restart the program, or a 
preevaluation functional checkpoint needs to be implemented. 

One simple method to generate a preevaluation checkpoint is to 
create a super-root which acts as the parent processor of all 
user programs. When a user program is initiated, the super­
root checkpoints the program so that a duplicate copy of the 
program can be found in the system should the root fail. 



With this modification, every task in an applicative program 
has a p~ent. A .parent. task ~s capable of generating and 
~egeneranng any unmediate child task as long as the.parent is 
mformed by some error detecting mechanism. This satisfies 
the reproducibility requirement of a correct recovery algorithm. 

4.3.2 Residue Effects 

Without loss of generality, evaluation of an applicative tree 
can be typified by scrutinizing the spawning process of a 
three-task sequence. Figure 6 shows the state transition 
diagram of spawning and reduction of task G. Task G 
spawns task P which subsequently spawns C. Note that states 
b and d are transient. The existence of transient states is a 
result of the dynamic load balancing method. 

Figure 6: State transition diagram for evaluating G 

The pointers being produced and reduced among tasks of each 
state are depicted in Figure 7. The pointer from P to its 
grandparent and the pointers to P from its grandchildren are 
omitted for clarity. Assume that task P fails during the 
evaluation of G, residue effects may affect any one of the 
related tasks at any stage of the state transition. A residue-free 
fault tolerant measure must assure that tasks G and C are not 
affected by the failure of P from state a through state g. 

The failure of P obviously has no effect in state a. In state b, 
failure of the processor which absorbs P means that parent 
task G will not receive a positive acknowledge from task P. 
As a result, processor G times out and reissues a new task P. 
The system acts as if the first invocation of P did not take 
place. 

In state c, task G receives an acknowledge from P and 
establishes a parent-to-child pointer to P. The new pointer 
may provide additional fault detection capability, but the 
impact of the failure remains similar to that of state b. 

Residual effects, resulting from the failure of P, may happen at 
state d and successive states. Parent task G is left in the same 
situation as if it were in state b or c. However, there is a child 
task C lingering around the system. Task C may be stranded 
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due to incomplete information from parent P. In this case, C 
commits suicide and the recovery from G is free from residual 
effects, or task C may complete the evaluation and try to return 
the result C sends the result to G after failing to commun.icate 
with parent P. The case analysis in section 4.1 applies here. 

State e has exactly the same recovery condition as state d, 
since the transient state d becomes state e as soon as task C 
finds an idle processor. The discussions on state d can be 
applied here and will not be repeated. State f is similar to state 
c as far as recovery is concerned. 

(a) m 
(b) m+-m 
(c) m++m 
(d) 1iJ• •0• g:1 
(e) 1iJ• •0• •g:1 
(f) m++m 
(g) m 

Figure 7: Available pointers among tasks 

5. Discussion and Related Research 

5.1 Robust Storage Structures 

Using a resilient structure for fault-tolerant computing is not a 
new idea. Waldbaum [19], and Taylor, et al. [16, 17] 
proposed a robust storage structure to ensure data integrity in 
uniprocessor or shared memory machines. Item count, 
identifier field, and/or additional pointers are commonly added 
for error detection and recovery purposes. This paper extends 
the concept of resilient structure to a distributed applicative 
evaluation graph. 

Conceptually, an evaluation structure is quite different from a 
storage structure. A storage structure is an object manipulated 
by programs, while an evaluation structure is a program itself. 
Furthermore, most techniques developed for resilient storage 
structure seem to be impractical in distributed systems. For 
example, item count of a linear list is a convenient way for 
checking broken links in a shared memory machine. To 
maintain a correct item count and verify it regularly in a 
network of processors would require significant traversing 
overhead. 

5.2 Multiple Faults 

Both the rollback and splicing recoveries use functional 
checkpoints to tolerate hardware failures. Although single 
node failure is assumed throughout the discussion, it is 
obvious that rollback recovery is not limited to tolerate only 



single node failure. The difference between multiple faults and 
single fault in the rollback algorithm is the placement of the 
recovery border in the evaluation graph. 

Splicing recovery can handle some combinations of multiple 
faults gracefully. For example, multiple failures on different 
branches of a structure do not disturb the recovery algorithm at 
all. Separate recoveries take place at different parts of the 
program in parallel. However, if both the parent and 
grandparent processors of a task fail simultaneously, the 
orphan task would be stranded. It is noted that the resilient 
structure concept can be further extended to include pointers 
to the great grandparent and beyond to tolerate multiple failures 
on one branch of the graph. 

5.3 Hardware Redundancy 

In a hardware redundant fault tolerant system, several 
redundant machines execute an identical program on replicated 
data objects. An applicative system can emulate hardware 
redundancy by simply replicating the task packets. 
Eventually, a task is executed by several processors at random 
times. The results are sent back to the originating node 
asynchronously. The originating node compares these results 
and selects a majority consensus as the correct answer. 

A fundamental difference between applicative replicated task 
redundancy and pure hardware redundancy is that applicative 
systems execute redundant tasks asynchronously, while most 
hardware redundant systems employ synchronous operation. 
Asynchronous operations are subject to timing delays because 
a node has to wait for the return from slower processors. But 
a node does not have to wait for the slowest answer if it has 
received the identical results from the majority of replicated 
tasks. Replicating tasks provides a means of emulating 
hardware redundancy in applicative systems. The user may 
specify certain critical sections of a program for such a highly 
reliable operation. 

5.4 Related Research 

Fault tolerant problems in data-driven systems have been 
studied [6, 7, 11, 14]. Misunas proposed a triple modular 
redundancy implementation of a dataflow machine [4, 11]. 
Three complete copies of the program are stored in the 
memory. Copies of each instruction are carefully distributed 
so that each copy is executed by a different processor and 
utilizes different communication paths. Thus, the failure of 
any single block affects at most one copy of the program. 

Hughes [7] described a variation of periodic checkpointing, 
where a host processor periodically stored the whole system 
state. Also discussed was a recovery technique, node-by-node 
correction, which used a control unit of the system as a 
monitoring device. Erroneous packets were recomputed and 
re-sent. 

Srini [14] suggested a node reassignment algorithm for error 
recovery purposes. The algorithm depends on a global system 
memory for collecting and communicating recovery messages. 
The checkpointed node state is stored in the global memory. 

Grit [6] proposed a structural recovery method where each 
node in the system is limited to spawning child tasks to its 
immediate neighbors. At system initialization time, a node 
receives a list of recovery sites for each of its immediate 
neighbors. When a node fails, a neighbor notifies the 
recovery site. The recovery node polls all possible parent and 
child nodes of the failed processor and tries to reconstruct the 
lost task. 

6. Summary 

This paper discusses the reliability aspect of applicative 
multiprocessor systems and suggests means for fail-soft 
treatment. The concept of functional checkpointing is 
proposed. Unlike conventional checkpoint schemes, 
functional checkpointing is concise, distributed and 
asynchronous. Two fault recovery techniques based on the 
notion of functional checkpointing are proposed. The thrust of 
these recovery models is to minimize the overhead while the 
system is in a normal, fault-free operation. 

The simple rollback recovery method attempts to reconstruct 
the faulty section of the program structure by redoing the 
functions from the most efficient parent task or tasks. In other 
words, the recovery starts from the most recent functional 
checkpoints. The scheme is simple and has very little 
overhead in a normal operation. But, if a fault happens at a 
later stage of the evaluation, the rollback recovery may be 
costly. 
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The splice recovery scheme also uses the most recent 
functional checkpoints for error recovery as in the rollback 
method. In addition, the splicing scheme tries to salvage as 
much intermediate partial results as possible. The salvage is 
made possible by a backward grandparent linkage along with a 
program graph stamping mechanism. This approach enables 
the parent tasks of a faulty processor to regenerate the 
corrupted substructure of the program and splice the recovery 
results into the framework preceding the failure. 
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ABSTRACT 

Parallel machines in which the Processing 
Units (PUs) are connected with a nearest neigh­
bor mesh connection structure are ideal for solv­
ing partial differential equations. Here, a 
dynamical fault recovery scheme with such a 
structure is proposed. 

In the case of the detection of a faulty PU 
within the execution process, connections of 
PU s are changed; the model is re-discretized by 
using the calculus of finite differences; the exe­
cution is continued from the faulty point. 

This scheme was implemented on PAX-32, 
a parallel computer consisting of 32 microcom­
puters, and 2-dimensional Poisson equation was 
solved. As a result of simulation, the effective­
ness of this scheme is demonstrated. 

L INTRODUCTION 

Parallel computers with the nearest neighbor mesh 
(NNM) connection are ideal for solving partial differen­
tial equations (PDEs) by using iterative methods. For 
instance, PAX[l,2] or NASA's Finite Element 
Machine[3,4] has been proposed. 

Through progress in VLSI technology, highly parallel 
computers with a great number (e.g., thousands or mil­
lions) of microprocessors can be developed. In these sys­
tems, the realization of fault tolerant computing is 
indispensable, and some inter-PU connection networks 
have been proposed. Most of these are a sort of multi­
stage network (e.g., OMEGA[5], DELTA[6]), or have 
some redundancies (e.g., Chordal Ring[7]. Lens[5]). 

There are only a limited number of references on the 
dynamic fault recovery within the execution processes. 

When solving PDEs with an NNM structured 
machine, the processes may be divided broadly into two 
categories as follows: 

1. Discretization Process: A PDE is converted with 
one of discretizing methods. 

2. Iteration Process: The converted equations are 
solved by using some iterative methods. 
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These processes require a great number of computations; 
this type of recovery method is considerably important. 

In this paper, we discuss the dynamic fault recovery 
within only the latter process, where it takes much more 
time than the former essentially. In the case of discretiz­
ing 2-dimensional Poisson equation by using the calculus 
of finite differences, the fault recovery algorithm and 
simulation results with PAX-32 are also proposed. 

2. Fault Recovery in NNM Structured Machine 

When trying to perform the fault recovery dynami­
cally in an NNM structured machine, such actions as 
below may be taken: 

1. Calculations for a faulty PU are executed by other 
fault-free PUs (e.g., HOBONET[8]). If these 
fault-free PU s are the surrounding PU s, a load bal­
ance for each PU may be unequal. On the other 
hand, if one of the redundant PU s takes over the 
executions for the faulty PU, irregular data­
transfers may occur, or the fault recovery algo­
rithms may be more difficult. These schemes are 
inefficient. 

2. A faulty PU is logically disconnected, and 
processes belonging to this PU cease from execu­
tions. This scheme causes worm-eaten results, but 
has the advantage of easy recovering. In the case 
of numerical methods, solutions are obtained only 
on the mesh points. This means that a loss of data 
on a few mesh points can be negligible, if the 
accuracy loss is small. 

Faulty PU 

Fig. 2.1 Bypass Recovery Fig. 2.2 Links for 
Bypass Recovery 



The scheme in question for us is the latter one. In 
our scheme, damages caused from the faulty PUs can be 
reduced to the minimum, and executions of fault-free PU s 
continue. As shown in Fig. 2.1, with the detection of a 
faulty PU, interconnections of the surrounding PU s are 
changed and the faulty PU is disconnected. If there have 
been redundant links in the NNM in advance as shown in 
Fig. 2.2, this type of fault recovery can be executed 
easily. We call this a Bypass Recovery. 

3. Discretization on irregular intervals 

We first use the calculus of finite differences as a 
discretizing method, because, the bypass recovery can 
then be applied efficiently. 

Suppose that any PU is assigned to one node of a 
PDE model respectively. If the bypass recovery men­
tioned above is performed, the model is changed around 
the faulty PU (Fig. 3.1). So in the process of the fault 
recovery, re-discretization of the model should be per­
formed by using the finite difference method on irregular 
intervals. In the model of Fig. 3.1, the discrete equation 
on x-direction is 

+ o(h) 

where h is the interval between the two neighboring 
nodes. This way of discretization can also apply to the 
y-direction's or a model with various physical constants; 
as well as to sum up, all differential terms. The order • 2 
of error changes from o(h ) to o(h) around the faulty PU 
by re-discretization. However, the accuracy of results 
obtained will only be slightly affected quantitatively. 

4. Method of Assigning PU to Nodes of Model 

A PU assigning algorithm is needed, where the 
number of nodes of a model exceeds the number of PU s. 
Generally, an algorithm is taken as shown in Fig. 4.l(a). 
In this method, however, some continual nodes belonging 

to a faulty PU get lost. On the other hand, in the modu­

lar mapping as shown in Fig. 4.l(b), the number of lost 
nodes by one faulty PU is as the same as those in Fig. 
4.l(a). In this method, it takes more communicating time 
since all the nodes on a PU must communicate with all 
the nodes in the 4 adjacent PU s. The modular mapping, 
however, has the advantage that lost nodes do not con­
tinually exist but scattered. Thus damages on the results 
of calculations by a faulty PU can be kept lower in this 
method. In conclusion, this mapping method is adopted 
for a PU assigning algorithm. 

5. Implementation of Poisson Equation on PAX-32 

The fault recovery algorithms mentioned above are 
implemented on the PAX-32 computer. PAX-32 is a 
parallel machine, consisting of 32 microprocessors com­
bined into a nearest neighbor connected torus array, as 
shown in Fig. 5.1. As for a PU faulty, one PU out of 32 
PU s is selected randomly within the iteration process. 
This machine does not have redundant links mentioned in 
chapter 2; corresponding data-transfers are supported with 
software routines. The target model is a 2-dimensional 
Poisson equation, 

ll.u = -1.0 

A region of the model, boundary conditions, and physical 
constants are shown in Fig. 5.2. 
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Fig. 5.3 illustrates the calculation time versus the 
number of nodes per PU. This figure shows that the cal­
culation time is proportional to about the square of the 
number of nodes. The calculation time depends upon the 
iteration count and the number of nodes per PU. 
Undoubtedly, this time is directly proportional to the 
number of nodes. So, if the iteration count is propor­
tional to the number of nodes, this rate is in agreement 
with those of theoretical analysis. 

Fig. 5.4 illustrates the iteration count versus the total 
number of nodes. This count K is proportional to the 
number of nodes. The K can be calculated from the 
theoretical study, and is expressed as follows: 

10' 

4 + log10( 1 - >.. ) 

K=-
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where >.. is the maximum eigenvalue of the coefficient 
matrix of the model. Some of the theoretical K is illus­
trated in Fig. 5.5. In this figure, the slight difference 
between the theoretical K and the actual K is due to the 
approximation of the theoretical equation. As a result, 
both the calculation time and the iteration count agree 
with those of theoretical analysis. 

TABLE 5 .1 shows such error rates as defined below: 

result at faulty - result at fa ult-free 
error rate 

result at fault- free 

Fault-Free 

101 .._ __ _,_ __ _,__ 

1 10 100 

101 ......_ __ __._ __ __,._ 

1 VJ 100 

Number of Nodes per PU Number of Nodes per PU 

Boundary Physical Boundary Physical 
Conditions Constant SI~ Conditions Constant SJ~ 

b 'Y 1.84 1 b 'Y 1.85 
b II 1.81 2 b II 1.82 
b .. 1.78 3 b Cl 1.79 
a 'Y 1.92 4 a 'Y 1.90 
a II 1.88 5 a II 1.86 
a Cl 1.85 6 a Cl 1.82 

Fig. 5.3 Calculation Time on PAX-32 
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Note that lost results belonging to a faulty PU are left 
out of account. This is a result of simulations with 10 
kinds of initial numbers of random number. This table 
shows that effects of a faulty PU are almost negligible. 

6. Concluding Remarks 

In this paper, we proposed a new scheme called 
Bypass Recovery for disconnecting faulty PUs, which is 
useful with an NNM connection structure. This is a 
dynamic fault recovery scheme, and efficient recovering 
can be performed by using the calculus of finite differ­
ences on irregular intervals as discretization. 

Simulating this scheme on PAX-32, it appears that 
the proposed scheme realizes high efficiency and reliabil­
ity. 

It is desirable that this scheme can apply to the 
FEM. Basically, re-creation of the coefficient matrix of 
the model at the faulty point can be performed; the appli­
cation will be possible with a small modification. 
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ABSTRACT 
The Traveling Salesman Problem (fSP) is computationally expen­

sive to evaluate. It can, however, be readily decomposed into subproblems 
that can be computed in parallel Developing a disttibuted program taking 
advantage of such a decomposition, however, remains a difficult problem. 

We developed such a disttibuted program to compute the TSP solu­
tions, using a new set of disttibuted program performance tools to better 
understand our TSP program. These tools allowed us to discover the per­
formance bottlenecks in our program and to revise the program to 
significantly improve its execution speed. This paper is a case study of the 
use of these performance tools. 

1. Introduction 

When a programmer implements a program that uses parallel com­
putation, the goal is typically to increase the speed of the computation. 
Unfortunately, this goal is difficult to obtain. One reason for this is that 
communication between processes can be slow. This cost becomes greater 
when processes on different machines communicate. To obtain the goal of 
increased speed, the programmer must develop algorithms that minimize 
the effect of this communication cosL 

It is essential for the programmer to be able to measure the perfor­
mance of his or her program. The programmer needs to debug the pro­
gram, and to know where the program is spending its time so that it can be 
modified or redesigned to increase its execution speed. The problems of 
debugging and performance monitoring become more difficult in a distti­
buted environment due to a general lack of tools to aid the programmer. 
Tools for measuring disttibuted program performance have been imple­
mented for Berkeley UNIX [4]. These tools allowed the development of 
the disttibuted program described here. 

To examine the process of program development, we chose a prob­
lem that lends itself to this examination, the Traveling Salesman Problem. 
This problem is computationally intensive, but has well known solutions. 
We developed a program to find solutions to the problem without using 
parallel computation and, using that program as a basis, developed pro­
grams that would solve the problem using parallel processing. We 
debugged and measured our programs' execution using tools designed to 
passively measure parallel performance [5]. Using the information gained 
from these measurements, we improved our programs and measured how 
much these improvements enhanced performance. The TSP program 
development is a case study of the use of these measurement tools and of 
the program development process. 

2. The Traveling Salesman Problem 

2.1. Description of the Problem 

The Traveling Salesman Problem (fSP) is a popular problem among 
both operations research experts and computer scientists. In general, the 
problem can be stated as follows: given N cities and the costs associated 
with going from each city to each of the other cities, find a minimum cbst 
circuit that visits each of the N cities once and only once. Formally we 
have a problem graph G = (V, E) where Vis the set of vertices (cities) and 
E is the set of edges, each representing the cost of going from each city to 
another. Jn a problem of size N, we have N vertices and m = N(N - 1) 
edges. The problem can also be represented as an N x N mattix, with each 
element C;j being the cost of going from city i to city j. This mattix is 
called the representative matrix of the problem. 

We address the problem in its most general form. Jn particular, we 
address the case of the asymmettic non-euclidean TSP. The problem is 
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asymmetric because, in general, cij does not equal cji. The problem is 
non-euclidean because the costs are arbitrary nonnegauve numbers, uncon­
strained by the ttiangle inequality. There are many possible algorithms 
that can be used to efficiently solve the TSP. We have decided to follow 
the algorithm presented in [8]. 

2.2. General Algorithm 

We use a branch-and-bound algorithm to solve the TSP. This algo­
rithm is based upon the development of a state tree in which we record the 
paths that the TSP program has examined and the costs associated with 
those paths. Each node in the state tree corresponds to a collection of 
edges in the problem graph that make up a partial path through the prob­
lem. Each node of the state tree also contains a lower bound cosL The 
lower bound cost is the least cost that can be obtained by including that 
partial path in a full circuit. It is calculated by taking the representative 
mattix, and for each edge cij setting all elements in row i and column j of 
the mattix to 0, and then reducing the mattix. The constants used to reduce 
the mattix are then added to the summation of the cost of each edge in the 
partial path; the result is the lower bound cost. 

By examing the lower bound costs associated with the nodes of the 
state tree, the program can intelligently choose the best path to examine. 
This allows us a potentially large reduction in computation time with 
respect to that needed by solutions which compute the cost of every possi­
ble circuit through the problem. A decision to examine a particular path is 
called a branching decision, and it is based upon an examination of the 
lower bounds of all of the leaf nodes of the state tree [1]. Every time a 
branching decision is made, new nodes are created in the state tree that 
correspond to the possible extensions of the selected partial path. 

Figure 2.1 shows an example of how a TSP problem is translated 
from a problem graph to a representative mattix to a state tree. Jn this 
example we have a small (three vertices, six edges) problem. The first 
representation is the problem graph, which shows the vertices and the 
directed edges of the problem. The representative mattix shows the cost of 
going from each of the three vertices to each of the other reachable nodes. 
Finally, the figure shows the development of the state tree. Vertex A of 
the problem graph is arbitrarily selected as the root node of the state tree, 
and, by reducing the representative mattix, we find that the problem's 
lower bound is 17. We next set up the state tree nodes that correspond to 
the possible edges that include A , namely, AB and AC . After setting row 
A and column B in the representative mattix to 0, we reduce the matrix 
with constants that sum to 10. Adding these constants to the cost of edge 
AB, which is 7, we find that the lower bound for a solution containing the 
edge AB is 17. Similarly we find that the lower bound for AC is 22. 
Examining all of the leaf nodes of the state tree, we decide to pursue the 
possibilities of a path containing AB , and set up nodes in the state tree for 
all of the problem graph edges that may be used after including AB in a 
solution. There is only one such problem graph edge, BC, and a state tree 
node is set up for this edge, and its lower bound is computed to be 17. 
Once again, we examine the lower bound costs of the leaf nodes of the 
state tree, BC and AC, and choose BC because it has the lowest lower 
bound. Only one more edge exists beyond BC: CA, which completes the 
circuit and solves the problem with a cost of 17, which is lower than any 
other possible circuit through the problem. 

3. Computational Environment 

The program was developed on a VAX 111750 with 2 megabytes of 
memory. Occasionally, a other V AX'ss of the same configuration were 
used for data collection. These VAX computers are connected by a 3 
megabit Ethernet The operating system running on these V AXs is Berke­
ley UNIX 4.2BSD· This version of Berkeley UNIX supports virtual 
memory al'ld processes with address spaces up to 16 megabytes. Most 



importantly, it supports interprocess communication [3]. We uSed the 
interprocess communication facilities built into 4.2BSD UNIX. The pri­
mary object of communication under this facility is the socket. A socket is 
an endpoint of communication. These sockets can be connected to form 
bidirectional communication strelilllS. 

4. Measurement Tools 

The DPM measurement tools were used for this performance study. 
These tools are described in [4] and [S]. The raw data produced by the 
measurement tools is analyzed by a program that builds a graph of all 
interactions between the processes. The program uses this graph to com­
pute the amount of parallelism achieved by the program, given various 
assumptions about message transmission costs. It can also project perfor­
mance in the case of multiple CPU's for various assignments of processes 
to processors. The parallelism analysis is described in detail in [6]. 

The measurement procedure is an iterative one. First, we execute 
the distributed program, collecting the performance trace data. We may 
repeat this step, varying (for the TSP program) the problem size (number 
of cities) and number of processes that are used to computed the solution. 
Second, we analyze the performance data, computing the actual amount of 
parallelism, and computing the projected amount of parallelism for other 
assignments of processes to processors. Third, we use this data to modify 
our program. These three steps can be repeated until a satisfactory solu­
tion is reached. 

The data analyses are being used to predict program performance. 
The question arises: How accurate are these predictions? While we do not 
test our predictions in the TSP study, previous case studies have shown the 
accuracy of these predictions to be within 5% of the actual program perfor­
mance [7]. 

5. Evolution of a Program 

The unit of measurement of performance that we use in this paper is 
the parallelism factor, P. This is a measure of speed-up in the computa­
tion, or how much of our computation is done in parallel. In the case 
where there is no parallel execution, P is 1; in the case where there are n 
processes in a computation and each process is concurrently performing 
lln of the worlc, Pis equal ton. For this study, improving the perfor­

mance of the computation means, for a given problem size (number of 
cities), increasing the value of P. In section 5.6 we comment on the effect 
that speed-up has on machine utilization. 

In the measurements of the TSP programs, we use two forms of the 
factor P. The first form of P assumes that communication delays between 
processes are zero (i.e., communication is instantaneous), and that no pro­
cess competes for the CPU with any other process. This gives an upper 
bound on the amount of parallelism that could be achieved by the meas­
ured execution of the program. The second form of P incorporates com­
munication delays and contention caused by multiple processes executing 
on the same machine. The parallelism analysis can project the value of P 
for different assignments of processes to machines. 

During the course of this research project, we developed three pri­
mary versions of the TSP program. These are referred to (in order) as the 
Non-Blocking Server, the Low-Node Caching and the Overlapping 
Requests versions. Note that each of these versions represents successive 
improvements to its predecessors, and not complete re-implementations. 

Due to time considerations, we were not able tO measure the perfor­
mance of all of our implementations over a large variety of TSP problem 
sizes. For comparison purposes, all the implementations were measured 
for problems of size sixteen, with four, eight, twelve and sixteen processes. 

5.1. Single Process Solution 

We began by writing a single process implementation of our algo­
rithm. This familiarized us with the TSP while ignoring the complexities 
of interprocess communication. 

The basic algorithm of the program is as follows: First a matrix 
representing the problem is created. Second, the root node of the state tree 
is created. Each node of the state tree is identified with an edge's entry 
from the representative matrix, and represents a partial path through that 
matrix. This partial path can be obtained by traversing up the state tree to 
the root node. At each step of this traversal, the edge that the state tree 
node represents is a part of the partial path. The node also holds the lower 
bound cost associated with the partial path of which it is a part, and the 

lower bound cost of the solution ihat i:ould be obtained by follOWing that 
partial path. A node of the problem is arbitrarily selected as the starting 
point of the solution. 

In each iteration of the main loop of the program, a node is selected 
as having the best possible chance of being on the optimal path. This is 
done by traversing the entire state tree and choosing the leaf node with the 
lowest lower bound value. This node represents the path most likely to 
yield an optimal circuit. 

Child nodes are now set up for the chosen node. For each node that 
could be reached from the chosen node (that is, all of the reachable cities 
that are not already in the path), a child node is created, and lower bound 
costs for the child node are computed. 

This loop is repeated until a complete path is found. The first com­
plete path found will be an optimal path because the cost associated with it 
will be less than or equal to the cost associated with any other path. 

5.2. Multiple Process Solution 

There are many possible approaches to converting this computation 
into a parallel computation. We introduce parallelism by creating child 
processes that do some of the calculations needed by the parent process for 
each iteration. In other words, each child performs the part of the calcula­
tion that it is given, and all of the decisions are made by the parent process. 

Most of the computation time is spent when new nodes are added to 
the state tree and the lower bound cost for each new node must be calcu­
lated. Our implementation of this program calculates these lower bound 
costs for each new node in parallel. When the program starts, a number of 
child processes are created. Instead of having the single parent calculate 
the lower bounds, these computations are handed to the child processes in 
the fmn of requests. Later, the results are returned to the parent, which 
stores the values in the appropriate node. There are other possible parti­
tionings of this problem, but for this case study we chose a single design 
and attempted to improve its performance. single 

In the first multiple process version, the parent sends requests to 
each of the children and then awaits responses from all of the children 
before sending out the next batch of requests. Although this version of the 
program ran and produced accurate answers, we did not start the actual 
performance measurements on our program until we had solved the simple 
problem described in the next section. 

5.3. Non-blocking Server 

After examining the program and its performance, it became 
apparent that most of the benefits of parallel execution were being lost 
because the parent process waited until all children sent back answers 
before sending out the next batch of computation requests. This was 
solved by having the parent hand out new requests to a child as soon as it 
returned an answer. We considered this version to be our first successful 
implementation, and the following measurements show its performance. 

Figures 5.1, 5.2 and 5.3 show the projection of how this implementa­
tion of the program performed. Figure 5.1 shows the achievable degree of 
parallelism for problems with various matrix sizes and numbers of 
processes. This graph assumes that communication costs are zero, and that 
the processes do not compete with each other for the CPU. Figure 5.2 
presents the performance of the program when each process is run on its 
own machine, over varying problem sizes and numbers of processes. Fig­
ure 5.3 illustrates the amount of parallelism achieved by our program when 
two processes are allocated to each processor under a variety of problem 
sizes and number of processes. 

The results show that the amount of parallelism achieved increases 
with the size of the problem. As the problem size increases, a larger per­
centage of the program's time is spent computing the lower bounds. Since 
we do the computation of the lower bounds in parallel, it is natural that the 
degree of parallelism should increase with the problem size. 
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If we compare the corresponding curves from graphs 5~1 and 5.2 for 
a single problem size, we can see the cost (loss of parallelism) from com­
munications delays. Comparing graphs 5.2 and 5.3, we see the loss of 
parallelism when two processes contend for a single CPU. 

SA. Low-Node Caching 

The process status of the running program showed that it was using 
large amounts of memory. This memory was obviously being usecl for the 



state tree. However, this meant that we Were spending a large percent of 
program time searching through the state tree for the lowest node. During 
this time the child processes were sitting idle, and parallelism was being 
lost. 

To eliminate this waiting time, we decided to save 100 of the previ­
ously calculated nodes with the lowest values in an array. For each child 
node that is created, if the array is not full or if the value of the child node 
is less than the cost of the last (highest value) element in the array, this 
value is inserted, in order, into the array. The result is an ordered array of 
the leaf nodes from the state tree with the smallest values. Our branching 
decision is made by selecting the leaf node of the state tree that has the 
smallest value associated with it, in this case the first node in the array. 
When this node is selected, it is eliminated from the array. 

Performance measurement of this Low-Node Caching version of our 
program shows a significant improvement in the parallelism achieved by 
the program. Our measurements where made for problems of size 16 with 
4, 8, 12 and 16 processes. Figure 5.4 compares this Low-Node Caching 
version with the Non-Blocking Server version. These figures show that 
this Low-Node Caching version performed significantly better than the 
non-blocking server implementation. We also find that this improvement 
in performance is more pronounced as the number of processes increases. 

This improvement is the result of the parent process doing less com­
putation relative to the computations it gives 1? its. chilm:en pnx:esses. 
That is less time is spent in the parent process m this version, while the 
childre~ are still doing the same amount of computation as in the Non­
Blocking Server version. 
5.S. Overlapping Requests 

Experimental measurements show that communications ~ts. are 
actually very high, taking approximately 8 ms for commumcano~s 
between processes on a single machine and 20 ms for processes on dif­
ferent machines (2). This means that a child process remains idle while 
information is transferred back to its parent and while waiting for a new 
request to arrive from the parent. 

To eliminate the idle time in the case where the number of requests 
exceeds the number of servers, we overlapped the requests to the children 
by initially sending out two requests to each child. Children no longer had 
to wait for the parent to receive the result before beginning work on a new 
request, since another request was usually waiting. This is an important 
innovation, and is aimed solely at trying to cut down the effect of the com­
munications cost. As the following results show, this minor change 
enhanced the program's performance. 

Figure S.S shows the performance of the ~erlapping ~equests 
implementation, as well the performance of the previous two versions, for 
a problem of size 16 with 4, 8, 12 and 16 processes. 

Note that the Overlapping Requests version performs better than the 
Low-Node Caching version when the number of processes is small, but 
that the difference in performance between the two diminishes as the 
number of processes approaches the size of the problem. If then: are as 
many processes as the size of the problem, then all o~ the computati~ are 
done by having each child do only one computatton, thus there IS no 
opportunity to use overlapping to reduce communication delay effects. 

5.5.1.1. Is Faster Always Better? 

In this study, we have based our evaluation of program performance 
on the amount of parallelism or speed-up achieved in the different versions 
of the TSP program. By using P as our only evaluation criterion, we have 
stated: faster is better. This view of performance dictates that even a small 
increase of parallelism is worth the addition of more hardware. 

It is also important to know how well we are using our computing 
resources. This can be stated as: how much of our available computing 
resources are we using? For the TSP programs, we ask: how much of the 
machines (CPU's) involved in the computation are we utilizing? We can 
compute CPU utilization from the parallelism factor. We define 
Utilization =PIN, where N is number of machines used in the compu­
tation. Figure 5.6 graphs the values of the utilization (corresponding to the 
graphs in Figure S.S) for the three versions of the TSP program. 

Our first observation from the graph in Figure S.6 is that when two 
processes run on each machine, we have a higher utilization (and from Fig­
ure S.S, a lesser amount of parallelism) than when one process runs on 
each machine. This means that while running one process per machine is a 
less efficient use of resources, it results in a faster execution. 
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Our second observation from Figure S.6 is that each successive ver­
sion of the TSP program made better (more efficient) use of the CPU's. 
We know that the successive versions are better (and not just requiring 
more computation time) since the amount of CPU time needed for each 
successive version also decreased. The fact that the curves for the Over­
lapping Requests version and the Low-Node Caching version meet when 
16 processes are used reflects the fact that the problem size is the same as 
the number of processes. 

A person who uses a distributed program, such as the TSP program, 
wants his/her program to execute as quickly as possible. The parallelism 
factor, P, gives a measure of how much we can increase the speed of exe­
cution. It is also important to know how efficient is a program. We need 
metrics such as CPU utilization to evaluate efficiency. 

6. Conclusion 

The purpose of this study was to evaluate a collection of measure­
ment tools for distributed programs through the development of a simple 
program. The question was: could these tools help us better understand 
our program, and help us improve its performance? 

While the main intent of this study was to evaluate the performance 
monitoring abilities of the measurement tools, these tools also proved use­
ful for debugging. When the first version of the TSP program was being 
tested, its execution speed seemed slower than expected. A visual exami­
nation of the trace records produced by the measurement tools quickly 
(that is, in less than one minute) showed that the master process in the 
computation was only creating a single child process. This was caused by 
a simple typing error in the program. After this error was corrected, the 
performance seemed unchanged. A second inspection of the traces 
showed that, while the correct number of child processes were being 
created, the master was sending requests only to a single child - again a 
typing error. After this, the program worked correctly. The discovery of 
these errors is an indication that the .measurement tools are providing some 
of the additional information needed for developing distributed programs. 

The main direction of this study was the investigation of the perfor­
mance of the TSP program. In particular, we wanted to maximize the 
amount of parallel activity in the program. The distributed program meas­
urement tools, in conjunction with other existing tools, provided the infor­
mation necessary to measure the program's performance, identify 
bottlenecks, correct the problem, and evaluate the corrections. 

Traditional performance tools provide information as to how much 
time a program spends in its various procedures and modules. Our meas­
urement tools in conjunction with the analysis of parallelism also provide 
an insight into when a program spends its time in these modules. 
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Figure 5.1: 
Upper Bound Parallelism of the Non-Blocking TSP Program. 
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Abstract 

This paper presents a new program transformation 
algorithm for functional programs named the mixed-mode 
fixpoint evaluation method. This method realizes op­
timized demand-driven computation on a dataflow ma­
chine. This evaluation scheme takes advantage of both 
data-driven and demand-driven evaluations in that it of­
fers sufficient parallelism and safeness for nonstrict se­
quential functions. This can be achieved by eliminating 
demand propagation predictable during compilation time, 
and by replacing the lengthy recipe creation and evalua­
tion required in demand-driven function applications with 
the call-by-value method. These optimizations are based 
on an inter-function global dataflow analysis called the 
Extended Dependency Property Set. 

1. Introduction 

Functional programming languages have various at­
tractive features facilitating the writing of short and 
clear programs, as well as verifying and transforming 
programs automatically due to their formal mathemat­
ical semantics. For the efficient execution of functional 
programs, several language-oriented machines based on 
dataflow and reduction models have been proposed and 
implemented.(151 

Although dataflow macl1ines inherently have con­
formed excellently to a special subset of functional 
programming languagesf31, several drawbacks existf31 in 
dataflow models compared to reduction models. One of 
these is the difficulty in implementing the fixpoint compu­
tation rulef81 for nonstrictf161 functions. In order to over­
come this drawback, several studies have been conducted 
in an attempt to achieve demand-driven computation on 
dataflow models. These studies have focused on demand­
controlled stream creation,f7•121 the lazy cons operatorf21 
and the semi-result concept.f17l These approaches extend 
the computation domain to nonstrict data structures such 
as infinite sequences. However, they have only limited ca­
pability for handling nonstrictness of sequential1161 func­
tions. 

In addition, several inefficiencies commonly arise dur­
ing demand-driven evaluation. One is the cost of demand 
propagation from the outermost expression to the inner­
most expressions. An algorithm based on simplified global 
dataflow analysis has been proposed.f141 Such a simple 
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method, which first makes the assumption that all non­
primitives are nonstrict (or strict), however, has been 
shown to have only a restricted analysis capability.f41 An­
other inefficiency is the cost required for creating and eval­
uating recipes.l61 The recipe-based demand-diven method 
(call-by-recipe) requires much more complicated compu­
tation than does the simple call-by-value method adopted 
in the data-driven evaluation. 

This paper proposes a new method for realizing 
an optimized fixpoint computation rule on dataflow 
machines, named the mixed-mode fixpoint evaluation 
method. The name is so chosen because the method real­
izes the fixpoint computation rule for the class of sequen­
tial functions, and because both data-driven and demand­
driven evaluations are scattered throughout the computa­
tion process. 

The method consists of two principal algorithms: the 
demand propagation algorithm and the recipe creation 
elimination algorithm. The demand propagation algo­
rithm predicts successive demand propagation sequences 
by analyzing the dependency between functions and val­
ues. Then, it transforms dataflow graphs such that each 
demand is propagated directly toward the innermost ex­
pressions as long as the safeness property is preserved. 
The recipe creation elimination algorithm analizes the 
lifetime of recipes and detects all cases where a call-by­
recipe can be safely replaced with a call-by-value. 

To insure the safeness of the above optimizations, 
these algorithms make use of an inter-function global 
dataflow analysis named the Parameter Dependency 
Property Set (PDPS).f9 •101 In this paper, the concept of 
the PDPS is generalized to the Extended PDPS (EDPS) 
in order to process the recipe lifetime property. In or­
der to reduce the amount of computation required for the 
optimization, a hierarchical approach is adopted. As the 
first step, a program is analyzed in the inter-function level. 
Then, each function is analyzed and optimized internally 
based on the collected global data. 

The algorithms proposed in this paper make 
use of a hardware-implemented lazy synchronization 
mechanisms,f21 such as that used in the Structure 
MemoryfI,5] for storing structured data. In combination 
with this kind of intelligent operation memory, the pro­
posed method realizes the fixpoint computation rule for 
the class of sequential functions on nonstrict data struc­
tures. 



2. Background 

2.1 Global Dataflow Analysis 

Mixed-mode fixpoint evaluation requires that eval­
uation of a function application be initiated only if 
the result contributes essentially to the final computa­
tion result. In contrast, the hardware-supported redex 
(reducible !2l.J>ression) detection mechanism in dataflow 
machines is so restricted that only local information about 
value availability is used as a criterion for initiating com­
putation. This gap inevitably leads us to a global dataflow 
analysis which gathers the property data of program frag­
ments (function, function application, etc.) that can be 
made apparent only by analyzing the entire program text. 

For reducing the computation required for such 
global analysis, the concept of autonomousness is intro­
duced. Suppose that an inter-function analysis computes 
the property P for each function in a program. Property 
P is said to be autonomous if the property P of a function 
f is computable using only the property data of functions 
referred to by the function f (i.e., computable without 
using the definitions of referred functions). 

The result of the conventional strictness analy­
ses,[4,I3] i.e., requisite parameters, is not autonomous. For 
example, suppose the program 

f(x,y) = g(x,x + y,x - y); 
g(x, y, z) = if x :'.'.: 0 then y else z fl . 

Function f refers to g, and the requisite parameter 
of g(x,y,z) is x. The requisite parameters for f(x,y) are 
x and y. However, this fact cannot be deduced from the 
requisite parameter information concerning g. 

The autonomousness of property P is desirable, since 
computation required for the inter-function analysis can 
be reduced using the caller-callee relation of the func­
tions in a program. In addition, autonomousness means 
that the property contains enough information to enable 
computation of the property of the elements referring to 
it. Therefore, inter-function property data can be propa­
gated to clarify the property of each element in a function 
without referring to the entire program text. 

2.2 Parameter Dependency Property Set (PDPS) 

The PDPS is the generalization of requisite parame­
ter in such a way that it satisfies autonomousness. The 
PDPS for a function f is a set of Minimally Sufficient 
Parameter Sets (MSPSs) for f that is defined below. 

(Definition 1] Minimally Sufficient Parameter Set 
Given an (m + n)-ary function, J(xI,x2, ... ,xm,YI, 

... ,yn), a set of parameters {xI, ... ,xm} is said to be 
minimally sufficient if and only if there exist values aI, 
... , am such that 
(a) f(ai, ... ,am, Yi.· .. ,yn) gives a defined value even if 

YI, ... , Yn are undefined. 
(b) Suppose YI = w, ... , Yn = w where w represents an 

undefined value. Then, J( aI, ... , am, YI, ... , Yn) be­
comes undefined if at least one of the values aI, ... , 
an are replaced with w. 

The PDPS computation algorithm for mono­
tonic recursive function systems has been previously 
providedJ9 •10l The PDPS of an expression, defined simi­
larly regarding free variables of the expression as param­
eters, can be computed using the algorithm called PDPS 
reduction.f9l It is apparent that the intersection of all 
MSPSs in the PDPS of function f becomes the set of 
requisite parameters off. 

For example, consider the function, g(x, y, z), defined 
in Subsection 2.1. D(g(x,y,z)) = {{x,y},{x,z}}, where 
D(e) stands for the PDPS of e. The PDPSs of sub­
expressions x+y and x-y are both {{x,y}}. The PDPS 
of the function f ( x, y) becomes { { x, y}}. This means that 
the requisite parameters of f(x,y) are x and y. 

3. Realization of Mixed-mode Fixpoint Evaluation 

3.1 Value Property Classification 
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Parameters and free variables (hereafter, simply re­
ferred to as values) of a function can be discussed in terms 
of two properties in combination with each other: requi­
siteness and recipe lifetime. Requisiteness refers to the 
causal relation between values, whereas recipe lifetime 
means the form of value references in the function body. 

Regarding requisiteness, a value is classified as either 
requisite, suspended or irrelevant. A requisite value is a 
value such that if it becomes undefined, the result always 
becomes undefined. The intersection of all MSPSs in the 
PDPS of the function gives the set of requisite values. If 
there exists a case such that the result becomes undefined 
when the value becomes undefined, but the value is not 
requisite, it is said to be suspended. S(f), the set of 
suspended values for a function f, can be computed as 

S(f) = { Union of all MSPSs off } 
- { Requisite values of f } , 

where "-" is a set difference operator. A value is said to 
be irrelevant if the result is computed independently of 
the value. 

From the viewpoint of recipe lifetime, a value is clas­
sified as either scalar or nonscalar. A value is said to be 
scalar if the value always requires evaluation when it is 
referred. In contrast, a value is said to be nonscalar if a 
case exists such that the result of a function application 
is computable using the value only in its recipe form. In 
other words, if the demand to the value does not neces­
sarily mean the evaluation of the expression that gives 
the value, the parameter is said to be nonscalar. To give 
an example, numerical values in arithmetic expressions 
are scalar, while parameters of a lazy cons operator are 
nonscalar. 

3.2 Mixed-mode Fixpoint Evaluation 

The principle of mixed-mode fixpoint evaluation is 
that actual parameter passing is deferred until the param­
eter becomes requisite for computing the resulting value, 
and that the parameter is passed on in an evaluated form 
whenever evaluation of the actual parameter is safe. 

To achieve the above principle, two primary function 



application criteria are adopted. First, if a parameter is 
requisite, the actual parameter is unconditionally passed 
on to the function body. If a parameter is suspended, it 
is passed on only if the expanded function sends a de­
mand for it. If a parameter is irrelevant, no code for it is 
generated. 

Second, if a parameter is scalar and it is requisite or 
demanded, the actual parameter is evaluated, and the re­
sulting value is passed on to the expanded function. Thus, 
if the actual parameter is a recipe, it is forced at first, and 
then passed on. If a parameter is nonscalar and it is req­
uisite or demanded, a recipe for the expression that gives 
the actual parameter is created (if not already created), 
and a pointer to the recipe is passed on to the expanded 
function. If the recipe is forced in the body of the ex­
panded function, the evaluation of the recipe is initiated 
with the resulting value taking the place of the recipe as 
in call-by-need computation.l6l In this paper, the recipe 
creation and evaluation mentioned above are assumed to 
be executed in an intelligent operation memory such as 
a Structure Memory. For details of the implementation, 
please refer to [2]. 

The function application method of the mixed-mode 
fixpoint evaluation is an optimized version of a joint data­
driven, demand-driven scheme in terms of three principal 
points. First, evaluated values are passed on instead of 
recipes to an expanded function if scalar parameters are 
requisite or demanded. Second, recipe creation for a sus­
pended nonscalar parameter is delayed until it is actu­
ally demanded. Third, the method completely eliminates 
computation of irrelevant parameters. 

3.3 Function Expansion Strategy 

The function expansion strategy controls the function 
expansion time during function application. One strategy 
is that a function is expanded when all requisite parame­
ters are available. This is a natural extension of the data­
driven computation for strict functions, and is called the 
strict expansion strategy. Functions may be expanded at 
the time the first requisite parameter becomes available. 
This is called the hasty expansion strategy. In this pa­
per, the strict expansion strategy is assumed. If the hasty 
expansion strategy is adopted, the algorithm in Section 4 
should be slightly modified. 

Figure l(a) is a graphic representation of function ap­
plications. Primitives and strict functions are computed 
in a data-driven manner. For each suspended parameter 
of a nonstrict function, a demand a.re (dashed arrow) ex­
tends from the node. When a token is put on this arc, 
the corresponding parameter is demanded. Conditional 
function "iLthen_else" is also represented as one of the 
nonstrict functions, although it is a macro-node expanded 
in-line during program compilation. 

In demand-driven computation, the case exists in 
which function expansions should be controlled by de­
mands. This is because a function should be applied if 
and only if the resulting value of the function application 
is requisite. For this purpose, we introduce a new notation 
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for the dataflow graph as shown in Fig. l(b ). The hori­
zontal dashed arrow is a demand arc for function expan­
sion. This notation is referred to as demand expansion. 
In the strict expansion context, a function is expanded 
if and only if all requisite parameters are available and 
a demand token exists on the demand arc. In contrast, 
conventional notation is referred to as self expansion. 

4. Demand Propagation Algorithm 

During the function application of the mixed-mode 
fixpoint evaluation, the necessity for a suspended param­
eter is signalled by a demand token from the expanded 
function body. For a scalar parameter, this demand is 
propagated to evaluate the corresponding actual param­
eter. The proposed method optimizes the propagation 
using the result of inter-function analysis. This section 
describes the outline of this optimizing algorithm. 

4.1 Principle of Demand Propagation 

In the evaluation process of a function application, 
value tokens are generated as a result of sub-expression 
evaluation. Such tokens are named Partial Resulting 
Values (PRVs). In the following, two important concepts 
regarding PRVs and demands are introduced. 

[Definition 2] Total Requisite Value Set (TRVS) 
For a PRV v, a set of PRVs and/or parameters (here­

after referred to as values) exists such that the values in 
the set are requisite to the evaluation of v. This set is 
named the Total Requisite Value Set of v. The PRV v 
itself is also included in T( v ), where T( v) stands for the 
TRVS ofv. 

[Definition 3] Demand-generated 
Requisite Value Set (DRVS) 

Suppose that the function definition contains a func­
tion application of a nonstrict function, and that dv is a 
demand arc for the suspended parameter v of this func­
tion application. A set of values would then exist such 



that the values in the set become requisite when a demand 
is generated on the demand arc dv. This set is named 
the Demand-generated Requisite Value Set (DRYS) of dv, 
and is indicated by R( dv ). 

Using the above concepts, the optimization principle 
is described as follows. 
{1) Suppose that PRY vis a result of some function ap­

plication, and that PRY r is an actual parameter cor­
responding to the requisite parameter of the applied 
function. If PRY v becomes requisite, the PRYs in 
T(r) are evaluated in a data-driven manner. 

{2) Suppose that PRY s is an actual parameter corre­
sponding to the suspended parameter of some func­
tion application. If this parameter becomes requi­
site in the applied function body, it is signalled to 
the caller of the function through the demand arc 
ds. With this demand signal, the PRYs in R(ds) are 
evaluated in a data-driven manner. 

An outline of the computation algorithm for the 
TRYS and the DRYS will be discussed in Subsection 4.3. 

4.2 Example of Demand Propagation 

The optimized demand propagation described in the 
previous subsection is accomplished through the transfor­
mation of datafl.ow graphs. This transformation process 
and the operation of the transformed program are intu­
itively explained using an example. 

Consider the following function: 

p(x,y,z)={c=h(z); i=fa(y); 
e = h2(g1(y,z),c,g2(c,i)); 
j = hi(f1(x),e,i); return j}, 

where fk ( k = 1, 2, 3) are unary strict functions and g k 

(k = 1, 2) are binary strict functions. In addition, the 
PDPS of the nonstrict function hk(x,y,z) (k = 1,2) is 
assumed to be { { x, y}, { x, z}}. All values are assumed to 
be scalar. 

Figure 2 shows a data-driven version of the function 
codes. For each PRY in this figure, a unique name is at­
tached. All parameters for p should be evaluated prior to 
the function application. At the beginning of the transfor­
mation, a demand arc is created for each requisite parame­
ter. Figure 3 shows this partially transformed graph. The 
PDPS of p(x,y,z) is computed to be {{x,y},{x,y,z}}. 
Therefore, x and y are requisite parameters, and z is a 
suspended parameter. In this figure, the demand arc for 
z is represented as dz, a naming convention which will be 
used throughout this paper. Nonstrict functions hi and 
h2 should also be transformed in the same way as func­
tion p. Strict functions require such transformation only 
if they contain nonstrict functions. 

The completely transformed program is shown in Fig. 
4. In the figure, a new primitive node, "Demands Merge, 
Value Distribution" (DMYD), is introduced. This node 
corresponds to the combination of a d-union operato.rl12l 
and a distribution node. The DMYD operator accepts 
multiple {demand input, value output) arc pairs as well 
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as one (demand output, value input} arc pair. The opera­
tor receives at most one demand token from each demand 
input arc. After receiving the first demand token, the de­
mand token is forwarded through its demand output arc. 
When a value comes to its value input arc, it is distributed 
to all value output arcs that have demanded the value 
through associated demand arcs. If the value is available 
when a demand comes, it is immediately forwarded to the 
associated value arc. Another new primitive is the gate 
(represented as G in the figure). The gate primitive 
is defined as a strict function, gate(x, y) = x. The arc 
corresponding to parameter y of gate(x,y) is called the 
control arc (described as a horizontal arc in the figure). 

When function p is applied, PRY j, the final PRY to 
be returned, is requisite. In addition, T(j) = {x,y,a,j}. 
Therefore, parameters x and y are passed on in evaluated 
forms, and the PRYs a and j are computed in a data­
driven manner. When the second parameter of function 
hi becomes requisite, demand de is generated. Since de is 
connected to dz, the suspended parameter z is evaluated 
and passed on. The PRYs b, c and e are then evaluated 
in a data-driven manner because R( de) = { b, c, e, z}. 

4.3 Outline of Demand Propagation Algorithm 

Since the demand propagation algorithm explana­
tions are considerably lengthy and complicated, the al­
gorithm is explained only intuitively in this paper. For 
details, please refer to [11]. 

The demand propagation algorithm consists of four 
phases. In Phase 1, the PDPS is computed for every func­
tion defined in a program. This phase is an inter-function 
analysis. In Phase 2, each function is analyzed using 
PDPSs. As a result, the Value Dependency Property Set 
(YDPS) is computed. As will be described below, the 
YDPS is the generalization of the TRYS in the same way 
as requisite parameters are generalized into the PDPS. 
This phase and the succeeding phases are intra-function 
analyses. Phase 3 analyzes each suspended parameter of 
the function application in a function definition, and com­
putes the DRYS for every demand arc. In Phase 4, de­
mand arcs are connected to proper points such that each 
demand arc triggers evaluation of values belonging to its 
DRYS. 

In the following, Phases 2-4 are explained using the 
function example p(x, y, z) introduced in the previous sub­
section. Here, we assume that the PDPSs of all functions 
referred to in p have already been computed as a result of 
Phase 1. 

[Phase 2] The final value returned by function p is PRY 
j. In Fig. 2, parameters x, y, z and PRYs a, ... , e, i 
are also included. However, not all values are required to 
compute PRY j, since functions hk(x,y,z) (k = 1,2) are 
nonstrict. For example, if function hi demands the third 
parameter, only values x, y, a and i are required to com­
pute PRY j. Such a set of values is named the Minimally 
Sufficient Value Set (MSYS) of PRY j. PRY j itself is in­
cluded in each MSYS of j. The set of all MSYSs of j 
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is called the YDPS of j, and is indicated by V(j). For 
example, V(j) in Fig. 2 is computed as 

V(j) = {{a,b,c,d,e,i,j,x,y,z}, 
{a, b, c, e,j,x, y, z}, {a, i,j, x, y}}. 

The intersection of all MSYSs in V(j) gives T(j). As a 
result of Phase 2, the YDPS of the final value is computed 
for each function in a program. Since the dataflow graph 
of a function is acyclic, the YDPS computation algorithm 
is similar to the PDPS computation algorithm for a block 
expression. [9] 

[Phase 3] In Phase 3, the DRYS is computed for each 
demand arc. In general, when a demand dv is generated 
for value v, some values have already been demanded or 
evaluated. A set of these values is named the Pre-demand 
Requisite Value Set of dv, and is indicated by Pre( dv ). 
Similarly, the Post-demand Requisite Value Set is defined 
as a set of demanded/ evaluated values after demand dv, 
and is indicated by Post(dv). The DRYS of dv, namely, 
R( dv ), is computed as 

R(dv) = Post(dv)- Pre(dv). 

For example, consider the demand di in Fig. 3. In or­
der to generate demand di, evaluation of PRY a as well as 
parameter x must be finished. In addition, PRY j must be 
demanded. Furthermore, parameter y is requisite to com­
pute PRY j. Therefore, Pre(di) = {a,j,x,y}. Similarly, 
Post(di) becomes {a,i,j,x,y}. Therefore, R(di) = {i}. 
Similarly, R( de) = { b, c, e, z}, R( de) = {} and R( dd) = 
{d, i}. 

Let us now discuss the algorithm for Pre( di) and 
Post(di) using Fig. 3. The demand di is a demand for 
PRY i, and the PRY i is used to compute the PRY j. At 
the time the demand di is generated, PRY j has already 
been demanded. After this demand, PRY i also becomes 
demanded. Assume Vp to be the YDPS of the final PRY 
of function p. In this case, Vp is equal to V(j). Then, 
each MSYS in Vp represents a possible combination of the 
PRYs demanded/ evaluated during the function applica­
tion of p. Thus, Pre( di) is computed as the intersection of 
all MSYSs in Vp that contain PRY j. Similarly, Post( di) 
is the intersection of all MSYSs in Vp that contain PRY s 
both i and j. 

[Phase 4] Each demand arc is used as a trigger for the 
evaluation of values belonging to its DRYS. In this phase, 
the values in a DRYS of each demand are classified by 
the availability of requisite values. This algorithm is ex­
plained below using the example presented in Figs. 3 -
4. 

Consider the demand de whose DRYS is {b, c, e, z }. 
The parameter z is a suspended parameter of function p, 
and demand arc dz is associated with z. PRYs b, c and 
e cannot be evaluated without parameter z. In addition, 
if z is evaluated, the requisite parameters for these PRY s 
become available. Therefore, demand arc de is connected 
to dz. 

Next, consider the demand dd where R(dd) = {d,i}. 
PRY d cannot be evaluated without PRY i. In contrast, 



the requisite value for PRV i, namely parameter y, is 
passed on in an evaluated form. Thus, the function appli­
cation fa(y) is demand expanded using demand arc dd. 

For the demand de, the DRYS is empty. This fact 
means that although de is a demand for PRV c, the value 
is already requisite even before it is demanded. Therefore, 
a gate node, G is inserted as shown in Fig. 4. The 
parameter passing of PRV c is deferred by this node until 
demand de is generated. 

If more than two demand arcs are connected to one 
node, a DMVD node is inserted for merging demands and 
distributing the resulting value. For example, in Fig. 3, 
function application fa(y) should be demand expanded 
by both demands dd and di. Therefore, a DMVD node is 
inserted in Fig. 4. 

5. Recipe Creation Elimination Algorithm 

5.1 Extended Dependency Property Set 

Parameters for primitives for arithmetic, logical and 
relational operations such as "+", "and", ">" are all 
requisite and scalar. By contrast, nonstrict data construc­
tors such as lazy cons require all parameters to be requi­
site and nonscalar (i.e., recipes should always be passed). 
In this section, we describe the computation algorithm 
for these properties for the class of monotonic recursive 
functions. 

For non-recursive functions, the recipe lifetime anal­
ysis is rather self-evident. For example, consider the func­
tion f such that 

J(x, y, z) = if x > 0 then x + y else cons(z, NIL) ft. 
In function f, parameter x is requisite, and param­

eters y and z are suspended. Furthermore, x and y are 
scalar, and z is nonscalar. 

An Extended Dependency Property Set (EDPS) no­
tation is introduced in order to describe both requisiteness 
and recipe lifetime properties in one data structure. The 
EDPS is defined as a set of Extended MSPSs (EMSPSs). 
The EMSPS is a set of ordered pairs (value name, recipe 
lifetime property). For example, E(J(x,y,z)), the EDPS 
of above function f(x, y, z), is described as 

E(J(x, y, z)) = {{ (x, S), (y, S) }, { (x, S), (z, N) }}, 
where (x, S) and (z, N) mean that value x is scalar, and 
value z is nonscalar, respectively. 

5.2 EDPS Computation for Recursive Functions 

Consider the composite function, f(x) = fi(h(x)). 
Parameter x is scalar only if the parameters of both Ji 
and h are scalar. For example, parameter x of f(x) = 
cons(2 * x,NIL) is nonscalar, whereas J(x) = (2 * x) + 3 
is scalar. 

For general composite functions, the EDPSs can be 
computed using the above rule and the general PDPS 
reduction rule.191 At this time, the same parameter can 
be used in both scalar and nonscalar form. An example 
of this conflict is shown below as 
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f(x,y,z) = if x > 0 then cons(x,y) else y+z ft. 

The EDPS of J(x,y,z) becomes 

{ { (x, S}, (x, N), (y, N} }, { (x, S), (y, S), {z, S)}} 

if ( x, S) and ( x, N) are distinguished. 
If the same parameter is classified as scalar and non­

scalar in a single EMSPS, it can be safely classified as 
scalar. This is because if the computation of x diverges, 
the final value of the function application always becomes 
undefined. Therefore, 

E(J(x, y, z)) = {{ (x, S), (y, N) }, { (x, S), (y, S), (z, S) }}. 
If the same parameter is classified as scalar in one EM­
SPS, and nonscalar in another EMSPS, the parameter is 
classified as nonscalar. This is because computation may 
exist which requires the parameter to be only in a recipe 
form. For example, y in the above example is classified as 
nonscalar in the "then" part, and as scalar in the "else" 
part of the conditional expression. The first EMSPS cor­
responds to the "then" part, and the second to the "else" 
part. Thus, they of J(x,y,z) is classified as nonscalar. 
As a result, the parameters of f(x,y,z) are classified as 

Requisite: {x,y}, Suspended: {z}, 
Scalar : {x,z}, Nonscalar : {y}. 

The EDPS of recursive functions can be computed 
similarly to the PDPS computation in another work.191 
The only difference is the reduction domain, which is not 
PDPS but EDPS. To show an example, consider the fol­
lowing functions which create an infinite sequence of fac­
torial values: 

seqf(n) = str_cons(Jact(n),seqf(n + 1)); 

fact(n) = if n:::; 1 then 1 else n * fact(n - 1) fi. 

where str _cons is a stream-oriented asymmetrical cons 
operator whose EDPS is {{(x,S),(y,N)}}. The EDPSs 
of these functions 'are found to be 

E(seqf(n)) = {{ (n, S)}} and E(Jact(n)) = {{ (n, S) }}. 

5.3 Recipe Creation Elimination based on EDPSs 

As described in Subsection 3.2, scalar parameters are 
passed on in an evaluated form. For example, a graph for 
functions seqf and fact described in Subsection 5.2, is 
shown in Fig. 5. The parameter n of function fact is req­
uisite and scalar. Therefore, in recipe A in Fig. 5, the 
expression n + 1 is evaluated before it is passed on to the 
function body. In the figure, the "create recipe" node is 
a macro-node which accepts the pointer of the machine 
code for an expression as well as the environment for the 
expression. It then creates the recipe, and returns its 
pointer. The "replace recipe with value" node is also a 
macro-node which replaces the recipe with the evaluated 
value. After replacement, the value is immediately avail­
able for any expression that refers to the recipe without 
repetitive evaluation. An example of dataflow machine 
implementation of these macro-nodes as well as lazy_cons 
/ str _cons functions is described elsewhere.121 
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5.4 Autonomousness of the EDPS 

When only the function application method is con­
cerned, the EDPS can be said to be redundant for scalar / 
nonscalar distinction. For example, for function f ( x, y, z) 
in Subsection 5.2, the EDPS 

{ { (x, S), (y, N) }, { (x, S), (y, S), {z, S)}} 

can be reduced to {(x,S), (y,N), {z,S)}. 
However, such a reduced property is problematic in 

that it is not autonomous. As an example, consider the 
functions fi(x,y,z) and h(x,y,z), whose reduced prop­
erties are both { (x, S), (y, N), {z, S)} : 

fi(x,y,z) = if x > 0 then x + y else 

if z > 0 then cons(x,z) else cons(y,z) fi fi; 

fz(x,y,z) = if x > 0 then cons(x,y) else 

if z > 0 then x + z else y + z fi fi. 

For the function applications Ji (a, b, b ), actual pa­
rameter b is scalar, since b is used as scalar in both the 
"then" part and the "else" part of the outermost con­
ditional expression. However, b is nonscalar in fz (a, b, b ). 
Such a distinction cannot be drawn when the reduced 
property is used. In contrast, when EDPS is used, these 
cases are correctly distinguished. The EDPSs of Ji and 
fz are 

E(f1(x,y,z) = {{(x,S),(y,S)},{(x,S),(y,N),{z,S)}}; 

E(h(x,y,z) = {{(x,S),(y,N)},{(x,S),(y,S),(z,S)}}. 

Therefore, the EDPS of fi(a,b,b) becomes {{(a,S), 
(b, S)} }, indicating that bis scalar. In contrast, the EDPS 
of fz(a, b, b) becomes {{(a, S), (b, N}}, {(a, S), (b, S) }}, 
confirming that b is nonscalar. 

The inter-function level properties used in this paper, 
namely requisiteness and recipe lifetime, can be described 
using only the EDPS. Since the EDPS is autonomous for 
both requisiteness and recipe lifetime properties, the com­
putation required for inter-function optimization can be 
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significantly reduced. 

6. Conclusion 

This paper proposed a new program transformation 
algorithm for functional programs, named the mixed­
mode fixpoint evaluation method. This method realizes 
optimized demand-driven computation on a datafl.ow ma­
chine. The evaluation scheme takes advantage of both 
data-driven and demand-driven evaluations in that it of­
fers sufficient parallelism and safeness for nonstrict se­
quential functions. This can be achieved by eliminating 
demand propagation predictable during compilation time, 
and by replacing lengthy recipe creation and evaluation 
incurred in demand-dllven evaluation with the call-by­
value method. 

The optimization algorithm makes use of two kinds 
of properties, namely, requisiteness and recipe lifetime. 
These properties are described using an Extended De­
pendency Property Set (EDPS). Since the EDPS is au­
tonomous, the computation required for the optimization 
can be significantly reduced. 

The algorithm proposed in this paper assumes a lazy 
synchronization mechanism, such as that used in a Struc­
ture Memory for storing structured data. In combination 
with this kind of intelligent operation memories, the pro­
posed algorithm realizes the fixpoint computation rule for 
the class of sequential functions on nonstrict data struc­
tures. 

This paper intentionally leaves the machine architec­
ture abstract. Further research will be carried out on 
the construction of an. effective and high-speed datafl.ow 
machine that can execute all operations described in this 
paper. 
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Optimizing Matrix Operations on a Parallel Multiprocessor with a Hierarchical Memory System 
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ABSTRACT - Memory organizations of supercomputers 
(CRAY 2, CEDAR) tend to become more and more complex, 
and correspondingly data management in these memories 
becomes a crucial factor for achieving high performance. We 
study here an architecture combining vector and parallel 
capabilities on a two-level shared memory structure. For this 
class of architecture, we analyze and optimize matrix multi­
plication algorithms so as to obtain high efficiency kernels 
which can be used for many numerical algorithms such as LU 
and Cholesky factorizations, as well as Gram-Schmidt and 
Householder orthogonal factorization schemes. The perfor­
mance of such kernels on the Alliant FX/8 multiprocessor is 
described in detail. 

1. INTRODUCTION 

One of the main issues in supercomputer architecture is 
the design of a memory system that is able to provide the 
arithmetic operators with operands at a sufficient rate. 
Several solutions have been proposed; first fully parallel 
memories (implemented either in a global way: BSP or in a 
distributed one: ILLIAC IV or more recently Hypercube 
machines [15]}, followed by highly interleaved memories 
(CRAY, CDC CYBER 205, FUJITSU) and now complex 
hierarchical memory systems which consist of two levels - a 
first level of small fast memory and a second level of slower 
larger memory (which is, in fact, generally interleaved itself). 
Implementations of these multilevel memory organizations for 
parallel processors have been studied [5][17] and are currently 
being used in several supercomputers; the ST-100 provides a 
fully programmable cache, the CONVEX Cl and ALLIANT 
FX/8 a hardware managed cache, and the CRAY 2 a pro­
grammable local memory for each processor. 

While the use of global parallel or interleaved memories 
only slightly affects the design of numerical algorithms (the 
main constraint is to avoid accessing vectors by using incre­
ments of a power of two , in order to avoid memory bank 
conflicts [11]), the use of distributed or hierarchical memories 
requires a careful design of algorithms; more precisely, data 
management becomes a key factor in realizing high perfor­
mance. Significant progress has been achieved in developing 
efficient algorithms for the distributed memory case and in 
understanding the impact of the communication medium on 
the algorithm design [7][13][14]. On the other hand, much 
work remains to be done in the case of a hierarchical memory 

1 on leave from INRIA, domaine de Voluceau - Rocquencourt, 
B.P.105 78150 Le Chesnay, France 

2 on leave from Zentralinstitut fuer Angewandte Mathematik, 
Kernforschungsanlage Juelich GmbH, Postfach 1913, D-5170 Juel­
ich, West-Germany 

This work was supported in part by the National Science 
Foundation under Grants No. US NSF DCR84-10110 and 
US NSF DCR85-09970, the US Department of Energy under 
Grant No. US DOE DE-FG02-85ER25001, and the IBM Donation. 

0190-3918/86/0000/0429 $01.00 © 1986 IEEE 429 

system especially when it is combined with both vector and 
parallel capabilities (e.g ALLIANT FX/8). For those architec­
tures, algorithms must not only be designed as to be suitable 
for vector and parallel processing but also to provide good 
data locality. These requirements may be contradictory. For 
example, increasing the vector length may destroy data local­
ity and so give a poor performance. In this paper, our goal 
will be to study the tradeoffs involved in designing high­
performance algorithms for such architectures. 

For reducing the complexity of the problem, the decom­
position of algorithms into high level modules (e.g. 
vector/vector, matrix/vector and matrix/matrix operations) 
seems to be a promising approach.This technique has been 
successfully used on vector machines, e.g. BLAS, [3] and on 
MIMD machines (extended BLAS). In our case, the use of 
BLAS (vector/vector operations) or even extended BLAS 
(matrix/vector operations) may not be efficient since they 
mainly contain primitives involving an amount of data of the 
same order as the number of floating point operations; for 
example DAXPY (one of the BLAS) operating on vectors of 
length N will manipulate 3N +1 data elements for executing 
only 2N operations. This may often result in an inefficient 
use of the cache, since less than one floating point operation 
per data accessed has to be performed. However, multiplying 
two square matrices of order N, involves 3N~ data elements 
for (2N-1 )N2 operations, so data elements fetched from the 
memory can be used several times before they are stored back 
again. We study this primitive in depth since many algo­
rithms may be expressed in terms of matrix / matrix opera­
tions as e.g. the Modified Gram-Schmidt algorithm [10] or the 
Householder reduction [2][8]. The use of the here described 
methods instead of the conventional BLAS within these two 
algorithms improved their performance on the ALLIANT 
FX/8 by a factor of two to three. 

In the first section, we describe our target architecture. 
In the following sections we develop and analyze algorithms 
for multiplying large matrices. Finally, we present some com­
putational results on an Alliant FX/8 that support our 
theoretical results in the preceding sections. 

2. _THE TARGET ARCHITECTURE 

In this section, we describe briefly the main features of 
the architecture we plan to study. Our target machine con­
sists of p vector processors (CE = computational element) 
sharing a memory which is organized in two levels: first a fast 
small one (cache), second a slower bigger one (main memory). 
The processors are connected to the cache through a network 
allowing each of them to read or write any of the cache loca­
tions. The set of processors is provided with a synchroniza­
tion mechanism enabling it to distribute the computations of 
a single program unit among the p CE's. 

A good example of the architecture described above is 
the ALLIANT FX/8. This machine consists of p=8 pipelined 
CE's, each of them having a register-oriented architecture 
(vector register length: 32) elements. The CE's share the 



physical memory as well as a. 16K-word cache. The 
bandwidth between ma.in memory a.nd CE's is ha.If of that 
between the cache a.nd the CE's. However, due to managing 
cache misses, accessing a. vector from ma.in memory ma.y 
require a. time larger than twice the time required for access­
ing the same vector if it is present in cache. 

3. DESCRIPTION OF THE MATRIX MULTIPLI­
CATION ALGORITHM 

For the sake of simplicity, we consider here only the 
matrix operation: C = C +A * B. The similar cases 
C =A * B a.nd D = C +A * B can be easily derived. 

In order to eva.lua.te the matrix m'ultiplica.tion a.lgo­
rithms it is necessary to model the conditions under which we 
assume they will be executed. We suppose that the replace­
ment policy of the cache blocks is optima.I (similar to Bela.dy's 
MIN algorithm [1]); this assumption yields a. standard of com­
parison on which the design of several algorithms ca.n easily 
be based. 

Previous studies [12][16} have shown that data locality 
ca.n be improved efficiently by partitioning ma.trices into 
square subma.trices. This method was primarily used for 
reducing the number of page faults on a. sequentia.1 computer 
using a. virtual memory system (first level: transistor memory, 
second level: disk memory). Our case presents two major 
differences: first the two different kinds of parallelism avail­
able in our machine and second the management of data 
motion between the two memory levels. In a virtual memory 
system, the mapping of data arrays into pages is crucial a.nd 
leads to use square submatrices ea.ch of which can be con­
tained in one page. We do not restrict ourselves to square 
subma.trices a.nd we will even see later that the best perfor­
mance is obtained by using "very" rectangular blocks. 

Let the n 1Xn 2-matrix A be partitioned into m1Xm 2-

blocks A;;> the m2Xm3-matrix B into n 2Xn3-blocks B;; a.nd 
the n1Xn3-matrix C into m1Xm3-blocks C;;-

The matrix multiplication is performed as follows: 

do i=l,k1 

do j=l,k3 

do k=l,k2 

C;;=C;;+A;,. *B•; 
end do 

where n 1=k1m1, n2=k2m2 and n3=k3m3 with k 1, k2 and k3 

being integers greater than 1. 

A B c 

ml A;,,. 

-- --m2 

4 
mj Bk,; 

,_. -- n 

ml C;,; 

1 ,_. --
ms 

I ma 

Fig. 1. Partitioning of A, B and C 
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The block operations C;,;=C;,;+A;,i *B,.,; contain a 
reasonable amount of potential parallelism, so our algorithms 
proceed by first partitioning the ma.trices and then executing 
the block operations one after another; parallelism and vec­
torization being inside the multiplication of two submatrices. 

Severa.I points with respect to the a.hove algorithm need 
to be addressed. These a.re: 

(1) the order in which the submatrix computations a.re per­
formed, 

(2) the algorithm used for multiplying two subma.trices of A 
and B, a.nd 

(3) the sizes of the subma.trices. 

Concerning the first point, the three loops may be inter­
changed lea.ding to a different sweep of the ma.trices. We will 
only consider the defined case where the inner loop is the k­
loop. The cases where the i-loop or the j-loop a.re the inner 
loops can be derived accordingly. 

The second and the third points a.re strongly related. 
The choice of submatrix sizes is obviously vital since poten­
tia.1 parallelism is a direct function of these sizes. On the 
other hand, a. ba.d design of the algorithm (second point) may 
prevent using the subma.trix sizes which provide a good data 
locality. 

The total time required to perform the matrix multipli­
cation can be expressed as: 

(3.1) 

where I denotes the total number of loads executed directly 
from the memory, T1 the time of one load, n8 the number of 
subma.trix. multiplications that have to be performed, a.nd T8 
the time for one subma.trix multiplication with the three sub­
ma.trices kept in the cache. The first term represents the total 
time spent in fetching data. from the memory (pure transfer 
time) while the second represents mainly the time spent in 
computations (pure computation). Each of them is a. complex 
function of the three para.meters m1, m2 and m3, and trying 
to minimize their sum is difficult. For overcoming this 
difficulty, we decouple the problem in two independent sub­
problems: .minimization of the transfer time and minimization 
of the computation time. For ea.ch, we determine a. region in 
the para.meter space where the value of the cost function is 
close to the minimum. By choosing a. set of parameters within 
the intersection of the two regions, near-optima.I performance 
ca.n be achieved in most cases. 

4. COMPUTATION TIME OPTIMIZATION 

Let us describe the algorithm for multiplying Aik and 

do r=l,m3 

do s=l,m 1 

do t=l,m2 

c,,, =c,,, +aa,t b,,, 
end do 

"'.here c,., a,1 a.nd b1, denote the elements of C;;• Aii respec­
tively Bi.;· 

We introduce parallelism by performing the r-loop con­
currently on a.II p processors using vectorization for the s-loop 
in ea.ch of them. Ea.ch processor computes an m2-a.dic 



operation, the product of the submatrix Ail: with a column of 

Bk;· 
Let us analyze the effect of varying the three parameters 

on the performance of this kernel, in order to determine gen­
eral guidelines for the best choice of m11 m2 and m3: 

(1) Since the operations on the columns of the submatrices 
of A are vector operations of length m 11 m 1 should be 
chosen as large as possible. For CRAY-like computers 
however it is preferable to choose m 1 as a multiple of 
the length of a vector register. 

(2) Since each processor computes a linear combination of 
m2 columns of Aik• we observe here the effect of the 
m2-adic operation. The performance is an increasing 
function of m2, and as shown in [3][4] performance close 
to the peak is obtained for small values (less than 50) of 
m2; for example, an optimal value of 16 has been 
observed for CRAY, and 32 for the ALLIANT FX/8. 

(3) Since we operate simultaneously on the columns of the 
submatrices of B, the peak performance is reached when 
m3 is a multiple of the number of processors, i.e. the 
computational load is perfecly distributed among the 
processors. 

Another possibility would be to introduce concurrency 
as well as vectorization for one loop, e.g. the s-loop. The 
disadvantage of this method is that a large value of m1 may 
be required to achieve good performance in the submatrix 
operations. This tends to conflict with the data locality 
requirements. 

We will not consider the problem of how to obtain a 
minimal T8 any further here as it is too computer dependent. 
A practical approach for the ALLIANT FX/8, however, is 
given in [10], a more general approach might be to use a more 
precise parametrization of vector and parallel processors as in 
[9], however it will only modify slightly our main results. 

5. MINIMIZATION OF THE TRANSFER TIME 

In this section, we determine the optimal values for sub­
matrix sizes in order to minimize the number of data loads 
from main memory. For doing this, it is necessary to express 
the number of data loads as a function of the submatrix sizes. 
We will consider first the case of large n 1, n 2 and n 3, since 
for small n 11 n 2 and n3 all three matrices can be kept in the 
cache. 

In order to determine the total number of loads into the 
cache by using the given partitioning scheme we assume the 
following: 

(1) 

(2) 

Multiplication of the single blocks Ail: and Bk; is per­
formed according to the method described in section 3. 

Each block C;; is loaded into the cache only once and 
kept there for the duration of the k-loop. 

(3) The blocks A;k and Bk; have to be loaded each time 
they are involved in a submatrix multiplication. 

Assumption (2) results from the order of the loops that 
we chose. C;; is independent of the inner loop. If we reorder 
the loops and choose e.g. the j-loop as the inner loop, A;k 

could be kept in the cache. 
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Now the number of loads for computing each submatrix 
C;; is m1n 2-tm 3n2-tm 1m3 and therefore the total number of 
loads for computing C is 

m1-+ma 
(5.1) 

m1m3 

Note that l is of the same order of magnitude as the number 
of floating point operations for this matrix multiplication: 
f I =2n 1 n 2n3. This is not the case if the three matrices A, B 
and C are small enough to be kept in the cache during the 
computation of C, where the number of loads equals the total 
number of data elements: n 1n 2-l-fl 2n 3-l-fl 1n 3. 

Since n 1, n 2 and n 3 are given, the problem of minimiz­
ing l is reduced to minimizing 

m1+m3 1 1 
p= =-+- (5.2) 

under the constraint 

(5.3) 

where CS denotes the cache size. Inequality (5.3) is justified 
by regarding hypotheses (2) and (3), and by assuming that 
the submatrix multiplication is performed so that Ail: is 
swept columnwise. In this case only p row elements of Bk; are 
used at the same time and are not needed afterwards hence, 
they are neglected in (5.3). If m3=p, A;k can also be 
neglected, but since a small ni3 will lead to a bad data local­
ity, as can easily be verified, we concentrate here on the case 
ma>P· 

The solution of (5.2) that can be obtained by assuming 
equality in (5.3) gives us the following estimate of the optimal 
parameters as a function of m2 and the cache size CS: 

cs 
ml~ 

m2+VCS (5.4) 

The optimal p is then given by 

m2 2 
Popi~--+--. 

cs '\/CS 
(5.5) 

(5.4) requires m1 and ma to be large which fits well the con­
straints for the computation time. (5.5) indicates that the 
effect of m2 is not dominant, allowing us to choose m2 large 
enough to get an efficient m2-adic operation. 

Note also that enlarging the cache by a factor of 4 leads 
to reducing Popi only by a factor of 2. 

Let us consider the case where one (or two) of the three 
parameters n 11 n2 and na is (are) small. In these cases at 
least one of the matrices to be multiplied is either tall and 
narrow or short and wide, i.e. ''very" rectangular. The idea 
here is to choose the small dimensions as submatrix sizes: i.e. 
when n; is small, set m;=n;, i =1,2 or 3. The optimal 
parameters m1, m2, ma and l for these cases can be derived 
according to the standard case. It can easy be verified that in 
these cases l is close to the lower bound achievable (i.e. each 
matrix has to be loaded yat least once). For the cases where 
one parameter is small, the optimal parameters and the 
corresponding l are given in Table l. 



ll1 

small 

n2 

small 

R3 

small 

m, m2 mg I 

OS (1+ n~ )n2na+n1n3 "1 m2 --m2 
"1 OS-n 1m2 

OS ( n: +tl2P) -- "2 ma 1+--;-- n 1n3+n 2n 1 
n2+fl 

OS ( n: +m2n3 ) --- m2 R3 1+ OS n1n2+n1ns 
m2+ns 

Table 1. Parameters for rectangular matrices 
(one matrix size small) 

8. COMPUTATIONAL RESULTS 

In this section, we apply the theoretical results obtained 
above to the ALLIANT FX/8. We deal only with the case 
where n 1, n2 and n3 are large. 

Let us determine here our optimal partitioning. A good 
choice seems to be m1=96, m2=32 and m3=128. Note that 
m1 is a multiple of the length of a vector register, m2 the 
optimal value for the m2-adic operation and m3 a multiple of 
the number of CE's. Fig.7 shows the experimental results for 
our optimal partitioning and for two other partitionings 
achieving the same kernel performance as the optimal one but 
involving a larger number of loads. We can observe, as 
predicted by the theory a good correspondence between the 
decrease of the value p (p=0.15625, for m1=32 and m3=8; 
p=0.03125, for m1=m3=32; and p=0.01823, for m1=96 and 
m3=128) and the improvement in performance. Also note 
that our optimal partitioning achieves a constant high perfor­
mance for a large range of matrix sizes. 

MFLOPS 

31 

30 

29 p=0.01823 

28 

27 p=0.03125 

26 

25 

24 

23 

22 

21 p=0.15625 

20 

19 

96 256 512 768 1024 n 

Fig. 2. Performance of the multiplication of two square 
matrices of order n 
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Abstract - - We present two parallel algorithms 
based on Jacobi's method for real symmetric matrices 
to determine the complete eigensystem of a dense real 
symmetric matrix and the singular value 
decomposition of rectangular matrices on a 
multiprocessor. Our intent is to study the advantages 
of using Jacobi and Jacobi-like schemes over new and 
existing EISP ACK and LINP ACK routines on an 
Alliant FX/8 computer system. For the dense 
symmetric eigenvalue problem, we show promising 
results for small-order matrices. A "one-sided" 
Jacobi-like algorithm which produces the singular 
value decomposition of a rectangular matrix is shown 
to provide superior performance for rectangular 
matrices in which the number of rows is much larger 
than the number of columns. 

1. Introduction 

Consider the standard eigenvalue problem 

Ax=Ax (1.1) 

where A is a real n X n dense symmetric matrix. One 
of the best known methods for determining all the 
eigenvalues and eigenvectors of (1.1) was developed by 
the nineteenth century mathematician, Jacobi. We 
recall that Jacobi's sequential method reduces the 
matrix A to diagonal form by an infinite sequence of 
plane rotations 

T 
Ak+l = UkAkUk, k = 1,2, · · ·, 

where A 1 =A and Uk= Uk{i,j,B;~) is an orthogonal 
plane rotation matrix which deviates from the identity 
matrix only in the elements 

k k k k k .k 
U;;=Ujj=Ck=cos(B;j) and U;j=-Uj;=Sk=sin(l1;;)· 

The angle B;~ is determined so that a;~+l = aJ;+l = 0. It 
can be shown that for i < j 

and hence the annihilation of a;~+l requires 
k 

k 2a;j 
tan 2l1ij = 

k k 
a;; - a;; 

where B;~ is chosen such that Ill;~ I :s; :ir/4. 
For numerical stability, we determine 

rotation by 

1 
ck = , and sk = cktk, 

Vi+t; 

the plane 

(1.2) 

where tk is chosen as the smaller root (in magnitude) 
of the quadratic equation 

2 k 
tk +2aktk - 1 = 0, ak =cot 20;;-

Hence, tk may be written as 

(sign ak) 
tk = 

lakl+~ 
(1.3) 

With each Ak+l remaining symmetric and differing 
from Ak only in rows and columns i and j, the 
modified elements are 

and 

k+l k k 
ajr = -sk air +ck ajr. 

where r ¥- i ,j. If we represent Ak by 
T 

Ak =Dk +Ek +Ek 

(1.4) 

(1.5) 

(1.6) 

where Dk is diagonal and Ek is strictly upper 
triangular, and 
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(1.4) and (1.5) it follows that 
2 2 k 2 

"'i+1 = "1, - (a;;) ' 

and 
2 2 k 2 

<THI = uk + (a;;) · 

If at each step k we annihilate an element a;~ which is 
at least of average magnitude, i.e.; 

k 2 2 2 
(a;;) 2:: --"'i, 

n(n-1) 

then 

2 ~ (1--2 ),,} 
"'i+i n(n-1) --t, 

and Ak approaches the diagonal matrix 
A= diag(\,\, · · · ,\). Similarly, (Uk· · · U2U1)T 

approaches a matrix whose j-th column is the 
eigenvector corresponding to A; . 

Several schemes are possible for selecting the 
sequence of elements a~. to eliminate via the plane 

•J 
rotations Uk. Unfortunately, Jacobi's original scheme, 
which consisted of sequentially searching for the 
largest off-diagonal element, is too time consuming for 
implementation on a multiprocessor. Instead, a 
simpler scheme in which the off-diagonal elements 
( i ,j) are annihilated in the cyclic fashion 
(1,2),(1,3), · · · ,(1,n); (2,3), · · · ,(2,n); · · · ; (n-1,n) is 
certainly more suitable. We refer to each sequence of 
n rotations as a sweep. Quadratic convergence for 
this sequential cyclic Jacobi scheme has been well 
documented, see [13] and [15]. Convergenci usuallf 
occurs within 6 to 10 sweeps, i.e. from 3n to 5n 
Jacobi rotations. 

A parallel version of this cyclic Jacobi algorithm 
is obtained by the simultaneous annihilation of several 
off-diagonal elements by a given Uk rather than only 
one as is done in the serial version. For example, let 
A be of order 8 and consider the orthogonal matrix Uk 
as the direct sum of 4 independent plane rotations in 
Figure 1, where the c;'s and s;'s for i = 1,2,3,4 are 
simultaneously determined. 

_l -2.. _J!_ --4c 5 6 _1 _£ 

:J.++1 
4 -s2--c, 

5 

l~·· 6 

7 -•3-t-C3 I 
8 -s,--c, 

Figure 1. Sample Uk of Multiprocessor 
Jacobi Algorithm for n = 8. 
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Then, 

Uk = Rk(l,3) E8 Rk(2,4) E8 Rk(5,7) E8 Rk(6,8), 

where Rk( i ,j) is that rotation which annihilates the 
( i ,j) off-diagonal element. If we consider one sweep to 
be a collection of orthogonal similarity 
transformations that annihilate the element in each of 
the n(n-1)/2 off-diagonal positions (above the main 
diagonal) only once, then for a matrix of order 8 the 
first sweep will consist of 8 successive Uk's with each 
one annihilating 4 elements simultaneously. For the 
remaining sweeps, the structure of each subsequent 
transformation Uk, k > 8 is chosen to be the same as 
that of UJ where j = 1 +(k-1) mod 8. In general, 
the most efficient annihilation scheme consists of 
(2r -1) similarity transformations per sweep, where 
r = l(n+l)/2J, in which each transformation 
annihilates different l n /2 J off-diagonal elements, see 
[10]. Although several annihilation schemes are 
possible, the Multiprocessor Jacobi Algorithm we 
present in the next section utilizes an annihilation 
scheme which requires a minimal amount of indexing 
for computer implementation. Whereas Brent and 
Luk [2] have demonstrated the implementation of 
similar Jacobi schemes using systolic arrays on a 
multiprocessor, the success of using block-matrix 
Jacobi schemes on a linear array of processors has also 
been shown (see [14]). However, the algorithms 
presented in this paper have yet to be implemented 
with blocking techniques suitable for the Alliant FX/8 
computer. 

2. A Multiprocessor Jacobi Algorithm 

The algorithm we present requires n similarity 
transformations per sweep for ·a dense real symmetric 
matrix of order n (n may be even or odd). Each Uk is 
the direct sum of either Ln/2J or L(n-1)/2J plane 
rotations, depending on whether k is odd or even, 
respectively. 

Algorithm 1. 

Step 1 (Apply orthogonal similarity transformations 
via Uk for current sweep) 

I.a Fork =1,2,3, ... ,n-1 (serial loop) 
Simultaneously annihilate elements in 
positions (i,j), where 

{ i. =1,2,3, ... , rc~-k)/21 

J =(n-k+2)-i 

and fork> 2 

{
i =(n-k+2), (n-k+3), ... , n- lk/2J 

j =(2n-k+2)-i 



1.b Fork =n 
Simultaneously annihilate elements in 
positions ( i ,j), where 

{ i. =2,a .... , r ~121 
J =(n+2)-a 

Step 2 (Convergence test) 

2.a Compute llDkllF and llEkllF as in (1.6). 

II Ek HF 
2.b If --- < (tolerance), then stop. 

II Dk HF 
Otherwise, go to Step 1 to begin next 
sweep. 

The annihilation patterns for n =8 is shown in Figure 
2, where the integer k denotes an element annihilated 
via Uk. 

x 7 6 5 4 3 2 1 

x 5 4 3 2 1 8 

x 3 2 1 8 7 

x 1 8 7 6 

x 7 6 5 

x 5 4 

x 3 

x 

Figure 2. Annihilation Scheme J or 
Multiprocessor Jacobi Algorithm. 

In the annihilation of a particular ( i ,j) element in 
Step 1 above, we update the off-diagonal elements in 
rows and columns i and j as specified by (1.4) and 
(1.5) in Section 1. With regard to storage 
requirements, it would be advantageous to modify 
only those rows or column entries above the main 
diagonal and utilize the guaranteed symmetry of Ak. 
However, to take advantage of the vectorization 
supported by the Alliant FX/8 computer system, we 
disregard the symmetry of ~ and operate with full 
vectors on the entirety of rows and columns i and j in 
(1.4) and (1.5) i.e., we are using a full matrix scheme. 
To avoid the necessity of synchronization on the 
Alliant FX/8, all row changes specified by the l n /2 J 
or l(n-1)/2J plane rotations for a given Uk are 
performed concurrently with one processor updating a 
unique pair of rows. After all row changes are 
completed, we perform the analogous column changes 
in the same manner. The product of the Uk's, which 
eventually yields the eigenvectors for A, is 
accumulated in a separate two-dimensional array by 
applying (1.4) and (1.5} to then X n identity matrix. 

In Step 2, we monitor the convergence of the 
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algorithm by using the ratio of the computed norms to 
measure the systematic decrease in the relative 
magnitudes of the off-diagonal elements with respect 
to the relative magnitudes of the diagonal elements. 
For double precision accuracy in the eigenvalues and 
eigenvectors, a tolerance of order 10-16 will suffice for 
Step 2.b. If we assume convergence, this 
multiprocessor algorithm can be shown to converge 
quadratically by following the work of Henrici [5], and 
Wilkinson [15]. In the next section, we discuss the 
adaptation of a ''one-sided" Jacobi algorithm to 
compute the singular value decomposition on a 
multiprocessor. 

3. Singular Value Decomposition 

Suppose A is a real m X n matrix with m > > n. 
The singular value decomposition of A can be defined 
as 

(3.1) 

where UTU = VTV =I,, and E = diag(u1, • · • ,un)· 
The orthogonal matrices U and V define the 
orthonormalized ei&invectors associated with the n 
eigenvalues of AA and AT A, respectively. The 
singular values of A are defined as the diagonal 
elements of E which are the nonnegative square roots 
of the n eigenvalues of AA T. 

As indicated in [11] for a ring multiprocessor, 
using a method based on the one-sided iterative 
orthogonalization method of Hestenes (see also [7] and 
[9]) is an efficient way to compute (3.1). Luk 
recommended this scheme for the singular value 
decomposition on the Illiac N in [8], and systolic 
algorithms associated with this scheme have been 
presented in [2] and [1]. We now consider a few 
modifications to the scheme discussed in [11] for the 
determination of (3.1) on the Alliant FX/8. 

Our main goal is to determine an orthogonal 
matrix V as a product of plane rotations so that 

AV= Q = (q1,q2·'1a· ... ,qD) ' (3.2} 

and 
T 2 

q, qJ = O'; 6;; 

where the columns of Q, q1, are orthogonal, and 6;; is 
the Kronecker delta. We then may write Q as 

Q = UE with UTU =I,, 

and hence 

A=UEVT 

Thus, we can obtain (3.1) if we can determine the 
matrix V in (3.2). 

·we construct the matrix V via the (i,j) plane 
rotation 

[c -s1 
(a,,93) 8 c = (i.i,i.J) i < j 



so that 

(3.3) 

where a, designates the f-th column of matrix A. This 
is accomplished by choosing 

c =[~rand 8 = L:l iffj>O I (3.4) 

or 

8 =[::rand c = L:l iff3<0 I (3.5) 

where a= 2 a, TaJ, (3 = Ila, 1r -Hal Ir, and 7 = (a2 +/f) ¥z. 

Note that (3.3) requires the columns of Q to decrease 
in norm from left to right, and hence the resulting O"; 

to be in monotonic non-increasing order. To 
orthogonalize the columns of A there are certainly 
several schemes that can be used to select the order of 
the ( i ,j) plane rotations. Following the annihilation 
pattern of the off-diagonal elements in the sequential 
Jacobi algorithm mentioned in Section 1, we could 
certainly orthogonalize the columns in the same cyclic 
fashion and thus perform the one-si<ied 
orthogonalization serially. This process is iterative 
since orthogonality between columns established in 
one rotation may be destroyed in subsequent 
rotations, and convergence is governed by the column 
norm ordering in (3.3). Each sweep consists of the 
n ( n -1 )/2 plane rotations selected in cyclic fashion. 
Due to the similarity with the sequential cyclic Jacobi 
algorithm for real symmetric matrices and the 
postmultiplication of matrix A only, we refer to this 
procedure as a ''one-sided" Jacobi method. 

By implementing the annihilation scheme of the 
Multiprocessor Jacobi Algorithm presented in Section 
2 as the orthogonalization scheme for the one-sided 
Jacobi method discussed above, we obtain a parallel 
algorithm for computing the singular value 
decomposition on a multiprocessor. For example, let 
n = 8 and m > > n so that in each sweep of our One­
Sided Multiprocessor Jacobi Algorithm we 
simultaneously orthogonalize pairs of columns of A 
according to the diagram in Figure 2. In other words, 
for n =8 we can orthogonalize the pairs (1,8), (2,7), 
(3,6), (4,5) simultaneously with the postmultiplication 
of matrix vl which consists of the direct sum of 4 
plane rotations. In general, each V k will have the 
same form of Uk in Figure 1 so that at the end of any 
particular sweep s; we have 

and hence 

v. =V1Y2 ... VD I 
i 

(3.6) 

where t is the number of sweeps required for 
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convergence. We present a formal description of this 
algorithm in the next section. 

4. A One=Sjded Multiprocessor Jacobi Algorithm 

This algorithm is an adaptation of the 
Multiprocessor Jacobi Algorithm from Section 2 for 
the singular value decomposition of real m X n 
matrices, A, where m >> n. Each Vk is the direct 
sum of either l n /2 J or l ( n -1 )/2J plane rotations, 
depending on whether k is odd or even, respectively. 

Algorithm 2. 

Step 1 (Postmultiply matrix A by orthogonal 
matrix V k for current sweep) 

1.a Initialize the convergence counter, istop, 
to zero. 

1.b Fork =1,2,3, ... ,n-1 (serial loop) 
Simultaneously orthogonalize the column 
pairs (i,j), where i and j are given 
by 1.a in Step 1 of Algorithm 1. , 

provided that for each ( i ,j) we have 
T 2 

(a, al) 
> (tolerance) . (4.1) 

Note: if (4.1) is not satisfied for any 
particular pair ( i ,j), then istop is 
incremented by 1 and that rotation is not 
performed. 

1.c Fork =n 
Simultaneously orthogonalize the column 
pairs ( i ,j), where i and j are given 
by 1.b in Step 1 of Algorithm 1. 

Step 2 (Convergence test) 

If istop = n(n-1)/2, then compute 
O"; = "\/tA 1 A);; , i = 1,2, ... ,n, and stop. 

Otherwise, go to beginning of Step 1 to start 
next sweep. 

In the orthogonalization of columns in Step 1 we 
are implementing the plane rotations specified by (3.4) 
and (3.5), and hence guaranteeing the ordering of 
column norms and singular values upon termination. 
Whereas the Jacobi algorithms of Sections 1 and 2 
must update rows and columns following each 
similarity transformation, this one-sided scheme. 
performs only postmultiplication of A by each Vk and 
hence the plane rotation ( i ,j) changes only the 



elements in columns i and j of matrix A. The 
changed elements can be represented by 

k~ k k ( ) a, =ca, +saJ , 4.2 

k+l k k ( ) aJ = -sa, +caJ , 4.3 

where a, denotes the i-th column of matrix A, and c, 
s are determined by either (3.4) or (3.5). Since no row 
accesses are required and no columns are 
interchanged, one would expect good performance for 
this method on a machine such as the Alliant FX/8 
which can apply vector operations to compute (4.2) 
and (4.3). As with the Multiprocessor Jacobi 
Algorithm in Section 2, no synchronization among 
processors is required for the implementation on 
multiprocessors. Each processor is assigned one 
rotation and hence orthogonalizes one pair of the n 
columns of matrix A. 

Following the convergence test used in [9], in 
Step 2 we count the number of times the quantity 

T 
a1 aJ 

(4.4) 
T T 

( a1 a1)( aJ aJ) 

falls, in any sweep, below a given tolerance. The 
algorithm terminates when the counter istop reaches 
n(n-1)/2, the total number of column pairs, after any 
sweep. Upon termination, the matrix A has been 
overwritten by the matrix Q from (3.2) and hence the 
singular values u; can be obtained via the n square 
roots of the diagonal entries of AT A. The matrix U in 
(3.1), which contains the left singular values of the 
original matrix A, is readily obtained by scaling the 
resulting matrix A (now overwritten by Q = UE) by 
the singular values u;, and the matrix V, which 
contains the right singular vectors of the original 
matrix A, is obtained as in (3.6) as the product of the 
orthogonal Vk's. This product is accumulated in a 
separate two-dimensional array by applying the 
rotations specified by (4.2) and (4.3) to the n X n 
identity matrix. It is important to note that the use 
of the ratio in (4.4) 'is preferable over the use of a,TaJ, 
since this dotproduct can be necessarily small for 
relatively small singular values. On the Alliant FX/8 
computer, the number of sweeps required for 
convergence using (4.4) ranged between 3 to 8 for a 
tolerance of order 10-14• 

Although we have restricted our discussion of the 
One-Sided Multiprocessor Jacobi Algorithm to the 
singular value decomposition, this method is certainly 
applicable for solving the eigenvalue problem (1.1) for 
real nonsingular symmetric matrices. If m = n, A is a 
positive definite matrix, and Q is given by (3.2), it is 

not difficult to show that lu; = >.; . 
i = 1,2, ... ,n , 

q, 
x,=-

A; 
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where A, denotes the i -th eigenvalue of A, x1 . the 
corresponding normalized eigenvector, and 'Ii the i -th 
column of matrix Q. 

Two advantages of this one-sided Jacobi scheme 
over the "two-sided" Jacobi method discussed in 
Section 2 are that no row accesses are needed and that 
the matrix V need not be accumulated. Before 
discussing the performance of the Jacobi algorithms on 
the Alliant FX/8 computer, we present an overview of 
the architectural and software characteristics of the 
Alliant FX/8 computer in Section 5. 

5. The Amant FX/8 

Both multiprocessor Jacobi algorithms described 
thus far have been implemented along with several 
new and existing EISP ACK and LINP ACK routines 
on an Alliant FX/8 computer at the Center for 
Supercomputing Research and Development, 
University of Illinois at Champaign-Urbana. On the 
FX/8 computer, 8 computational elements (CEs) 
deliver 94.4 MFLOPS (millions of floating point 
operations per second) peak single precision (32-bit) 
vector, 46 MFLOPS peak double precision (64-bit) 
vector, and 35 MIPS (millions of instruction~ per 
second) scalar perform!J.nce. Each CE . 1s a 
microprogrammed general purpose computer with a 5 
stage pipelined instruction processor; a pipelined 
vector and floating-point unit; eight 64-bit, 32 element 
vector registers; a 16 KB (kilobyte) instruction cache 
and concurrency control hardware. Parallel processing 
is achieved by the application of all processors in the 
computational complex to the execution of a single 
program. 

The memory of the Alliant FX/8 consists of a 
physical memory which is expandable to 64 MB 
(megabyte) in 8 MB modules, and 2 expandable cache 
systems that support the CEs. Four-way interleaving 
on each physical memory module permits any module 
to supply the full memory bus bandwidth of 188 MB­
per-second on sequential read access (and 150 MB­
per-second on sequential write access). The cache 
systems use a write-back architecture to reduce 
memory bus traffic, and the computational processor 
cache expands to a four-way interleaved, 128 KB 
physical memory buffer that allows up to eight 
simultaneous accesses in each 170 nanosecond cycle. A 
crossbar interconnect links the computational 
processor cache to the CEs and dynamically connects 
any CE to any cache port at 376 MB-per-second 
sustained bandwidth. 

6. Performance On The Amant FX/8 

In this section we evaluate the performance of our 
two multiprocessor Jacobi algorithms on the Alliant 
FX/8. For comparison purposes, we refer to the 



Multiprocessor Jacobi Algorithm from Section 2 as 
MUJAC, and the One-Sided Multiprocessor Jacobi 
Algorithm from Section 4 as OMJAC. All experiments 
on the Alliant FX/8 were performed using 64-bit 
double precision floating-point numbers. For Figures 
3 and 4 we solve the dense symmetric eigenvalue 
problem 

AX=XA, (6.1) 

where A= [a;; J is n X n and a;; = dfloat [ max(i,j) ]. 

In Figure 3 we plot the number of MFLOPS 
achieved by the Alliant FX/8 when MUJAC and 
OMJAC are used to compute eigenvalues and 
eigenvectors for matrices of order n. While MUJAC 
and OMJAC are implemented completely in 
FORTRAN, MUJAC(A) and OMJAC(A) use 
ASSEMBLER subroutines to compute the row and 
column updates as well as column inner products. 
The decrease in performance for MUJAC and OMJAC 
for matrix orders greater than 100 can be greatly 
attributed to the memory limitations of the 
computational processor cache described in Section 5, 
i.e., double precision two-dimensional arrays of order 
100 or greater cannot be stored continguously in the 
128 KB cache. Although peak performance of 12 and 
17 MFLOPS for MUJAC and MUJAC(A) for n = 50 
were much larger than the 11 and 14 MFLOPS for 
OMJAC and OMJAC(A), the variation from the peak 
performance for all n was certainly much smaller for 
the latter pair. Since the number of multiplications 
required by MUJAC to determine and perform a 
rotation (on a full matrix) is twice that of OMJAC, we 
would expect that OMJAC would require only one­
half the computational time that MUJAC does. This 
was usually the case when both algorithms were used 
to compute eigenvalues and eigenvectors for dense 
symmetric matrices. Although MUJAC is generally 
50% slower than OMJAC, the potential for 
vectorization per rotation is much greater for MUJAC 
and thus we obtain the disparity in MFLOPS between 
the algorithms for n :::; 200. 

MFLOPS 
18~~~~~~~~~~~~ 

.... ., o---a MUJAC 

10 .... ......_......_ =~Mi~g!Al 
.......... • ........ oQMJAC(A) 

...... 
14 ............................ -.:.:::::::~.;:,,,,_,,=~~:~::::.::~:::: 

12 

10 

100 150 200 250 300 350 400 n 

Figure 9. Performance of Jacobi Schemes 
on Alliant FX/8. 
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For Figure 4, let t 8, t0 , and t1 represent the execution 
time on 8 processors with vectorization, 1 processor 
with vectorization, and 1 processor with only global 
optimization, respectively, and define 

tg tg 
0'0• = - and u. = - , 

t, t. 

where u •• represents speed-up for vectorization and 
concurrency, and u. represents speed-up for 
concurrency only. From the graphs in Figure 4, we 
observe that MUJAC can maintain a larger u.. than 
OMJAC for n < 400, and yet u. for MUJAC 
decreases immediately from its peak of 5 at n = 50. 
Vectorization is the major reason for this result. 
Comparing the values of u.. and u. for MUJAC and 
MUJAC(A), we notice that u •• ~ 2 xu., and so we can 
increase the speed-up of MUJAC and MUJAC(A) by a 
factor of 2 if we use vectorization. However, for 
n > 100 we observe the memory limitation of the 
computational processor cache by the sharp declines in u.. and u. for both MUJAC and MUJAC(A). These 
declines are due not only to the cache memory 
limitiations incurred by large n, but also to the row 
accessing that must be done by MUJAC. OMJAC and 
OMJAC(A), on the other hand, do not show such 
sharp declines in u.. and u., and so the cache effect is 
not nearly as great when only column accesses are 
required. For OMJAC and OMJAC(A) we note that 
the graphs of u •• and u. are very similar, and so the 
vectorization effect is not as substantial as it was for 
MUJAC. However, where in the case of MUJAC and 
MUJAC(A) we can expect the speed-ups u •• and u. to 
significantly drop for large n, OMJAC and 
OMJAC(A) show little variation from their peak 
performance for large n. In fact, OMJAC(A) is nearly 
ideal in that it maintains a speed-up close to 8, the 
number of processors, for all n. 

12 
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lit-EMUJAC 
a-eOMJAC 
D"""'MUJAC(A) 
..... ..,QMJACA) 
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50 100 150 200 250 300 350 400 50 100 150 200 250 300 350 400 D 

Figure 4. Speed-ups for concurrency with 
and without vectorization on Alliant FX/8. 



7. Comparisons With EISPACK and J,JNPACK 

We now ·compare the performance in speed and 
accuracy of MUJAC and OMJAC with that of new 
and existing EISP ACK and LINP ACK routines on the 
Alliant FX/8. For the dense symmetric eigenvalue 
problem we first compare MUJAC, OMJAC, and 
TRED2+TQL2 from EISPACK [12]. In order to 
compare a set of highly efficient subroutines that are 
optimized for vector as well as parallel processing, we 
compare MUJAC(A) and OMJAC(A) which use 
ASSEMBLER routines for applying rotations and 
computing dotproducts, with TQL2 and the new 
matrix-vector implementation of TRED2, TRED2V, 
developed by Dongarra et al. in [4]. On the Alliant 
FX/8, MUJAC(A) and OMJAC(A) are 30% faster 
than MUJAC and OMJAC, and TRED2V is on 
average 40% faster than TRED2. In Figure 5, we 
compare the timing of these three algorithms on 8 CEs 
with full optimization (global and vector) for 

AX=XA 

where A=[a;;] is n X n and 
a;;= dfloat [(i+j-1)/n ]. 

The largest n for which MUJAC(A) executed 
faster than TRED2+TQL2 was !JO, while OMJAC(A) 
consistently out-performed the other two algorithms 
and required only one-half the execution time of the 
EISP ACK routines for each n. For n ;=:: 100 we 
exceed the Alliant FX/8's cache memory capability 
and consequently obtain sharper increases in time 
especially for MUJAC(A). Convergence for both 
MUJAC(A) and OMJAC(A) occurred after 3 to 4 
sweeps, and for each n the order of accuracy in the 
eigenvalues and eigenvectors computed by these 
Jacobi algorithms was identical to that obtained by 
TRED2V + TQL2. 
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6 ..-~~~~~~~~~~~~ 
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Figure 5. Execution Times /or Highly 
Optimized Routines. 
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For any symmetric matrix of order greater than 100, 
the advantage of using MUJAC (and OMJAC) rather 
then TRED2+ TQL2 will primarily depend on whether 
or not convergence can be obtained within 2 to 3 
sweeps. This rate of convergence is more prevalent 
not only in the more diagonally dominant matrices 
but also in symmetric matrices with a large number of 
multiple eigenvalues (see [16]). 

For the singular value decomposition of a real 
m Xn matrix A (m >> n) 

A =UEVT, 

where UTU = VTV = 1n• and E = diag(uv · · · ,uN), 

we compare the speed and accuracy of OMJAC and 
OMJAC(A) with that of the appropriate routines from 
EISP ACK and LINP ACK, SYD and DSVDC. Recall 
that both routines SVD and DSVDC reduce the 
matrix A to bidiagonal form via Householder 
transformations and then diagonalize this reduced 
form using plane rotations. We will also compare our 
results with OMJAC and OMJAC(A) with the new 
matrix-vector implementation of SVD, SVDV, 
developed by Dongarra et al. in [4], which has been 
demonstrated to achieve 50% speed-up in execution 
time over SVD on machines such as the CRAY-1. 

Suppose that the elements of the m X 32 matrix 
A = [ a;; ] are given by 

a;;= dfloat [(i+j-1)/n J 

for m >> 32, and that we wish to determine all the 
singular values and singular vectors of the matrix A. 
In Figure 6, we present the speed-ups for OMJAC(A) 
over each routine used to compute the singular values 
and singular vectors of the matrix A on the Alliant 
FX/8 with 8 CEs and vectorization for each m. With 
regard to accuracy, OMJAC(A) was somewhat less 
accurate than SVDV and .DSVDC for the smaller 
values of m, but very competitive for m > 512. 

t td t • av 
m 

t t t 
0 0 0 

64 3.57 8.33 1.78 
96 3.57 7.14 1.67 

128 3.33 5.88 1.69 
256 3.85 4.17 1.48 
512 3.45 3.03 1.13 

1024 3.33 2.78 1.42 
2048 3.23 2.38 1.32 
4096 3.23 2.63 1.40 

td = time for DSVDC 
t 0 = time for OMJAC(A) , [ 3 sweeps J 
t 8 = time for SVD 

t 0v = time for SVDV 

Figure 6. Speed-ups for OMJAC{A} on Alliant FX/B 
in Double Precision. 



8. Conclusions 

For solving the dense symmetric eigenvalue 
problem on multiprocessors such as the Alliant FX/8, 
we have presented a parallel algorithm (based on 
Jacobi's method for symmetric matrices), MUJAC, 
that can produce accurate eigenvalues and 
eigenvectors significantly faster than the popular 
EISP ACK routines, TRED2+ TQL2, for matrices of 
order less than 100. We have also presented a Jacobi­
like one-sided multiprocessor algorithm, OMJAC, that 
can be used to solve not only the symmetric eigenvalue 
problem but also the singular value decomposition of 
m X n matrices with m > > n. When used to 
determine eigenvalues and eigenvectors (though 
somewhat less accurate) on the Alliant FX/8, a highly 
efficient implementation of OMJAC using FORTRAN 
and ASSEMBLER, OMJAC(A), executes not only 50% 
faster than MUJAC but also substantially faster than 
the most efficient EISP ACK routines, 
TRED2V+TQL2, for all matrix orders considered. 
When compared with the new and existing EISP ACK 
and LINP ACK routines for computing the singular 
value decomposition, OMJAC(A) is at least 2 to 3 
times faster. 

Future work with the Jacobi algorithms 
presented in this paper will involve the use of blocking 
schemes to optimize MUJAC and OMJAC for better 
cache management of the Alliant FX/8 as the order of 
the matrix gets large. 
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1. I ntroduct fan 

The problem of solving a real, symmetric and 
positive definite matrix of size n, on vector 
computers of type Cray-1 and Cyber-205 is 
considered. Three parallel algorithms based on 
simple Gaussian elimination (hereafter refered to 
as GE algorithm), Gaussian elimination with scaled 
partial pivoting (PGE algorithm) and the Cholesky 
decompositon (LDLT algorithm) are analyzed and 
compared in terms of their speedup and efficiency. 
Actual performance of these three algorithms on 
Cray-1 and Cyber-205 is also included. 

A study based on these algorithms for MIMD 
(multiple-instruction multiple-data) type machines 
is presented by Kumar and Kowalik [4]. Details 
about Cray-1 and Cyber-205 architecture can be 
found in Hockney and Jessehope [2], Kascic [3] and 
Gentzsch [ 1]. 

2. The algorithms 

Six algorithms to solve a randomaly generated 
symmetric positive definite matrix (diagonally 
dominant) in the vector computers Cray-1 and Cyber-
205 are analyzed. These 6 programs are the scalar 
and vectorized version of the GE, PGE and LDLT 
algorithms. The algorithms are arranged in a way so 
that the vectors are contiguous in the memory. 
Thus, 'identical' codes are compared on the two 
machines. 

The first algorithm is the Gaussian 
elimination method (GE) without pivoting. The 
factorization part of the algorithm is as follows: 

For k=l,-----,n-1 do; 
For i=k+l,-----,n do; 

a(i,k):=a(i,kl/a(k,kl 
For j=k+l,-----,n do; 

For i=k+l,-----,n do; 
a(i,j):=a(i,j) -a(i,k)*a(i,j) 

Note that the i loops of the above algorithm 
are the vectorized loops in both machines because 
of parallel computations and contiguous memory 
locations involved. The backward and forward 
substitution in this code are vectorized according 
to the "column sweep" method. It is noticed in the 
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results that the factor, whether the substitution 
is vectorized or not, does no3 affect the CPU time 
much. This is because the O(n l ope2ation counts in 
the factorization dominates the O(n l operation 
counts in the substitutions. 

The second algorithm is essentially the same 
as GE algorithm except we introduce the "scaled 
partial pivoting" strategy. In general, the 
pivoting should give us a more accurate solutions. 
Thus, it is useful to investigate the price of a 
pivoting strategy on the vector machines. In this 
"scaled partial pivoting" strategy, the bookkeeping 
is stored in a vector and used later on in the 
forward substitution. The pivoting is a scalar 
process, therefore in the PGE program only the 
factorization and the backward substitution can be 
vectorized. 

The final algorithm is the CholefkY method 
(LDLT). In this decompositon, A= LDL where L is a 
lower triangular with unit elements and the D is a 
diagonal matrix with positive elements. To avoid 
the square root computation is the reason for 
introducing D matrix. The algorithm is as follows: 

d(l) = a(l,ll 
For i = 2,-----,n do; 
L(i,ll = a(i,l)/d(l) 
For k = 2,-----,n-1 do; 

k-1 
d(k) = a(k,k) - E d(p)*L(k,p)**2 

p=l 
For i = k+l,-----,n do; 

k-1 
L(i,k) = (a(i,k) - E L(i,p)*d(p)*L(k,p))/d(k) 

p=l 
k-1 

d(n) = a(n,n) - E L(n,p)**2*d(p) 
p=l 

The i loops are again the vectorized loops for both 
computers. 

The operation co~nts for sequential GE is n3/3 
while it is roughly n /6 for the Cholesky method. 

3. Computational Results 

The speed up of an algorithm is defined here 



as its the sequential CPU time divided by its 
vectorized CPU time. The normalized CPU time is 
defined as the CPU time divjded by the order of 
operation counts (here is N ). All programs were 
tested on a randomly generated positive definite 
matrix. Table 1 gives the CPU time (in seconds) 
for the GE, LDLT and PGE programs on the Cyber-205 
and the Cray-1 for different values of N. From 
Table 1 we can see there is not much difference in 
the CPU time for the scalar PGE program and the 
scalar GE program(within 10% difference). The 
speed up values on the Cray-1 never exceed 10 while 
the speed up values on the Cyber-205 can be greater 
than 20 (e.g. the GE algorithm for N = 200). 

The speed up factors as functions of the 
matrix size N for all three algorithms on both 
vector machines are shown in Figure 1. The GE 
algorithm has larger speed up compare to the other 
two algorithms on both computers. This may imply 
that the GE algorithm has more parallelism in the 
computations. The GE algorithm in the Cyber-205 
especially has the largest speed up values (e.g. 
maximum speed up of 22.3 for N = 200) except when N 
is very small. On the Cyber-205, the LDLT has 
better speed up than the PGE algorithm ·due to the 
fact that certain percentage of the code in PGE can 
not be vectorized~ The speed up of the LDL T 
algorithm is about the same as the speed up of the 
PGE algorithm in the Cray-1( it ranges from 2 to 5 
from small N to large N ). This probably is due to 
the Cray-1 has better scalar process to handle the 
pivoting. In general, the Cyber-205 has better 
speed up than the Cray-1 especially for large N. 
This means there is a substantial difference in 
program performance as one change from the scalar 
environment to the vectorized environment on the 
Cyber-205. The results are reasonalbe since Cyber-
205 favors long vector length for peak performance 
and its scalar codes do not run as fast as their 
counterparts on the Cray-1. 

Table 1. The CPU time (in seconds) for the vectorized 
and scalar versions of the GE, PGE and LDLT algorithms 
on both vector computers. The S columns are the speed up 
values for the particular algorithm. 

CYBER-205 

PGE LOLT GE 
N SCALAR VECTOR S SCALAR VECTOR S SCALAR VECTOR S 

50 0.033 0.009 3.7 0.023 0.006 3.B 0.029 0.004 6.7 

100 0.236 0.037 6.4 0.170 0.025 7.0 0.221 0.018 12.2 

150 0.765 0.086 8.9 0.56 0.057 9.8 0.73 0.043 16.9 

200 1.99 0.168 11.8 1.335 0.109 12.2 1.853 0.083 22.3 
-------------------------------------------------------------

CRAY-1 
-------------------------------------------------------------PGE LDLT GE 
N SCALAR VECTOR S SCALAR VECTOR S SCALAR VECTOR S 

50 0.025 0.007 3.4 0.015 0.005 3.4 0.022 0.005 4.9 

100 0.175 0.036 4.9 0.106 0.020 5.2 0.161 0.027 6.1 

150 0.594 0.092 6.5 0.322 0.053 6.0 0.532 0.074 7.2 

200 1.381 0.215 6.4 0.74 0.11 6.7 1.278 0.178 7.2 
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Figure 1. The speed up values as a function of 
the matrix size N for the GE, PGE and 
LDLT algorithms on both vector com­
puters. The solid lines are the results 
from the Cray-1. The dashed lines are 
the results from the Cyber-205. 

Figure 2 illustrtes the normalized CPU time as 
a function of the matrix size N. The upper four 
curves are the results of the scalar codes on both 
computers. The PGE results are so close to the GE 
results thus not shown here. The scalar LDLT and GE 
programs run faster on the Cray-1 than on the 
Cyber-205. The scalar LDLT program runs faster 
than scalar GE program in both machines. These 
results are due to better scalar process on the 
Cray-1 and less operations involed in scalar LDLT 
program. We also observe from these scalar curves 
that the Cyber-205 curves reach their asymptotic 
performance with smaller N compare to the Cray-1 
curves. This can be interpreted as the faster 
reach of Cyber-205's scalar optimal efficiency than 
the Cray-1. 

The bottom six curves the Figure 2 are the 
results of the normalized CPU time for the 
vectorized codes on both computers. Non of the 
testing codes reached its asymptotic performance 
for the experimental values of N. The vectorized 
LDLT program runs faster than the vectorized GE 
program on the Cray-1. On the other hand, the 
vectorized GE program performs better than 
vectorized LDLT program on the Cyber-205. Actually 
the vectorized GE performs best on the Cyber-205 
for N greater than 100. The PGE program performs 



better on Cyber-205 than the PGE program on the 
Cray-1 only when N is somewhat greater than 100. 
The bigger size of matrix A provides long length 
vectors, therefore the performance is increased on 
the Cyber-205. 

In all cases, the computed error norms do not 
show significance difference from algorithms to 
algorithms and from machine to machine. If we are 
to solve a positive definite matrix that is not 
diagonally dominant, the accuracy then becomes a 
big concern, and we should use the vectorized PGE 
program. The pivoting stragtegy is cheap in the 
scalar environment (shown in Table 1), but is as 
expensive as the factorization part of the program 
for larger N in the vectorized environments. The 
PGE is not recommended to solve a diagon~lly 
dominant matrix on the vector machines. 

............ GE 
'' ... -------------------------- Time ... , ______________ J..QII________ N3 

25 50 

Figure 2. 

GE 

75 100 125 
N 

The normalized CPU time (in seconds) as 
a function of matrix size N on both 
vector computers. The solid curves are 
from the Cray-1 while the dashed curves 
are from the Cyber-205. The upper 4 
curves are scalar results while the 
lower 6 curves are vector results. 
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4. Conclusions 

A comparative performance analysis of three 
different algorithms to solve a positive definite 
system of linear equations on two vector computers 
is presented. Our experimental results for vector 
computers show that the vectorized Gaussian 
elimination performs best of the three methods on 
Cyber-205 vector computer, whereas the vectorized 
Cholesky method is best suited to Cray-1. All the 
corresponding scalar codes ran faster on Cray-1 
than on Cyber-205. On the other hand, the scalar 
codes reach their optimal asymptotic efficiency 
with smaller matrix size N on the Cyber-205. In 
general,the Cyber-205 has better speed up than the 
Cray-1. The difference in CPU time for scalar PGE 
and GE programs on both machines were negligible. 
The price of the pivoting in PGE program can be as 
expensive as the factorization part of. the GE 
program in the vectorized environment. 
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Abstract 

Seve~al combinatorial optimization problems are 
known to be NP-complete. AB a consequence, fast parallel 
algorithms for finding optimal solutions for such problems 
using a polynomial number of processors are unlikely. An 
important practical approach to solving such problems on 
parallel machines is to seek approximate algorithms for 
them. In this paper, we present an approximate algorithm 
for the 0-1 knapsack problem on the parallel random 
access machine model. Our algorithm takes an f, 0 < f < 
1, as an input parameter and finds a solution such that the 
ratio of its deviation from the optimal solution is at most 

£. Our algorithm requires O(log3n + log2nlog.!.) time and 
€ 

n2.S 
uses at most 15 processors. In contrast to a naive algo-

f . 

rithm that requires significantly more processors, our algo­
rithm exploits the relationship among the sets of solutions 
to the problem generated in the intermediate steps to 
reduce the number of solutions considered. This in turn 
results in a reduction in the processor requirements. 

1. Introduction 

There is a growing interest in the design of parallel 
algorithms for SIMD machines. In particular, the design of 
SIMD computer algorithms for problems such as sorting, 
matrix computations, and graph and network computa­
tions has received widespread attention. In contrast, very 
little attention has been paid to designing SIMD computer 
algorithms for such combinatorially hard problems as 
knapsack problems, vertex covering, and set covering. In 
this paper we will describe an approach to the design of 
parallel algorithms for one such problem, namely, the 0-1 
knapsack problem (see Section 2 for definition). This prob­
lem is known to be NP-complete [GJ79] and as a conse­
quence, a polynomial time parallel algorithm that finds an 
optimal solution using a polynomial number of processors 
is unlikely. An important practical approach to solving 
such problems has been to design fast algorithms that find 
approximate instead of optimal solutions. Here we present 
parallel algorithms for finding approximate solutions to the 
knapsack problem. 

twork supported in part by grants from the National Science Foundation 
tq the Machine Intelligence and Pattern Analysis Laboratory. 
+present Address - Department of Computer Science, SUNY at Stony Brook, 

Stony Brook, NY. 11794. The work of the second author supported in part by 
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Several approximate algorithms on sequential 
machines for various NP-complete problems have been 
reported ·(see [GJ76] for a bibliography of some early 
work). Many of these algorithms use a greedy strategy 
[HS78, Chapter 4). It has been shown by Anderson and 
Mayr [AM84] that greedy algorithms for several graph 
problems are inherently sequential and hence, fast parallel 
implementations of these sequential algorithms are 
unlikely. Several approximate algorithms currently known 
appear to be highly sequential and hence, there is a need to 
develop new techniques for finding approximate solutions 
to some of these NP-complete problems on parallel com­
puters. 

The model of parallel computation we use here is a 
parallel random access machine (PRAM) [FW78]. We 
allow several processors to read from the same location 
simultaneously. However, simultaneous writing into the 
same memory location is disallowed. Such a model is usu­
ally known as a concurrent read exclusive write (CREW) 
PRAM. An important goal of research on algorithms for 
this model has been to design poly-logarithmic time (that 
is, O(logkn) for some k) algorithms. The algorithm 
reported in this paper finds an approximate solution to the 
knapsack problem in poly-logarithmic time using a polyno­
mial number of processors. The solution found by our 
algorithm will be worse than the optimal solution by at 
most a factor of €, for any given £ 1 0 < € < 1. Our algo-

rithm requires O(log3n + log2nlog .!_) time and at most 
€ 

n2.S 
l5 processors. A naive algorithm would generate several 
£" 

partial solutions and merge them to obtain the final solu­
tion. As explained in Section 3.3, our algorithm exploits 
the relationship among these partial solutions in order to 
reduce the number of such solutions to be generated. This 
leads to a reduction in the processor requirements of our 
algorithm. The processor bound is established using an 
interesting combinatorial result. 

The only known parallel algorithm for this problem is 
by Peters and Rudolph [PR84]. Their algorithms achieve 
speedups using a limited number of processors by exploit­
ing the explicit parallelism in the inner loop of the sequen­
tial algorithm of Lawler [LE79]. The divide-and-cmiquer 
algorithm presented there uses a simple merging procedure 
and hence requires substantially more processors compared 
to our algorithm. Our attempt .has been to explore new 
properties of the problem that can be exploited in the 
parallel algorithm. 



The rest of the paper is organized as follows. In the 
next section we introduce the knapsack problem. In Sec­
tion 3, we present a parallel approximate algorithm for the 
0-1 knapsack problem. The combinatorial result that is 
made use of in proving the processor bound is also 
presented in that section. Some concluding remarks are 
given in section 4. Several implementation details as well 
as proofs of some theorems are omitted in this preliminary 
report for the sake of brevity. Proofs of other theorems 
are sketched briefly. Complete proofs and other implemen­
tation details will appear in a forthcoming paper [GRK86] 

2. The 0-1 Knapsack Problem 

The 0-1 knapsack problem is defined as follows. We 
are given n elements having positive integer valued profits 
PvP2, · · · ,p0 and positive integer valued weights 
wvw2, · · · ,w0 • We are also given a positive integer valued 
knapsack capacity K and the optimization problem is to 
find a set S s;; {1, 2, ... , n} that maximizes EP; subject to 

the constraint Ew; :5 K. 
iES 

iES 

We can assume that all the weights are at most equal 
to the capacity K. Any solution to the knapsack problem 
is a set of integers which is a subset of the set { 1, 2, ... , n 
}. We will denote the profit of a solution S by P(S) and 
accumulated weight by W(S). Thus, P(S) = EP;. and 

iES 
W(S) = Ew;. S is a feasible solution if W(S) :5 K. A 

iES 
feasible solution s• is an optimal solution if P(S") ~ P(S) 
for any other feasible solution S. We denote the profit of 
an optimal solution by p*. In the rest of the paper the 
term solution will stand for a feasible solution unless expli­
citly stated. 

An approximate solution to the 0-1 knapsack problem 
takes as its input a real number e, 0 < e < 1, and finds a 
solution with profit P such that p• - P :5 eP*. Several 
such algorithms on sequential machines have been reported 
in the past ~K75, LE79, M081, SS75]. Our aim in this 
paper is to design such an approximate algorithm on the 
PRAM model. 

3. Parallel Approximate Algorithm 
In this section we first present a simple parallel algo­

rithm that finds an optimal solution to the problem. How­
ever, this algorithm would require an exponential number 
of processors to find an optimal solution in polynomial 
time. We then outline a scheme for obtaining an approxi­
mate solution in poly logarithmic time using polynomial 
number of processors. This approximate algorithm is 
further refined to obtain a more efficient algorithm with 
reduced processor requirements. 

We will use the following notation in the description 
of the algorithms below. R;, S;, T;, and U; (i = 1, 2, ... ) 
will denote solutions to the knapsack problem and Gil H; (i 
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= 1, 2, ... ) will denote sets of solutions. We will also 
assume, for the sake of simplicity that n is a power of 2. 

All our algorithms use the following dominance rela­
tion between solutions in order to discard partial solutions. 

Definition 
Let S1 and S2 be two solutions. Then S1 < S2 (S2 dom­
inates S1) if P(S1) :5 P(S2) and W(Si) ~ W(S2). 

• 
Observe that if S; < Si and Sk is a solution that is 

disjoint from both S; and Si then S; U St will be dominated 
by Si U Sk. Thus, for every feasible solution that can be 
obtained from S; by adding more elements, there is another 
feasible solution that can be obtained from sj having possi­
bly greater profit. Hence, given any set of feasible solu­
tions, we can remove all solutions from this set that are 
dominated by other solutions in the same set. 

Note that the dominance relation is transitive. Using 
this property, it is easy to show the following. 

Lemma 3.1: Let I be a subset of {1, 2, ... , n} and let G; 
be the set of all feasible solutions that are subsets of I and 
are not dominated by any other subset of I. Let Si be any 
feasible solution that is also a subset of I. Then, either Si 
E G; or there is a solution Sk E G; such that Si < Sk. 

• 
Let F(i,j) denote the set of all feasible solutions that 

are subsets of the set {i, i+l, ... , j} and are not dominated 
by any other feasible solution in the same set. 

3.1. A Simple Exact Parallel Algorithm 
Algorithm 1 below is a simple parallel algorithm for 

finding an exact solution to the 0-1 knapsack problem. 

Algorithm 1 

[1] Call FEASIBLE(l,n) (given below) to find the set 
F(l,n). 

[2] Find the solution with the maximum profit from 
F(l,n) in parallel. 

procedure FEASIBLE(i,j) 

(* This procedure returns the set of solutions F(i,j) *) 

[3] If i = j then return the set containing the solutions <f> 

and {i} with P(ef>) = W(ef>) = O, and P({i}) = Pii 
W({i}) = W;. 

otherwise 

[4] Compute G1 =F(i,(i+j)/2) using FEASIBLE(i,(i+j)/2) 
and G2 = F((i+j)/2 + 1, j) using FEASIBLE((i+j)/2 
+ 1 ,j) in parallel. 

[5] For each S; E G1 do in parallel -

For each Si E G2 do in parallel -
Compute S; U Si. Since this is a disjoint union, 
the profit of S; U Si is P(S;) + P(Sj) and its weight 
is W(S;) + W(Sj)· If W(S;USi) > K then discard 



this infeasible solution, else add it to the set of 
solutions G3. 

[6] Remove all dominated solutions from G3 and return 
the set of solutions thus obtained 

• 
Analysis 

The correctness of the procedure FEASIBLE(i,j) is 
easy to establish using induction on j-i. Clearly, F(i,j) is 
correctly set up when i-j = 0. Assume now that 
FEASIBLE(i,j) returns the set F(i,j) for all values of i-j < 
n-1. Now, let i-j = n-1. Consider any solution S that is 
a subset of {i, i+l, ... , j}. Let the intersection of S with 
{i, ... , (i+j)/2} be S1 and its intersection with {(i+j)/2 + 1, 
... , j} be S2• Since F(i, ... , (i+j)/2) and F((i+j)/2 + 1, ... , j) 
are assumed to be correctly computed by the recursive 
calls, by lemma 3.1, S1 is either present in F(i, ... , (i+j)/2) 
or there is some solution S; in that set that dominates S1. 
In the latter case S will be dominated by S;US2. A similar 
argument can be applied to S2. We can thus show that a 
feasible solution is in the set returned by FEASIBLE(l,n) if 
and only if it is not dominated by any other solution. 

Observe that if two solutions have the same profit 
value, one of them will be discarded because it will be 
dominated by the other. Similarly, if two solutions have 
the same weight, one will be discarded. Thus, there will be 
at most one solution for each integer value of the profit 
and for each value of the weight in the set of solutions 
returned by procedure FEASIBLE. Therefore, there will 
be at most c solutions in these sets, where c = min {P*, 
K}. 

The recursive procedure FEASIBLE goes through Jog 
n stages of recursion. In each stage, step [5] requires 0(1) 
time and c2 processors as we require one processor for each 
pair of solutions S;, Si and there are at most c2 such pairs. 
Step [6] can be executed in O(Jog c) time using c2 proces­
sors as removing the dominated solution involves finding 
the minimum among at most c2 values (details are omitted 
here). Since the two recursive calls in procedure FEASI­
BLE are executed in parallel, at most O(n) sets of solutions 
will be constructed simultaneously. Hence, the total pro­
cessor requirement for generating the set F(l,n) is nc2 and 
the time required is O(Jog nlog c). Finding the maximum 
profit solution from F(l,n) will require O(log c) time and c 
processors and hence the time complexity of Algorithm 1 is 
O(Jog nlog c) and the processor requirement is nc2• 

3.2. Approximation Scheme 
Since c can be arbitrarily large, the time complexity 

of Algorithm 1 is not a true logarithmic function of n and 
the processor requirement is not a true polynomial of n. 
However, we can scale down the profits [IK75, LE79, SS75] 
to obtain a bound on c that is a polynomial in n. We 
divide all the profit values by a scale factor >.. For the 
problem with these scaled down profits, the optimal profit 
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p• 
cannot be more than T· The scale factor >. is chosen to 

obtain an upper bound on ~· that is a polynomial in n. 

The scale factor is derived as follows. 

Let the profits and weights be arranged such that 

~ > ~ > · · · > ~. Now, choose j such that 
W1 - W2 - - Wn 
(w1 + w2 + · · · + wj) :5 K < (w1 + w2 + · · · + wi + Wj+l) 
Let · 

P0 = max{p1 + p2 + · · · +Pi, Pm}, where Pm= m_a.x{p;} 
. I 

Let E be the allowed deviation from the optimal solution, 0 
< E < 1. That is, we are required to find a solution with 
profit P such that p• - P :5 eP* . 

Theorem 3.1: If the profits are scaled down using a scale 
factor >. = eP0/n then an optimal solution to the problem 
with the scaled profits will be an approximate solution to 
the original problem satisfying the desired bounds. More­
over, the profit of any solution to the scaled problem will 
not exceed 2n/e. 

Proof: See [LE79]. · 

A parallel algorithm based on the above derivation is 
given below. 

Algorithm 2 

[1] Sort the weights and profits into .non-increasing order 
of the ratio p;/w;; 

[2] Compute P0 and scale factor >. using the expression 
given above. 

[3] Scale all profits P; to obtain r; = Lp;f>.J. 

[4] Use Algorithm 1 on the modified problem with profits 
(r·1,r2, •.. ,r0 ), weights (w11 ••• ,wn) and capacity K. Let P 1 
be the profit of the solution to the modified problem 
found by Algorithm 1. 

[5] The approximate solution to the original problem is 
the solution found above and its profit Pis >.P1. 

Complexity 

The sorting step [1] in the above algorithm will 
require O(log n) time and n processors using the algorithm 
in [AK83]. To compute P0 , we need to find out the integer 
j such that 
W1 + W2 + ... + Wj :5 K < W1 + W2 + ... + Wj + Wj+l· 
Such a j can be found in O(Jog n) time with n processors. 
St.ep !3] requires 0(1) time and n processors. Thus the 
t.ime and processor requirements of Algorithm 2 are dom­
inated by the requirements of step [4]. From the analysis 
of the complexity of Algorithm I, it follows that Algorithm 
2 requires O(log n.log c) time and nc2 processors. Since c 
is O(n/c) for the approximate algorithm, the time complex-

ity is O(log2n + log n.log _!_) and t.he number of processors 
f 



. . ns 
reqmred 1s 2 t. 

€ 

3.3. An Improved Algorithm 
We can obtain a more efficient parallel algorithm (in 

terms of the processor time product) by modifying the 
merging step used in procedure FEASIBLE of Algorithm 1. 
This modification, as we shall see later, will increase the 
time by another factor of (log n) and decrease the worst 

n2 v'f. case processor requirement to - -. The processor-
€ € 

time product of the resulting algorithm is significantly 
smaller. This reduction in the number of processors is 
significant since the value of e is usually very small. 

Notice that the merging step of procedure FEASIBLE 
is highly wasteful since, out of the c2 solutions that are 
generated, at most c are retained. We need not generate 
several of these solutions if we make effective use of the 
information from previous stages of the procedure FEASI­
BLE. Recall that in procedure FEASIBLE(i,j), F(i,j) is 
computed by first computing F(i,(i+j)/2) and F((i+j)/2 + 
1, j) and then merging them. Let Gi denote F(i,(i+j)/2) 
and let G2 denote F((i+j)/2 + 1, j). Instead of merging Gi 
and G2 directly by taking the union of every solution from 
Gi with every solution from G2, we first merge Gi with the 
two sets that were merged to obtain G2, namely, F((i+j)/2 
+ 1, 3(i+j)/4) and F(3(i+j)/4 + 1, j). Let Gs and G4 

denote F((i+j)/2 + 1, 3(i+j)/4) and F(3(i+j)/4 + 1, j) 
respectively. Let Hi and H2 denote the result of merging 
Gi with Gs and G4 respectively. That is, Hi is the set of 
all feasible solutions that are subsets of the set {i, i+l, ... , 
(i+j)/2}U{(i+j)/2 + 1, ... , 3(i+j)/4} and are not dom­
inated by any other feasible solution in the same set. 
Similarly, H2 is the set of all non-dominated feasible solu­
tions that are subsets of the set {i, i+l, ... , 
(i+j)/2}U{3(i+j)/4 + 1, ... , j}. Figure 3.1 shows the rela­
tionship among these sets. The reduction in the number of 
solutions follows from the fact that when Gi is merged 
with G3 and all dominated solutions are removed, any solu­
tion that is discarded will not form part of a non­
dominated solution in the set obtained by merging Gi and 
G2. The same is the case with the solutions that are dis­
carded when merging Gi and G4. This result is proved 
below. 

Each non-empty solution Si in G2 is either a solution 
Ui in G3, or a solution Vi from G4, or the solution UiUVi 
(where Ui and Vi are non-empty). If Si is U;, its union with 
solutions in Gi would already have been determined while 
computing Hi. Similarly, if Si is Vi, its union with the 
solutions in Gi will be present in H2. So, we need now 

tHere we use the property .that any algorithm that can be executed in 
time T(n) using O(p) processor ca.n be executed in O(T(n)) time using p proces­
sors. 
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Figure 3.1. Broken lines indicate merging. 

consider only the solutions UiUVj in G2. 

Let f(Ui) be the set of solutions from Gi whose union 
with Ui occurs in Hi. That is, 

f(Ui) = {Rk I Rk E Gi and uiuRk E Hi} (3.7) 

Similarly, let f(Vj) be the set of all solutions from Gi whose 
union with Vi occurs in H2• That is, 

f(Vj) = {Rk J Rk E Gi and VjURk E H2} (3.8) 

The following lemma is the key to the reduction in the 
number of solutions generated. 

Lemma 3.2: Let Si be Ui U Vi and let Ri be a solution in 
Gi that is not in f(Ui)nf(Vj)· Then one of the following is 
true - (1) Si U Ri < U; U Ti for some Ti in H2, or (2) 
S; U R 1 <Vi U T 2 for some T 2 in H1. 

Proof: Let R1 be in f(Ud and not in f(Vj)· This implies 
that R1 U Vi does not occur in H2. By Lemma 3.1, there is 
a solution T 1 in H2 such that Ri U Vi < T 1 . Now, 
S; U R1 = Ui U Vi U R1 < Ui U T 1, since Ti and U; are 
disjoini. 

If S; U R1 is a feasible solution then Ui U T 1 is also a 
feasible solution. Similarly, if R.1 is in f(Vj) and not in f(U;) 
t.hen there is a solution T 2 in H1 such that Ui U R1 < T 2. 



This implies that Si U R1 <Vi U T 2. If R1 belongs to nei­
ther f(Ui) nor f(Vi), then both conditions (1) and (2) hold. 

• 
Lemma 3.2 shows that the union of certain pairs of 

solutions from G1 and G2 need not be generated. In par­
ticular, for every solution UiUVi in G2, we need generate 
only its union with every solution in f(Ui)nf(Vi)· This is 
implemented by replacing the merging step in procedure 
FEASIBLE of Algorithm 1 (step [4]) with the following 
procedure: 

procedure MERGE(G1,G2,i,j) 

(* Here G2 is F(i,j) *) 

[1] If i-j then merge G1 and G2 by taking the union of 
each element in G2 with every element of G1 in paral­
lel. Compute the union of the resulting set with G1 

and G2 and remove all dominated solutions. Return 
the set thus obtained. (* There will be only two solu­
tions in G2 if i=j and hence, this step can be exe­
cuted in 0(1) time using c processors. *) 
otherwise 

[2] Let Ga = F(i,(i+j)/2) and G4 = F((i+j)/2 + 1, j). (* 
These are available from the previous stage of pro­
cedure FEASIBLE. *) 
Call MERGE(G11Ga1i,(i+j)/2) to obtain H1 

and in parallel call MERGE(G11G4,(i+j)/2 + 1, j) to 
obtain H2• 

[3] For each non-empty solution Si E G2 that is of the 
form Ui U Vi, where Ui E Ga and Vi E G4 _and Uil Vi 
are non-empty, do in parallel -
Identify the set of solutions f(q)nf(Vi). Generate the 
solution SiURk for each Rt in f(Ui)nf(Vi) in parallel. 
If W(SiURk) > K then discard this solution, else add 
it to the set of solutions H3 

[4] Compute the union of H1, H2, and Ha and remove all 
dominated solutions to obtain H4. 

[5] Compute the union of H4, G11 and G2 and remove all 
dominated solutions. Return the resulting set. 

• 
We prove the correctness of the MERGE procedure 

below. 

Theorem 3.1: Let G1 be F(k,l) and G2 be F(i,j), where k 
~ 1 < i ~ j. Let H5 be the set of solutions generated in 
step [5] of the procedure call MERGE(G11G2,i,j). Then H5 

is the set of all feasible solutions that are subsets of the set 
{k, ... , l}U{i, ... , j} and are not dominated by any other 
solution in the same set. 

Sketch of Proof: We prove the result using induction on 
(j-i). The base case is correctly handled by step [1]. Let 
us assume that the recursive calls in step [2] return sets H1 
and H2 which contain all the feasible non-dominated solu­
tions that are subsets of the set {k, ... , l}U{i, ... , (i+j)/2} 
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and the set {k, ... , l}U{(i+j)/2 + 1, ... , j} respectively. To 
show that H5 is the set of all non-dominated solutions that 
are subsets of {k, ... , l}U{i, ... , j}, we have to show that for 
any feasible solution S s; {k, ... , l}U{i, ... , j}, S is in H5 if 
and only if it is not dominated by some solution S1 in H5. 

Since G1 is F(k,l) and G2 is F(i,j), we need concern 
ourselves only with solutions S of the form R1UT1, where 
R1 is in G1 and T 1 is in G2. 

(I) Sufficiency: We need to show that if S ff. H5 then S < 
S1 for some S1 in H5. 

If S ff. H5 then either S was generated in step [3] and 
eliminated in steps [4) or (5), or S was not generated in 
step [3]. If S was generated and eliminated then obviously 
S < S1 for some S1 E H5. Assume now that S was not 
generated at all. If S is of the form R1UT 1 and T 1 is either 
equal to U1 for some U1 E Ga, or equal to V1 for some V1 E 
G4 then by the induction hypothesis and lemma 3.1, either 
Sis present in H1 or H2, or S < S1 for some S1 in H1 or H2. 

Since H1 and H2 are used in step [4], there must be some 
solution in H5 that dominates S. Now, if S is of the form 
T 1UR11 and T 1 = U1UV1 for some U1 E G3, V1 E G4 then 
we can show, using Lemma 3.2 that S would be dominated 
by some solution that is already in G2, G11 H1, or H2, or is 
generated in step [3]. 

(II) Necessity: We want to show that if S < S1 for some S1 

in H5 then S ff. H5. 

This is trivial since all dominated solutions from the 
solutions that are generated are eliminated in steps [4] and 
[5]. 

Thus, the set H5 generated in step [5] is the set of all 
feasible solutions that are subsets of {k, ... , l}U{i, ... , j} 
and are not dominated by any other solution in the same 
set. 

• 
From Theorem 3.1 it is clear that if procedure 

MERGE is called with G1 = F(l,n/2) and G2 = F(n/2 + 
1, n), then the set of solutions returned would be F(l,n). 

Complexity 

Any call to procedure MERGE will go through (log n) 
stages at most. Step [1], where the recursion halts, will 
require 0(1) time and c processors. At any instant, at 
most n/2 simultaneous executions of step [1] may be going 
on. Thus, this step contributes O(nc) to the overall pro­
cessor requirement. We implement step [3] as follows. 

After the sets H1 and H2 have been generated we con­
struct, for each Ui E Ga, the set f(Ui) defined by equation 
(3.7) using c processors in O(log c) time. Also, the total 
number of solutions in this set is stored along with each Ui. 
A similar computation is done for each Vi in G4• Now, for 
each Si in G2 we assign one processor. If Si is of the form 
uiuvi then the processor checks the number of solutions in 
the sets f(Ui) and f(Vi)· The minimum of these two 



numbers is found and these many processors are assigned 
to S;. We can use these processors to identify the solutions 
that are common to f(U;) and f(Vj) in 0(1) time. The solu­
tions S;URk are generated for each solution Rk that is in 
this common set in 0(1) time. 

The number of processors required for the computa­
tion of the solutions S;URk is thus p 

:E min{number of solutions in f(U;), number of solu­
U1uv1 E G2 
tions in f(Vj)}. Taking into account the number of proces­
sors needed for the initial computations on H1 and H2, the 
total number of processors required for step [3] is max(p,c) 
and the time required is O(log c). Since the two recursive 
calls in step [2] are executed in parallel, the overall proces­
sor requirement of procedure MERGE would be n(max 
{p,c}) and the time required would be O(log n.log c). 

• 
Now, Algorithm 1 is modified by replacing the merg­

ing step in procedure FEASIBLE with a call to procedure 
MERGE. We can now use this modified algorithm to find 
a solution to .the scaled problem and get an approximate 
solution. The time required by the modified algorithm is 
given by Theorem 3.2 below. 

Theorem 3.2: An approximate solution having relative 
error at most € can be found using the modified parallel 

algorithm in time O(log3n + log2nlog.!._ ). 
€ 

Sketch of Proof: The procedure FEASIBLE goes through 
(log n) recursive stages. In each stage, the MERGE pro­
cedure requires O(log n.log c) time. Thus, the time 
required by procedure FEASIBLE is O(log2nlog c) and this 
is greater than the time required for the rest of the steps in 

Algorithm 2. Since c is 0( ~) for the approximate algo-
€ 

rithm, the time required is O(!og2nlog ~) which is O(log3n 
€ 

+ log2nlog .!._ ). 
€ 

• 
The worst case processor bound for the modified algo­

rithm is obtained using the following combinatorial result. 

Let G be an undirected bipartite graph (A,B,E) where 
A and B are the sets of vertices and E is the set of 
undirected edges. Let a; be a non-negative integer weight 
associated with each vertex i in A and bi be a non-negative 
integer weight associated with each vertex j in B. The 
edges and weights satisfy the following constraints -

IEI ~ c (3.9) 

Ea;~ c (3.10) iEA 

Ebi ~ c (3.11) 
iEB 
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Theorem 3.3: For any bipartite graph G and set of 
weights satisfying constraints (3.9), (3.10), and (3.11), the 
sum M = E min{a;,bi} is at most cVc. 

(i,j)EE 
Sketch of Proof: The result is proved by showing that 
given any bipartite graph and set of weights satisfying con­
straints (3.9) - (3.11), we can transform the graph into a 
standard graph by applying a series of transformations, 
each of which increases the value M, or at worst, leaves M 
unchanged. This standard structure will be an almost 
complete bipartite graph having close to Vc vertices on 
both sides and nearly equal weights on the vertices. The 
value of M cannot be increased above the value obtained 
for this structure. The value of M for this graph can be 
shown to be at most cVc. 

• 
Theorem 3.4: Algorithm 2 using the modified merging 

n2.5 
procedure requires 15 procestiors. 

€ . 

Proof: From the complexity analysis of procedure 
MERGE, we see that this procedure requires n.(max {p,c}) 
processors, where p = :E min{number of solutions in 

U1UV1 E G2 

f(U;), number of solutions in f(Vj)}, and c is 0( ~ ). The 
€ 

processor requirement of Algorithm 2 is dominated by the 
requirement of procedure MERGE. Theorem 3.3 can be 
used to determine p. We define a bipartite graph associ­
ated with the set G2. The vertices of this graph 
correspond to each U; in G3 and each Vi in G4. An edge 
between vertices U; and Vi is present in this graph if the 
solution U;UVi is present in G2. The weight associated 
with U; is the number of solutions in f(U;), where f(U;) is 
defined by equation (3.7). Similarly, the weight associated 
with Vi is the number of solution in f(Vj), where f(Vj) is 
defined by equation (3.8) (see Fig 3.2). There are at most c 
elements in G2 and hence the number of edges in this 
graph is at most c. This satisfies constraint (3.9). The 
sum of weights on all the U; is at most equal to the 
number of solutions in the set H1 which is less than or 
equal to c. This shows that constraint (3.10) is satisfied. 
The sum of weights on all the Vi is at most equal to the 
number of solutions in H2 which is at most c. Thus all 
three constraints are satisfied. Applying Theorem 3.3, we 
see that p, which is E min{number of solutions in 

U1UV1 E G2 
f(U;), number of solutions in f(Vj)}, is at most cVc. 

Thus, the total processor requirement is at most 
ncVc. Since c is at most 2n/€ for the approximate algo-

2.5 
rithm, the total processor requirement is 0( n15 ). Using 

€ • 

the property that any algorithm that runs in time t using 
O(p) processors can be executed in O(t) time using p pro­
cessors, we see that the processor requirement for Algo-

n2.5 
rithm 2 is at most --5 . 

€1. 



a; = II f(U;l II 

bi = II f(Vjl II 

Fig 3.2. Construction for proof of processor bound. 

• 
We have thus shown that using a parallel algorithm we 
can find an approximate solution to the given knapsack 
problem whose profit P is related to the profit p• of the 
optimal solution by the inequality p• - P :'.S EP*. The time 

required by the parallel algorithm is O(log3n + log2nlog .!. ) 
n2.5 

and the number of processors required is at most 15. 
E • 

4. Conclusions 

E 

In this paper, we have presented an approximate algo­
rithm for the 0-1 knapsack problem on the CREW PRAM 
model. Our algorithm takes an E, 0 < E < 1, as an input 
parameter and finds a solution such that the ratio of its 
deviation from the optimal solution is at most E. Our algo-

rithm requires O(log3n + log2nlog.!..) time and uses at most 
E 

n2.5 

15 processors. In contrast to a naive algorithm that 
E • 

requires significantly more processors, our algorithm 
exploits the relationship among the partial solutions to 
reduce the number of such solutions to be generated. This 
in turn results in reductions in the processor requirements. 
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(Notice that the divide-and-conquer algorithm presented in 
[PR84] has, in fact, the same processor and time bounds as 
the algorithm described in section 3.2 and hence is less 
efficient compared to the algorithm presented in section 
3.3.) 

Although the worst case processor requirement of our 
n2.5 

algorithm is 15, we strongly conjecture that on an aver­
t . 

2 
age our algorithm would only require 0( ~) processors. It 

E 

will be interesting to analytically establish an average case 
processor bound. 

The approach we have adopted in our algorithm is 
general enough to solve several other problems that can be 
formulated along similar lines as the knapsack problem 
(details will appear in a forthcoming paper [GRK86]). 
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ABSTRACT 

Parallel architectures, based on the two dimensional aku.ffte ezckange 
(tDSE} network, to solve a class of quadtree problems are presented. 
The quadtree problems are those can be solved by using quadtree as 
data structure. The 2DSE approach enables us to have a spectrum of 
functionally equivalent configurations, which use different number of 
processors and have different time complexities. The various 
configurations give us more choices to best-fit to the constraints of 
real world applications. 

1. INTRODUCTION 

The quadtree is a well known data structure in the areas of 
computer vision and image processing. It has been used for the algo­
rithms for computing geometric properties such as areas and moment 
[1], perimeter [2], Euler number [3], and distance transform 4'. In 
addition, it has been used in digital image processing applications 
such as edge enhancement [5], image segmentation i6i, smoothing [7], 
shape approximation [8] et al. For a tutorial on quadtree, see [9]. 
However, the quadtree approach we adopt, is how the quadtree mani­
pulates data rather than a data compression scheme for image stor­
ing. Hardware architectures for solving similar problem can be found 
in thP papers · 10, 11, 12, 13]. The distinctions between our approach 
and the previous ones are listed as follows. 

( 1) Versatility of the architecture: The architectures, which are used 
to solve the quadtree problems in this paper, can also be applied 
to tacklP a class of two dimensional problems such as 2DFFT. 
For more details see [14]. The versatility of the architecture 
give us valuable tools to investigate more complicated vision 
functions, and construct more advanced vision systems. 

(2) Various configurations for real world applications: The 2DSE 
approach enables us to have a spectrum of functionally 
equivalent configurations, which use different number of proces­
sors and have different time complexities. The various 
configurations give us more choices to best-fit to the constraints 
of real world applications. 

(3) Common communication lines: All of the algorithms in this 
paper, plus a class of two dimensional algorithms, utilize the 
same set of lines among processors. This makes the 2DSE 
approach more economically feasible. 

2. lDSE AND 2DSE NETWORK 

One-dimensional shuffle exchange (lDSE) network can perform 
the shuffle, unshuffle, exchange, and broadcast operations. A shuffle 
operation moves the data at the address x to the output address 
S1(x), where S1(x) is defined as follows: 

S1(x) = 

{2x MOD N) + 1 if x ~ ~ 
2 

2xMODN ifO:s;x<~. 
2 

An unshuffle operation U1 perform the function inverse to the 
shuffle operation. Where U1(x) is defined as follows: 

if xis an even number. 
2 
x+N-1 

2 
if x is an odd number. 

The exchange operation is defined by E(x) as follows: 

E1(x) = Xn-1 2n-l + ..... + X12 + Xo· 
The broadcast operation is defined by B1(x) as a mapping from x to 

two positions Xn-l 2n-l + ..... + x12 , x0 and 
Xn-1 2n-l + ..... + X12 + Xo•. 

A two-dimensional shuffle exchange network can perform the 
two dimensional shuffle, unshuffie, exchange, and broadcast opera­
tions. A two-dimensional (20) shuffle operation S2 and unshuffie 
operation U2 move the data at the address (x,y) to the output 
address S2(x,y), and U 2(x,y). Where S2(x,y) is defined as follows: 

S2(x,y) =(S1(x),S1(Y)) 

U2(x,y) =(U1(x),U1(y)) 

(2.1) 

(2.2) 

An 2D exchange element is a switch, with four inputs and four 
outputs, which can perform all kinds of interchanges of four inputs 
(i.e. it is equivalent to a 4x4 crossbar network). 

The 2D broadcast operation is defined by B2 (x,y) as a mapping 
from x to four positions, which are the same as the inputs of the 2D 
exchange elements. 

3. MATHEMATICAL DERIVATION 

Due to the space limitation, we use two examples, area and cen­
troid computation, to demonstrate the applicability of 2DSE architec­
tures on the quadtree problems. 

3.1. Area Calculation 

The area of a image is defined as 
N-lN-1 

A= L L f(x,y) 
x=Oy=O 

where f(x,y)=l if the pixel at (x,y) is black. 
=0 otherwise, 0 :s;x,y:s; N-1. 

X = Xm-12m-l + Xm-22m-2 + ... X12 + Xo 

Y = Ym-12m-l + Ym-22m-I + ... Y12 + Yo 

(3.1) 

The equation (3.1) can be denoted by the following binary representa­
tion: 

(3.2) 

The area can be computed in m steps, where m is equal to logN. The 
area computation results of the first stage can be calculated by equa­
tion (3.3) and saved in buffers 8 1. Bi, which saves the computation 
results of the i-tk stage, is a . two dimensional array of registers 
denoted by indices x and y. B0 saves the digitized image at the initial 
state. 

0190-3918/86/0000/0452 $01.00 © 1986 IEEE 452 



(3.3) 

Similarly, the area in the s-th stage is computed by the equation (3.4) 
and saved in buffer B,. 

Bs(Xm-1,Y m- l 7•••Xs,Y s,O,O, ... ,o,o,o.o) = 

for s = 2, 3 .... m. (3.4) 

The m-th stage area computations, which represent the total area of 
the image, are saved in the buffer Bm (0,0). 

3.2. Centroid Computation 

The centroid of a image is defined as 

(xcenteri+Ycente.i) = ~ LL(xf(x,y)i+yf(x,y)j) 
x y 

(3.5) 

where A is equal to the area of the image. 

The results in the s-th stage is computed by the equation (3.6), 
and saved in buffers, A., B.,,, and By,s· 

Bx,s ( Xm-1,Ym-1, ... xs-2,Ys-2,xs-1,Ys-1,0,0,0,0, ... ,0,0) 

(3.6) 

Where A are functionally the same as B, which are defined in equa­
tions (3.3) and (3.4). The By,• can be obtained by cllanging the the 
variable x to y in equation (3.6). 

The centroid of an image can be obtained by equation (3.7) and 

(3.8). 

Bx,m(O,O) 
Xcenter = Am(O,O) 

By,m(O,O) 
Ycenter = A,,.(0,0) 

4. ARCHITECTURES AND ALGORITHMS 
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Figure 1: 20 Architectures 

(3.7) 

(3.8) 

Figure 1 illustrate the architectures that can solve the quadtree 
problems with maximal parallelism based on 20SE network. The 
black nodes in Figure 1 represent storage elements. Use centroid com­
putation as example, these nodes stand for the places where the values 
of B., By, and A are stored. The dotted nodes represent exchange ele~ 
ments (i. e. processors) where all the computations are executed. In 
the case of centroid computation, these nodes executed the operations 
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shown in equation (3.6). 

Part (c) and (d) of Figure 1 show the two different ways: itera­
tively pipeline and iteratively parallel, to integrate processors into a 
working system. 

Architectures in part (a) and (b) are functionally equivalent. 
The only difference is: in part (a), the window size of exchange ele­
ments is a constant one, but the size doubles when stage advances in 
part (b ). Where the window size of exchange elements are defined as 
the index distance between any accessed data inputed to the exchange 
elements. The role of the 20SE network is to unshuflle the data so 
that the window size of exchange elements can remain the same. Two 
dimensional input and output is the common characteristics and 
necessary requirement of the 20 architecture shown in the Figure 1. 

The summation mechanism SUM~, are exchange elements 
difined to executed the operations in the equation (3.3), with window 
size 2;, where i is the stage number. The function sums up the value 
from four subdived quadrants, is used in both the area calculation 
and centroid computation. 

The centroid computation mechanism CENX~, and CENY~, are 
exchange elements defined to execute the operations shown in the 
equation (3.6) with window size 2i. Thus, the centroid of the image 
can be computed with time complexity of O(logN) by the architecture 
shown in Figure (1.b ). Where N is equal to the number 2m, which is 
the number of pixels in the x or y direction. 

We have the following algorithm: 
line Procedure CENTROID-b (A,B., By) 

//centroid computation in architecture (1.b)// 
1. for i = 1 to logN do 
2. begin 
3. for nl, n2 = 0 to N-1 
4. co begin 

5. A[nl,n2) = (SUM~A[nl,n2]) 

6. 

7. 

8. 
9. end. 

//do summation with window size 2; 

B.[nl,n2) = (CENX~Bx[nl,n2J 
//do center-x with window size 2; / / 

By[nl,n2) = (CENY~By[n1,n2:) 
//do center-y with window size 2; / 

coend 

The role of 2DSE network (i.e. unshu.tfie) can be used to access 
data that have the window size doubled when stage advances. Thus 
the centroid computation can be mapped into a 20SE architecture 
(i.e. Figure (1.a)) with time complexity O(logN). The mechanism 
SUM2, CENX2, and CENY 2 are exchange elements with widow size 
fixed as two. 

The following procedure CENTROID-a is a parallel algorithm 
based on the architecture in Figure (1.a). 
line Procedure CENTROID-a (A,Bxo By) 

//centroid computation in architecture (1.a)// 
1. for i = 1 to logN do 
2. begin 
3. for nl, n2 = 0 to N-1 
4. co begin 
5. A[nl,n2) = {U2(SUM2A[nl,n2])} 

//do summation and unshuflle the results// 
6. Bx[nl,n2) = {U2(CENX2{Bx:n1,n2)})} 

//do center-x and unshuflle the results// 
7. By[n1,n2) = {U2(CENY 2{By[nl,n2)})} 

//do center-y and unshuflle the results// 
8. coend 
9. end. 

In 1983, Liu proposed a way to emulate the 20SE network so 
that he can implement the 20FFT computation in VLSI [15). His 
scheme takes advantage of the separability property formulated in the 
equation (2.1) of the 20 shuflle operation. The delay units, in his 



paper, are used to emulate the x direction of the shuffie operation. 
By modifying of his scheme, the emulated 2D architectures, which are 
shown in Figure 2, are obtained. 
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Figure 2: lD emulated Architectures 

Part (a) of Figure 2 illustrates the architecture that emulates 
the 2D unshuffie operation. Part (b) and (c) show the iteratively pipe­
line and parallel fashion of the lD emulated architecture. 

Table 1 summarizes the results of the quadtree problems we 
solved by using 2DSE pipelined (i.e part (c) in Figure 1) and 2D emu­
lated architecture (i.e. part (b) in Figure 2). 

The detail algorithms for all these quadtree problems can be 
found in (16]. 

PROBLEM 

Area 

Centroid 

Projection 

Signatures 

Eccentricity 

Contour Following 

Scroll Operations 

Perimeter Computation 

Component Labeling 

Set Complementation 

Set Union 

Set Intersection 

ARCHITECTURE I 
2DSE PIPELINE 

Processor Time 

O(N2 ) O(logN) 

O(N') O(logN) 

O(N2 ) O(logN) 

O(N2) O(logN) 

O(N2 ) O(logN) 

O(N2 ) O(logN) 

O(N2) O(logN) 

O(N2 ) O(logN) 

O(N2) O(log2N) 

O(N2) 0(1) 

O(N2) 0(1) 

O{N2) 0(1) 

ARCHTECTURE 2 
ID PIPELINE 

Processor Time 

O(NlogN) O(N) 

O(NlogN) O(N) 

O(NlogN) O(N) 

O(NlogN) O(N) 

O(NlogN) O(N) 

O(NlogN) O(N) 

O(NlogN) O(N) 

O(NlogN) O(N) 

O{Nlog21'i) O(l'i) 

O(N) O(N) 

O(N) O(N) 

O{N) O{N) 

Table 1 Summarized Results 

The various functionally equivalent architectures enable us to 
best-fit to the requirements of real world constraints. 

6. CONCLUSIONS 

In this paper, parallel processing for quad tree problems based on 
2DSE network is discussed. Various architectures such as 2D itera­
tively pipelined, iteratively parallel, lD pipelined et al can be used to 
solve the quadtree problems with different performance constraints 
(i.e. processor numbers and time complexity). The results of the 2DSE 
approach toward the quadtree problems are listed in Table 1. It 
includes many primitive operations of computer vision. Besides the 
quadtree problems, the 2DSE network had been applied to efficiently 

solve a class of two dimensional problems such as 2DFFT, 2D 
Walsh/Hadamard transform, and 2D sorting (14]. Thus, the same 
architectures can be used for a broad range of applications. This 
makes the 2DSE approach more economical feasible. 
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Abstract 

This paper discusses the design and preliminary 
performance evaluation of the Circulating Context 
Multiprocessor (CCMP) -- a novel form of tightly cou­
pled multiprocessor that combines significant posi­
tive features of modern computer structures and or­
ganizations while avoiding many of the negative ones. 
The CCMP consists of banks of special-purpose pro­
cessors joined by full interconnection nets with 
queue-buffering. Each bank contains processors 
which perform one portion of the traditional Von 
Neumann cycle. Processes are represented by pack­
ets of information circulating among these banks 
and being modified by them. Many processes are ac­
tive at once, being executed in an instruction­
interleaved fashion. The structure inherently sup­
ports load balancing, high degrees of pipelining, 
efficient context switching, and modular 
reconfiguration. It appears to the software designer, 
however, to be simply a parallel computer with many 
Von Neumann processors sharing a memory. 

Keywords: MIMD computer architecture, parallel comput­
ers, interleaved instruction streams. 

I. Introduction 

The circulating context machine organization was first 
proposed in 1984 [1]. Since that time a great deal of feasi­
bility study, simulation, and further development of the ar­
chitecture has occurred. This paper reports on our current 
circulating context multi-processor (CCMP) architecture, its 
basis, strengths, weaknesses, and simulated performance. 
Additional material on the CCMP architecture can be found 
in [2]. 

The origins of CCMP are based on a collection of existing 
modern computer structures. The CCMP organization pulls 
together and adapts known successful concepts and struc­
tures from other designs while carefully avoiding most of 
the observed weaknesses of these concepts. Overall, it is an 
adaptation of ideas that make sense together. The list 
below capsulizes the design concepts and their origins. 

• Packets of executable context --- from the 
dataftow (activation by availability) model [3]. The 
use of such packets facilitates streaming-type high 
throughput ... high-efficiency use of processing 
resources. Other problematical areas of dataflow, 
such as the need for a different model of computa­
tion, are avoided. 
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• Von Neumann model --- By utilizing this well­
known computational model we do not require ma­
jor investments for development in languages, 
compilers, linkers, debuggers and the like. Non­
Von Neumann systems (such as data flow) will cer­
tainly require major development in these areas. 

• Queues with multiple server processors --- from 
transaction systems (e.g. Pluribus [ 4]). The use of 
first-in, first-out queues as front-end staging for 
multiple identical servers (processing units) 
decouples hard synchronization, provides 
smoothed packet flow, and facilitates higher sys­
tem availability. 

• Interleaved instruction streams --- from modern 
pipelined systems [5,6, 7]. By circulating process 
packets for many independent processes simul­
taneously, we can ensure (given sufficient work­
load) that processing units are kept busy, thus 
achieving very high utilization. 

• Redundancy management and reconfiguration --­
from fault-tolerant systems [8,9]. The presence of 
multiple copies of identical processing units within 
a system with full interconnection implemented 
among them allows immediate replacement of fail­
ing units --- giving a very robust and highly avail­
able organization. 

The architectural concepts above are brought together 
to form the circulating context multiprocessor. The system 
makes a deliberate trade-off of increased instruction execu­
tion time for each individual process in exchange for overall 
system throughput and flexibility in adapting the machine 
to many differing types of parallel processing. 

The motivations for the latency-for-throughput trade-off 
are several. In order to implement Von Neumann style com­
puting, pipelining, and transaction-style datafiow in the 
same machine, a ring of processing stages is used. When 
parallel units are added, along with queueing to decouple 
and smooth packet flow, the trade-off becomes clear. The 
trade-off is necessary in order to get a clean, unidirectional 
processing loop structure with scalability, high-availability 
and other positive properties. The structure and connectivi­
ty of the resulting system inherently support "hot sparing", 
a type of redundancy that is among the quickest and easiest 
to reconfigure. The CCMP does not really treat "spares" as 
extra units --- instead such units are actively used to in­
crease throughput. When failures occur and some units 
start to stand-in for downed companions, the system grace­
fully degrades in performance. 



By using queues to stage work packets for each set of 
processor servers, high- utilization of pipelines is possible. 
The use of instruction stream interleaving guarantees that 
no dependencies will exist within pipelines and hence that 
no pipeline breaks will occur. Full pipelines imply maxim­
ized throughput. In a heavily pipelined system. throughput 
is directly linked to system clock rate. With the latency­
for-throughput trade-off in effect, we will expand {within rea­
son} the number of pipeline stages that are used to accom­
plish a given bit of processing if it helps in increasing the 
main clock rate. -

' The programming of CCMP is not vastly different from 
the programming of a conventional uni-processor. The 
CCMP offers ftexible parallelism providing a high-throughput 
easily-sharable computing resource. For appropriately 
decomposable problems, the CCMP can take advantage of a 
significant degree of parallelism, particularly if the problem 
can be subdivided into co-operating but largely independent 
processes. 

The machine does not have bard architectural size limits 
as are typical of SIMD machines with fixed vector lengths. 
The CCMP is ftrst and foremost a throughput engine. The 
more it is loaded, the more it will deliver. Section 4 
presents detailed simulation results which show linear 
throughput per process until roughly 80% efficiency is 
achieved. The CCMP can achieve streaming mode execution 
as is the goal of activation-by-availability {dataftow}. Howev­
er, the CCMP requires no changes to the model of computa­
tion. 

On the negative side, the trade-off of per-process latency 
for system throughput implies that single stream perfor­
mance will never be much better than that of a microcom­
puter. Thus, tasks will little parallelism will run relatively 
slowly. This roughly corresponds to non-vectorized seg­
ments of programs on SIMD machines. One important 
difference in the CCMP case, however, is that the unused 
portion of the machine {corresponding to the wasted vector 
register lengths in an SIMD machine} is available for use by 
other sirnullaneously-executing processes. The CCMP archi­
tecture allows full sharing of all resources so that users with 
low parallelism tasks get fixed, but relatively low perfor­
mance while highly parallel ones can simultaneously get a 
significant percentage of system resources. 

Previous Work 

As is apparent from the introduction, the ideas upon 
which the CCMP is based are not new. What is new is the 
combination and adaptation of those ideas in the present 
form ... culminating in a feasible, scalable, ftexible multipro­
cessing system. There are several descriptions in the litera­
ture that document both proposed and constructed systems 
using some of the same ideas. In the area of interleaved in­
struction streams, the work of Miller [10] and of Kaminsky & 
Davidson [6] must be acknowledged. Other important relat­
ed work is [5]. The positive effect of queued decoupling 
between various parts of a processor was discussed in [11]. 

The closest system to the CCMP is unquestionably the 
heterogeneous element processor (HEP) [7] [16]. This 
machine bears a resemblance to the CCMP although some of 
the CCMP's most important features are not present in the 
HEP. CCMP processes may visit any execution processor, a 
property that aids in systemwide load balancing. Intercon­
nection networks in the CCMP are global and buffered, mak­
ing the organization more homogeneous and thus both more 
flexible and more available. The CCMP memory is variably 
interleaved (as seen by the home module}. This allows pro-
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grams to create special memory layouts so that they can 
efficiently flt special meshes or algorithms to get added 
parallelism. 

II. Current CCMP Design 

Here we discuss a refined CCMP design based on the con­
cepts already discussed. 

~eDivision 

The CCMP divides the Von Neumann cycle into portions, 
with a stage of processors handling each portion. The exact 
division used is a design parameter. Our current design 
uses three stages. Each of them is discussed below. Figure 
1 provides an overview of the structure of the design, with 
the three stages linked by several interconnection networks 
through which packets of process context fl.ow from stage to 
stage. 
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Figure 1: Overview of. the CC1lP 
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The ftrst stage is the "home" stage which performs pro­

cess specific functions such as updating the PC, delivering 
interrupts to a process, performing register fetch/store 
operations, and using segmentation registers to translate 
virtual addresses to physical addresses. The home proces­
sors in this stage are so called because a given process is al­
ways served by the same home processor -- it "returns 
home" to the same point in this stage. Note that we have 
departed from the pure CCMP concept here in that a good 
deal of the process' context remains in the home stage, in­
stead of being transmitted about via the process packet. 
This was deemed necessary to avoid an unacceptable over­
head in transmission costs, especially since most of this 
data is used only occasionally. The current instruction, the 
data on which we are immediately working, and a unique 
process ID number are the only contents of the process 
packet in our current design. Given the decision to hold 
some of the process context in a fixed stage, the necessity 
for that stage to have the "return home" property is obvi­
ous, since replicating each process' context in each proces­
sor of the stage would restrict the degree of parallelism pos­
sible, and result in data concurrency problems among the 
processors in the stage. 

The next stage is the memory stage, "smart memory 
banks" capable of performing variable length instruction 
fetches, executing synchronization primitives like test-and­
set and possibly maintaining private caches. Note that the 
memory stage to memory stage interconnect shown in 



figure 1 allows processes to visit several memory processors 
in sequence to fetch or store data without going to any oth­
er stage in the interim. 

The memory stage constitutes a shared global memory 
accessible to all processes, but has no inherent interleaving 
policy. Memory segmentation is performed in the home 
stage, since performing it in the memory stage would re­
quire replication of segmentation information for each pro­
cess in every memory processor. A few extra bits in the 
home processor segmentation registers can allow variable 
specification of interleave on a per-segment basis without 
any action on the part of the memory processors. The 
memory processors will use a standard physical address, 
the bits of which can be derived in any manner from the vir­
tual address by the home processor to cause a segment to 
be low, high or even mid-order interleaved. This allows for 
more flexibility in load balancing of the memories and is 
essential to the high availability schemes discussed later. 
Variable interleaving can cause complex overlap problems 
between 'segments in physical memory -- it is assumed that 
any operating system for the CCMP will either plan for and 
prevent such overlaps (unless they are desired), or simply 
use a standard interleave policy for all segments. 

The final stage in the design is the execution stage, 
which performs all arithmetic or logical operations demand­
ed by the instructions. Each processor in the stage is ident­
ical -- we chose not to specialize them to avoid problems 
with tasks that make skewed use of operations and might 
load only a subset of the processors. Any process, then, 
may visit any execution processor to have an operation per­
formed on data that it has fetched. Processes are sent to 
non-overloaded processors in a round robin fashion. Over­
loaded processors receive no new processes until they be­
come free; then they join the round-robin. 

As an example to clarify the above, we trace a process 
packet through a typical instruction. The instruction begins 
with the packet at its home processor, where its PC is 
fetched and translated to a physical address that is placed 
in the process packet. The packet then goes to the appropri­
ate memory processor where the contents of the instruction 
are fetched. It returns to the home processor, where any re­
gister fetches required by the instruction are performed. If 
memory data fetches are required, the home processor 
determines the physical addresses involved and the process 
packet returns to the memory stage, travelling to the 
memory(ies) where the data to be fetched resides. Data 
stores can be done at this point also. For instance, a 
memory-to-memory data transfer can be done without re­
turning to the home. If arithmetic or logical operations are 
required, the process travels from the memory stage to the 
execution stage. If memory stores are required after an ex­
ecution processor completes the operation, the process re­
turns to the memory stage, and then finally returns home 
where any register stores needed are performed and the 
next instruction begins. 

Interconnection Networks 

We have said nothing in detail thus far about the inter­
connection networks. There are a Iot -of them as the reader 
can see from Figure 1. This set of networks was derived 
from an examination of the likely stage-to-stage transfers in 
a typical instruction set. As one would expect, the design of 
these interconnects is critical to the success of the CCMP. 
For large scale parallelism -- more than around 40 proces­
sors per stage --- we currently intend to use a single stage 
cube connection (see [14)). We feel that the cube connec­
tion is superior to the shuffle exchange or one of its rela-

457 

tives for this application. The cube connection allows for 
fewer transfers between nodes on the average. This is gen­
erally offset by the cost of a larger number of interconnec­
tions per node. In our case, however, we are designing to 
optimize the use of the hardware, coming as close as feasi­
ble to saturating the network with a continuous flow of data, 
rather than attempting to guarantee some short delivery 
time to occasional individual messages. For this discussion, 
let us assume that the clock speeds of sending and receiving 
modules are the same as that of the interconnection lines, 
and that bandwidth is measured in bits per clock. Assuming 
full utilization of bandwidth, (with n the bandwidth per in­
coming line and p the degree of parallelism) our choice is 
between shuffle nodes with internode bandwidths of nlog2 p 
on each of two internode lines and cube nodes with inter­
node bandwidths of n on each of log2 p internode lines. We 
obtain a 50% reduction in internode bandwidth with the cube 
interconnect, paying only the price of dividing the internode 
lines more finely. This comparison is discussed in more de­
tail in [12]. 

p 

n 

-{] 
• • • 

-{] 

11/p 

p 

• • • 

11 

n 

n 

Figure 2: Modified Crossbar Interconnection Network 

Let us assume that the transmission time of an individu­
al packet is not at issue, and concern ourselves only with 
meeting the overall bandwidth requirements of the stage­
to-stage interconnection with a minimum of physical inter­
connect. Assuming a packet has n bits and that a fully util­
ized module delivers one packet per clock, we see that the 
actual bandwidth required is only np and that both of the 
above networks use a factor of log2 p too much bandwidth. 
We can remove this factor by using a modified crossbar in­
terconnect as shown in Figure 2. Each sending node has an 
outgoing bandwidth divided evenly among all receiving 
nodes (simultaneous transmission is assumed). The same 
bandwidth can be divided more finely for higher degrees of 
parallelism, serializing the transmission of individual 
processes to accommodate the lower individual bandwidths. 
The cost of such division is that each packet is delivered 
more slowly, and somewhat more queueing is required to 
buffer packets prior to delivery. More complex switching is 
also required in the sending and receiving .units. The 
tradeoffs between this approach and the cube interconnect 
are shown in the complexity analyses of table 1. 

Two terms that may require elaboration are the O(p2) 

and 0( ~ figures for number of processes and per-process p 
throughput in the bipartite (crossbar) case. Although the 
overall throughput of the modified crossbar is equal to that 
of the cube interconnect, the speed of transmission through 
the interconnect drops for an individual process in inverse 



Table 1: Complexity Analysis of Candidate ICNs tor the CCllP 

Modified Crossbar Cube 
Resource Interconnect Interconnect 

Throughput 
Interconnect Bandwidth 
Number of Processes 

Per Process Throughput 

Number of Queues 
Interconnect Node Complexity 

O(p) 
O(p) 
O(p~) 

O(~ p 
O(p2) 
O(p) 

proportion to the degree of parallelism. This is due to the 
increased serialization needed to maintain the same 
bandwidth as the number of processors increases. O(p) 
processes per sending processor will be tied up in transmis­
sion across the net. Thus, O(p2) processes will be needed to 
maintain an O(p) increase in throughput. The constant fac­
tors in the p 2 terms for number of processes and queue 
sizes are expected to be small enough to make the modified 
crossbar connection preferred for low orders of parallelism. 
Note that number of processes, or more precisely, degree of 
parallelism is viewed as a resource here, and the modified 
crossbar scheme requires a higher order of parallelism to 
deliver the same performance with all other factors held 
constant. A number of changes in parameters for the CCMP 
will result in higher consumption of parallelism but no 
significant drop in throughput. This is true, for instance, 
when the number of pipeline stages in the various proces­
sors is increased. 

Software and System Details 

The current synchronization primitive in the CCMP simu­
lator is a standard test and set instruction. We expect to 
change this, however, to an atomic swap operation. This re­
quires about the same extra logic in the memory processors 
and is more powerful. In particular, it can be made to emu­
late the full/empty flags that were attached to registers by 
the HEP [7] designers and which work so elegantly in that 
architecture. All that is required is a designated "empty" 
value. The two pieces of code in table 2 demonstrate one 
use of this. A group of processes running the sending seg­
ment can synchronously pass one value at a time through 
memory location x to a group of processes running the re­
ceiving segment. 

Table 2: Synchronization via Atomic Swap 

Sending Segment 

while data to send I 
place data in d; 
while d ,;. "empty'' value I 

atomic swap d and x; 

Receiving Segment 

while data to be received I 
place "empty" value ind; 
whiled equals "empty" I 

atomic swap d and x; 

Control of process creation and segmentation is through 
special instructions. There is a set of {privileged) instruc­
tions to allow one process to set another's segmentation re­
gisters. There. is also a "create" instruction that allows one 
process to create another by instructing the new process' 
home processor to start a packet circulating for that pro­
cess and to set its PC to a designated value. Home proces­
sors keep track of whether a process is currently active 

{has a packet circulating) or not. If a create is done on an 
already circulating process, the crea.te becomes an inter­
rupt, which is implemented by altering the afi'ected process' 
PC so that it will go elsewhere next time it comes around. 
This same mechanism allows an I/O device to interrupt a 
given process. 

'i'he I/O system is memory mapped, so connections 
between it and the CCMP hardware are via the memory pro­
cessors. Low bandwidth devices are linked to memory pro­
cessors in a conventional manner, with devices evenly 
spread across processors to prevent any one processor from 
being overloaded by process packets attempting to fetch 
data from devices. Disk or other mass storage devices are 
somewhat more problematic, since they are required to 
deliver block transfers in various interleaved fashions to the 
·memory processors. To accommodate this, we place another 
interconnection network between disks and memories, with 
buffering at the disks. This allows each disk to deliver data 
to and from each memory and permits a block load, even to 
a low-order interleaved segment, to be delivered from a sin­
gle disk. 

458 

A simple approach to delivering interrupts to a process 
when an I/O operation is complete would be to run a bus 
through the home processors to allow devices to signal for 
interrupts. This might become a bottleneck in a highly 
parallel system, however. As mentioned above, internal in­
terrupts may be delivered to a process by means of a crea.te 
instruction. A more general approach to I/O interrupts, 
then, would be to allow an I/O device to signal a memory 
processor to create a dummy packet with a create instruc­
tion in it, destined for the desired process. The dummy 
packet would be given a special process ID number that 
would cause it to vanish after completing its task. In this 
way, the capacity to deliver interrupts would increase pro­
portionally to the parallelism. 

We are currently looking into the design of a distributed 
microcode system, in which each type of processor would 
have its own set of micro-operations, and would fetch mi­
croinstructions from a private microinstruction memory 
which would tell it what to do for a packet with a given in­
struction at a given point in its completion (instruction and 
state of completion are part of the process' packet). This 
would allow a more flexible instruction set and simpler 
hardware, as with other microcoded machines. Dynamic 
downloading of microcode would, of course, also be a possi­
bility. 

One somewhat tricky problem with the CCMP is the pos­
sibility of what we refer to as "ring deadlock", a situation in 
which a ring of modules and interconnect lines in the archi­
tecture have become mutually deadlocked. This situation 
will not abate by itself, and will quickly deadlock the remain­
ing processes as they attempt to enter modules on the 
deadlocked ring. The solution to this problem is fairly 
straightforward. As figure 1 shows, the topology of the inter­
connections is such that the memory processors have a 
number of choices of where to send packets, and any 
deadlock loop must include a memory processor. Any time 
a memory processor becomes blocked, it sends the 
offending packet to another memory processor with an indi­
cation that the packet has been deferred. The receiving 
processor will try to send the process to its proper destina­
tion, or failing that will defer it once again. To obtain ring 
deadlock in this case it would be necessary to fill all the 
memory-to-memory queues. This is arranged to be more 
space than there can be process packets so deadlock be­
comes impossible. The existence of ring deadlock was 
predicted and then confirmed by simulation. The solution 



described has also been tested in simulation and found to be 
highly effective -- keeping the machine running smoothly 
when it would quickly deadlock without the avoidance 
mechanism. 

ill. Simulation Results 

We have developed a detailed simulation written in 'C' 
and running on a SUN work-station (or VAX) under UNIX 4.2. 
The simulation is at the register-transfer level, accounting 
for single-clock events. We believe that our simulations are 
conservative and very realistic, modeling virtually all 
significant aspects of the CCMP. 

Several configurations of a particular CCMP machine 
have been modeled. Because of the detailed nature of our 
simulator, however, we have not extensively studied la.rga 
configurations. We have instead concentrated on investigat­
ing relatively small systems, particularly studying the 
behavior under heavy process and memory loads. The sys­
tem loads well (according to our studies so far) and we have 
reason to expect that because of its load-balanced, 
bottleneck-free structure, the CCMP will scale-up to large 
configurations well. 

Our simulations assume representative levels of pipelin­
ing such as would be achievable and typical in conventional 
NMOS or CMOS VLSI {refer to table 3). We have assumed 18-
25 MHz clock ratest {depending on stage type). Instruction 
processing may involve as many as several hundred single­
clock pipeline stages including queue waiting times. This 
still would provide per-process instruction speeds of around 
100,000 operations per second. 

Table 3: Pipeline Stages per :U:odule Type 
(queue lengths excluded) 

:U:odule Type 

Home module 
Memory module 
Execution unit 

Simulated 
Stages 

16 
B 
32 

In the simulation results that follow, we have modeled a 
4/4/2 CCMP system, i.e. one with 4 home modules, 4 
memories, and 2 execution units. Note that because of our 
extensive use of queues these modules need not be syn­
chronized, nor must they execute at similar clock rates. If 
the clock rates of different banks of resources are not 
roughly equal, then it will be necessary to balance the 
overall system by selecting the number of units in each 
resource bank so that their average throughputs match. 

Matrix Jlultiply (Saturation Load) - Jl1ISAT 

The first test program written for our simulator was a 
matrix multiply. In this program, we use one process for 
each entry in the output matrix. Since the matrix size 
chosen was 15X15, we used 225 processes. In this problem 
the parallelism is immediate, predictable, and constant. 
This is shown by the processes versus time plot {figure 3); 

t Note that we may freely trade additional pipeline stages 
in exchange for higher clock rates since an overall per­
process latency trade-off has already been made. 

the corresponding instructions per second versus process 
count plot (figure 4) shows that linear throughput is 
delivered as a function of the number of concurrent 
processes. Instead of terminating execution upon comple­
tion of the matrix muliiply, we simply continue computing 
the elements over and over so that the program can be used 
as a type of system load. 
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Recursiw Quick Sort - QSORT 

The quicksort algorithm [13] has also been coded and 
run on our simulator. Three distinct experiments were per­
formed with qsort. In the first one, the pivot element was 
chosen arbitrarily {the first element in the array) as 
specified in Knuth's description. Figure 5 gives the parallel 
behavior for a sort of 10,000 integer elements in memory. 
Note that the maximum parallelism achieved is in the neigh­
borhood of 30 processes. The corresponding throughput 
graph {figure 6) gives the observed MIPS rate, again very 
linear with respect to process count. 

The second experiment with qsort was an attempt to in­
telligently choose better pivot points, ones that tend to 
divide the remaining elements into more or less equal 
groups. To do this, a simple pivot-choosing loop was added. 
The resulting behavior is shown in Figures 7 and B. In this 
case parallelism of over 200 processes was observed, but at 



the cost of a long-running initial pivot choice. The algorithm 
used for choosing the pivot point samples every 32'"' data 
element throughout the entire array. For the full 10,000 
element array {the first pivot point chosen), this requires 
the inspection of over 300 items. Clearly, we could adjust 
this number and get vastly improved behavior with a much 
smaller number of probes. 

The final experiment with qsort involved running the 
previous case in the presence of the. matrix multiply satura­
tion load. This was done to see how the two parallel pro­
grams interacted {i.e. whether they interfered with one 
another) on the machine. ks expected, the CCMP allowed 
smooth sharing of resources. Neither program significantly 
impacted the resource utilization of the other. Figures 9 
and 10 show the observed behavior from the mmsat + qsort 
experiment. 
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Relaxation Algorithm - RL 

This program implements a simple 2-dimensional relaxa­
tion algorithm. We used a fast process generation tech­
nique, with each process creating four others, to rapidly 
build parallelism. Even though the program begins with 
only a single process, it is clear from figure 11 that after a 
segment set-up time, included for ease of coding, the full 
parallelism is acheived almost instantaneously. The simula­
tion uses 256 cells (each with its own process) without syn­
chronization. Each cell accesses the data elements associ­
ated with its neighboring cells, i.e. neighboring cells' data 
areas overlap. Like the matrix multiply (saturation) test, 
this program never terminates. It is the fully-loaded 
behavior of the CCMP that we wish to study. Figures 11 and 
12 present the observed performance. The throughput 
graph appears jagged because of transient effects during 
the rapid increase in parallelism. The final dip in perfor­
mance is caused by transient contentions for the same in­
structions by many newly-created processes. AA can be 
seen from the two figures, this cluster of processes rapidly 
spreads out to permit 77% utilization of the machine (max­
imum performance achievable in this configuration is 36.36 
MIPS). The relaxation algorithm provides so much parallel­
ism that very little time is spent (hence, relatively few sam­
ple points) with less than the full number of processes. 
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IV. Ongoing Work 

We are currently engaged in simulation of larger models 
of the CCMP. Indications have so far shown no serious prob­
lems with expanding the degree of parallelism. One 
difficulty is that small, highly iterative loops in a low-order 
interleaved segment should be unrolled to span the entire 
set of memory processors to avoid overloading only a few 
processors with instruction fetches. 

We are currently planning a major re-structuring of the 
simulator to allow us to test the effects of different instruc­
tion sets, varying numbers of registers, various queue 
designs, and other C'CMP configurations, especially that 
shown in figure 13, where the various stages have been 
stacked one atop the other and share a common, higher­
bandwidth interconnection network. 



Implementation of high availability for the CCMP is 
another area for further research. Coding can be added to 
the process packets to allow detecUon of faults in networks 
or processors. Once a faulty processor has been detected it 
can be set offline while the others continue functioning. In 
the case of the execution units this is trivial since they are 
all identical. A faulty home can be offlined by not using the 
process ID's that report to it. OIDining a memory processor 
can be accomplished by using the flexible interleaving capa­
bility described earlier to interleave segments across sub­
sets of the memory processors, avoiding the faulty one(s). 
OIDining a network link in the case of the crossbar arrang­
ment can be accomplished by offiining the processors at ei­
ther end of it or by using the deferral mechanism already 
installed for deadlock avoidance. All stages can send to the 
memory stage, and a bad link can be circumvented by send­
ing the process, with an indication that it has been deferred, 
to an accessible memory processor which can then send the 
packet to the desired location. 

In the case of a cube interconnect, there are well­
established means for avoiding a bad link. A bad node, how­
ever, would require the offlining of the two processors to 
which it is connected. 

V. Conclusions 

We have presented a novel multiprocessor architecture 
and the results of a recent study of its feasibility and perfor­
mance. The CCMP machine is a general MIMD computer that 
trades individual process performance for high overall sys­
tem throughput. For maximum speed on a given (parallel) 
problem, the goal is to express the overall computation in 
terms of many (perhaps thousands) of co-operating, but 
largely independent, processes. 

We have carefully modeled a particular instruction set at 
essentially the register-transfer level and studied the per­
formance on several important and typical problems. The 
system can deliver 80% efficiency quite routinely (i.e. 
without significant optimization) and can get near-100% util­
ization on selected problems. 

Since the system in pipelined and uses instruction 
stream interleaving to preclude pipeline breaks, pipelines 
can be longer than typical. This can allow higher than typi­
cal clock rates, since large-delay circuitry can be broken 
down into multiple simpler (i.e. faster) pipeline stages. The 
CCMP makes sense for VLSI, particularly as technology 
moves toward wafer-level interconnect [15] and multi-chip 
hybrids. 

Another strength of the architecture (which has not 
been stressed in this report) is its excellent support for 
error-detection, reconfiguration, and re-try. With adjust­
ments made to the home modules {primarily in the number 
and type of registers) and with the addition of error detec­
tion {at either the register-transfer, single module, or single 
instruction loop level), the CCMP could be made to support 
fault-tolerant applications. 
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Shared Memory Versus Message· Passing 
in a Tightly-Coupled Multiprocessor: 

A Case Study 
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Abstract - The BBN Butterfly Parallel Processor can support a 
user model of computation based on either shared memory or 
message-passing. In this paper we describe the results of our 
experiments with the message-passing model. The goal of the 
experiments was to analyze the tradeoffs between the shared 
memory model, as exemplified by the BBN Uniforin System 
package, and a simple message-passing model. We compare the two 
models with respect to performance, scalability, and ease of 
programming. We conclude that the particular model of 
computation used is less important than how well it is matched to 
the application. 

Introduction 

The hardware architecture of the BBN B1Jtterfly™ Parallel 
Processor supports message-passing between processors using an 
FFT network of 4x4 switch elements. The memory architecture, 
implemented by the operating system in conjunction with a micro­
coded co-processor. provides the illusion of shared memory. As yet, 
there are no additional software levels that distort this illusion, so 
the user-level view of the architecture is that 11t a shared memory 
multiprocessor. This paper describes a series of experiments 
designed to explore the ramifications of a user-le~el view of the 
Butterfly architecture based on message-passing. 

Both shared memory and message-passing model~ ha\e been 
advocated for parallel computation. Shared memory 1~ usually 
found in tightly-coupled architectures that support remote memory 
operations in hardware or firmware. Message-passing is typically 
employed in loosely-coupled syskrris (e.g.. local-are.i networks). 
Early work on the Butterfly. the Voice Funnel application in 
particular, used message-passing. Recent!}. Butterfly applications. 
including finite element analysis and computer vision algorithms, 
have assumed the shared memory model of computation. The only 
programming environment available on the Butterfly that masks the 
low-level details from the programmer is the Uniform System 
package from BBN, which implements a shared memory model. 
Programmers find it easier to use the Uniform System than to build 
the program from scratch, regardless of how well the application fits 
the shared memory model. 

Before proceeding with our implementation of an environment 
supporting message-passing [3], we conducted a series of 
experiments using Gaussian elimination as a sample application. 
The goal of the experiments was to explore the tradeoffs between 
the shared memory model, as exemplified by the Uniform System 
package, and a simple message-passing model based on 
asynchronous send and receive. Important factors to be considered 
were ease of programming, performance. and scalability. In this 
paper. we present the results of our experimenb. 

The BBN Butterfly Parallel Processor 

The Butterfly multiprocessor at the University of Rochester 
consists of 128 processjng nodes connected by a swieching network. 
Each processor is an 8 MHz MC68000 with 24 bit virtual addresses. 
A 2901-based bit-slice co-processor interprets every memory 
reference issued by the 68000 and is used to communicate with 
other nodes across the switching network. All of the memory in the 
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system resides on individual nodes, but any processor can address 
any memory through the switch. A remote memory reference (read) 
takes about 3.75 us., roughly 6 times as long as a local reference. 

Each switch node in the switching network is a 4-input, 4-
output crossbar switch with a bandwidth of 32 megabits/sec. An N 
processor system uses (N log4 N)/4 switches arranged in log4 N 
columns. The 128-node Butterfly contains 256 swiech nodes: the 
extra switch capacity is used to provide an alternate communication 
path between all processors for reliability and improved efficiency. 
The alternate paths can be enabled or disabled by the user. making 
it possible to indirectly measure the effect of swiech conccntion. 

Case Study: Gaussian Flimination 

The sample application chosen for the experiments was the 
solution of a set of linear equations using Gaussian elimination 
(without pivoting). The reason for this choice was that several 
experiments using shared memory to implement Gaussian 
elimination had been performed at BBN Laboratories [2, 5]. Our 
e~perimen.ts with message-passing were designed for comparison 
with their results. In addition, Gaussian elimination is 
representative of a large class of problems in finite element analysis. 
While it is fairly easy to develop parallel algorithms for Gaussian 
elimination, the problem does have important synchronization 
constraints. 

In solving a set of linear equations using Gaussian elimination. 
the coefficient matrix M is diagonalized. producing a modified vector 
of unknowns, and the unknowns are determined using 
backsubstitution. (Since backsubstitution is a small percentage of 
the total time required to solve the equations, it is not performed in 
any of the experiments.) To eliminate an entry M[ij]. we replace 
row M(i] with M[i] - (MUI • M[i,j)/MU,j]). where MUI is known as 
the pivot row. However, this operation cannot be performed until 
row MUI has stabilized, Le., MU,k] = 0. '!/ k < j. In addition, all 
previous ~ntries in row i must already be eliminated., i.e.. M[i,kJ = 
0, '!/ k < J. These two synchronization constraints limit the amount 
of parallelism that we can expect to achieve. 

Floating point arithmetic is required to solve a set of linear 
equations. Unfortunately, our Butterfly does not have floating point 
hardware. All floating point arithmetic is performed by costly 
subroutines. This makes it difficult to analyze the communication 
costs of an application because the execution time is dominated by 
floating point software. To alleviate this problem, our experiments 
were performed with simulated floating point arithmetic, using the 
same approach as that used in the shared memory implementation 
[2]. All ~?ating point variables were replaced with integer variables, 
and add1uon and subtraction were used in place of multiplication 
and division. Such a computation does not give the correct answers 
but does accurately simulate the performance of the computation o~ 
a Butterfly with floating point hardware. Each experiment was 
performed using software floating point to ensure the correctness of 
the results, but all reported performance figures refer to the results 
of e~perim~nts using simulated floating point. By using simulated 
ftoatmg pomt, we not only can make predictions about the 
performance of the Butterfly with ftoatmg pomt hardware. we also 
reduce the execution time of the computauon and thereby increase 
the significance of communication costs. 



Shared Memory Implementation 

The shared memory version of Gaussian elimination was 
implemented at BBN Laboratories using the Uniform System (US) 
package [l). US provides a set of calls to create a global shared 
memory, accessible to all US processes. Within the shared memory, 
pointers may be shared between processors. US also creates a 
manager process on each processor that is responsible for allocating 
the ·processor to a series of tasks, light-weight processes that operate 
on the shared memory. Usually, a task is some small procedure to 
be applied to a subset of the shared memory. A task, therefore, can 
be represented as simply an index, or a range of indices, into the 
shared memory and an operation to be performed on that memory. 
Atomic operations in micro-code are used to efficiently .1llocate tasks 
to processors. 

The strength of the Uniform System is that it supportS a user­
level view of the architecture consisting of light-weight tasks and 
shared memory. To reduce memory contention. US encourages a 
globally-shared memory and the scattering of data uniformly 
throughout the machine. (This may even include putting data in 
memory associated with a processor that is not involved in the 
computation.) To reduce process management overhead, only one 
real process is allocated per node; all tasks are light-weight 

Several experiments were performed at BBN Laboratories to 
see how well applications that use US, including Gaussian 
elimination, perform on large Butterfly configurations [2, 5]. In these 
experiments, the problem matrix was uniformly distributed 
throughout available memory. A task was created to eliminate a 
single entry in the matrix, M[ij). Both row M[i) and row MaJ were 
transferred to local memory before performing the computation, 
rather than perform a remote reference for each individual entry in 
a row. (Block transfers amonize overhead associated with remote 
references and can significantly improve performance.) Since M[i] is 
modified by the operation, an additional transfer of the modified 
row back to the shared memory location for M[i) was also necessary. 

The main result of these experiments was to show that the 
128-node Butterfly could achieve nearly linear speedup when 
performing Gaussian elimination using US. Both switch contention 
and memory contention were shown to be insignificant (2% and 3%, 
respectively). However, those results used an early version of the 
program which had not been tuned. An optimized version was later 
developed, which greatly reduced the time spent in the inner loop of 
the program. Tuning the inner loop not only lowers the total time 
required for the computation. but increases both memory and switch 
contention during the computation. Therefore. we performed 
several experiments to examine the effects of contention on the 
optimized shared memory implementation. 

The first experiment we performed was designed to examine 
the effect of memory contention on the performance of the 
optimized shared memor~ implementation. In the US 
implementation, all memories in the system are used to store the 
problem matrix, even when only a few processors are involved in 
the computation. This has the effect of improving the overall 
performance by decreasing memory contention. Since the message­
passing implementation can not take advantage of memories in 
unused processors. it is important to quantify this effect before 
comparing the two implementations. 

In order to determine the effect extra memories have on the 
performance of a computation (and to indirectly measure memory 
contention), the optimized shared memory implementation of 
Gaussian elimination was executed on various numbers of processors 
and memories. The test results show that the extra memories can 
have a substantial impact on performance, which in tum suggests 
that memory contention can be a significant factor. On a problem 
matrix of size 400x400, a Butterfly configuration with 4 columns of 
switches, 16 processors. and 96 memories performed 15% better than 
16 processors and 16 memories. On a problem matrix of size 
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200x200 and a Butterfly configuration with 2 columns of switches, 4 
processors and 16 memories performed 30% better than 4 processors 
and 4 memories. The greatest effect occurs when roughly 1/4 to 112 
of the total number of process.ors are in use. When a larger fraction 
of processors are performing computation. most of the inemory is 
already in use, i.e., there is no other extra memory. When too few 
processors are used, they are insufficient to generate enough load on 
the memory to make memory contention s1gmficant. 

The second experiment we performed was designed to 
examine the effect of switch contenuon on the performance of the 
optimized shared memory implementation. The 128-node machine 
has a switch configuration capable of supponing 256 nodes. The 
excess switch capacity increases the total amount of potential 
bandwidth in the switch, which will improve the overall 
performance of a computation whenever there are enough 
processors involved to cause switch contention. 

The results of this experiment show that the effect of alternate 
switch paths can be dramatic (as a percentage of total execution 
time) when a large number of processors are in use. A 35% 
improvement in execution speed was attained using alternate paths 
for 94 processors on a problem of size 400x400; 64 processors 
achieved a speedup of more than 20% on the same problem using 
alternate paths. Since the shared memory implementation does not 
exploit locality of data (two problem rows must be copied into local 
memory before an operation can proceed), it is not surprising that 
the shared memory implementation introduces significant switch 
contention once the inner loop has been tuned to the point where 
the program is communication intensive. · 

Message·Passing Implementation 

In order to explore fully the potential of message-pas.~ing in 
the context of the case study, it was important to provide a general­
purpose message-passing system. Communication primitives too 
closely associated with the application would demonstrate little 
about the message-passing model. Therefore. the following 
primitives were provided: 

Send(destination, buffer address. byte count): 
. Broadcast( buffer address, byte count): 
Receive(source) : buffer address: 

Communication is asynchronous between a sender and receiver. 
Send is nonblocking; the sender may continue to execute before the 
destination receives the message. However. che impiementation may 
block the sending process for a short period of time necessary to 
buffer the message. Receive will block until a message from the 
source arrives. A wildcard value is available so that messages from 
any source may be received. Broadcast is included because it can be 
implemented more efficiently by the system than if it is simulated 
using point-to-point communication. These primitives are very 
general since minor variants have been used as the basis for 
communication in distributed operating systems. 

Several versions of the message-passing system were 
implemented in an attempt to explore efficient implementation 
techniques. In the first. and simplest. implementation, an object was 
created for each message. using the object management facilities of 
Chrysalis, the Butterfly operating system [4]. Each time a broadcast 
took pl~~· the message system would create a remote object for 
each rec1p1ent and copy the message into the object. This approach 
yielded a very clean implementation, but the overhead of using the 
object management system for each message was too great In 
addition, remote object creation requires the cooperation of a remote 
daemon process, which introduces contention on the remote 
processor. Later versions used preallocated objects for buffers and 
placed responsibility for copying a message with the receiver rather 
than ~e sender. The final implementation has the following 
propertitl$: (1) buffers are preallocated on each processor and are 
eventually reused, (2) each sender copies the message from local 
memory into a local buffer object and updates the local ring buffer 



pointers, (3) each broadcast rec1p1ent copies a message from a 
remote buffer into local memory when a corresponding Receive is 
issued, and decrements a use count in the remote buffer using an 
atomic operation, and ( 4) synchronization for access to buffers uses 
primitive atomic operations implemented in micro-code. 

In the implementation of Gaussian elimmation. a coordinator 
process is responsible for creating worker processes on each 
processor. All workers initialize the local message handler, which 
requires global synchronization. and then create a local partition of 
the problem. When N processors are used. each processor P is 
assigned the task of diagonalizing all rows R for which R mod N = 
P. To do so, each processor must request each row of the problem 
matrix in sequence and use it to eliminate entries in the 
corresponding column of the local partiuon. A percentage of these 
requests. l/P, will be satisfied locally and. therefore, do not require 
a message. Local rows are broadcast to the other processors when 
they have been diagonalized. When all local rows are completely 
diagonalized. the worker process signals the coordinator, which is 
responsible for termination of the computation. 

Implementation Comparison 

In this section, we compare the two implementations of 
Gaussian elimination with respect to performance. scalability, and 
ease of programming. Where possible, quirks in the implementation 
of a model are ignored, in order to concentrate on the methodology 
suggested by the model. 

Figure l shows the performance of the two implementations 
on a problem matrix of size 800x800. With r'our pruce~sors. the 
message-passing implemcntaunn is about 30% fast..::· than Lhe shared 
memory implementation. !'he relame pertomuncc is consistent 
across different problem sizes and. in each case. the message-passing 
implementation is more efficient. The dispantv decreases as 
additional processors are used until the "knee" m the performance 
curve of the message-passing system is reached. 

The improved performance of the message-passing 
implementation can be directly attributed to data locality. Nearly 
every data access in the shared memory implementation requires a 
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remote reference. Even when the data physically resides in local 
memory, all data conceptually resides in shared memory and must 
be copied into the local workspace. Very few remote references are 
needed in the message-passing implementation (none, if only one 
processor is in use), and a copy takes place only when a remote 
reference is made. 

Exploiting locality of data also minimizes switch contention. 
Unlike the shared memory implementation, the message-passing 
implementation for Gaussian elimination showed no significant 
switch contention. A problem of size 800x800 was able to execute 
on 32 processors without alternate paths at roughly the same speed 
as with the alternate paths. Over the entire rarige of experiments. 
the effect of alternate communication paths improved the execution 
time of the message-passing implementation by at most 3%. 

Another measure of an application's performance is how well 
the implementation is able to use additional processors. Ideally, if a 
problem of size NxN using P processors requires time T, the same 
problem can be solved on 2P processors in time T /2. The extent to 
which the ideal is realized depends. in paii on the number of 
sequential operations in the implementacion that depend on P. 

Figure 2 illustrates the scalability of the two implementations. 
The computation time for a program designed for a single processor 
is divided by the time required by the parallel version to yield the 
number of effective processors. With linear speedup, P actual 
processors yields P effective processors. As Figure 2 demonstrates, 
the message-passing implementation has nearly linear speedup with 
16 processors, and a slight deviation from linear speedup with 32 
processors. Speedup reaches a turning-point at 64 processors (31 
effective processors) and additional processors only serve to increase 
the execution time of the computation. 

The shared memory implementation, on the other hand, has a 
speedup factor that is less than linear. even for d small number of 
processors. For example. 4 real proccssurs shows a speedup of 2.8 
and 16 processors shows a <;peedup of 10.6. Speedup reaches a 
plateau when 64 processurs are in use (30 etfeccive process,irs1. 
Additional process11rs do nm have much impact :md. at best. were 
able to yield 34 effective processors with l 16 actual processors. 
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In order to explain the "knee" in ::he performance curve for 
message-passing, we have to look at the implementation for 
operations that depend on P. the number of processors involved. 
Each broadcast operation requires time O(P). Since all data is local 
to some process, each process is responsible for modifying its local 
rows and broadcasting the results. Each processor that is to receive 
a broadcast must copy the message into local memory, so a 
broadcast requires P-1 processors to sequentially access a single 
remote memory. A total of N messages are broadcast to P-1 
processors. Since each message is buffered locally before it is 
copied, the total number of copies is P*N. As P increases and N 
remains fixed, we reach a point of diminishing returns. Eventually, 
the time to copy an additional row in the presence of broadcast 
contention is not justified by the gain in parallelism. 

The shared memory implementation does not exhibit a "knee" 
because, after initialization, there are no operations in the shared 
memory implementation that depend on P. The Uniform System 
encourages the programmer to avoid memory contention by 
distributing the data uniformly throughout the available memory. 
Tasks are allocated to processors independently of the data to be 
accessed. This means that while contention for a particular memory 
is reduced, overall switch contention is increased because practically 
all data references are remote. N2 remote data copies. involving the 
non-zero portion of a whole row, are required. so the total number 
of copies is independent of the number of proces5ors. Thus, if P is 
significantly smaller than N. as it should be to achieve high 
processor efficiency, the message-passing implementation will make 
many fewer copies than the shared memory implementation, 
although each copy (message) will take longer. Fewer copies will 
reduce both switch and memory contention, and improve 
performance, until the "knee" in the curve is reached. Beyond that 
point, additional copy operations cannot be justified by a significant 
gain in parallelism. 

Our third criterion for comparison is ease of programming. 
Programming models are employed so that each application can be 
written without the knowledge of too many underlying details. 
Thus, an imponant criterion of any model is that it facilitate 
program construction. One concrete measure is the amount of user 
code that needs to be written. For Gaussian elimination, the 
amount or" user code is comparable in both implementations. The 
Uniform System implementation contains 426 lines of user code, 
including comments, compared with 368 lines of user code in the 
message-passing impleinentation. 

A related measure is the amount of user code unrelated to the 
specific application. That is, to what extent does the user code have 
to deal with the details of communication and synchronization? In 
the message-passing implementation. there is one call to Broadcast 
and another to Receive. There is no explicit synchronization in the 
user code. The shared memory implementation uses primitive 
atomic operations for synchronization and several calls to transfer 
blocks of memory. There are also spin locks that are sensitive to the 
amount of time delay between attempts to set the lock. 

Conclusions 

The original intention of this work was to show that message­
passing could play an important role in the design of a programming 
environment for a tightly-coupled multiprocessor. This exercise was 
designed to provide some empirical data that ~uggescs how best to 
structure communication between processes m .i tightly-coupled 
multiprocessor. We offer the following conclusions. 

The particular model of computauon in use is less important 
than how well it is matched to the application. Gaussian elimination 
is an appropriate application for a multiprocessor, however, this does 
not mean that the shared memory model is the best fit for this 
application. Since Gaussian elimination is essentially va/u~oriented 
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(no addresses are communicated and rows are not used until they 
have stabilized), message-passing is a better model of the 
communication that takes place. There are other applications for 
which message-passing would not be appropriate. Any 
programming environment that offers a single model of 
communication will not be well-matched to a large class of 
applications. 

A high-level interface, efficiently implemented, leaves the 
programmer fewer opportunities to introduce inefficiency. Of course 
this assumes that the high-level interface provides a use.fa/ 
abstraction. The Uniform System offers no high-level 
synchronization primitives; the two primitives provided are a busy 
wait LOCK and an UNLOCK primitive. Each programmer must 
use these to implement the appropriate synchronization. Spin locks 
are commonly used, but the resultant program can be especially 
sensitive to the amount of time spent between attempcs to set the 
lock [5]. The only process synchronization in the message-passing 
implementation occurs during access to message buffers, which is 
implemented very efficiently using micro-coded atomic operations. 
The user does not need to be concerned with low-level 
synchronization; it is implicit in the message-passing primitives. 

The performance of an application depends not only on the 
efficiency of communication, but also on the extent lo which the 
underlying model of computation encourages or discourages 
communication. The Uniform System model does not encourage the 
programmer to exploit locality. Data is assumed to reside in one 
large, uniform address space and the boundaries between processors 
are ignored. Thus, in Gaussian elimination, each task must copy 
two rows into local memory to eliminate a single entry and then 
copy the result back. (Pivot rows were cached to avoid one of these 
copies.) This is not the case with the message-passing model, since 
all data is local to some process in the computation. Locality makes 
it possible to avoid copying any row to be modified (since only local 
rows are ever modified) and also to avoid copying any pivot row 
that happens to be local. Thus, an implementation based on very 
efficient communication (e.g .. shared memor}) may perform worse 
than one based on a less efficient mechanism (e.g., message-passing), 
if such efficiency encourages mo much communication. 

Acknowledgements 

l would like to thank Lawrence Crowl. Neal Gafter, and 
Thomas Olson for. their help in performing the experiments. Liud 
Bukys, Stuart Friedberg, Walter Milliken (RBN), and Bob Thomas 
(BBN) provided technical assistance and several helpful suggestions. 
This work was supponed by the National Science Foundation under 
grant number DCR-8320136 and DARPA/ETL under grant number 
DACA76-85-C-0001. 

References 

1. BBN Laboratories, The Uniform System Approach To 
Programming the Butterfly Parallel Processor. Oct 1985. 

2. W. Crowther. J. Goodhue, E. Starr, R. Thomas. W. \.1illiken 
and T. Blackadar, Performance Measurements on a 128-Node 
Butterfly Parallel Processor, Proceedings of the International 
Conference on Parallel Processing, August 1985, 531-540. 

3. T. I. LeBlanc, SMP: A System for Structured Message-Passing 
in the RBN Butterfly Multiprocessor, Computer Science 
Department. University of Rochester, Nov 1985. 

4. W. Milliken et al. Chrysalis Programmer's Manual. Version 
2.2, BBN Laboratories. June 1985. 

5. R. Thomas. Using the Butterfly to Solve Simultaneous Linear 
Equations, Butterfly Working Group Note 4, Mar 1985. 



A COMMUNICATION MODEL FOR OPTIMIZING lilERARCIDC.AL 
MULTIPROCESSOR SYSTEMS 

Santosh G. Abraham and Edward S. Davidson 

Center f <?r SupercomP.utipg Research and Development 
Umvers1ty of Illinois at Urbana-Champaign 
305 Ta115ot Laboratorv, 104 S. Wright St. 

Urbana, IL 61801 

ABSTRACT 

Experimental hierarchical multiprocessor systems, such 
as the Cm* [1],[2], EGPA [3] machine and the Cedar [4], show 
that hierarchical systems encompass a range of processor 
configurations and interprocessor communication links. Cost_ 
and performance models are developed for the components of 
a hierarchical system where all processors share a global 
memory and processors are grouped into clusters that share a 
cluster memory. With these models, it is shown that a unique 
combination of processor speeds and numbers best achieves a 
given performance goal. Given the distribution of interproces­
sor communication, the cluster size is chosen to minimize aver­
age communication delay. When the patterns of communica­
tion correspond directly to some parallel architecture, the 
analysis indicates the effectiveness of the hierarchical system 
in emulating that architecture. Our primary objective is to 
compare various processor configurations in large systems. 
Thus, the models we have developed ignore factors that tend 
to have a similar effect on a wide range of configurations. 

1. INTRODUCTION 
The shared memory model, in which all p processors: 

access a common memory in constant time, has been widely; 
used in parallel processing research. Crossbar switches are too. 
expensive to construct for large p. Multi-stage interconnec-· 
tion networks have order lg p stages and a direct realization 
of the shared memory model results in an order lg p increase: 
in delay as p increases. Local memory for each processor can 
decrease memory latency to some extent because a large frac­
tion of all references are to variables that are private to each 
processor. An extension of this approach is to organize proces­
sors in groups (clusters) with a local cluster memory shared 
by each group of processors. Communication between proces­
sors in the same cluster is done through the cluster memory. 
Access to global memories is required primarily to communi­
cate among processors in· different clusters. Such a two-level 
hierarchical system may be extended to several levels. In this 
paper, we focus on two-level hierarchies. 

As in uniprocessor systems, a large proportion of all 
references are to a small set of storage locations. The develop-

This work was supported in part by the National Science Foundation 
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ment of methods to ensure that the highest level in the hierar­
chy is populated mainly by this set has led to the success of 
cache-based systems. Furthermore, for many applications, it 
is possible to assign tasks so that interprocessor communica­
tion occurs mainly within small groups of processors. It is for 
these applications that providing a faster set of communica­
tion links within groups of processors results in improved 
performance. The models that we use here are similar in some 
respects to those in Welch [5] and in Vrsalovic et al [6]. 

We briefly describe three hierarchical systems. The 
Cm* is a two-level hierarchical multiprocessor system [l]. The 
Cm* hardware is made up of 50 processor-memory pairs called 
Computer Modules or Cm's [2]. These are grouped to form 
clusters containing up to 14 Cm's. Communication within 
the cluster is via a parallel bus controlled by a Kmap, which 
is an address mapping processor. There are five clusters and 
these communicate via intercluster buses. The Cm* is extensi­
ble, either by adding processors to each cluster (up to 14) or 
by increasing the number of clusters. The Cedar [4] uses a 
crossbar interconnection between the processors within a clus­
ter and the cluster memory they share, and a multistage inter­
connection network between all processors and a global 
memory shared among all clusters. At present there are up to 
8 processors per cluster and the number of clusters is extensi­
ble. 

. The Erlangen general purpose array, EGPA [3], is exten-
sible only in the number of levels. Each processor except for 
the ones at the lowe!!t level is connected to the memories of 
four subordinate processors. Data transfer is done on the 
EGP A via the common memories. Processors and memories in 
t~e sam~ level are connected by additional links. Although 
h1erarch1cal and tree are often used interchangeably, we 
assume that a hierarchical machine has processors at the leaf 
nodes and communicating nodes or memories at the internal 
nodes, whereas a tree machine has processors at internal as 
well as leaf nodes. We thus classify the EGPA as a tree 
mac~ine. ~he models we develop are directly applicable only 
to h1erarch1cal systems. · 

Several design decisions involve specifying gross system 
parameters. For instance, a mesh architecture can be specifted 
by the size of the mesh, the speed of the individual processors, 
and the communication bandwidth and delay of the links. In 
a hierarchical (cluster) system, parameters include the number 
of processors and their speed, the number of levels in the 
hierarchy, the type of interconnection at each lev.el, p,nd the 
number of clusters. We have developed cost and performance 



models and techniques that use them to make some of these 
decisions, given knowledge of the workload as input. 

The efficient utilization of the resources in a multiproces­
sor system requires a match between the architecture and the 
application. Inter-task and interprocessor communication are 
determined by the algorithms used. Structured programming 
with hierarchical design may improve the mapping to a 
hierarchical multiprocessor. The importance of reducing 
interprocessor communication is well described in [7]. In order 
to examine the general suitability of hierarchical systems, we 
evaluate their ability to emulate the patterns of communica­
tion encountered in typical code for some important applica­
tions. We develop some methods to choose a processor 
configuration that is best suited for the patterns considered. 

We present models for the components of a hierarchical 
system in section 2. In section 3, we show how these models 
help to obtain an optimum distribution of costs among the 
components. In section 4, we are concerned with the choice of 
cluster size. For some patterns of communication commonly 
encountered, we show that the cluster size can be optimized 
with respect to average communication delay. In section 5, we 
determine the cluster sizes that will minimize interprocessor 
communication delay for emulating certain processor net­
works. 

2. COST AND PERFORMANCE MODELS 

2.1. Parameters 

We list some of the parameters that characterize a two-
level hierarchical system (Fig. 2.1 ). 

p - number of processors in the system. 
s - speed of a single processor. 
c - number of processors in a cluster. 
p /c - number of clusters in a two-level system. 

For a single application with a uniform pattern of communica­
tion, a uniform cluster size, c, is the best choice. 

2.2. Cost and Access Times 

We propose models for the three major components in a 
two-level hierarchical system, viz. the process.ors, .the cluster 

Cluster 
Interconnection 

(lg c delay) 
Interconnection 

(lg c delay) 

Global Interconnection Network 
(Additional delay of lg (p /c) = lg p - lg c) 

Global Memory 

Fig. 2.1. Model of Communication Delay for a 
Hierarchical Multiprocessor. 

interconnection, the global interconnection. These models are 
simple since the primary purpose is to develop quantitative 
methods to obtain a better understanding of some tradeoffs in 
large systems [SJ. For example, we show a tradeoff between 
processor cost and communication structure cost. Other 
models can be substituted for the ones used here, but the basic 
analysis technique remains unchanged. 
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2.2.1. Processors 

In order to focus on the configuration issues of concern 
here, a processor is characterized by only a single parameter, 
speed. All processors are required to have the same speed. 

One model for the individual processor cost as a function 
of speed is the power function c(s) = s0 .s"'. With this model, 
multiprocessing is a cost-effective option only if a~ 1. If 

a < 1, the performance of a uniprocessor system can be 
improved at sublinear cost, while a multiprocessor system 
with additional processors can result in at most linear 
speedup. Such a power function is fairly commonly used [5] 
and is mathematically tractable. The boundary beyond 
which multiprocessing is undesirable can be stated concisely. 

2.2.2. Global Interconnection 

There are several strategies for interconnecting a large 
number of processors [9]. The ring and the mesh networks 
(Figs. 5.1 and 5.2) are good for certain applications, but they 
have a large diameter. For general purpose multiprocessors, 
multi-stage packet switched networks are usually most suit­
able for global interconnection and we model such networks 
here. 

In such a network, there are p requesters and a similar 
number of memory banks serving these requesters. The 
memory banks together constitute the global memory (Fig. 
2.1). The number of switches in each stage is proportional to 
p. There are lg p stages in the network. The total number 
of switches and the number of wires connecting switches are· 
thus proportional to p lg p and the cost of the global intercon­
nection is modeled as p lg p. We assume that each switch 
operates in unit time. Processor speed, s, may th us be viewed 
as being relative to switch speed. 

Since the number of switches that have to be traversed 
to reach the server is lg p, the model access time is propor­
tional to lg p. Another rationale for modeling the access time 
or communication delay as lg p is the following. Since the 
number of possible destinations is p and the switches are 
binary in nature, the data should be switched through at least 
lg p switches. Accordingly, the model delay of a link in a 
mesh is two, since there are four possible destinations. To 
obtain a fair comparison, it is necessary to penalize, with a 
larger delay, those parallel architectures with many communi­
cation links per processor. 

2.2.3. Cluster interconnection 

At the cluster level, a wider range of interconnection 
schemes is possible, since the number of processors is small 
[10]. We show that a crossbar for the cluster interconnection 
is not feasible if the cluster size is to be larger than lg p and 
we may be constrained to multi-stage interconnection net­
works within such a large cluster. 

A desirable if not essential characteristic of a large mul­
tiprocessor architecture is scalability. Scalability as it per-



tains to cost requires that the cost of a system should not 
increase m·uch faster than the number of processors. We have 
seen that the cost of the global interconnection increases as 
p lg p. We require that the total cost of all cluster intercon­
nections be similarly bounded. 

Consider the choice of a crossbar for the cluster intercon­
nection. Since there are c2 switches in a crossbar of size c the 
cost of the crossbar increases as c2• Since there are 'p /c 
crossbars, the total cost of the cluster crossbars is propor­
tional to p. c. Since this cost must be bounded by p lg p, the 
size of a cluster, c, should not increase faster than lg p, as p 
increases. 

As we shall see for some cluster communication pat­
terns, cluster size should increase faster than lg p to ensure 
minimum communication delay. A multi-stage interconnec­
tion network within the cluster may then be more suitable. 
We assume a delay of lg c for a cluster interconnection. 

3. COST TRADEOFFS BETWEEN PROCESSORS 
AND THE COMMUNICATION NETWORK 

The wide disparity in the cost of microprocessors and 
large scientific computers often evokes the suggestion of gen­
erating supercomputing power from a multi-microprocessor 
system. In a large multiprocessor, the interprocessor commun­
ication links can account for a significant fraction of the total 
cost. In our model, the cost of the interconnection network 
increases faster than the number of processors. Even if the 
choice of cheaper and slower, but more processors to attain a 
required system performance reduces the total processor cost 
the larger interconnection network might increase total cost'. 
Additionally, as the number of processors increases the utiliza­
tion of the processors decreases, where utilization is the frac­
tion of the total number of processors that can be effectively 
used. As a result of these factors, higher levels of performance 
are best achieved by using sufficiently fast processors as sys­
tem components. In this section, we develop quantitative 
methods for evaluating such tradeoffs, e.g. to determine the 
number and speed of the processors. 
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A combined analysis of the factors affecting cluster size, 
c, and system size (the number of processors), p, is difficult. 
Although the cluster size can affect the cluster interconnection 
cost, we approximate the total cluster interconnection cost to 
be a function of system size, p. This enables us to find the 
system size, p without a knowledge of the cluster size. 
Further, we approximate the interconnection cost to be p ". 
Here "f is chosen so that p" approximates the model cost of 
p lg p for the range of system sizes under consideration. This 
enables us to develop closed form expressions. Iterative 
solutions can be obtained without this additional assumption. 

The parameters of the model are listed below. 
P 0 - desired performance level. 
8 - individual processor speed. 

8 08" - individual processor cost. 
p" - communication structure cost. 
p -fJ - processor utilization factor. 
C - total cost of the system. 

We model the utilization factor as p -fJ, because the utilization 
factor is generally observed to decrease as the number of pro­
cessors increases. If we obtain linear speedup, /3=0 and the 
processor utilization factor is one. If there is no speedup, 
/3=1 and this factor is 1/p. Ordinarily, /3 lies between 0 and 
1, where smaller values imply better utilization. 
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The objective is to attain performance P 0 with minimum 
total cost, C. The total processing capacity is 8.p, of which a 
fraction p -{J is used. Therefore, 

-{J (1-{J) ( ) P 0 = 8.p.p = 8.p 3.1 

The cost C is the sum of processor and the communication 
structure costs, namely 

C = p.80.8" +p" (3.2) 

From (3.1) 
s = P0 /p(l-{J) 

Substituting {3.3) in {3.2), 
C P " 1 - Q(l - {J) + '7 = 8 0· o·P P 
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Differentiating (3.4), 

dC _ a -a(1 -/fJ 7-1 
- (1 - a(l - fJJ].s0 .P 0 .p +'Y·P (3.5) 

dp 

Setting (3.5) to zero, we note that there is a solution only if 

a(l-~ ~1 (3.6) 

In Fig. 3.1 a uniprocessor solution is best in the region below 
the curve. Within this region, if a uniprocessor system with 
cost C achieves performance P 1 and a two-processor system 
with individual processor cost C /.! achieves performance P 2, 

then P 1 > P 2. This can be shown by su bsti tu ting for s from 
(3.2) in (3.1), assuming that the interconnection cost is zero. 

If (3.6) holds, we can set (3.5) to zero and solve for p. 
We obtain the following closed form solution for p. 

1 

P =(P:sot(l-fJJ-l)][1-1+o(1-/fJJ (3.7) 
')' 

From (3.3) we can now find the processor speeds (Fig. 3.2). 

In Fig. 3.2, we see that higher performance is best 
achieved by increasing processor speeds in addition to increas­
ing the number of processors. For higher processor cost 
exponents, O!, corresponding to rapidly increasing processor 
cost versus speed, the same performance is best achieved by a 
greater number of slower processors (Figs. 3.2 and 3.3). If the 
cost of interconnecting processors is larger (larger 'iJ, it is more 
economical to use fewer and therefore faster, more expensive 
processors to reduce the interconnection cost at the expense of 
processor cost (Fig. 3.4). 

4. CLUSTER SIZES FOR VARIOUS APPLICATIONS 

In the previous section, we developed techniques to deter­
mine the number of processors and their speeds. In a two­
level cluster system, specifying the cluster size completes the 
processor configuration. If the cluster interconnection has 
nearly a linear cost-size relationship, the choice of cluster size 
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1.6 

has little effect on the cost of the system. The choice of clus­
ter size does, however, have a significant effect on interproces­
sor communication delay. If the cluster interconnection is a 
multi-stage interconnection network, a cluster size is best 
determined from performance considerations. Though other­
wise identical two-level systems with different cluster sizes 
may not appreciably differ in cost, there may be a significant 
cost difference between such a system and a similar system, 
like the NYU Ultracomputer (11], with a single global memory 
and no cluster memories. In this section, we propose some 
methods for determining the best cluster size. 

4.1. Cluster Size from Probability Distribution 
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We first propose a model for the distribution of refer­
ences between processors. We assume that all references to 
cluster and global memory are to communicate between pro­
cessors in the same cluster and in distinct clusters, respec­
tively. This assumption is not perfectly correct since the 
cluster and even the global memory may be used to avoid 
duplication of variables among local memories, which are 
private to each processor. We choose any processor P; and 
determine the distribution of interprocessor communication 
c;(P;) between processor P; and the other processors P; in the 
system. The c;(P;) are scaled so that lJc;(P;) = 1. We 

i 
assign an integer rank r;(Pk) to a processor Pe so that 

r;(Pk)=l if there are l processors, P;. with c;(P;);:::c .(pk). We 
plot the communication c;(P;) versus the rank r;(~;) of each 
processor. We call this the communication distribution curve 
and by definition it is a monotonically non-increasing curve. 
We assume that such plots for all the processors are identical, 
i.e. all processors have similar patterns of communication. 
Additionally, we assume that if we choose a cluster size of c, 
we can obtain a compatible assignment of processors to dis­
joint clusters. In a compatible assignment, for each processor, 
P;. processors, P; with rank, r;(P;) less than c belong to the. 
cluster containing P;· With such a model, we show that there. 



is an optimum cluster size which minimizes average communi­
cation delay. 

Example : Consider a system of four processors, p 1 through 
p 4• Let the fraction of communication between any two pro­
cessors be specified by the following table. 

Communication between Processors 
(total communication of each processor normalized to 1) 

p_j_ p9 l'_a_ p 

P1 0.7 0.2 0.1 

P2 0.7 0.1 0.2 

Pa 0.2 0.1 0.7 
P.;1_ 0.1 0.2 0.7 

Table 4.1. Distribution of Interprocessor Communication. 

The ~rst step involves selecting a processor, say Pa· The next 
step mvolves ranking the remaining processors. Since the pro­
cessor communicating the most with Pa is p 4, the rank of p 4, 

ra(P4), .is 1. The ranks r 3(p 1), r 3(p 2) of p 1 and p 2 are 2 and 3 
respectively. We can now plot the curve of fraction of com­
munication versus rank through the points (1,0.7), (2,0.2) and 
(3,0.1). Such curves for the other processors are identical to 
the one for p 3. Choosing a cluster size of 2 and assigning {p 1, 

p 2} to one cluster and {p3, p 4} to the second cluster forms a 
compatible assignment. We note that, by our model, the 
average communication delay with no cluster memory is 
lg 4 = 2. With a cluster size of 2, the average communication 
delay is 0.1 lg 2 +(0.2 +0.1) lg 4 = 0.7 +0.6 = 1.3. 

Given a continuous communication distribution curve 
f ( q ), we can find an optimum cluster size. With cluster size, 
c, the average communication delay, D0 is given by 

c-1 p-1 

D. =lg c. I I (q).dq +lg p. I f(q).dq (4.1) 
0 

~rom the definition of the communication distribution curve, 
1t follows that 

p-1 

I I (q).dq = 1 

0 

Eqn. (4.1) can thus be rewritten as 
c-1 

D0 =lg p-{lg p - lg c). J f(q).dq 

0 

The original objective of Min D c, given p, is equivalent to 

c-1 

Max [(lg p - lg c). J f(q).dq] 
c 0 

(4.2) 

(4.3) 

(4.4) 

If f ( q) is known, we can determine the cluster size that 
minimizes average communication delay from (4.4). 

We examine the changes in optimum cluster size for a 
class of communication distribution curves of the form 
f ( q) = f 0 .2->..1 where >. is a parameter and f 0 is chosen to 
normalize f ( q ). Solving 

p-1 

JI 0.2->..1 dq=1 

0 

(4.5) 

we obtain 
>..In 2 

lo= 
1 -2->{p -l) 

(4.6) 

Substituting for f (q) in (4.4), the objective is to maximize 
c-1 

>..ln2 i-q 
(lg p - tg c )( J 2- dq > 

1 -2->{p -1) 0 
(4.7) 

Differentiating (4.7) with respect to c, simplifying and setting 
· to zero we obtain the following implicit relationship. 

lg C + l (2>{c-l)_l) =lg p 

>.c.ln2 2 
(4.8) 

Once p and'>. are known, we can solve (4.8) iteratively for the 
optimum cluster size, c. 

Since the choice of cluster size, c is ordinarily con­
strained to powers of 2, we plot the logarithm of cluster 
size, lg c against the communication exponent, >. (Fig. 4.1). 
When the communication exponent, >.is large, a large propor­
tion of the interprocessor communication is to a few 
processors. In this case, it is best to choose a small cluster 
size, c. A larger cluster size will slow down all references and 
will not sufficiently increase the fraction of total interprocessor 
communication satisfied directly by the clusters. 
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4.2. Cluster Sizes for Fixed Degree Networks 

A hierarchical multiprocessor has been proposed as a gen­
eral purpose multiprocessor, with respectable efficiency over a 
range of applications. We consider a class of applications, 
which is frequently encountered, namely problems having a 
pattern of communication in which each node communicates 
to a fixed number of neighboring nodes. The communication 
graph for this class of problems is regular with a fixed degree, 
d. Additionally, we require that a network of size p be redu­
cible to a network of size p /c, so that c nodes in the original 
network are mapped onto a single node in the reduced net­
work and the reduced network belongs to the same class of 
networks. In [12], the computation factor, f 0 , is defined to be 



the number of nodes mapped onto a single node and the 
exchange factor, f •, is defined to be the number of links that 
map onto a single link. For the restricted class of networks 
and reductions under consideration, the computation factor 
f • is always c since we map networks of size p to p /c clu~ 
ters, each with c processors. For fixed degree networks, the· 
exchange factor, f •, lies between 1 and c. This technique is 
described further in (12]. 

Many common networks satisfy these requirements. For 
instance, each node in a mesh (Fig. 5.2) has four neighbors 
regardless of the size of the mesh. A mesh can be reduced to a 
smaller mesh, by coalescing square meshes of size Yc by Yc. 
The computation factor f is c and the exchange factor f is 
~ c • 

c . For a mesh, the degree of reduction, c, changes the 
compute/communication balance at the global level by a fac­
tor of f • / f • = Yc. In general, the improvement of a 
hierarchical system over a multiprocessor system with a single 
global memory depends on this ratio for the application. 
There are many applications and algorithms having a mesh­
like pattern of communication. It may be best to execute 
such an application on a mesh, but a mesh may not be ade­
quate for other algorithms that have other patterns of com­
munication. A single hierarchical multiprocessor may ade­
quately support a broad range of other patterns. 

A multiprocessor system with a single global memory has 
a communication delay of lg p. Adding a cluster interconnec­
tion to such a system for faster communication between pro­
cessors within a cluster involves an additional cost which must 
be justified by performance improvement. We require that a 

hierarchical system with the same number of processors have 
an average delay of (lg p )/k, where the k divisor is intended 
to compensate for the additional cost of the cluster intercon­
nection and memory. With such a requirement, we show that 
some range of cluster sizes can be excluded from further con­
sideration for the class of applications described in the first 
paragraph of this section. We are able to exclude both very 
small and very large cluster sizes, by making a few assump­
tions on the workload. 

We can now measure average communication delay for a 
hierarchical system with clusters of size c as 

a0 .lg c +a1 .lg p 
D. = -----''---

a0 +a, 
(4.9) 

where a0 and a9 are the number of cluster and global accesses 
respectively. We require 

D0 ~(lg p )/k (4.10) 

The nodes within a cluster of size c make a total of d.c 
·accesses, since the communication graph has degree d. Since 
the reduced. communication graph has degree d with f • links 
of the original graph mapped onto each link in the reduced 
graph, the mapping of nodes onto clusters causes each cluster 
to make d.f • global accesses to other clusters. The number of 
accesses that are served within a particular cluster is 
d.c - d.f ,. From (4.9) and (4.10), 

(d(c -/0 ).lgc +d.f,.lgp) lgp 
D0 = ~ - (4.11) 

~c k 

Solving for lg c in (4.11), 
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c - k.f. 
lg c ~( )lg p 

k(c-f,) 
(4.12) 

This relationship is always satisfied if k = 1, because the 
average communication delay can be no worse than lg p. For 
k > 1, it cannot be satisfied when c > pl/~. With a cluster 
size larger than p l/i, an average delay greater than (lg p )/k is 
to be expected, because even cluster reference delay is more 
than (lg p )/k. Since c > f •, if c < k.f • the right hand side 
in (4.12) is negative, requiring the cluster size to be less than 
one (an impossibility). So a lowe·r bound on cluster size is 
k.f •. In general, f • is a function of c. For a mesh, f • is Yc 
and the lower bound on cluster size is k2• These results can be 
summarized as 

lfi 
k.f, ~c < p (4.13) 

Tighter upper bounds on the cluster size, c can be 
developed if the exchange factor is known. In Fig. 4.2, we plot 
upper and lower bounds on c obtained by an iterative solution 
of (4.11) with / 0 =Yc and k=l.5. For system sizes smaller 
than 64, no choice of cfoster size can yield the desired 
improvement factor. 
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Fig. 4.2. Feasible Cluster Size Region vs. System Size, p 
for a Mesh with Improvement Factor, k=l.5. 

We note that these bounds are independent of the degree 
of the network. In this section, we have been concerned with 
the efficiency with which a hierarchical multiprocessor can 
support the communication requirements of algorithms and 
the extent to which this can be improved by using clusters. A 
related problem is to determine how well such a system can 
emulate the communication links of other processor networks. 
The results in section 4.2 are equally applicable to processor 
networks and essentially state that very small and very large 
cluster sizes can be excluded from consideration. 

5. EMULATION OF PROCESSOR NETWORKS 

In this section, we consider the emulation of some com­
mon processor interconnections on a hierarchical system. We 
show that the average communication delay is minimized by 
an appropriate cluster size. 



We outline the general technique used in the subsequent 
subsections on specific processor networks. In each case, we 
consider a processor network with p processors and a two­
level hierarchical system of the same size. For some scheme of 
mapping the processors in the network onto the clusters in the 
two-level system, we find the ratio of cluster to global accesses 
as a function of the cluster size. We then use (4.9) to find the 
best cluster size and its average communication delay. In gen­
eral, it is difficult to find the best mapping from a network to 
a two-level system. However, since the networks considered 
are regular, the best quotient mappings are obvious. 

5.1. Ring Network 

Consider the emulation of a ring of size p on a two-level 
hierarchy. We divide a ring into p /c segments each contain­
ing c processors. We map the processors in each segment of 
length c onto the processors in a single cluster of size c. Con­
sider a typical communication pattern in which each processor 
in the ring accesses its left neighbor. There are then c -1 clus­
ter accesses for each global access (Fig. 5.1). It is easy to see 
that no other mapping scheme can result in a larger ratio of 
cluster to global accesses. 

cluster size, c = 4. 

Fig. 5.1. Mapping a Ring Segment onto a Cluster of Size, 

c =4. 

Substituting for cluster and global accesses in (4.9), 

D = ( c - 1 )lg c + lg p 
c (5.1) 

c 

Differentiating (5.1) with respect to c, setting to zero, and 
solving for lg p , 

c - 1 
lg c +--=lgp 

ln2 
(5.2) 

We can solve (5.3) iteratively for c, or if c >> 1 and 
c >> lg c, we can approximate (5.2) as 

c0, 1 =In 2.lg p (5.3) 

With a cluster size of In 2.lg p, the average communication 
delay is 

In In 2 
De =(lg lg p +--)(1 -

1 1 
)+-

••• ln2 ln2.lg p ln2 

For large systems, this can be approximated as 

1 
De ~lg lg p(l- ) 

'•' In 2.lg p 

(5.4) 

(5.5) 

The delay here is a logarithmic factor better than in a system 
with no clusters and a single global memory. 

5.2; Mesh Network 

Consider the emulation of a toroidal mesh with dimen­
sions Yp by Yp on a two-level hierarchical system. We map 

~ a. a. ac 

~ a. a. a. 

c =4 
a..!L a. a. a. 

~ a. ac a. 

Fig. 5.2. Mapping a Sub-mesh onto a Cluster of Size, c = 16. 

a sub-mesh of size Yc by Yc onto a cluster of size c. 
Assume (without loss of generality, by symmetry) that all the 
processors in the mesh access their left ntlghbors (Fig. 5.2). 
The number of cluster accesses, ac, is Ve (Yc - 1) and the 
number of global accesses, a1 , by processors in the cluster is· 
Yc. Substituting in (4.9), 

Yc(Yc - l)lg c + Yclg p 
DC = (5.6) 

c 

Differentiating with respect to c, setting to zero, and solving 
for lg p, 

2(Yc - 1) 
lg c + =lg p 

ln2 
(5.7) 

We can solve (5.9) iteratively for c or if Yc >> 1 and 
Yc >> lg c, (5. 7) simplifies to 

ln2 2 2 c.,, R(-) lg p (5.8) 
2 

For large systems, the average delay ignoring small constant 

·terms is 

2 
D. =lg lg p(l - ) 

••• In 2.lg p 
(5.9) 

In order to obtain a logarithmic improvement in communica­
tion delay, the cluster size has to be quite large compared to 
the results for a ring. 

5.3. Hypercube Network 

Consider emulating a lg p-dimensional hypercube with p 
processors on a hierarchical system. The interconnection 
scheme in a hypercube is best described with a binary number­
ing of the processor nodes. Processors whose binary numbers 
differ in exactly one digit are connected by direct links. Under 
our model, the average communication delay of a multiproces-

. sor interconnection strategy is the log 2 of the number of links 
per processor. Since each processor node is connected to lg p 
processors by direct links, the hypercube has an average com­

. munication delay of lg lg p. 
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We map the processors in a hypercube onto a two-level 
system in the following manner. A lg p-dimensional hyper­
cube can be split into two smaller hypercubes of dimension 
lg p - 1, by removing the links connecting processors differing 
in a particular digit {for instance, all links connecting proces­
sors whose numberings differ in the leftmost digit). Since c is 
usually a power of 2, the hypercube can be divided into p /c 
smaller hypercubes of dimension lg c and each of these can be 
assigned to a cluster of size c. In order to analyze the average 
communication delay, we assume that a hypercube is equally 
likely to use any of its links. Of the lg p links available to 
each processor, lg c are mapped within the cluster. Hence, the 
average communication delay from (4.9) is 

D = lg c.lg c + (lg p - lg c )lg p 
c {5.10) 

lg p 

By analysis as above, the best choice of cluster size is 
l/l 

c.,1 = p 

The delay for this cluster size is 

3 
DC =-lg p 

.,. 4 

(5.11) 

(5.12) 

This delay is not substantially superior to the lg p delay for a 
global memory multiprocessor with no clusters and it is fac-

3lg p 
tor of worse than the hypercube itself. 

4lg lg p 

6. CONCLUSION 

We have developed simple models for the components of 
a hierarchical multiprocessor system. A two-level hierarchical 
system can be specified by the total number of processors, the, 
speed of individual processors, and the size of the cluster. 
Based on these models, we developed expressions for the 
optimum number of processors and their speed. Optimum 
cluster size is application dependent. If the communication 
probability distribution curve for an application is available, 
we can find the cluster size which will minimize interprocessor 
communication delay. For a broad range of problems, we find 
that we can classify certain ranges of cluster sizes as unsuit­
able. The choice of a suitable cluster size can minimize the 
average communication delay when emulating certain proces­
sor networks. 

While we could use more elaborate models in our 
analysis, we would not have relatively simple expressions as 
we have now. Some tradeoffs are quantified easily using the 
current models: the tradeoff between the cost of the processors 
and the cost of the communication structure, and the tradeoff 
between having a large cluster size that contains more refer­
ences within it and having a smaller cluster size with less com-. 
munication delay for each intracluster reference. We feel that 
even though the models are simple they do not unduly favor 
particular processor configurations. 

Average communication delay is a useful metric in choos­
ing a cluster size. However, if the average communication. 
delay is lg lg p, it does not necessarily indicate that the execu­
tion times will be degraded by that factor. Frequently a pro­
cessor can issue a read request and then perform useful compu­
tation while the request is being satisfied by the network. 

[1] 

(2] 

[3] 

(4] 

[5] 

(6] 

[7] 

[8] 

[9] 

REFERENCES 

R. J. Swan, A. Bechtolsheim, K. -W. Lai. J. K. 
Ousterhout, 'The implementation of the Cm* multi­
microprocessor,'·' Proc. National Computer Conference, 
1977, pp. 645-654. 

E. F. Gehringer, A. K. Jones and Z. Z. Segall, 'The Cm* 
testbed,'' IEEE Computer, Oct. 1982, pp. 40-53. 

H. Fromm et al, "Experiences with performance measure­
ment and modeling of a proceSsor array,'' IEEE Trans. 
on Computers, Vol. C-32, Jan. 1983, pp. 15-31. . 

D. L. Kuck, E. S. Davidson, D. H. Lawrie and A. H. 
Sameh, ''Parallel supercomputing today and the Cedar 
approach,'' Science, Vol. 231, 28 Feb. 1986, pp. 967-974. 

T. A. Welch, 'Memory hierarchy configuration analysis," 
IEEE Trans. on Computers, Vol. C-27, May 1978, pp. 
408-413. 

D. Vrsalovic, E. F. Gehringer, Z. Z. Segall and D. P. 
Siewiorek, 'The influence of parallel decomposition stra­
tegies on the performance of multiprocessor systems," 
Proc. 1£th Int. Symp. on Computer Architecture, 1985, 
pp. 396-405. 

B. Lint and T. Agerwala, "Communication issues in the 
design and analysis of parallel algorithms," IEEE Trans. 
on Software Eng., Vol. SE-7, No. 2, Mar. 1981, pp. 174-
188. 
B. Kumar and E. S. Davidson, "Computer system design 
using a hierarchical approach to performance evaluation," 
Comm. of the ACM, Vol. 23, No. 9, Sept. 1980, pp. 511-
521. 

T. Feng "A survey of interconnection networks,'' Com­
puter, Dec. 1981, pp. 12-27. 

[10] D. P. Agrawal and I. E. 0. Mahgoub, ''Performance 
analysis of cluster-based supersystems,'' Proc. 1st Int. 
Conj. on Supercomputing Systems, 1985, pp. 593-602. 

[11] . A. Gottlieb et al, 'The NYU Ultracomputer - Designing 
a MIMD, shared memory parallel machine,'' IEEE Trans. 

. on Computers, Vol. C-32, Feb. 1983, pp. 175-189. 

[12] J. P. Fishburn and R. A. Finkel, ''Quotient networks," 
IEEE Trans. on Computers, Vol. C-31, April 1982, pp. 
288-295. 

474 



CAMP: A PROGRAMMING AIDE FOR MULTIPROCESSORs(a) 

Jih-Kwon Peir(b) 
Daniel D. Gajski 

Department of Computer Science 
University of Illinois at Urbana-Champaign 

Urbana, Illinois 61801 

Abstract 

The major issue in multiprocessing is not the con­
struction of a multiprocessor system, but its efficient use 
in real applications. This paper describes CAMP, a 
program-development tool that helps a programmer in 
coding problems for multiprocessors. CAMP can parti­
tion· programs, insert synchronization primitives, and 
simulate program performance. This way, a program­
mer may experiment with different algorithms for solving 
the same problem and select the one that fits his mul­
tiprocessor system the best. 

1. Introduction 

In the past several years we have seen many pro­
posed and commercial multiprocessor architectures, all 
aimed at increasing machine performance by an order of 
magnitude. Although, faster hardware is easy to build 
these days, there is no agreement on how to achieve this 
performance increase for realistic applications. 

There are basically four schools of thought as to 
what is the most important factor in obtaining higher 
performance in a particular machine. The first school of 
thought believes in faster circuit technology, which will 
allow us to retain present architectures, possibly aug­
mented with a mechanism for synchronizing parallel 
processes. The second school puts priority on optimizing 
or vectorizing compilers, possibly interactive, that will 
detect parallelism and restructure sequential programs 
into their parallel format. The third school that believes 
in a dramatic increase in performance from new parallel 
algorithms supports development of new languages that 
will allow easy conversion of algorithms into programs. 
The fourth school supports new models of computation, 
such as data flow models, that will allow dramatic 
increases in parallelism and can be easily exploited by a 
multiprocessor architecture. 

Although each school deals with one part of the 
solution, none of them shows how to optimally combine 
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Aircraft Company under Contract No. 1-5-37368, and the 
IBM graduate fellowship program. 

(b) The author's current address: T. J. Watson Research 
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application requirements with the capabilities of VLSI 
technology. The first school uses the least risky 
approach by retaining old programming and architec­
tural models. It takes advantage only of the speed that 
the new technology offers, not of its density. The second 
and third schools retain old architectural models, which 
may no longer be cost effective. Furthermore, the second 
school retains programming models developed for pre­
VLSI architectures. The fourth school, although the 
most progressive, does not take into account technologi­
cal limitations. For this reason, machines based on new 
models of computation do not exhibit impressive perfor­
mance. Instead, they create new problems on their own. 

The current VLSI technology allows building mul­
tiprocessors at low cost. However, This multiprocessor 
approach introduces three new requirements not ·encoun­
tered in the single processor environment [1]. First, each 
program must be partitioned into tasks executable on 
one or more processors. If a task is executed on more 
than one processor, it must be further partitioned into 
processes. Second, every task and process must be 
scheduled for execution on a particular processor or pr<>­
cessors. Third, synchronization must be performed 
between concurrently executing tasks and processes to 
maintain data dependences in the program. 

We support a fifth school of thought, which 
believes that only efficient solutions of the above prob­
lems will bring an order-of-magnitude improvement in 
multiprocessor performance. There are two extreme 
approaches in achieving this goal. In one, the applica­
tion programmers (or the problem specialists) are sup­
posed to solve the problem of partitioning, scheduling, 
and synchronization [2) [3). Since parallelism is not a 
natural to human thinking process, this approach may 
be too cumbersome for all but very simple problems. On 
the other hand, we may use a restructuring compiler [4] 
[5] for partitioning, scheduling and synchronization of 
sequential programs. This approach assumes that such a 
compiler has good knowledge over wide range of applica­
tion domains and that the algorithms used in the pro­
grams are optimal over different multiprocessor architec­
tures. 

We advocate an approach in the middle of the 
above two extremes. We assume that the programmer is 
an expert in his application domain. In the mean time, 



we also realize the shortcomings of human thinking in a 
parallel environment. In our approach, the user extracts 
different segments of the program while a program­
development tool helps in partitioning these program 
segments into a number of processes, and inserting syn­
chronization primitives where needed. The simulator 
incorporated in the tool estimates the performance for 
different partitioning and synchronization strategies. 
This way, the programmer may use the tool repeatedly 
to explore several algorithms of solving the same prob­
lem and select one that fits his multiprocessor architec­
ture. The essence of the computer-aided multiprocessor 
programming tool (CAMP) is shown in Figure 1. Note 
that scheduling each process to a physical processor is a 
runtime procedure. However, partitioning a task into a 
certain number of processes, each of which is associated 
with a virtual processor, is performed by the tool. 

Users 

/oblem ~Expert.II~'-,,,',, 

/ ----~ 
~----~ ~-----

Problem Definition 

" Algorithm Design 

Program Partitioning 

" Synchroni1ation Inset.ion 

not satisfactory 

Parallel Execution 

Simulation 

Figure 1. The program-development tool 

In this paper, we select a loop example to demon­
strate the program-development methodology with 
CAMP. We describe different partitioning and syn­
chronization methods which have been implemented in 
CAMP for program loops. Most of the parallelism in 
scientific computations comes from loop statements. In 
the parallel execution of a loop, each iteration is usually 
treated as the smallest unit of execution and assigned to 
a processor in the lexicographical order of its index set. 
This method is very effective when all iterations are 
independent. However, when data dependences exist 
between different iterations, a proper partitioning and 
synchronization mechanism must be used to assure fast 
and correct execution. 

The layout of this paper is as follows. In section 2, 
we will describe the basics of CAMP. Then, in the sub­
sequent sections, we will discuss several methods which 
have been implemented in CAMP. We will describe the 
process alignment for eliminating synchronization 
between concurrent processes, a synchronization method, 
and different partitioning strategies for program loops in 
sections 3, 4, and 5 respectively. Finally, we will present 
results of a walk-through example and propose future 
research in section 6. 
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2. CAMP: A Program-development Tool 

Figure 2 shows the flowchart of CAMP. Each step 
in a box is performed by CAMP and those steps without 
boxes are programmers' jobs. All the jobs for the pro­
grammers involve either a decision making or the extrac­
tion and rewriting of program codes, which we believe 
human can do better than a machine. Note that in this 
paper we described only the parts used for developing 
parallel code for program loops. 

START 

r---------, i 
: PartiUoning &; : Extract Input ,---------, 
:._ '!~c!'~~~~~~n J <- - - - Serial code<- - - - prTam 
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no 
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qnchronisation: 

(1) block parlition 
(2) inlerleaYed parl. 

L-------~ Rewritecodeinto --------------' 
parallel format 

Ma.chine 
model 

Timing 
1imulaUon 

Figure 2. The flowchart ~f tasks in CAMP 

Initially, a programmer extracts a loop segment 
from the original program. He determines whether the 
extracted loop has independent iterations (called a paral­
lel loop). If so, the programmer can transform the loop 
into parallel format easily and send the parallel code to 
the simulator. If the loop is not a parallel loop, CAMP 
will attempt to align the loop to eliminate synchroniza­
tion between iterations. If this step is successful, the 
programmer must rewrite the code according to the 
alignment results before using the simulator. 

If the loop alignment is not applicable, CAMP can 
take two alternative approaches. First, it may partition 
the loop iteration space into independent execution sets. 
This method uses the minimum dependence distance in 
each dimension to divide the iteration space. The detail 
description of this method is given in [6]. Second, it may 
partition the loop with a selected synchronization 
method. In this approach, CAMP generates the parti­
tioning ratio and the synchronization information, which 
helps the programmer in rewriting the code into parallel 
execution format. 



A simulator has been developed for evaluating 
different partitioning methods. It generates the simu­
lated execution time in helping the programmer to select 
the best partitioning strategy. If the original algorithm 
does not contain enough parallelism, the programmer 
may want to write a different algorithm. In the follow­
ing sections, we will describe the process alignment, the 
bit-map synchronization scheme, and the partitioning of 
a loop with the bit-map method. All these mechanisms 
have been implemented in CAMP. 

3. Process Alignment 

The alignment of a program loop was first intro­
duced by Padua for the purpose of increasing the 
number of independent partitions of a loop [7]. In this 
section, we will demonstrate the essence of this method 
by an example for minimizing the synchronization 
between iterations of a loop. 

In the example of Figure 3 (a), there is a constant 
dependence vector [1,-1] between the second and the first 
statement. This constant dependence vector is due to 
the occurrence of A(i,j) in 82 (producing a data) and 
A(i-1,j+l) in 81 (consuming the data). We can adjust 
the subscripts of either occurrence of array A. Figure 3 
(b) shows the adjustment of the first statement by 
transforming A(i-1,j+l) into A(i,j), and Figure 3 (c) 
shows the adjustment of the second statement by 
transforming A(i,j) into A(i-1,j+l). This code adjust­
ment, called the process alignment, has three significant 
changes: 

DO i = 1, N 
DOj = 1, N 

81: B(i,j) = A(i-1,j+l) X C(i) + D 
S2: A(i,j) = E(i,j) I F(i,j) 

ENDO 
ENDO 

(a) 

DOALL i = o, N 
DOALL j = 1, N+l 

82: IF (lS:iS:N) AND (lS:j:SN) THEN 
A(i,j) = E(i,j) I F(i,j) 

81: IF (l::;i+lSN) AND (lS:j-lS:N) THEN 
B(i+l,j-1) = A(i,j) X C(i+l) + D 

ENDO 
ENDO 

(b) 

DOALL i = 1, N+l 
DOALLj = o, N 

82: IF {1Si-15N) AND (lSj+lSN) THEN 
A(i-1,j+l) = E(i-1,j+l) / F(i-1,j+l) 

S1: IF (1Si5N) AND (15j5N) THEN 
B(i,j) = A(i-1,j+l) x C(i) + D 

ENDO 
ENDO 

(c) 

Figure 3. A loop example and its alignment code 
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(1) transformed subscripts in the adjusted statement; 
(2) an additional IF test in each statement, and the 

extended loop bounds for the boundary iterations; 
(3) the statement rearrangement to satisfy data 

dependences. 
The details of an improved alignment algorithm is given 
in [6]. 

After the process alignment, the dependence vector 
became [O,OJ. Since the production and consumption of 
the data is now in the same iteration, the loop can be 
partitioned by iterations without synchronization 
between any partitioned set. 

4. The Bit-map Synchronization Method 

Syuchrouizatiou of coucurrent proce:>tie:> can be 
implemented . through shared-variable or through 
message-passing [8]. There are different shared-variable 
synchronization methods such as the full/empty bit of 
the HEP [9], the fetch&add of the Ultracomputer [10], 
and the synchronization key of the Cedar [11]. In this 
section, we will describe a shared-variable method called 
the bit-map [12]. In the bit-map method, each syn­
chronization data element has an attached sync field, 
and each memory operation contains a mask value. The 
data can be accessed only when the mask matches the 
sync. This way a proper referencing order to each data 
element can be maintained. 

The bit-map synchronization method will be 
explained by using the QD-algorithm for calculating the 
distribution of the eigenvalues of a large positive definite 
tridiagonal matrix [13]. (Figure 4) This example con­
tains several constant-dependence vectors: [1,0] for the 
dependences Q(i,j+l) -+ Q(i-1,j+l), and E(i,j) -+ E(i-
1,j), [0,1] for Q(i,j+l) -+ Q(i,j), and [1,-1] for E(i,j) -+ 

E(i-1,j+l). We omit the dependence vector [O,O] since it 
indicates a dependence in the same iteration, which is 
always satisfied. 

The data dependences must be preserved during a 
parallel execution. They can be preserved if and only if 
the proper order of memory operations to each memory 
location is maintained. The sequence of read and write 
operations to the same memory location, called a 
referencing pattern or RP, is denoted by (R/W)n, .... ., 
(R/W)i> ..... , (R/W)2, (R/W)i, where R/W indicates a 
read or a write operation and subscripts indicate the 

DO i = 2, N 
DO j = o, N-1 

81: Q(i,j+l) = Q(i-1,j+l) + E(i-1,j+l) - E(i,j) 
82: E(i,j) = Q(i-1,j+l) x E(i-lJ) .;.. Q(i,j) 

ENDO 
ENDO 

Figure 4. The QD-algorithm 



sequence number. This sequence of memory operations 
is sorted by the indices of the multiple nested loops in 
which the memory location is referenced. If the memory 
location is referenced more than once in the same itera­
tion, the referencing pattern will be ordered by the state­
ment number first and inside each statement from right 
to left. In other word, the referencing pattern is defined 
by the sequential execution of the loop. 

In our loop example, the RP of each read/write 
variable can be determined by sorting the constants in 
the first subscript of all the occurrences of that variable 
in a decreasing order. If more than one occurrence has 
the same constant in the first subscript, we sort them by 
the second subscript, and so on. If the constants in all 
subscripts of several occurrences are equal, then we sort 
the occurrences based on their sequential execution 
order. However, for the boundary data elements, some 
of the operations in a RP may not be performed. 

The bit-map synchronization method preserves the 
RPs even if different processors in a multiprocessor sys­
tem reference the same memory location out of order. 
Each synchronized variable has a Sync field and a Data 
field. The sync field contains a number of Full/Empty 
(F /E) bits. Each bit is used independently in the same 
way as the F /E bit in the HEP machine. The sync field 
and the data field can be implemented as two separate 
words in the memory to eliminate extra hardware cost. 
Every synchronization instruction has a Mask field which 
contains information for both testing and modifying bits 
in the sync field. We define two distinct synchronization 
instructions: SREAD and SWRITE, which can be 
expressed as: 

$SREAD /SWRITE, Address, Mask. 

The Address indicates the shared memory location where 
the accessed data and its associated sync value can be 
found. These instructions are implemented by the fol­
lowing indivisible sequence of microoperations, where n 
represents the length of the Mask and Sync fields and 
registers represent temporary storages in each processor. 

For the SREAD instruction: 
n 

A (Maski OR Synci): Register+- Memory(Address) 
i-1 

Sync +- Mask AND Sync 

For the SWRITE instruction: 
n 

..., ( V (Maski AND Synci)): Memory(Address) +- Regi8ter 
i=l 

Sync +- Mask OR Sync 

Generally speaking, the SREAD instruction tests 
whether certain bits of the sync field are '1' by ORing 
the syiic field with the mask field and fetching data if 
the result is all '1 's. After data is fetched, tested bits are 
cleared by ANDing the sync field with the mask. . On the 
other hand, the SWRITE instruction tests whether one 
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or more bits of the sync field are 'O' by ANDing the sync 
field with the mask field and storing data only if the 
result is all 'O's. After data is stored, tested bits are set 
by ORing the sync field with the mask. Only logical 
operations are needed in both instructions. Other types 
of synchronization instructions such as test without 
modifying the sync, can be easily implemented. 

Using SREAD and SWRITE to enforce RPs allows 
consecutive reads to proceed in any order. In general, 
each read or write needs one bit in the sync field. If that 
bit is '1', memory location can be read but not written 
into, and vice versa. However, since any order of con­
secutive reads is allowed, the write following these reads 
needs a number of bits to detect if all the reads have 
been finished. The number of bits is equal to the 
number of reads ahead of the write. Whenever a read is 
successful, its corresponding bit is updated. Note that if 
there is only one write in the RP, this write can proceed 
when all the bits for reads become 'O'. 

For loops with constant dependence vectors, the 
number of operations in a RP of a read/write variable is 
equal to the number of occurrences of that variable. In 
general, each operation requires a bit in the sync field. 
Therefore, using a separate word for the sync field 
should be sufficient to synchronize any constant-­
dependence loop. Figure 5 (a) shows the parallel code of 

DOALLi =2, N 
DOALL j = O, N-1 

S1: $Q(i,j+l)/1111 = $Q(i-1,j+l)/1011 + 
$E(i-1,j+l)/1011 - $E(i,j)/1100 

S2: $E(i,j)/1111 = $Q(i-1,j+l)/0111 X 

ENDO 
ENDO 

Arrays 

Q(l,1 .. 64) 
Q(2 .. 64,0) 
Q(2 .. 63,1 .. 63) 
Q(2 .. 63,64) 
Q(64,1 .. 63) 
Q(_64,6-0_ 

E(l,O) 
E(l,1 .. 63) 
E(l..63,64) 
E(2 .. 63,0) 
E(2 .. 63,1..63) 
El64,0 .. 63}_ 

$E(i-l,j)/Olll 7 $Q(i,j)/1101 

(a) 

RPs 
Initial 
$Lncs 

R4 R3 - - 1101 
- - R2 - 0011 

R• R3 R2 W1 0000 
R4 R3 - W1 0000 
- - R2 W1 0000 
- - - W_i 0000 

R4 - - - 1010 
R4 R3 - - 111 0 
- Ra - - 0110 

R4 - W2 Ri 0011 
R• Ra W2 Ri 0011 
- - W..z.. R_i 0 0 11 

(b) 

Figure 5. (a) The parallel QD-algorithm 
(b) The RPs and syncs 



the QD-algorithm using the bit-map method. With N 
= 64, the RPs and syncs of Q and E arrays are shown in 
Figure 5 (b ). 

The rule of selecting the initial mask and sync 
values for this example is very simple. The mask value 
for a read operation has 'O's on the corresponding posi­
tion for this read as well as on the position for the fol­
lowing write operation. On the other hand, the mask 
value for a write operation is equal to all 'l's. The ini­
tial sync value of each memory location can be deter­
mined by its RP. The bit position for the first (the 
rightmost) operation, such as R2 of Q(2 .. 64,0) is enable, 
i.e. '1' for a read; 'O' for write. All other operations are 
disable. If there are consecutive reads from the first 
operation, then all these reads are enable. The algo­
rithm of finding the masks and syncs for general cases 
was given in [12]. 

Thus, the bit-map synchronization transforms a 
sequential loop into a parallel one by removing the con­
trol dependence and preserving the data dependence. 
All iterations can be executed in parallel like in any 
other data-flow model of computation. 

6. Program Partitioning on Multiprocessors 

Using the bit-map method, the QD-algorithm can 
be executed in parallel. The next issue is how to run this 
parallel code on a limited number of processors. Two 
factors must be considered when partitioning a loop into 
processes: amount of parallelism and memory access and 
synchronization overhead. The best partition should 
exploit the maximum parallelism with the lowest over­
head. However, this ideal case is usually impossible to 
achieve. The partitioning strategy is a tradeoff between 
these two contradictory goals. 

In partitioning program loops, we make two restric­
tions. First, each iteration of the loop is an indivisible 
unit of execution, executed sequentially by one processor. 
Second, the loop can only be partitioned into regular 
patterns, such as by row and/or by column in a two-­
dimensional space. Although partitioning at arithmetic 
operation level and/or partitioning along a wave-front 
[14] may exploit more parallelism, it introduces unac­
ceptable coding complexity and performance overhead. 
We propose two ways of partitioning the loop: block and 
interleaved partitioning. 

We now define a program loop and our partitioning 
schemes. A program loop is denoted by L = 
(I11 I2, ... , In) (81, 82, ... , 80), where Ii is an index variable 
of the i-th nested level of the loop, 1 :'.S; i :'.S; n; and 8j is 
an assignment or a conditional statement, 1 :'.S; j ~ s. 
Each index variable consists of three attributes 
~(ai,bitci), where ~ is the initial value, bi is the boundary 
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value, and ci is increment value of Ii. In a loop L = 
(I11 I2, ... , In) (81, S2, ... , 89), assume that dimension Ii is 
partitioned into p sets. The j-th set of the block parti­
tion is defined to have: 

the initial value ai,j - iii + l xiX(j-1)/p .Ix Ci 

the boundary value bi,j = iii + ( l xiXi/P J- 1) X ci 

the increment value ci,i = ci 

where: xi= l (bi-iii+ci)/ci j 
while the j-th set of the interleaved partition has: 

the initial value ai,j _ iii +_(j - 1) X ci 
the boundary value bi,j = bi 
the increment value ci,j = p X ci 

The block and the interleaved partitioning schemes 
are initiated by two different considerations. The former 
tries to minimize memory access and synchronization 
overhead since synchronization is only perform at the 
block boundary. The latter tries to maximize the paral­
lelism by interleaving iterations among processors so that 
all processors can start approximately at the same time. 

6.1. Partitioning with Different Aspect Ratios 

The best way of exploiting parallelism of the 
recurrence loop example is to execute the loop according 
to the wave-front direction. On the other hand, the 
easiest way of partitioning the loop is based on the lexi­
cographical order of the index set. The former method 
introduces unacceptable overhead while the latter 
method may not utilize all the parallelism in the loop [6]. 

We use a general partitioning method which 
divides each level i of a nested set of loops into different 
number of partitions, ni. Either the block or the inter­
leaved partitioning scheme can be used in dividing the 
loop. The proportion of the number of partitions on 
each level is called the aspect ratio (AR). If 4 processors 
are assigned to execute the QD-algorithm, then three 
ARs (n1 :~) are possible: 4:1, 2:2, and 1:4. Figure 6 (a) 
shows the block partition and the processor assignment 
of the QD-algorithm with AR = 2:2, while Figure 6 (b) 
shows the interleaved partition, where 1, 2, 3, and 4 indi­
cate four different processors. Note that the AR of 1:4 
with the interleaved partition is equivalent to partition­
ing with the lexicographical order. 

There is no extra coding complexity using the 
aspect ratio of the block and the interleaved partitioning 
methods. However, the total combination of ARs for a 
given number of processors p grows with the nested lev­
els of the loop. In a doubly-nested loop, the number of 
ARs is equal to (log2p + 1 ), while in a triply-nested 
loop, the number of ARs is equal to ((log2p + 1)2 / 2 + 
(log2p + 1) / 2), where we assume the number of proces­
sors and the number of partitions are all powers of 2, 
and n; :'.S; p. 



i 

3 4 3 4 3 4 3 4 
1 2 1 2 1 2 1 2 
3 4 3 4 3 4 3 4 
1 2 1 2 1 2 1 2 
3 4 3 4 3 4 3 4 
1 2 1 2 1 2 1 2 

j 

(b) 

Figure 6. (a) The block and (b) The interleaved 
partitioning with AR = 2:2 

6.2. Data Storage Scheme 

Parallelism imposed by the data dependence is cru­
cial to the program partitioning. In order to select the 
best AR, we need to consider another factor: memory 
access and synchronization overhead. Three types of 
memory accesses: local access, local synchronized access, 
and network synchronized access can be specified for 
testing the QD-algorithm in a distributed-shared 
memory multiprocessor system (Figure 7). The local 
access provides the fastest access time. Data with the 
exception of read-only data can be localized only if it is 
not accessed by any other processor. The local memory 
coherence problem is thus avoided. Data, read and writ­
ten by more than one processor, can only be accessed 
through the synchronization instructions described in 
section 4. 

Interconnect.ion Network 

Figure 7. The model of a multiprocessor system 
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Because of the delay in the interconnection net­
work, the synchronized access to any other memory 
module takes much longer than the synchronized access 
to the local memory. The data storage scheme is very 
important in reducing the number of network accesses. 
For instance, if 4 processors execute the QD-algorithm, 
with AR = 1:4, and the interleaved partition is used, 
then P 2 will execute iterations (*, 1) and (*, 5), where * 
stands for all iterations of the corresponding level of the 
loop. In each iteration, P 2 reads the Q array three times 
(Q(i-1,j+l), Q(i-1,j+l), and Q(i,j)), and writes once 
(Q(i,j+l)). If we allocate Q(*,1) and Q(*,5) to the local 
memory of P 2, then, only one access to the Q array will 
be to the local memory. On the other hand, if we allo­
cate Q(*,2) and Q(*,6) to the local memory of P 2, then 
three out of four accesses to the Q array will access to 
the local memory. Thus, data should be allocated to the 
shared memory modules according to the allocation of 
iterations (i.e. the AR) and the subscript expressions of 
the accessed variable. 

In the block partitioning, the type of memory 
access for each variable may vary from one iteration to 
another. If the iteration is not located on the block 
boundary, all the memory accesses in that iteration are 
local. Otherwise, the memory access can be either a 
local synchronized or a network synchronized access. 
The data storage scheme for the interleaved partition is 
applicable to the block partition. 

6.3. Aspect Ratio Selection 

Because the number of ARs in a three dimensional 
loop is proportional to (log2p)2, it is very time­
consuming to simulate all the ARs for any given number 
of processors. A heuristic can be used for selecting the 
best ARs. 

The sequential execution time of each iteration of a 
loop can be computed directly. For example, the start­
ing and ending time for each memory access and arith­
metic operation of the QD-algorithm are shown in Fig­
ure 8. In it we assume every memory access takes the 
same amount of time (M), and every arithmetic opera­
tion takes time (A). The time-distance for each depen­
dence is computed as tg - t,., where tg is the data gen­
eration time, and t,. is the time that the data is needed. 
In this example, the time-distance for Q(i,j+l) -+ Q(i-
1,j+l) is 4M+2A; Q(i,j+l) -+ Q(i-1,j+l) is O; E(i,j) -+ 

E(i-1,j) is 3M+2A; Q(i,j+l) -+ Q(i,j) is -(2M+A); and 
E(i,j) -+ E(i-1,j+l) is 7M+4A. The maximum value of 
the time-distance is selected for each dependence vector. 
Those are 4M+2A for [1,0], -{2M+A) for [0,1], and 
7M+4A for [1,-1]. If the time distance is less than or 
equal to O, it indicates there is no delay caused by the 
dependence. Therefore, the dependence vector can be 
omitted. Generally speaking, the time-distance indicates 



Operations Starting Time Ending Time 

Fetch Q(i-1,j+l) 0 M 

Fetch E(i-1,j+ 1) M 2M 

Add 2M 2M+A 

Fetch E(i,j) 2M+A 3M+A 

Subtract 3M+A 3M+2A 

Store Q(i,j+ 1) 3M+2A 4M+2A 

Fetch Q(i-1,j+l) 4M+2A 5M+2A 

Fetch E(i-1,j) 5M+2A 6M+2A 

Multiply 6M+2A 6M+3A 

Fetch Q(i,j) 6M+3A 7M+4A 

Divide 7M+3A 7M+4A 

Store E(i,j) 7M+4A 8M+4A 

M = Memory access time A = Arithmetic operation time 

Figure 8. The sequential execution of an iteration 
of the QD-algorithm 

the 'delay' between two iterations with the data depen­
dence between them. We discussed several rules in [6] 
for reducing this time-distance. 

We now describe the algorithm which uses the 
time-distance for estimating the execution time of a par­
ticular AR. The algorithm is demand-driven. First, the 
execution time of the last iteration of the loop is 
demanded. This triggers evaluation of the execution 
time of two groups of iterations. The first group con­
tains those iterations which produce data for the last 
iteration. The second group contains the iteration which 
must be executed right before the last iteration because 
of the sequential execution imposed in the same proces­
sor. The first group of iterations can be calculated from 
the data dependence vectors while the iteration of the 
second group is determined by the AR and the partition­
ing scheme. These triggered iterations, in turn, require 
the execution time of other iterations and so on. This 
process continues until the iteration space is exhausted 
or the iteration space boundary is reached [6]. 

In this heuristic, every memory operation has a 
constant access time. This assumption is valid for the 
interleaved partitioning method, since each occurrence of 
a variable has the same type of memory access for every 
iteration and can be determined according to the data 
storage scheme. However, the type of memory access 
varies for each variable in the block partition. The 
evaluation algorithm assumes all the memory accesses 
are local for the block partition. The results from this 
evaluation indicate the parallelism exploited by different 
ARs. Next, the number of different types of memory 
accesses for every AR can be computed. These numbers 
determine the memory latency. Two ARs are selected 
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for the block partition. One exploits the best parallelism 
and the other has the lowest memory latency. Both 
selected ARs along with the best AR of the interleaved 
partition will run through the simulator to determine the 
best partitioning strategy. 

6. Conclusion 

We exercised the QD-algorithm with loop bound N 
64 through CAMP. Our simulator has two options 

for estimating the delay for the synchronization accesses 
[6]. In option 1, local synchronized access takes 2 units 
of time and network synchronized access takes 6 units of 
time. In option 2, local and network synchronized 
accesses take 3 and 9 units of time respectively. 

The QD-algorithm has only one independent exe­
cution set and the alignment method is not applicable. 
Therefore, the partitioning with the bit-map method 
was selected. The ARs for different number of proces­
sors were determined by the evaluation heuristic 
described in section 5. The simulation results along with 
the selected ARs are shown in Table 1 and illustrated in 
Figure 9 in which INT represents the interleaved parti­
tion, BKM represents the block partition with minimum 
memory latency, and BKP represents the block partition 
with maximum parallelism. We can see that when the 
number of processors is small, the block partition which 
maximizes parallelism provides the fastest execution 
time. However, when the number of processors is greater 
than 16, the interleaved partition gives the best perfor­
mance. The block partition which minimizes memory 

The sequential execution time = 45056 

Number of 

Processors 
4 8 16 32 64 

Time 29441 14765 7391 3696 1841 
INT 

ARs 1:4 1:8 1:16 1:32 1:64 

Time 36686 19848 19906 11450 11455 
Low overhead BKM 

ARo 2:2 2:4 4:4 4:8 8:8 

Time 17282 9846 6103 4194 1914 
BKP 

ARs 1:4 1:8 1:16 1:32 1:64 

Time 41595 20842 10434 5216 2595 
INT 

ARs 1:4 1:8 1:16 1:32 1:64 

Time 39251 22245 23273 14707 15249 
High over head BKM 

ARs 2:2 2:4 4:4 4:8 8:8 

Time 18567 11162 7503 5759 2673 
BKP 

ARs 1:4 1:8 1:16 1:32 1:64 

Table 1. The simulated execution time 
of the QD-algorithm 
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Figure 9. The plot of the execution time 

and synchronization overhead has the worst perfor­
mance. 

CAMP is written in Pascal and runs on a VAX-
11/780 under 4.2 BSD uNJX<al operating system. 
Presently, the program-development tool uses only a 
limited number of partitioning algorithms and synchron­
ization primitives. The future plans include additional 
partitioning schemes especially for the partitioning of the 
program segments without loops, shown as the dashed 
boxes in Figure 2. Other useful synchronization primi­
tives such as test&set, full/empty bit etc. could be added 
to CAMP. Other future work should also include the 
partitioning and synchronization of programs for 
message-passage multiprocessors [3]. 

(a) UNIX is a trade mark of Bell Laboratories. 
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Abstract-- To meet increasing demands for computing power, systems 
must exploit parallelism at all levels. A balance between the processing 
speeds of a machine's subsystems is critical for overall system perfor­
mance. In this paper, we describe a queue-based vector supercomputer 
(QVC) which reduces the fraction of work that the scalar mode must 
process. 

The proposed queue-based vector supercomputer has the following 
characteristics: (1) two level control is used to support out-of-order 
instruction initiation, (2) multiple classes of registers is provided, (3) 
one valid bit per vector element is included to exploit flexible chaining, 
(4) a very short vector startup time (one clock period) is achieved, (5) 
branch instructions are used only for implementing high level language 
control structures, (6) elements of a queue may be read repeatedly, 
and (7) vectorization has been generalized. 

Several hard-to-vectorize loops from the Livermore Loops are used 
as the benchmark programs. The preliminary study suggests that the 
proposed queue-based vector architecture is a cost-effective way to 
implement a supercomputer for array-oriented programs. 

1. Introduction 
Queues have been included in many architectures [3,5,20,23,24], 
intended primarily for high performance numerical applications in 
scalar mooe. Most commercial supercomputers [18,21,7] have some 
kind of vector buffers (registers) (the Cyber 205 [15] is one ex­
ception: vector operations are carried out in memory-memory 
mooe). In this paper, we describe a queue-based architecture for 
which the notion of a vector register JS simply a special case. 

This paper is organized as follows. Section 2 motivates the 
vector processors. Section 3 describes the desired features for a 
vector processor and presents the proposed queue-based vector 
supercomputer. Section 4 compares the proposed architecture with 
the Cray X-MP [7] using some hard-to-vectorized Livermore Loops 
[17,21] as the benchmark programs. Section 5 has the conclusions. 

2. Motivations of Vector Supercomputers 
It has been repeatedly observed [2,4,11,22,24,28] that for a system 
with two processing speed modes, the effective execution speed is 
limited by the slower mode, unless the fraction of workload that 
has to be done in this mode is nominal. Put differently, a good 
balance between different processing speeds is critical to the overall 
system performance. In the numeriCal supercomputer environment, 
the high-speed mode corresponds to vector operations, the low-speed 
mode to scalar instructions. We must push the limits on both ends 
to meet ever-increasing computing requirements. An ideal high 
performance system must not only have a fast scalar mode, but 
also a vector mode that reduces the fraction of work that must 
be processed in the scalar mode. The latter can be achieved by 
architectural innovations which facilitate the vectorization of most 
array operations. 

Recently, several queue-based processors [3,5,11,20,24] have 
been proposed to achieve fast scalar mode. The advantages of a 
queue-based scalar system have been publicized elsewhere [24,11, 
29]. Many array-oriented programs cannot be vectorized, partly 
because the underlying vector computers do not provide the ade­
quate primitive instructions to generate vector code for many com­
monly seen vector operations, such as vector inner product. The 
major goal of the proposed two level control, queue-based vector 
supercomputer (QVCJ is to ease the task of the vectorization of 
array-oriented programs. Thus, QVC reduces the fraction of work 
that must be processed in the scalar mode. 

The major considerations behind the vector instructions are the 
following: 

1. Flynn b!>ttlen~~ [9]. The l?t!rform:in~ ?~a. computer sy~tem 
is sometimes lumted by the 1nstruct1on 1ruhatlon rate. An issue 
unit is capable of initiating at most a !ixed number .Cnorma!ly, 
one) of instructions every clock penod. If each mstruct1on 
does too simple an operation, this Flynn limit may become a 

The work described here was done while this author was at the University 
of Wisconsin-Madison. 
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bottleneck. A decoupled architecture (5,11,20,24] does increase 
the bandwidth of the instruction issue capability by including 
multiple (two in all the cases listed above) issue units. Another 
way of increasing the effective issue bandwidth is to include 
powerful instruct10ns. Each powerful instruction is able to do 
many operations. Hence, issuing one powerful instruction can 
achieve the same effect as issuing multiple relatively simple 
ones. The issue condition of a powerful instruction, however, 
does not have to be complex. In the QVC, each powerful 
instruction (vector instruction) is just a repetition of a simple 
scalar operation. These vector instructions still enjoy the simple 
issue condition property of its scalar counterpart. 

2. Out-of-order execution. The floating point unit of the IBM 
360/91 [26] and the scoreboard of the CDC 6600 [25] are 
examples of hardware methods to achieve out-of-order execu­
tion. Out-of-order execution is an essential part of vector 
instructions with different vector length and the simultaneous 
execution of vector and scalar instructions. The vector 
supercomputer proposed in this study, however, provides out­
of-order initiation of scalar instructions (almost} free, in the 
sense that a scalar instruction is just a special case of vector 
instruction, i.e., a scalar is just a vector of length one. 

3. Proposed Architecture 
In this paper, we will emphasize the design of the vector mode 
operation of the QVC. Many functional units are included in the 
QVC. Each of them is implemented by a linear (fully segmented) 
pipeline [13] which eliminates the necessity of doing pipeline reor­
ganization and avoids most structural hazards (collisions). Each 
function unit may either perform a single task (e.g., floating point 
addition) or be capable of executing several operations (e.g., logical 
operations). There is an issue unit associated with each functional 
unit, which checks for the issue conditions. Except for the Load/ 
Store instructions, all operations are carried out in a register-register 
fashion. The availability of the operands determines the issue 
conditions of the register-register instructions. For performance 
measurement purposes, we compare the QVC with a single CPU 
of a Cray X-MP having an identical set of function units (see 
section 4). 

.-~~~~~~~~~~~~~~~~ 

The terms used in the figure are explained below: 
C-R: Constant Registers 
S-R: Scalar Registers 
Q-R: Queue Registers 
M-R: Mask Registers 
Q-L: Queue Length Registers 
1-C: Instruction Cache 
INT: Interconnection Network 
1st 1-U: First Level Issue Unit 
2nd 1-U: Second Level Issue Unit 
IQ: Instruction Queue 
F-U i: the i-th Functional Unit 

Figure 1: The Organization of a Processor with n Functional 
Units. 



The desired vector properties include flexible memory-referencing 
instructions, arithmetic/logic operations, vector editing instructions 
and the easily-vectorizable properties. By easily-vectorizable prop­
erties, we mean that vector operations are applicable to the pro­
grams which are not vectorizable on the current supercomputers. 
Regular arrays should be treated effectively, while sparse arrays 
must be handled with reasonable efficiency. We suggest that all 
the registers be shared by all functional units. We also want to be 
able to intermix vector instructions with scalar ones. For example, 
vector A is loaded into a queue-register by a vector load instruction, 
but entries of A are consumed by different scalar instructions. 
Figure 1 illustrates the QVC with n functional units. 
3.1. Vector Instruction Format 

A vector instruction has the following format: 
repeat m n 

inst1; 

instm; 
The semantic of the above repeat statement is to execute the 
instruction group, inst1 to inst , n times, where each inst represents 
a simple scalar instruction and" all instructions within .an instruction 
group use the same functional unit. The size of an instruction 
group (i.e., m) is a compile time constant, while the length of a 
vector (i.e., number of iterations) is specified by one of the queue 
length (QL) registers and the "repeat" instruction selects the ap­
propriate queue length register. If the length of the vector is known 
to be 1, at compile time, the repeat statement is not needed. This 
is how we use the scalar mode of this architecture. 
3.2. Operand Register (Queue) Sets 

In addition to the status registers (e.g., the queue length register 
just mentioned), four sets of operand registers are included: 
1. Constant scalar registers. Rationale for these registers is pro­

vided elsewhere [29) 
2. Scalar registers. They are just like general purpose registers in 

most com1,mter architectures. 
3. Queue regJSters. Queue registers are a set of registers, each of 

which is a queue. They are rationalized in the following section. 
4. Mask register. Mask registers are similar to the queue registers 

in that they are also implemented as queues. The major dif­
ference is that each element of a mask register has only one 
bit. 

Any one of the scalar registers or the queue registers can be 
used as a destination/source register of memory accessing instruc­
tions. The memory interface is treated as one functional unit. 

The mechanism to handle different data dependency hazards 
(RAW, WAR, WAW) for queue/mask registers is detailed elsewhere 
[29). 

3.3. Queue Registers 
. Queue registers are a set of registers, each of which is a queue. 
Only limiteil elements (i.e., the head and tail of the queue) are 
accessible from outside. A queue register is the hardware imple­
mentation of a "stream". Thus operands in a queue register must 
be accessed in a predefined order. Each queue register is imple­
mented as an array of registers. There is a valid bit associated with 
each element of the queue register to indicate the data availability 
of the designated element. Two pointers are associated with each 
queue register. They point to the head and the tail of'that particular 
queue. A queue may have three possible states--Full, Empty, and 
Normal--which can be checked by examining the appropriate valid 
bits. When a queue is full, an attempt to put an operand onto that 
queue will be blocked. 

Similarly, readinjl from an empty queue is also blocked. One 
of the advantages m having one valid bit per element is that a 
queue register can temporarily hold a vector which is longer than 
the queue size, as long as there are other instructions that take 
operands out of the same queue register. This valid bit per element 
·scheme also makes chaining more flexible, because the speed of 
the consumer and the producer does not have to be identical, i.e., 
chaining can be performed in an as}mchronous fashion. A similar 
scheme is used by the Hitachi S-810 [19) to allow flexible chaining. 
The QVC has the flavor of dataflow machines [8] except that the 
issue unit checks for data availability, rather than the O.ata avail­
ability "firing" the operation. Thus, function units can operate in 
parallel as much as possible. We call this organization a control-driven 
dataflow com1?,uter architecture. This controf-driven dataflow scheme 
is more flexible than that of most traditional supercomputers in 
the sense that data availability is checked on an element by element 
basis, even for vector operands. Hence, the operation of chaining 
is more flexibility than in the case where data availability is 
checked at the vector level. On the other hand, the overhead of 
the dataflow approach [10) is avoided. 
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One of the characteristics of queues is that an element of a 
queue is discarded after it has been read. There are cases in which 
we want to use: an operand (a scalar or a vector) more than once. 
Therefore, _we mclude three access ~odes in reading from a queue: 
(a) destruct1ye mode; (b) rwn-destruct1ve mode; and (c) circular mode. 
In destructive mode, a read operation removes the first element 
from the queue register. In non-destructive mode the first element 
of a queue remains after a read operation, i.e.,' a queue can be 
(non-destructively) read many times while its contents are not 
changed. In circular mode, the entire queue remains unchanged 
after each element has been accessed. Sometimes the access mooe 
!s detei:mined at run time based on the (partial) result of an 
1ns~ruct1~m. (e.g., compare two queue registers). Since a queue 
reg1~ter 1s implemented as. an array of elements with two pointers, 
a Cl.1fferent access mode simply suggests a slightly different inter­
pretation in updating the pointers. 

3.4. Two-Level Control 
A two-level instruction initiating scheme is adapted in this design. 
The dobal first level issue unit decides branch outcomes and sends 
non-6ranch instructions to the proper instruction queues which are 
associated with the second level issue unit. For each function unit, 
there is an instruction queue and a second level issue unit. Each 
second level instruction 1Ssue unit initiates instructions in the order 
they were sent to the instruction queue (i.e., the original machine 
code textual order). Instructions in different second level instruction 
queues, however, may be initiated in a different order than that 
in which they passed the first level issue unit. The second level 
issue unit checks for data availability and issues instructions ac­
cordingly. The implication of this two-level initiating scheme is 
that it takes two clock periods to issue a non-branch instruction, 
i.e., the work of instruction initiating is divided into two stages of 
the pipeline. However, this scheme does not introduce extensive 
delay. The delay of the additional clock period in the· decoding 
logic slows down a section of straight line code by at most one 
clock period. Since the branch decision is made by the first level 
issue unit, there is no execution time penalty even across basic 
blocks, as long as the expressions that participate in the branch 
decision are evaluated earlier, which can normally be done by 
properly scheduling the code (see, for example, [29)). Thus, in the 
best case, the penalty introduced by this two-level control scheme 
is one clock period per program. The worst case penalty, however, 
is one clock period per basic block. On the other hand, the first 
level issue urut sends a partially decoded instruction to the instruc­
tion queue associated with the appropriate function unit. In other 
words, the decoding is done in two stages (the first level issue unit 
and the second level issue unit). If the instruction decoding time 
of the original design determines the clock period, the two level 
decoding scheme may imply a faster clock rate, because the in­
struction decoding is Cl.one in two pipeline stages. The startup time 
of a vector instruction is just the time for the first level issue unit 
to send a "repeat" statement to the appropriate second level issue 
unit, which normally takes one clock period. 

The first level issue unit is blocked only because of either (a) 
a branch instruction, which can be alleviated by the prepare­
to-branch [11) scheme, or (b) a full instruction queue of the 
corresponding functional unit. The functionality of this proposed 
two level instruction initiation scheme is similar to Tomasulo's 
algorithm [26) exce1;>t that instructions that use the same functional 
unit are executed m program order. In [29) a comparison was 
made to compare the performance of the two-level scheme with 
that of Tomasulo's algorithm using the example given by Weiss 
and Smith [27) in studying various instruction initiation schemes. 
In this example, the two-level scheme and the Tomasulo's algorithm 
perform equally well. The former, however, avoids the potentially 
expensive associative search used in the Tomasulo's algorithm. 

3.5. Vector Load/Store 
Studies [4,16) have shown that the relative ratio of vector load/store 
with unit stride, non-unit stride, and random access is about 70% 
: 20% : 10%. Thus, the vector load/store instruction has to 
support accessing random elements of an array. A repeated load/ 
store with autoincrement can be used to access elements separated 
by a constant stride. A random access is normally represented by 
an additional level of indirection, i.e., the addresses of the needeO. 
elements are put in another array. This random access is supported 
by the following two vector instructions: (a) put addresses of 
needed elements onto a queue re&ister (call it %Qq); and (b) do 
a vector load using addresses in l6Qq. 

Simultaneous vector load/store operations may cause undesirable 
memory overlap hazard conditions (that is, read before write or 
write before read). One solution for eliminating such hazards is to 
have a smart memory system detect the conflicts. Another way 
is to have the software determine the cases where the hazards may 
occur and assure sequential execution whenever necessary. 



3.6. Comparison Instructions 
The contents of a mask register can be loaded by doing an element­
by-element vector comparison. Given two vectors A and B of 
length n, the result of the vector comparison is stored in M. The 
semantics are that Mi gets the comparison result of Ai and Bi. The 
result of a comparison, then, is treated as an ordinary operand. 
We term such comparison a logical one in the sense the result of 
the comparison, rather than one of the operands, is returned. This 
scheme is used by some supercomputers (e.g., Cray-1) to set up a 
mask register. 

The scalar logical comparison is useful in evaluating Boolean 
expressions without using branches. i.e., logical instructions such 
as AND, rather than branches, are used to evaluate complex 
Boolean expressions.. Branches are needed only to construct high 
level program structures. 

There are cases where one of the operands involved in the 
comparison, rather than the logical comparison result, is needed. 
We propose another set of comparisons called contents comparisons. 
This corresponds to the if-expression in some programming lan­
gua~es. The (vector) contents comparison is generally useful in 
copmg with sorting-related problems. 
3. 7. Vector Editing Instructions 

Different vector editing instructions can be realized by the re­
peat statements (vector instructions) with slightly different accessing 
modes described earlier. It is also possible to include scalars within 
a vector editing instruction. Merge (combining two vectors into 
one) and split l the opposite of merge) can also be carried out by 
two repeat-statements with proper adjustments to the mask register. 

The different vector editing functions available in the commercial 
supercomputers are nicely surveyed by Hwang and Briggs [12]. 
We make no attempt to specify all vector editing instructions 
completely in this paper. 
3.8. Intrinsic Functions 

Some vector operations, such as vector sum (the summation of all 
elements in a vector), are inherently difficult to vectorize. One 
possible way to cope with these hard-to-vectorize operations is for 
the compiler to generate scalar instructions [6] which implies rel­
atively low performance. Another possible approach is to include 
a large set of vector macro instructions and hope that most hard­
to-vectorize operations are covered by the vector macros [15]. In 
the QVC, most vector macros can be composed by several of its 
vector instructions. The realization of the following vector macros 
can be found in [29]: (a) vector sum; (b) inner product; (c) linear 
recurrence; (d) maximum/minimum; (e) search; and (f) sorting. 

We believe that most, if not all, programs can take advantage 
of this queue-based vector supercomputer. However, advanced 
compiler techniques are required to fully utilize the potential par­
allelism provided by this proposed architecture. 

4. Performance· Evaluation 
In this section, we compare the performance of a single CPU of a 
Cra:y X-MP [71. with a similar architecture with the proposed ex­
~ens10n. In particular, there are the same number of vector registers 
m the Cray X-MP as the queue registers in the QVC. The identical 
set of function units.are included m both the Cray X-MP and the 
QVC. For QVC, we assume two sets of execution times for the 
functional units. One is that the execution time (in terms of clock 
period) of each functional unit in the QVC is identical to that of 
the Cray X-MP. The other is to include an additional delay of 
one clock period when the data is sent through the interconnection 
of the QVC (i.e., two additional clock periods are added to a 
register-register operation). One last point is that we ignore the 
delays because of memory bank conflict, i.e., we assume the data 
are nicely distributed in the memory banks and all memory access 
requests are serviced in a predetermined amount of time (i.e., 14 
clock periods to do a scalar load). 

Riganati and Schneck [21] summarize the supercomputer per­
formance reported on Livermore Loops. The execution speed of 
loops 4, 5, 6, 11, 13, and 14 are s!ower than other loops. In fact, 
the: perform~nce of these 6 loops 1s below 50 mc:ga flops (floating 
pomt operat10ns per second). In other words, 1f the Livermore 
Loops are used as the workload, the execution time of the afore­
mentioned loops dominates the total execution time. Loop 5 and 
loop 6 are essentially the same provided the compiler does the 
induction variable analysis [1]. Therefore, we use loops 4, 5, 11, 
13, and 14 as the benchmark programs. 

In Table 1, the execution times (in clock periods) of the 5 loops 
on 4 different configurations are shown. There are two columns 
associated with the Cray X-MP. The "Cray" column has the 
execution times of the loops while the scalar scheduling is done 
wit!'ii~ th7 loop boundary -- we ~o not employ "loop carry-over" 
ophm1zat10ns, such as loop unrollmg, other than the ones specified 
in the source Fortran code. The "Cray(SP)" column has the 
execution times where the software pipelining2 (using the algorithm 
described in [29]) technique is applied. The "QVC" column has 
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oop 

5 
11 
13 
14 

18129 
20261 
13090 
22736 

15148 
12275 
12066 
20636 

12963 
6009 
1386 
3645 

16948 
8008 
1410 
3753 

Table 1. The Execution Times for Different Configurations. 

the execution time of this queue-based vector computer. The 
"QVC+" column has the execution time of the QVC, while an 
additional clock period is needed for an operand to "penetrate" 
through the QVC's interconnection network. We apply some known 
optimization techniques, by hand, to the Cray code. In particular, 
we try to partially vectorize the loops whenever approrriate. For 
example, the floating point multiplication of loop 4 (X(LV)*Y(J)) 
is carried out using vector instructions. Also, vectors Y & Z of 
loop 5, vector Y of loop 11, vectors P(l,IP) & P(2,IP) of loop 13, 
and vectors GRD, VX, & XX of loop 14 are block-preloaded into the 
appropriate vector registers using the vector load instructions. That 
is, we use the vector registers as data buffers between the processor 
and the memory system whenever appropriate. 

For loop 4, the QVC outperforms the Cray X-MP primarily 
because of the following: 
• Mixed mode operation. In th Cray X-MP, scalar instructions 

must be used to get an element from a vector register. Three 
instructions (a vector to scalar move, an increment to the index 
register, and a branch instruction) are needed for each result 
stored in a vector register. In other words, the overhead to get 
an element out of a vector register is in the order of 10 clock 
periods. (The execution time of the vector register to scalar 
register data move instruction [076ijk] is 4 clock periods.) 
Branches. Because we cannot express a linear recurrence in a 
vector form on the Cray X-MP, branch instructions are used to 
carry out the loop. The overhead may be as many as 5 clock 
periods per iteration (for an in-buffer condition). 

• Chaining. The first element of the vector operation results, stored 
in a vector register, cannot be taken from a vector register until 
the vector operation has completed. The chaining on the mixed 
mode operation is not flexible enough. 
For loops 5 and 11, the difference in the execution time comes 

from the following: 
• Mixed mode operation. Though loop 5 is hard to vectorize due 

to the first order linear recurrence, arrays Y and Z should be 
able to be "block-preloaded" into some vector registers. Because 
the vector mode and the scalar mode on the Cray X-MP are 
not readily compatible· (i.e., additional move instructions are 
needed to move each element from a vector register to a scalar 
register), the mixed mode operation can not be carried out 
efficiently. 

• Branches. 
• Store. In the Cray X-MP, a store instruction cannot be issued 

until the result is available. In the two level control scheme, 
however, the first level issue unit can issue a store instruction 
as long as the instruction queue associated with the store func­
tional unit is not full. Therefore, instructions following the store 
instruction can be issued, by the first level issue unit, even before 
the operand for the store instruction has been computed. Thus 
less instruction blockage will occur in the two level control 
scheme than in the one level control scheme. 

• Loop unrolling. The source code of loop 5 is unrolled three 
times. Because of the limited number of S registers in the 
Cray X-MP (8 of them), some instruction issuing blockages come 
from the static register assignment. As stated in [29] that queues 
provide the dynamic register assignment property. Thus, unnec­
essary data dependencies, owing to static register assignment, can 
be avoided. 

Software pipelining, however, overlaps the time of the mixed mode 
operation (load from a vector register), the branches, and the store 
instruction blockages. Thus, for loops 4, 5 and 11, the performance 
improvement due to software pipelining is significant. 

oops 

5 
11 
13 
14 

1.40 
3.37 
9.44 
6.24 

1.17 
2.04 
8.71 
5.66 

0.89 
1.53 
8.55 
5.50 

1.31 
1.33 
1.02 
1.03 

Table 2. The Relative Performance for Different Configurations. 

One simple kind of software pipelining is the pre-loading and post-storing of 
operands. 



The discrepancy in the execution times of loops 13 and 14 
comes from the following: 
• Memory indirection load. Memory indirection load is not well 

supported in Cray X-MP . 
• Scalar variable expansion (14). A scalar variable can easily be 

expanded to a vector in the QVC by allocating such a scalar in 
a queue-register. By so dointi, the variable fro~ different itera­
tions occupies different locations in a queue-register. 

Two major constraints that also limit the performance of loops 13 
and 14 on the QVC are: 
• Number of functional units. The performance is bounded by the 

number of load and floating point addition pipes. This can be 
remedied expensively by adding functional units to the processor. 
The additional functional units, however, may slow the clock 
cycle down. 

• Data conversion. It takes several instructions to do data format 
conversion between integer and floating point number. This, 
however is not an essential limit of the architecture. If data 
conversi~n happens frequently, we can add a special data con­
version pipe to the architecture. 
In Table 2, we compare the relative performance for differ!lnt 

configurations. Looking at the QVC+ : Cray(SP) column, we find 
that the Cray X-MP outperforms the QVC+ only for loop 5. The 
data dependency graph of loop 5 is very deep, i.e., every instruction 
depends on the result from the previous instruction. In other 
words, the data dependency, rather than the issue unit, limits the 
execution speed. Thus, the QVC with additional delay runs slower 
than the Cray X-MP. In most cases, however, the advantage of 
the two level control and the queue-based vector register still 
outweighs the delay going through the interconnection. Looking at 
the QVC : QVC+ column, we find that for loops 4, 5, and 11, 
where the execution time is limited by the data dependencies, the 
performance penal.ty introduc~ °l?Y the one clo7k period delay 
going through ~e interconne~tton i;; abou~ ~.me third. (Rc.;call t~at 
the execution tunes of a floating point add1t10n and a floating point 
multiplication are 6 clock perio~s and 7 cl~k periods, respect~vely. 
The time to go through two in!erco!lnecttons [one. on the _inpl!-t 
side the other on the output side] IS 2 clock penods, which 1s 
abo~t one third of the execution times of the floating point oper­
ations mentioned above.) On the other hand, for loops 13 and 14, 
where the execution time is limited by the availability of the 
functional units, the performance penalty caused by the delay in 
the interconnection is between 2% and 3%. 

For highly vectorizable loops (e.g., loop 7), the performance is 
limited by the availability of the functional unit. In this case, the 
extra clock period delay going through the interconnection will 
slow down the entire system by only a small fraction. 

5. Conclusions 
This queue-based vector su~rcomputer supports out-of-order in­
struction initiation and flexible vector chaining. Its. simple vector 
instruction format implies very short vector startup time lone cl~k 
period). This simple format, however, is very powerful to use with 
the queue registers and different access modes. As demons~rated 
earlier in this paper, many array-oriented prog~am~ are vectonza~le 
under this proposed architecture. The destination non-bloc~ing 
interconnection network avoids the unnecessary result bus con~hcts 
in the case where a shared result bus is used for all functional 
units (in Cray X-MP, all results going to S registers share the sa!Ile 
bus). Branch instructions are needeCi only to carry out the high 
level language control structures by in~roducing the .lo11ical/ CC?ntents 
comparison. Access modes are provided so that. 1t IS possible to 
read the elements of a queue repeatedly in a vanety of ways. 

The preliminary study suggests that this proposed archit~cture 
is a cost-effective way to implement a processor for array-onented 
programs. The major remaining problem is the design of.compiler 
techniques to fully utilize the suggested features automatically. 
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ABSTRACT 

To satisfy the growing need for computing power, 
a high degree of parallelism will be necessary in 
future supercomputers. Up to the late 70s, 
supercomputers were either multiprocessors 
(SIMO-MIMD) or pipelined monoprocessors. Future 
industrial realizations should combine these two 
levels of parallelism. In a multiprocessor, 
classical pipeline controls become inefficient 
because the interdependent behavior of the 
processing elements cannot be foreseen either at 
compile time or at decode time. 

In this paper, we introduce a new model of 
pipeline architecture : the Data Synchronized 
Pipeline Architecture (DSPA). Based on an 
independent sequencing of the functional units, this 
model allows a high degree of parallelism in the 
pipeline, even in the case of unforeseeable 
behaviors of some ressource. 

I Introduction 
Need for computing power seems unlimited in 

various scientific applications. During the last 
ten years, tremendous progress has been made in the 
domain o.f component integration. But todays' 
supercomputer clocks are of the same order of 
magnitude as those of supercomputers ten years ago. 
E.g. the clock of the Cray2 (1985) is only three 
times faster than the one of the Cray! (1976). 

Requirements for performance have lead 
manufacturers to the design of parallel structures. 
The first industrial parallel supercomputers were 
pipeline processors (Crayl, CDC Cyber 205, •• ). 
Today, these pipeline computers can be considered as 
the state of the art in monoprocessor architecture. 
Since the late 1970's, a lot of multiprocessor 
projects have been initiated [5][6][14][7]. In 
future industrial realizations of these ambitious 
projects, the elementary processors will be pipeline 
processors. Great attention must be taken in the 
design of these pipeline processors. 

In a pipeline computer, the execution of an 
instruction stream generates concurrent activities 
in several functional units ( FUs ), These FUs may 
be pipelined. Even when the FUs are not pipelined, 
the successive FUs crossed by the data form a 
macropipeline. Performance of the computer depends 
heavily on the overlapping of successive 
instructions and are bounded by the throughput of 
the instruction decoder. In the case of vector 
instructions, simple pipeline control is possible 
because of the regularity of the data and 
instruction streams. Optimization of the code can 
be done at compile time. For example, performance 
of the Crayl can be considered as near optimum on 
classical vector instructions. That is the reason 
why pipeline computers are generally refered as 
vector processors. Unfortunately, performance of 
existent pipeline computers on scalar instructions 
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ere not es good es one can expect. The overlapping 
of successive instructions cannot always be decided 
et compile time because memory access conflicts or 
hazards may arise at execution time. Because in a 
multiprocessor architecture some hardware is shared, 
the behavior of processing elements ere 
interdependent. Moreover if decode time for vector 
instructions is small regardless of the occupation 
of the FUs, very fest algorithms have to be used for 
pipeline control in scalar mode, because the 
decoding delays become critical. 

In section II, we recall the problems which exist 
on some classical pipeline computers. Then, in the 
following sections, we present a new model of 
pipeline architecture : the Date Synchronized 
Pipeline Architecture (OSPA). This model hes been 
developed in order to improve the performance of 
pipeline computers on scaler code. We also point 
out that using this model, a distributed decode of 
instructions allows very fest sequencing end 
efficient overlap for both vector and scalar 
instructions even in the cases where memory 
conflicts or hazards may occur. 

II Existent pipeline llOdels 
1 Outlines 

Today, a pipeline processor can be used as a 
monoprocessor ( Creyl, FPS164, Cray XMP-1, Fujitsu 
VP 200, •. ) or es en elementary processor in a 
multiprocessor system (Cray XMP-4, Cray2, BSP, .. ). 
The BSP (10] is a SIMO computer; its elementary 
processors (PEs) are pipelined. A set of vector 
instructions hes been defined by the designers. 
These instructions are memory to memory instructions 
( operands ere read from memory and the result is 
stored in memory ). When the machine has been 
defined, the behavior of these instructions was 
studied and optimized - by introduction of delays 
between two functional units for example; 
reservation tables [1][9][8] are stored in the 
machine. The SIMD structure of BSP allowed global 
pipeline control for all PEs. In general, the 
distinct FUs do not have the same number of stages 
and many cases of memory conflicts may occur; even 
with a restricted number of vector instructions, the 
number of cases to be studied would increase 
exponentially with the number of operands involved 
by the instruction. In the BSP the number of cases 
to be studied remains quite limited; all the FUs 
have the same number of stages (the reservation 
table does not depend on the FUs but only on the 
number end the distribution of distinct FUs 
concerned with an instruction), and memory conflicts 
are almost avoided by a constant increment 
definition of a vector end the choice of a prime 
of memory banks [11][12]. On the BSP, a good 
overlapping of distinct iterations of the same 
vector instruction is performed; but there is no 



overlapping of the end of a vector instruction by 
the beginning of an other instruction : the 
pipeline must be filled at the beginning of an 
instruction, and emptied at the end. Memory to 
memory instruction may be quite efficient on vector 
operands, but scalar instructions overlapping has to 
be done with other techniques while the restricted 
choice of vector definition increases the ratio of 
scalar code (e.g. loop 3 proposed later must be 
executed in scalar mode). 

In todays' multiprocessors, the behavior of a 
shared memory cannot be foreseen either at compile 
time, or at execution or decode time : it depends 
on the different processes being executed by the 
different elementary processors. Even when vector 
accesses are synchronized, memory conflicts may 
occur at anytime; memory behavior depends on the 
relations in the distribution of the vector 
elements, on the relations between two successive 
vector accesses and on the treatment of RAW (Read 
After Write) hazards [13] memory to memory 
architecture are no adapted to high speed scalar 
execution and asynchronous PE controls. 

We present the problems that remain on two 
existent pipelined monoprocessors. 

2 Vector register .. chines 
In register machines, the operands of an 

instruction are loaded in the functional units from 
registers and the results are stored in registers. 
In some pipeline computers, such as Cray! [3], there 
are vector registers; a vector register may contain 
up to N words -in Cray!, N:64. A single instruction 
with vector register operands may generate up to N 
times the same operation on distinct data, results 
are then stored in a vector register. This approach 
seems very efficient on pure vector instructions. 
Loop l : 

DO l I=l,N 
l A(I):B(I)+C(I)*D(I) 

Only seven instructions are necessary to code the 
body of this loop for the Cray!. 

Vector load C --> Rl 
Vector load D --> R2 
R3 <-- R1*R2 
Vector load B --> R4 
R5 <-- R3 + R4 
Vector store R5 --> A 
Conditionnal jump 

Time to decode such a loop is not critical : up to 
256 accesses to memory are generated by these seven 
instructions and the Cray! can decode one 
instruction by cycle. 

Unfortunately accesses to memory on the Cray! are 
performed in the order of the decode sequence; 

moreover no advance is taken on the decode 
sequence : the next instruction is decoded only 
when the present instruction is initiated. An 
instruction is initiated only when the presence of 
all its operands is guaranteed; as there is no 
hardware mean to verify if the ith element of a 
vector is present or not, to initiate a vector 

instruction, the following condition must be 
guaranteed : 
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For every i, i cycles later the 1th element will be. 
present. 
These restrictions explain why 353 cycles are 
necessary to execute an iteration of loop l while 
the memory is only busy during 256 cycles. They 
also induce the same definition of a vector as in 
the BSP. The loop 2 is then treated in scalar 
mode 
Loop 2 

DO 2 I:l,N 
2 A(I)= B(H(I))+ C(I) 

Cray! is about ten times slower than the Fujitsu 
VP200 [15] for the execution of this loop; because 
vector registers of addresses can be computed, the 
Fujitsu VP200 executes this loop as a vector loop. 
But loop 3 is executed in scalar mode on both 
machines 
Loop 3 

DO 3 I=l,N 
3 A(I)= A(H(I))+ B(I)*C(I) 

Possible hazards may occur on this loop; as H(2) may 
be equal to 1, A(l) has to be written before A(H(2)) 
is read ( at least the hardware should avoid reading 
A(H(2)) before writing A(l) if H(2)=1). The loop 
must be coded in scalar mode. 

In scientific programs, some part of the code 
always remains scalar. If performance in scalar 
mode are slow compared to vector performance, the 
execution time of the residual sequential code may 
become predominant. On Cray!, for example, when 
loop l is executed in scalar mode, about 25 cycles 
are necessary to decode the loop body : the 
theoretical throughput of the memory is then more 
than six times higher than the real throughput! 

Even in the case of a register machine where 
advance can be taken at the decode [16][17], it is 
very difficult to busy all the fUs in scalar mode : 
parallel decode is quite impossible for register 
machines. The decoder will always remain a 
bottleneck for performance in scalar mode for these 
machines : that is the reason why they are 
considered as vector machines. 

3 Microcoded fully connected pipelined 118Chines 
In microcoded machines, an instruction word 

contains a subinstruction parcel for each of its 
fUs. When all operands are loaded from registers, 
the register throughput becomes tremendous and 
unrealistic. Operands for a FU may be directly 
taken on output buses of the fUs. On a fully 
connected machine, each output of a FU is connected 
to each input of the fUs; some connections are not 
so useful as others : e.g. the path between the 
output of the floating point adder and the input of 
the address unit is very rarely used; such paths may 
be suppressed (fig. 1). 

The FPS 164 of floating Point Systems [2] may be 
considered as a "nearly" fully connected pipeline 
processor. Each of its fUs can initiate an 
instruction on every cycle. As the decoder can 
decode an instruction word on every cycle, the 
FPS 164 can run at full speed on scalar code. 



In an instruction word, the subinstruction 
parcel for each FU is always located at the same 
place. For example, the subinstruction for the 
adder can always be decomposed in three subparcels : 

Origin of the left operand, (i.e. the bus on 
which it is present) 

- Origin of the right operand 
- Codeoperation 

The width of an instruction word for the FPS 164 
is only 64 bits; it contains an order for each FU 
(see [2]). Controls of the crossbar network are 
given by the origins of the operands for the 
different FUs; synchronization of the FUs is 
explicit : the orders decoded in a cycle are 
initiated at the next cycle. A datum must be 
present on the output bus of a FU at the foreseen 
cycle. Delays to cross most of the FUs are constant 
and the date of their exit from a FU can be 
foreseen. Unfortunately, unforeseen memory bank 
conflicts may arise on an interleaved or shared 
memory; in this case, one solution consists of 
stopping the clock for the other FUs. 

It is very difficult to produce efficient code 
for the FPS 164 because of the explicit 
synchronization by the microcode between the FUs. 
All the instructions are scalar i.e. an instruction 
initiates at most one order by FU. This is not 
critical because an instruction word can busy all 
the FUs; but automatic production of dense code is 
very difficult. Moreover efficient code cannot be 
produced without unrolling loops. E.g., on FPS 164, 
the loop body of the inner dot product may be coded 
on a single instruction loop preceeded by about ten 
instructions to fill the pipeline and about ten 
instructions to empty the pipeline. Unfortunately, 
no general compiling techniques can be used to 
unroll loops. To allow high performance on the 
FPS 164, Floating Point Systems proposes a library 
of frequently used functions and procedures which 
have been hand coded (BLAS). Performance are 
increased by a factor of two when coding LINPACK 
using BLAS instead of coding it in classical FORTRAN 
[4]. When possible hazards may occur (e.g. 
loop 3), loops cannot be unrolled : reads and 
writes cannot be exchanged by software. 

We have pointed out the major limitations of 
some existent pipeline machines. Performance of 
existent vector register machines such as Crayl drop 
dramatically as soon as "good" conditions disappear, 
(scalar code, memory bank conflicts, scatter-gather, 
possible hazards .. ). In scalar mode, performance 
are limited by the decoder : at each cycle, only 
one instruction can be decoded and then only one FU 
can be activated. Moreover the decoder cannot make 
any advances and no overtaking of writes by reads is 
allowed on memory. Fully connected microcoded 
pipeline processors can run at full speed in scalar 
mode, but they present insurmountable difficulties 
for efficient code production. For both models of 
machines, parallelism between the FUs is generated 
by software : possible hazards (e.g. loop 3) 
induce scalar execution, overlapping of the end of a 
loop by the beginning of the next loop is rarely 
performed and is always poor. 
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A data interconnection scheme in the FPS 64 
fig. 1 

In section III, we present a new model of 
pipeline machine. As in FPS 164, an instruction may 
contain a subinstruction parcel for each FU and, as 
the execution of these subinstructions are totally 
independent, a distributed decode can be done; 
another parallel decoder is also proposed. Vector 
and scalar instructions are available for this model 
of machine; a good overlapping of distinct 
instructions is possible whether they belong to same 
iteration of a loop or not and even when they do not 
belong to the same loop. 

III The Data Synchronized Pipelined Architecture 
( DSPA ) 

l goals 
The basic problems which have lead us to define a 

new model of pipeline machines have been developed 
in the previous section. 

As we have already pointed out, todays' pipeline 
processors must be designed to be included as 
elementary processors in a multiprocessor computer : 
MIMD and SIMD computers. Using fully connected 
microcoded pipeline processors as elementary 
processors in such architectures would be 
unrealistic when a datum cannot be delivered by 
the shared memory, the clock would be stopped for 
the other FUs of the elementary processor; this is 
unacceptable and has lead us to express a first 
condition that we want to be satisfied by the design 
of a pipeline processor : 

Condition l : The sequencings of the different FUs 
of a pipeline processor have to be independent 

When this condition is satisfied, a delay in the 
delivery of a datum for a FU will not necessarily 
block the other FUs. Also, an instruction is not 
necessarily initiated at the cycle where its 
operands are produced and the production of the 
operands of an operation do not have to be 
synchronized. 

In section I, we have seen that the decoder 
becomes a bottleneck for performance in scalar mode 
for vector register pipelined machines, so we 
propose a second condition : 

Condition 2 : Parallel decode is necessary on 
pipeline processors. 

We have also noticed that performance on the 
FPS 164 depends heavily on hand coded libraries. We 
wish to design machines able to reach correct 
performance on a very large set of scientific 
programs. This has led us to a third condition : 



Condition J : Natural code generation (by a 
compiler ) must produce efficient code. 

Two hardware tools seem to favor this goal 
possible advance on decode and a RAW detection 
mechanism to enable reads to overtake writes on 
memory. 

2 The DSPA •ode! 
We have rejected register pipeline machines 

because of the tremendous throughput demand on the 
registers and on the decoder to achieve performance 
in scalar mode. A Data Synchronized Pipeline 
processor is a "nearly" fully connected pipeline 
processor in which a FIFO (First In, First Out) 
queue is associated with each crosspoint on the 
interconnection scheme between the producers 
-outputs of the FUs- and the consumers - entries of 
the FUs. Except for the sequencer, each FU also has 
a FIFO queue of instructions (fig. 2). When a datum 
flows out from a producer P, it is stored in a FIFO 
queue associated with a pair (P,C) where C is a 
consumer i.e an input of a FU F : the datum is 
stored in this FIFO queue until F is ready to treat 
it (fig.3 ). An instruction for a FU may be 
decomposed in three parcels : 
-Origins of the operands -i.e. names of producers; 
the FIFO queue associated to the path between the 
producer and the input of the FU is refered. 

-Destination of the result -i.e. the name of a 
consumer. 

-Codeoperation 
The sequencing of the FUs is very simple. 

We detail here the sequencing of the adder (fig. 4) 
1. If the FIFO queue of instructions is empty then 

GOTO 1. 
2.Laad the instruction in the adder's sequencer 
and decode it. 

J.If one of the origin FIFO queues is empty then 
GOTO J. 

4.Load the operands; initiate the operation. 
5.Store the result in the referenced FIFO queue 
and GOTO 1. 

These five steps may be pipelined : 
-Step 5 is always overlapped by the other steps; 
-The next instruction -when existing in the FIFO 

queue- may be decoded during step 3 and 4; 
-Operands may always be loaded and the operation 

initiated : this operation can be aborted if the 
operands are not valid. 

J Deter•inistic execution 
In classical machines, instructions are executed 

in the same order they are decoded this 
guarantees the unique interpretation of a sequence 
of instructions. This constraint is respected on 
the FPS 164 : instructions are immediatly executed. 

In our model, the FUs are synchronized by the 
data; an instruction may wait for its operands 

during a few cycles : there is no reason to decode 
the memory load of an operand for an addition before 
decoding the addition; if the adder is not busy, it 
can wait for the datum. The only significant order 
in this model of pipeline machines is the order of 
the data which enter the same FIFO queue. 
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A FIFO queue is associated with only one 
producing functional unit. The instruction FIFO 
queue of a FU guarantees that this FU initiates its 
operations in the same order it receives its 
instructions : it is reasonable to impose the 
constraint that the results flow out from the FU in 
the same order that their production is initiated : 
in most cases, the delay to cross a FU is constant. 

This constraint guarantees the unicity of the 
signification of a code sequence. 

4 DSPA interleaved 11e110ry 
In the DSPA model, the memory FU can be 

considered as a producing unit ( reads and also as 
a consuming unit ( writes ). The DSPA model imposes 
the constraint that the results of the reads flow 
out from the memory in the same order that the reads 
have been decoded. On an interleaved memory, this 
may dramatically decrease the throughput of the 
memory if the reads are really done in the same 
order they are decoded; let us suppose a four memory 
bank interleaved memory whose banks are busy during 
four cycles of a read and let us consider the 
following distribution of read requests : 

read 1 and 2 on bank 0 
read J and 4 on bank 1 
read 5 and 6 on bank 2 
read 7 and 8 on bank J 

The results flow out from the banks in good order if 
the reads are initiated in the following order : 
read 1 is initiated on cycle 1 
read 2 is initiated on cycle 5 

(bank 0 is busy on cycles 2, J, 4) 
read J is initiated on cycle 6 
read 4 is initiated on cycle 10 
read 5 is initiated on cycle 11 
read 6 is initiated on cycle 15 
read 7 is initiated on cycle 16 
read 8 is initiated on cycle 20 

In this extreme case, the real throughput of the 
memory is only two fifths of the theoretical 
throughput. 

We propose a design of an interleaved memory 
which increases the real throughput of the memory 
and which respects the DSPA philosophy (fig.5). 
Addresses (and data for the write instructions) flow 
out from the access unit (AU) in good order and 
enter the FIFO queue of requests for the desired 
banks. Bank i loads its requests from the FIFO 
queue, then read data are stored in a FIFO queue 
associated with bank i. Then the reordering unit 
(RU) reads the data on the desired FIFO queues. The 
data flows out from the memory unit on the memory 
output bus (MO) in the desired or~er. 

One can easily verify that when the sequence of 
reads of the previous example is repeated, the 
asymptotic throughput of the memory reaches the 
theoretical throughput. We will see later that a 
RAW detection hardware mechanism is necessary in the 

memory of a pipeline mechanism; this m:chanism can 
be implemented in the AU (global detection) as well 
as in each bank (local detection). 
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A DSPA-compatible interleaved •emory 
fig. 5 

5 Instruction decode 
5.1 A distributed decode 

We have already pointed out that the relative 
order of two instructions for two distinct FUs does 
not matter. Many solutions may be imagined for the 
global decoder. For example, as in the FPS 164, an 
instruction may contain a subinstruction parcel for 
the distinct FUs : these subinstructions may always 
be located at the same places in the instruction 
word and then can be directly routed to the distinct 
instruction FIFO queues of the FUs : 

The global decoder is only a bus. 

When, in an arbitrary sequence of instructions 
the most frequently used FU receives N instructions, 
the whole sequence can be coded on only N 
instruction words; the relative order of the 
subinstructions for the same FU is the only 
significant relation. 

Very dense code is obtained without unrolling the 
loops as for the FPS 164 for example. Moreover, in 
the FPS 164 case, a lot of instruction words are 
necessary to fill and to empty the pipeline : in 
our model, these instructions are not necesssary; 
all the iterations of a loop have the same code. 
Let us suppose a DSPA processor which FUs have the 
same characteristics as in the FPS 164. Natural 
code generation will produce only one instruction by 
FU for the loop body of the inner dot product 
without unrolling loops, a compiler will generate a 
single instruction word loop for this machine. 

Nevertheless, we do not think that this solution 
of the decode is the only possible 64 bits are 
necessary to code an instruction word for the 
FPS 164, more information must be given in 
subinstructions in our model, the width of an 
instruction word may result in an instruction memory 
or cache that is too expensive. 



5.2 Decoder throughput 
We discuss here why the throughput of the decoder 
may be more limited. 

5.2.l Flexibility of the 110del 
In the design of the FPS 164 and other machine as 

Crayl, all the FUs are assumed to have the same 
basic cycle : this allows initiation of a new 
instruction on each FU at each cycle. This 
simplifies the microcoding of the FPS 164 and the 
sequencing of the Cray!. 

But this cannot be considered as a good balance 
between the throughput of the FUs most of the 
classical algorithms require at the minimum an 
average of one memory access per floating point 
operation. On the FPS 164, this difficulty has lead 
to the introduction of an auxiliary memory having 
the same throughput as the main memory. In the 
design of the successor of the Cray!, the Cray-XMP, 
two pipelined channels are used to simultaneously 
access the memory : they can be considered as 
distinct FUs which have to respect very strong 
constraints. 

Our model processor can support distinct basic 
cycles for the distinct FUs; e.g. the basic cycles 
of the floating point operators may be two times 
longer than the basic cycle of the memory. Moreover 
the delay in which a FU delivers a result may vary; 
we have only imposed the constraint that results 
flow out from the FU in the order their productions 
have been initiated. 

5.2.2 Vector instructions 
On the FPS 164, vector instructions cannot exist 

because of the explicit synchronizations by the 
microcode at each cycle. In the DSPA model, no 
difficulties exist to prevent vector instructions. 
Executing a vector instruction of length k consists 
of executing the same scalar instruction k times. 
As in vector register machines, the physical support 
of the FIFO imposes a maximum vector instruction 
length. In some cases as in loop 4, vector 
instructions increase the performance by removing 
strict dependences between the data in the 
pipeline : 
Loop 4 : 

DO 4 l=l,N 
4 A(I)= B(I) + C(I) + D(I) 

In the body of this loop, two instructions 
concern the adder; the second addition cannot be 
initiated before the end of the first one. If the 
delay to cross the adder is k cycles -seven cycles 
in Cray!- no addition can be initiated during k-1 
cycles. A vector instruction of length k works on k 
independent flows of data : in loop 4, the adder 
should then be busied when the memory throughput is 
sufficient. Our model allows coding many loops as 
vector loops; loops 1 and 2 are coded with vector 
instructions; the following loop 5 is also coded as 
a vector loop. 
Loop 5 : 

DO 5 I=l,N 
5 A(H(I))= B(P(I))*C(Q(I)) 
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The loop 3 may be coded by mixing vector 
instructions and scalar instructions; accesses to H, 
B, C, the multiplication and also the addition may 
be coded as vector instructions. In order to detect 
possible RAW hazards, the two accesses to A must be 
scalar coded : an internal scalar loop has to be 
coded in the global loop. 
Let us suppose that the maximum vector length of a 
vector instruction is 8, the body of loop 3 can be 
coded by the following sequence :(1) 
V M: ?VpRead H .... Ma 

M: ?VpRead A .... *l 
M: ?VpRead B .... *r 
*: ?V*(M,M) .... +l 
+: ?V+(*,M) .... Md 

S M: ?SiRead A (M) .... +r 
M: ?SpWrite A (+) 

Seq: C .... C-1,if C>O then GOTO S 
Seq: N .... N-1,if N>O then (VL .... min(N,8);C .... VL;GOTO V) 

The floating point additions have been extracted 
from the internal scalar loop : these instructions 
are kept in the adder's instruction FIFO queue until 
the operands are received. 

The flexibility of the vector instruction definition 
associated with the possibility to access vector 
operands in scalar mode and to concatenate scalar 
operands to form vector operands increases the ratio 
of vector instructions in DSPA programming. 
5.2.J Towards another proposition for distributed 
decode 

In a loop body of scientific programs, some FUs 
are not as heavily used as others; in the previous 
examples, no registers were used. When an 
instruction word may contain a subinstruction parcel 
for each FU, the ratio of empty instructions parcels 
in a sequence of code may be tremendous. In most of 
the cases, there is only one instruction for the 
sequencer in a loop body; on the other hand, in all 
classical examples the memory is the critical 
resource : it does not seem natural to decode an 
instruction for the sequencer on every cycle, but it 
may be critical for the memory. Our experiments 
have shown that for a machine with well designed 
FUs, nearly half of the instructions are memory 
accesses. We recall that we consider that the 
memory FU computes postincremented addresses and 
indirect based addresses. 

(1) M is the memory, Ma is the address input of the 
memory, +l is the right input of the adder ..• 
?V (resp. ?S) refers to vector (resp. scalar) 
instructions. Memory instructions are p-access 
(post -incremented) or i-accesses (indirect). 
p-access refers to a descriptor containinQ a 
base address A and an increment R. A vector 
p-access generates VL addresses of the form 
A + iR and leaves the descriptor with a new 
base address A + VL R; a scalar p-access sends 
the address A to the memory and assigns the 
value A + R to A. Address for a i-access is 
computed by adding an internal base address to a 
value read on Ma. 



Then we have managed to decode only a few 
instructions at the same cycle. These instructions 
must be applied to distinct FUs. It seems that 
decoding two instructions during a memory cycle 
represents a good balance between the decoder 
throughput and the possible performance of the 
machine. The global decode is very simple names 
of the FUs involved by the instructions are decoded 
and then the two instructions are routed to the 
correct instruction FIFO queues. 

IV RAW hazards 
The DSPA model respects the conditions l and 2. 

When producing code for a processor of DSPA family, 
the compiler can forget that this processor may be 
an elementary processor of a multiprocessor 
computer. The code may be generated in the same 
manner it would have been generated for a 
monoprocessor : the real behavior of the shared 
memory can be ignored. This has allowed us to treat 
loop 2 and 5 as vector loops : this cannot be done 
on the Cray! because the behavior of the memory 
cannot be foreseen at compile time. 

Independency of the FUs also allows parallel 
decode -two solutions have been proposed, others may 
be imagined. Code generation may be relatively 
simple : as the instruction flows for two distinct 
FUs are completely independent, the compaction of a 
linear sequence of code is very easy. 

Unfortunately advance on decode is not very 
useful when the effective accesses to memory have to 
be done in the order of their decode; in most of the 
cases, a loop body begins by a read and ends by a 
write to memory. This prevents the overlapping of 
the end of an iteration of the loop by the beginning 
of the next iteration unless some mechanism is used 
to allow passing the writes by the reads (when the 
read address and the write address are distinct). 
Software mechanisms have been proposed in the past : 
two distinct flows of memory accesses may be 
generated and reads of a flow overtake the writes of 
the other flow. Many examples where these solutions 
are not efficient can be imagined. 

Loop 6 : 
DO 6 I=l,N 
DO 10 J=l,I 

10 A(J):A(J)+B(I,J) 
6 CONTINUE 

When executing the internal loop, it is very 
interesting to pass the write of A(J) by the reads 
of A(J+l), A(J+2),.. But when I becomes small, 
one cannot ensure that A(l) has been written by the 
previous external iteration. The only software 
solution to prevent hazards in the execution of this 
loop is to empty the pipeline after each iteration 
of the internal loop. 

We think that a hardware detection of RAW hazards 
on memory has to be implemented in a pipeline 
processor; in loop J, there are possible hazards on 
memory, no software means can be imagined to treat 
this case. Using one of the two models of decode we 
have presented, the decode of this loop programmed 
with vector instructions and an internal scalar loop 
will take no more than 20 cycles the decode will 
not be a bottleneck -40 accesses to the memory are 

493 

done. If a hardware detection of RAW hazards is 
done, one can hope that when real hazards don't 
occur, performance will only be limited by the 
memory throughput. 

Another advantage of a hardware detection of 
hazards is to enable the reaching of correct 
performance on unoptimized code : performance on 
loop 1 when scalar coded can be equal to vector 
performance, even where start-up delays are longer 
if an interleaved memory is used. One can hope for 
correct performance on long loop bodies. To detect 
RAW hazards on a DSPA computer, the memory access 
instruction and the corresponding address are 
extracted from the FIFO queues in the decode order; 
but write addresses are saved in some associative 
memory until corresponding data is present; read 
addresses are checked against the associative 
memory. 

V So•e li•itations of the OSPA 110del 
1 Registers 

In the examples we have detailed, the registers 
have never been used. In the case where a datum is 
used two times or more in an algorithm, it must be 
explicitly saved in a register and each operation 
requiring this datum as an operand will cost two 
instructions : the instruction to initiate the 
operation and the read of the register. The most 
important case of two uses of the same operand is 
the complex multiplication : a solution may consist 
in implementing a complex mode on the multiplier. 

2 A blocking 11&chine 
In a DSPA processor, an instruction waits for its 

operands; this instruction may have been decoded 
before the decode of the production of its operands 
and if these productions are never done ( a bad 
generation of code may lead to this extremity ), the 
FU will never be activated as in example 7 : 
7 +: (M,M) .... +l 

Seq: GOTO 7 
On the other hand, data may be produced and never 
consumed : 
Example 8 : 
8 M: pRead X .... +l 

Seq: GOTO 8 
Correct codes must be written : when a datum is 
produced by a FU, it must be consumed by an other; 
when a data has to be consumed, its production has 
to be guaranteed. 

We define a correct unbreakable sequence of code 
(CUS) as : 

No external jump inside the sequence is possible 
unless to its first instruction. 
No jump out of the sequence is possible unless 
from the last instruction. 
[ach datum produced in the sequence is consumed 
in the sequence. 
£sch datum consumed in the sequence is produced 
in the sequence. 

The loop body of example J is a CUS, but the 
internal scalar loop is not a CUS : data which are 
consumed are not produced in the loop. 



The following loop body of an inner dot product 
is not a CUS 
S M: pRead A ,... *l 

M: pRead B,... H 

*: *(M,M) ,... +r 
+: +(+,*) .... +l 

Seq: c .... C-1, if C>O then GOTO S 
When executing this loop, the first left operand 

for the adder must have been previously produced in 
order to initiate the pipeline; this corresponds to 
the initialization of the sum - note that p subsums 
may be computed by p initializations. 

The following condition must be respected to 
guarantee the execution of all the decoded 
instruction : 

Each sequence of code must be included in a CUS. 
There are no problems for a compiler to produce 
correct code (e.g. a solution may consist in 
treating DO loops as CUS, addresses of jumps 
delimiting distinct cuss), but hand optimizations of 
the code may be dangerous : if the previous 
condition is not respected, the machine will be 
blocked. But this is not a real problem machines 
on which badly coded programs produce the desired 
results don't really exist. 

VI Conclusion 
We have presented an original model of 

architecture for pipeline processors. In this 
model, the decoder does not remain a bottleneck for 
performance in scalar mode as in existent pipeline 
processors : independency of the FUs and 
distributed decode of their instructions allow very 
fast sequencing. Synchronization of the FUs is done 
by the data. Such a processor can be integrated in 
synchronous multiprocessor architectures as well as 
in classical MIMD structures. 

Generating code for machines based on our model 
will be very easy; natural sequential code can first 
be generated -instruction by instruction-, then 
independent codes for the distinct FUs can be 
extracted. For classical pipeline computers, 
complex reordering algorithms are applied to code at 
compile time to ensure performance at execution 
time; these algorithms may also be applied to the 
distinct codes for the FUs but this is less 
necessary than for classical architectures. When 
possible hazards may occur on memory or registers, 
there is no mean to optimize code for classical 
pipeline computers; on a DSPA architecture only real 
hazards may degrade performance. 

At present, we are studying a real implementation 
of a pipeline processor of this family. Many 
solutions can be adopted : buses can be shared by 
several FUs, this sharing may be static or 
dynamic .•• Great attention has to be taken in the 
design of the FUs; for example, in this paper we 
have already exposed some characteristics of the 
memory FU (computation of the addresses by the FUs, 
need of a RAW hazard detection mechanism). Another 
important point to be optimized in the design of the 
machine is the interconnection scheme : connections 
can be quite expensive in this mode because a FIFO 
queue is associated to each crosspoint on this 
interconnection scheme; infrequently used paths 

between the FUs can be suppressed; several FIFO 
queues may be implemented on the same support. 

In the theoretical model, arbitrarily large FIFO 
queues are used. In a real machine, the sizes of 
the FIFO queues are limited by the physical support 
which limits the length of vector instructions. All 
these questions will be discussed in future papers. 
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Abstract 

Multipipeline networking is a generalized 
technique to expolit maximum parallelism in vector 
computations. A pipeline net can be viewed as a two­
level pipelined systolic array, which is dynamically 
reconfigurable for evaluating various vector compound 
functions. In other words, the pipeline net can best 
match the various data dependency relationships in 
program graphs which can be vectorized. Multiple 
vector streams flow through the net to achieve 
significantly higher throughput than using conventional 
pipeline chaining. The reconfigurability provides the 
flexibility in various vector processing applications. 
This paper discusses design issues of the pipeline net 
and presents techniques for converting program graplts 
into pipeline nets. 

I. Introduction 

This paper addresses the design of scientific 
supercomputers which involve heavy vector 
computations. In such an environment, a 
computational job can often be decomposed into a 
number of communicating tasks. Each task may 
comprise several vector compound function evaluations 
[8, 13, 2I]. Henceforth, we define a vector compound 
function (VCF) as a collection of linked scalar 
operations, which will be repeatedly processed many 
times in a looping structure. So far, these VCFs have 
been realized in array processors (Illiac-IV, MPP), 
pipelined uniprocessors (Cray-I, Cyber-205, and 
FPS-I64/max) and multiprocessors (Cray X-MP, 
Cyberplus, FPS Tesseract, Remps, and Cedar) 
[4, 6, 9, 10, I2, I4, 20]. Most commercially available 

supercomputers are equipped with multiple pipelines in 
each central processor. Pipelining has been proven 
effective in implementing linked vector computations. 
However, only linear chaining has been implemented in 
commercial machines. This paper generalizes the 

* This research was supported in part by an NSF grant 
DMC-84-21022 and in part by an AFOSR grant 86-0008 
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conventional linear pipelining to a multipipeline 
networking approach. The goal is to further speed up 
the evaluation of VCFs for future pipelined 
multiprocessors. 

As illustrated in Fig.I, the pipeline networking 
concept originates from the internal forwarding 
technique used in IBM 360/9I and the dynamic linking 
of functional units in CDC 7600 [I2]. The concept of 
two-level pipelining has been practised in Cray-I and 
Cray X-MP in the form of pipeline chaining [6]. 
However, only linearly connected patterns appear in 
these linked vector operations. In the Cyberplus [4], 
fifteen FPs in each processor can be linked by a 
crossbar network. In FPS-i64/max or the recent FPS 
Tesseract, dot-product operations are executed by a 
multiplier pipeline cascaded with an adder 
pipeline [10, 20]. The networking concept generalizes 
the chaining practice to a two-level, reconfigurable 
systolic approach. 

IBM 360/91 CDC 7600 
(Internal (Linking of Multiple •-·•\ ;··-u.m1 

Systolic Cray-I (Pipeline Chaining) 

r:T"''' , . .L ..... ,..., .. ~m-.1 
Systolic 
Array 
(Two-Level) 

Cyberplus FPS 164/max 

~ 
(Linked (Matrix Accelerator) 

Vector 
Operations) 

I 
Multipipeline Networking 

(Pipeline Nets) 

Figure 1. Historical evolution of the concept of pipeline networking 



A pipeline net consists of multiple functional 
pipelines (FPs) interconnected by a buffered switching 
network, which is itself pipelined. Whenever a new 
ycr is to be evaluated, the pipeline net is reconfigured 
mto a topology that best matches with the dataflow 
pattern in the program graph of the VCF. The 
evaluation is then performed with multiple operand 
strams flowing through the pipeline net in a 
synchronous fashion. Thus we can view a pipeline net as 
a two-level pipelined, dynamically reconfigurable 
systolic array. Using a single physical pipeline net we 
can provide many virtual systolic arrays to supp;rt a 
large collection of application algorithms. 

In this paper' we rust characterize the functional 
structure of pipeline nets and describe their operational 
principles. We define program graphs and discusses 
their basic properties. We model VCFs with program 
graphs and provide a unified theory for converting 
program graphs into pipeline nets. Two pipeline 
networking techniques are presented, one using the 
concept of cut sets and the other using a retiming 
technique modified from Leiserson, Rose, and 
Saxe 118, rnJ. 

2. The Concept of Pipeline Net 

A pipeline net is made of three types of hardware 
resources, namely multiple functional pipelines (FPs), a 
bu/ fered crossbar network, and a set of data registers, 
as illustrated in Fig.2. All FPs used in a net are 
identical and multifunctional. Different operations can 
be performed by the same FP at different times. They 
may, however, use different pipeline stages thus require 
different amount of pipeline delays. The registers are 
used as interface latches for holding operand and result 
data. The buffered crossbar network is used to provide 
dynamic interconnection paths among the FPs and the 
registers. 

A crucial component of the pipeline net is the 
buffered crossbar network. We choose the crossbar over 
multistage packet switching networks [5J due to the 
demand of full connections in pipeline nets. In general 
purpose computations, pipeline nets with many different 
topologies may be needed. Thus the crossbar network 
should support arbitrary 1-to-l and 1-to-many 
mappings. (Many-to-1 mappings are not allowed in 
pipeline networking operations). Apart from the full 
connectivity, crossbar switching has the advantages of 
ease to set up, which is very important since the 
network setup time is a major source of the startup 
overhead of the pipeline net. The main critique for 
crossbar network is the hardware complexity, which is 
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Figure 2. The schematic of a pipeline net 

O(m2) for an m by m network. However, if the number 
of FPs is relatively small (say 64), a crossbar switch is 
feasible with today's VLSI and packaging technology. 
In fact, several crossbar designs have been reported to 
have up to hundreds of inputs and outputs 12, 3, 7J. The 
recent progress in optical interconnection [22J promises 
the hope for even larger optical crossbar networks. 

The pipeline net supports arbitrary connections 
among multiple pipelines. Thus local connections as 
necessary in a systolic array, are no longer a structural 
constraint in a pipeline net. However, the systolic flow 
of data through pipelines is still preserved. For example, 
when two operand streams arrive at a certain pipeline, 
they may have traversed through some data paths with 
different delays. These path delays must be equalized in 
order to have the correct operand pairs arriving at the 
right place at the right time. In the pipeline net, delay 
matching is handled by the crossbar network. Some 
programmable bufferes (latches) are provided on each 
output port of the crossbar network, so that proper 
noncompute delays can be inserted on each data path. 
An example design is the LINC chip IHJ, which is an 8-
by-8 crossbar with up to 32 units of programmable 
delays on each data path. 

The pipeline net performs computations based on 
the pipeline networking concept, which is a natural 
generalization of pipeline chaining in Cray-1 and Cray 
X-MP. The idea is that after the operand data are 
loaded into the register file, a pipeline net consisting of 
vector registers, functional pipelines, and a crossbar 
network is dynamically set up. A block of operands 
(which is called as a wavefront in Kung 1171) may 
traverse multiple pipelines via the network, before it 
finally returns to the register file. Intermediate results 
flow directly from a pipeline to another without 
memory accesses. The pipeline net best matches the 
dataflow pattern of the VCF to be evaluated, thus 
operand fetchings, arithmetic/logic operations, 



intermediate result routing, and final result storing are 
executed concurrently in a pipelined fashion as 
illustrated by the following example. 

Example 1. Consider the following Fortran loop 
representing a VCF. Each iteration of the loop is 
characterized by the program graph shown in Fig.3a. 

DO 10 1=1, 400 
T(I) = B(I)•C(I) 

10 E(I) = (A(I)•B(l)+T(I))/(T(I)•(C(I)+D(I))) 

Suppose that the add, multiply, and divide pipelines 
require 2, 4, and 6 pipeline stages respectively. This 
graph can be systematically mapped into an equivalent 
pipeline net shown in Fig.3b. Noncompute delays are 
inserted into data paths connecting FP3 and FP4 to 
FP5 and FP6. All inter-pipeline data paths are 
provided by the crossbar network as shown in Fig.3c. 
After the pipeline net is configured, the VCF is 
evaluated by passing 400 operand blocks (wavefronts) 
from the vector registers A, B, C, D through the net. 
And the final result data will be stored in register 
E. Note that no temporary storage is needed for the 
intermediate result T. 

3. Properties of Program Graphs 

A program graph G=(V,E,f1,f2) is a weighted 

directed graph, where 

1. V is a set of nodes representing 
arithmetic/logic operations; 

2. E is a set of edges representing data 
dependency; 

3. / 1 is a function from E to {0,1,2, ... } 

denoting the edge delays; 

4. / 2 is a function from V to {0,1,2,. .. } 
denoting the nodal delays; and 

5. There are two specific nodes vin'vout E Vfor 

handling 1/0 operations. Note that vin has 
no inbound edges and v out has no outbound 
edges. 

A synchronous program graph is one in which 
every cycle has at least one nonzero node or edge delay. 
Since asynchronous graph involves nondeterministic 
behavior, we only consider synchronous graphs in this 
paper. In the following, the term graph refers to 
synchronous graphs only. A (k1,k2)-graph, is a program 

graph in which k1 ~ f 2( v) ~ k2 for all v E V. A 
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I•) Tbir program graph 

(b) Tbt pi~line Jnl 

(1:) Tbt network implmtt11t.ation 

Figure 3. An example of multipipeline networking 

(k1,k2)-graph is abbreviated as a k-graph when 
k1=k2=k. Note that 0-graphs and I-graphs are special 
cases of k-graphs. A systolic graph is a 0-graph with 
positive edge delays ~i.e., / 1(e)>O for all eEE). We 

shall denote such a systolic graph as G0 +. 

When a graph is implemented by a hardware 
circuit, the delay of an edge represents the number of 
delay registers on that edge. A computing node with 
delay k corresponds to a k-stage linear pipeline which 
has k latches. At any time, the graph has a state which 
is defined to be the contents of all edge registers and 
pipeline latches. All input data are issued from the 
input node vin and all results are sent to the output 

node v out· A set of input data which is issued at the 
same time is called a wavefront (operand block). A 
computational task is performed by a program graph G 
synchronously: Suppose at time t0 the initial state of G 

is s0. A sequence of wavefronts, I, is input from the the 

input node at time t0+ia for i=l,2, · · · ,n, which 
produces an ouput sequence 0 at the output node at 
time t0+d+ia for i=l,2, · · · ,n. Note that n is the 
number of wavefronts feeding into G from the input 
node, and a, called the spacing, is defined as the 
number of clock periods elapsed between two successive 
wavefronts. 

Two program graphs G and G' are equivalent, 
denoted as G = G 1• if the same input sequence 



produces the same output sequence on both graphs. In 
other words, equivalent graphs have the same 
input/output behavior. However, the nodal and edge 
delays and the spacings between wavefronts on each 
graph may be different. 

The following lemmas provide basic tools for 
transforming a program graph into an equivalent 
pipeline net, as illustrated in Fig.4. Detailed proofs of 
these lemmas can be found in [15J. A cut-set in a 
graph G is a minimal set of edges the removal of which 
partitions the graph into two isolated subgraphs, called 
the left subgraph (which contains vin) and the right 

subgraph (which contains v out). All edges from the left 
subgraph to the right subgraph are called rightbound 
edges, and those in the reverse direction a.re called 
leftbound edges. 

Lemma 1. Adding k delays to any node in a 
program garph and then subtracting k delays from all 
inbound-edges (or all outbound-edges) of that node will 
produce an equivalent graph. An equivalent graph can 
also be obtained, if •adding• and •subtracting• are 
exchanged in the above operation. (Fig.4b) 

Lemma 2. An equivalent graph is generated, if 
all nodal and edge delays and the spacing are multiplied 
by a positive integer. (Fig.4c) 

Lemma 3. For any cut-set of a program graph, 
adding k delays to all leftbound (or rightbound) edges 
and at the same time subtracting k delays from all 
rightbound (or leftbound) edges will result in an 
equivalent graph. (Fig.4d) 

Lemma 4. For any 0-graph, an equivalent graph 
is obtained by splitting any node into a linear cascade 
of k nodes with zero nodal and edge delays in the 
cascade. (Fig.4e) 

4. Mapping Program Graphs to Pipeline 
Nets 

A user task is specified with a program graph G0. 

Usually G0=(V,E,/p/2) is given as a 1-graph if we 
assume each arithmetic/logic operation takes one time 
unit to complete; or it is specified as a 0-graph if it is 
given as a signal flow graph [17J. we hope to transform 
it into an equivalent program graph Gk=(V,E,/1','2'), 
which corresponds to the required pipeline net. Note 
that the transformed graph Gk has the same topology 
as G0, but the delays and the spacing may be modified. 
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(a) The original program graph 

(c) After applying Lemma 2 
with 6=2 

I 
\ 0 

(b) After applying Lemma l 

(d) After applying Lemma 3 
&o lhe cut set shown 

, - ' 

...... _____ , 
(e) Alter applying Lemma 4 &o Fig.4(b) 

Figure .(, Illustrating Lemma l·• with an example graph 

The new nodal delay function f 21 is determined as 

follows: for any node vi other than Vin and vout' if vi is 
implemented by a pipeline of krstages in the required 
pipeline net, then '2'(vi)=ki. 

Leiserson et al (18, 19J studied the problem of 
minimizing the clock period of a synchronous system by 
a technique called •retiming•. They provided 
algorithms to tramsform a synchronous system into a 
systolic array. Similar work is also reported in (17], 
where a systolization procedure is used to transform a 
signal-flow graph into a systolic array. In this paper we 
choose a different approach for a different purpose. All 
the previous researchers tramsform a program graph G 
into a single-level systolic array, G0+; while our purpose 
is to convert the graph G into a k-graph Gk' which can 
be implemented by a two-level pipeline net. 

Two systematic methods are presented below to 
perform the network conversion. We first present cut­
set method based on Lemmas 1, 2, and 3. This method 
is closer to what has been reported in (16], where a cut­
set rule is used to transform feedback-free program 
graphs into two-level pipelined systolic arrays. We 
investigate more general cases which allow feedbacks in 
the program graphs. We then extend Leiserson's 
retiming method to generate two-level pipelined systolic 



arrays. These network conversion methods are 
compared with previous approaches in Fig.5. The 
following theorem is a direct concequence of the two 
network conversion algorithms to be presented shortly. 

Theorem. Any synchronous graph G0 can be 
transformed into a pipeline net characterized by a 
k-graph Gk such that G0 = Gk. 

In what follows, the delay of a cycle c j in a 
program graph G is denoted as d(c;)· The sum of all the 
nodal delays of the same cycle (c.) in Gk is denoted as 
-- J d(c .). A chain is a garph whose nodes can be arranged 

J 
in a linear cascade as examplified in Fig.6a. The 
rightbound (leftbound) edges connecting distant nodes 
are called forward (backward) edges as shown in Fig.6a. 
A multichain consists of several chains linked by 
forward or backward edges as shown in Fig.6c. 

Given a graph G, we defme a maximal acyclic 
subgraph (MAS) of G, as a cycle-free subgraph of G 
which contains all the nodes of G and by reattaching 
one more edge, we will have a cyclic graph. For 
example, an MAS of the cyclic graph shown in Fig.7a is 
depicted in Fig.7b. Before describe the main algorithm, 
we recall that any acyclic graph can be converted into a 
chain by topologic sorting [1]. In the following 
procedure, we first transform a given graph G into a 
multichain. Then we use cut sets, which seperate 
successive adjacent nodes in the multichain, to convert 
G into Gk. 

Cutset Conversion Algorithm: This algorithm 
transforms a program graph G into a k-graph Gk such 
that G ==:Gk. 

I. Find an MAS of G. Note that if G is a cyclic 
graph, then some edges are removed. 

2. Perform topologic sorting to obtain a 

multichain "in'"l'v2, · · · •"m•"out· 

3. Reattach all edges removed in Step 1. 

4. Apply Lemma 1 to obtain a 0-graph G0 by 
removing all nodal delays to the 
corresponding inbound edges. 

5. For i=l,2, · · · ,m+l, apply Lemma 3 to the 
cut set Si consisting of all edges between 

"i-l and vi. Note that v0 and "m+l 
represent v in and v out respectively. 
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a. Let el'e2, · • · ,er be all the rightbound 
edges in cutset S., w=min{ delay of e. 

I J 
for 1 ~ j ~ r}. If W=ki, then do 
nothing. 

b. If w> k ., then add w-k. to the delay 
I I 

of all leftbound edges in Si and 
subtract w-ki from the delay of all 
rightbound edges in Si" 

c. If w<ki, then we must consider two 
cases. If the cut set contains leftbound 
edges and there is a forward edge e in 
the cut set with delay w, examine 
whether e belongs to any previous used 
cut set without leftbound edges. If so, 
apply Lemma 3 to raise the delay of e 
to ki and goto Step 5c. Otherwise add 

ki-w to the delay of all rightbound 
edges and subtract ki-w from the 
delay of all leftbound edges. 

At the end of Step 5, a new edge delay 
function is obtained. Denote it as /{ 

6. If all inbound edges of v1• have delay > k. 
- I 

for i=l,2, · · · ,m, go to step 7. Otherwise 

Program Graphs, G 

Syst.olie Convenion Theorem 
(Leis•rson Ii.'. Saxe 83) 

Systolization Procedure 

Cutset Conversion Method 
(Hwang Ii.'. Xu 85) 

Retnning Method 
(Extended from 
Leiserson Ii.'. Saxe 83) 

(S.Y. Kung 84) 

Systolic Arrays, G0 + Pipeline Nets, G It 

Figure Ii.Various methods for eonYerting program graphs 
to systolic arrays or to pipeline nets 

(a) A chain with forward edges (dotted arcs) and 

backward edges (dashed arcs) 

' 

-'~ 
..... ..... ___ ,, 

(b) A multiehain consisting of two chains linked 

by distant edges (dashed arcs) 

Figure I. Chain and multichain of functional pipelines 



a. Compute the scale-up factor 

6 = Max [ d(c;)-/1'(ei) } 

ei £Cj d(c) 
Cj (C 

where the ei is a lertbound edge in 
cycle c . and c is the set or all cycles. , 

b. Apply Lemma 2 to scale up the 0-
graph G 0 obtained in Step 4 6 times. 
Goto Step 5. 

7. Transfer ki delays to vi from its inbound 
edges for all vi E V, we obtain the required 
pipeline net corresponding to Gk" 

Example 2. Consider the program graph in 
Fig7a. We want to convert it into a 4-graph with 
k1=2,k2=k3=3, and k4=4. By removing edges 
(v4,v1), and (v2,v1), we obtain an MAS in Fig.7b. 
Applying topological sorting, reattaching the removed 
edges, and transfering nodal delays to corresponding 
inbound edges, we obtain the graph in Fig.Sa. applying 
Lemma 3 to cut sets S1, S2,S3, S4, and S5 in Fig.Sa, the 
edge delays are modified as shown in Fig.Sb. Now the 
two leftbound edges in Fig.Sb, having delay less than 
k1=2, creat 4 cycles in the multichain. The scale-up 
factor 6={ 5/3, 14/S, 11/6, 11/6}=2. Scaling up the 
graph in Fig.Sa two times, we obtain the graph in 
Fig.Sc. We then repeat Step 5 once more to obtain the 
graph in Fig.Sd. Now all edges have delay greater than 
or equal to the required value. By moving ki delays 
from the inbound edges or vi into vi, we obtain the 
required 4-graph in Fig.Se, which is explicitly redrawn 
as a pipeline net in Fig.Sf. 

l•)A,_......,,,G 

., 

... 

' (a)Alterltepl;2.3,ud4 

,., .......... 

ld)Alterrepeat,h:gstap5 

(e}Aher1tep7&Dobt.aill a+g:raph .. 

(fl The final pipelint 11et fOl'respondiog to tbe ~graph 

Figure 8. Successive graphs obtained in applying 
· the network conversion algorithm 

5. Designing Pipeline Nets by Retiming 

Leiserson and Saxe (19J studied the problem of 
mapping synchronous graphs into systolic graphs. Their 
results are modified below for generating pipeline nets. 
Before describing our algorithm, we restate their 
retiming technique using our terminology. 

lb)A_....,"7•1<-... alG 

Flpn 7. A sample program graph ud the maximally acyclic subgraph obtained Retiming Lemma. Let G be a synchronous 0-
alter step 1 of the network conversion algorithm graph and lag be a function that maps the 1/0 nodes to 
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zero and any other node to an integer. Suppose that 
for every edge e=(u,v), the value f 2(e)+lag(v)-lag(u) is 

nonnegative. Let G 1 be the 0-graph obtained by 
replacing the delay / 2(e) of every edge e=(u,v) by 
f 1,e)+lag(v)-lag(u). Then G = G 1• 

Systolic Conversion Theorem (Leiserson and 
Saxe). Let G be a synchronous 0-graph, and rJ is the 
graph obtained by subtracting all edge delays G by 1. 
Suppose that G has no cycles of negative delay, then 
there exists a systolic graph G0 + which is equivalent to 

G. 

A constructive proof of the above theorem can be 
found in [19]. Given any 0-graph G, they first derive 
G. Then they specify the lag function as follows: for any 
node v, there exists in G a path of minimal delay from v 
to the output node. lag(v) is then determined as the 
delay of any such shortest path. They proved that by 
applying the Retiming Lemma to G with the defined lag 
function, G can be mapped into a equivalent systolic 
graph if G has no cycle of negative delay. The 
following algorithm applies the above results to map a 
program graph G0 into a pipeline net. 

Retiming Conversion Algorithm: This 
algorithm convert a program graph G into a pipeline 
net Gk. 

1. Transfer all nodal delays to inbound edges 
to obtain a O~graph Go-

2. Compute 5 =max j {d(c;)/d(c;)} for all 
cycles {c;} in G0. Scale up the graph G0 5 

times using Lemma 2. 

3. For every node vi, if it corresponds to a 
k1stage pipeline in the required pipeline net 

Gk' then apply Lemma 4 to split it into a 
linear cascade of ki nodes with zero nodal 
and edge delays. Denote the obtained graph 
as G'. 

4. Apply the Systolic Conversion Theorem to 
G 1 to obtain a systolic graph G0 +. Apply 

Lemma 3 to eliminate negative or zero 
delays on all outbound edges of vin' if there 
is any. 

5. Merge the splitted nodes in each cascade 
into a single node by assigning ki-1 delays 

to vi for all vi E V. 
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6. Transfer one delay from all inbound edges vi 

for all v. E V, we obtain the required 
I 

pipeline net corresponding to Gk" 

Example 3. Consider the conversion of the 
program graph Fig.7a to an equivalent 4-graph. After 
Steps 1 and 2, we obtain the 0-graph shown in Fig.9a. 
Note that the multiplying factor 5 is found to be 2. The 
0-graph is then expanded into a 14-node graph G 1 as 
shown in Fig.9b. The Systolic Conversion Theorem is 
then applied to obtain an equivalent systolic graph G0 + 
as shown in Fig.9c. Note that Lemma 3 has been 
applied to the outbound edges of the input node to 
eliminate negative delays. Grouping every cascade of 
nodes into a single node, we obtain the graph G 3 shown 
in Fig.9d. The final pipeline net is shown in Fig.9e 
corresponding to the graph G 4• 

(a) Aller steps 1 and 2 

.. . .. ,---------, 

(b) Splilling o! nodes in 1tep 3 

(c) Applying lhe retiming lemma in step 4 

Figure 9. Successive graphs obtained in applying 
the retimiog conversion algorithm 



.. .. 

(d) Grouping or nodes in step 5 (e) The final pipeline net after step 6 

Figure O(Continued). Successive graphs obtained in applying 
the retiming conversion algorithm 

6. Conclusions 

. This paper generalizes the conventional linear 
pipelining principle. Pipeline networking offers a new 
design methodology for vector multiprocessor 
supercomputers. Basic techniques are provided for 
mapping program graphs into pipeline nets. These 
techniques are useful for designing two-level pipelined 
systolic arrays. By matching the multiprocessor 
configuration with the datafiow patterns or user 
programs, and by combining pipelining with 
parallelization, the pipeline net architecture provides 
higher flexibility and higher throughput, especially for 
compound vector /matrix operatic"l.s. 
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Abstract 

The ability to perform fast vector reduction 
evaluations, such as inner product and vector 
summation, is very important in many scientific 
and engineering computer applications. Most vector 
reductions are performed by using a single arith­
metic unit in a repetitive way. In this paper the 
architecture and performance of a pipelined, par­
allel vector reduction processor is discussed. 

The performance of the parallel reduction 
processor is given as a function of the size of 
the vector to be reduced and the number of pipe­
line segments of the reduction processors in­
volved. In addition to that, the number of re­
quired reduction processors can be determined as a 
function of the length of the vector to be reduced 
and a prespecified space-time criterion based on a 
doubling improvement ratio. 

I. Introduction 
Vector reduction techniques for arithmetic 

pipelines have been proposed by Kuck [l], Kogge 
[2], and Ni and Hwang [3]. In essence, the vector 
reduction operation is the application of the 
dyadic operator on the elements of a vector, such 
that the order of evaluation is immaterial, i.e. 
the operations are associative and commutative. 
Let "o" be the dyadic operator, X[i], i =1, •• .,n 
the vector, and Z the scalar output, the vector 
reduction operation can then be formulated as 

Z = X[l]oX[2]o ••• oX[n] (1) 

The vector reduction operation can be performed by 
a pipelined reduction processor (Fig. 1), where q 
is the number of sections in the pipeline. To 
establish the performance of a vector reduction 
method M, it is convenient to partition the pro­
cess into three phases: 

(2) 

where 2" is the number of cycles needed to enter 
all elements of the vecto~ X into the reduction 
processor (feed phase), r;; is the number of cycles 
needed to merge the partial results in the pjpe­
line to a single result (merge phase), and 'I!:'. is 
the number of cycles to drain the pipeline (<lrain 
phase). 
T IR can easily be observed that 

TM+ 1Af = n + q - 1 for all methods M, leading to 

T: = n + q - 1 + ~ ( 3) 
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Therefore, the main differenc~between the methods 
in [l-3] is the merging time 1M. The smallest 
values of T,'.; are obtained by applying the methods 
of Ni and Hwang [3], which are further improve­
ments of Kuck's and Kogge's method [1,2]. They 
developed two different methods: a symmetr>ia and 
an asymmetr>ia method. 

In Fig. 1 the hardware configuration for both 
methods is shown. The first min{n~q} cycles the 
elements of X are merged with a constant C into 
the reduction processor (C=O for vector summation 
and inner product). If n<q, then the merging phase 
is started. If n>q the next elements of X are 
paired with the results leaving the pipeline. This 
procedure continues until no element of X is left. 

In the symmetric method (SM-method) two con­
secutive productive segments are merged, when 
leaving the pipeline. A segment is said to be 
productive, if it contains data which is part of 
the overall reduction operation. The register is 
used to hold a partial result until the next par­
tial result leaves the pipeline. These two partial 
results are then entered again into the reduction 
processor. If the number of productive segments is 
odd, the last partial result is merged with a 
dummy result, keeping the di~tance between the 
productive segments always 2~ after the i-th iter­
ation. The merging time 71;.; then equals [3] 

T,;M = q fZ.ogq] + 2 fl.ogql - q if n> q ( 4) 

q liogiil + 2 fiognl - n if ~q 

The asymmetric method (AM-method) differs 
from the symmetric method in the treatment of the 
last partial result in the case of an odd number 
of productive segments. In this situation the last 
partial result is not merged with a dummy partial 
result, but is left in the register waiting for 
the next partial result leaving the pipeline. The 
merging time of the asymmetric method equals [3] 

~ = q fz.ogql - 2 ~ogql + q if n>q (5) 

q f Z.ognl - 2 liogn 1 + n if 

Clearly, the asymmetric method is faster than 
the symmetric method, with the exception of q=2P, 
n~q. when both methods have equal performance. 
However, the control sequence of the asymmetric 
method is more difficult to implement, because it 
cannot be expressed in a simple formula [3]. 

In this paper a parallel processing architec­
ture for performing the vector reduction opera­
tion, consisting of a linear array of pipelined 



processors, is presented. The performance of the 
proposed architecture is determined. A formula is 
derived, by which the number of required reduction 
processors can be determined as a function of the 
size of the vector to be reduced and a prespeci­
fied space-time criterion. 

X(i) 

0 

t::=====t q 

z 
Fig. 1. PipeZined reduation proaessor 

II. Architecture of the parallel reduction processor 

The parallel reduction processing structure 
considered in this paper is the linear array. The 
linear array consists of N reduction pipelines 
(Fig. 2); every reduction pipeline having its own 
local memory. In order to be able to produce a 
scalar output value, the N pipelines are connected 
by means of an interconnection network. A single 
reduction pipeline consists of q segments. Some 
values of q in actual systems are q=? (o•*) and 
q=6 (o....+) for the CRAY-1 (5), and p=? (o=*), q=B 
(o-+) for the Cyber 205 (6). 

In the following, we will consider the reduc­
tion of a vector of dimension n, by using r of the 
N reduction pipelines. 

Then vector is divided into r subvectors, 
each with In/,;) elements. Each of the r subvectors 
is fed to one of the processors P1,P2, ••• ,Pr• The 
merging phase can be done in two different ways: 

method-1: All subvectors are merged into a single 
result in each of the r processors. These partial 
results are then transferred, one by one, fromP2 
until Pr to P1. In fact this can be viewed as the 
reduction of an r element vector into a single 
result. The process is depicted in Fig. 3a. The 
total number of processing cycles is equal to 

(6) 

method-2: After the individual feed-phase of the 
~-th subvector on the Pi-th processor, the 
min I m/r1 ,q} results in each pipeline are pairwise 
merged; P1 and P2 in P1, P3 and P4 in P3 ,_ e~c. _ 
Then P1 and P3 are merged in P1, P5 and P7 in P5, 
etc. This process continues until all results are 
transferred to P1 , where they are finally merged 
to a single result (Fig. 3b). The transfer and. 
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merge process from P1, •• ,P~ to P1 takes q lio9'1"1 
cycles. The total number of processing cycles 
equals 

T:=r;1+q.ftog1"l +q-1+ ~<min ff~.q} 1 (7) 

An alternative way of achieving the same 
result as in (7) is shown in Fig. 3c. The 
min {!nlrl ,q} results are first merged to a single 
result. Then the results are pairwise merged, 
taking q.lio9'1"1 cycles. Therefore, with the inclu­
sion of the feed phase and the final drain phase, 
the same number of processing cycles, as denoted 
in Eq. (7), is derived. Ho~ever, this version of 
•ethq,d-2 has the important advanta_se that only 
ltog7"1 instead of (min {fn/r1 ,q}J. tio~ results 
have to be transferred between the reduction 
processors. 

The difference between method-1 and method-2 
equals 

DIFF(M) = T;6 (method1)- T;6 (method2) 

= r+~(min(r,q) J+q-1-q.ftog;J (8) 

For r<,q, we s1tfstiiute the AM-method, yielding 
DIFF(AM)=2r.-2 Og1" +q-1. The worst case. is obtain­
ed for 1'=~+1, resulting in DIFF(AMJ=q+l.Therefore, · 
if r~, method-2 is always faster than method-1:· 
FQJ." 'Y'>g, we get from eq. (8) DIFF(AM)=1'+q.rtogcll -
2 n.ogqi +2q-1-q.lio9'1"1 • Substitution of -r=krti• k>l 
leads in the worst cne tf k.q+q liogql -2 gcfl +2q-
1-<cliog:fk.qJl) 7ftg-2 ogq +2q-1-q.liogkl • Since 
k> lto~1 a11d -2 gq'J +q ~ -q+2, it follows that 
k.q-2 ogq 1+2q-1-qJtogkl> 0. Therefore, it is 
concluded that method-2 is faster than method-1. 
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Fig. 2. The partitioned linear array of reduation 
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Fig. 3. a) Processing according to method 1, 
b) Processing according to method 2, 
a) aZternative for method 2. 

A possible realization of the interconnection 
system between the 1' pipelines is shown in Fig. 2. 
By means of a linear chain of multiplexors the 
interconnection system can easily be partitioned 
in 1, 2, ... , f1'/2l separate buses. Since the inter­
pipeline transfers do not overlap in time, this 
simple system is adequate. The interconnection 
network in Fig. 2 has an advantage over non­
partitionable linear array approaches, since the 
latter needs O(N) cycles to merge the N partial 
results from the individual reduction pipelines, 
whereas by using the approach of Fig. 2, this 
requires only O(ZogN) cycles. 

Performance of the binary tree 

In the following, we consider the performance 
of a pipelined binary tree processor for vector 
reduction. The structure of such a processor is 
illustrated in Fig. 4. 

Suppose a subtree with r pipelined units of 
the (maximal) N pipelined units is used to reduce 
an n-element vector, 'T'=l, 2, 4, ••• , N. To evaluate 
Eq. ( 1), n elements of the vector are divided into 
fn/~ groups, G( j), for j=l, 2, ••• , fn/1'1 • When n 
is not an integral multiple of 7', r n/1' 1. 1'-n zero­
elements are added to the end of the vector, such 
that __ each group consists of 1' elements. Group G(:j) 

1 2 q . 

• 
• 
• / 

/ 

\ 
\ 
\ 

JIH~IHP+ 
1 2 q 1 2 q 

~/Fig. 
1 2 q 

4. Reduation on a binary tree 

is fed into the uppermost -.,.;2 pipelined.units at 
the .i-th clock cycle, for .i=l, 2, • • •• fn/1'1 • After 
(n/1'1 +q. liog1'l cycles, min{q. fn/1'1} partial re­
sults are obtained in the segments of the cumula­
tive pipeline unit. Next, these min{q. Jn/1'1} 
partial results in the cumulative unit must be 
merged into the final result, the reduction time 
of this group-merging phase is given in Eq. (4) 
and Eq. (5). Finally, q-1 cycles are required to 
drain the last pipeline. Thus the total reduction 
time is 

Trot;: rn, 1')=[~l+q.riog1'l + ~(r~l)+q-1 (9) 

(1't=reduction-tree) 
From Eq.(7) and Eq.(9), we can see that the 

reduction time is the same for the partitioned 
linear array and the binary reduction-tree. Howev­
er, the proposed approach is much simpler to 
implement. It is also very regular, so this ap­
proach is suited to VLSI-implementation. For large 
chains, the uultiplexors will give some extra 
delay. However, if the method of Fig. 3c (method-
2) is followed, only one result per bus topology 
connection has to be transferred. Another solution 
is to construct a system with a large number of 
processors in a modular and hierarchical way. For 
example, every p=a8 processors form a cluster. 
Within the cluster the interconnection is as 
described above; between every p clusters a simi­
lar type of (multiplexor) interconnection network 
is established, etc. In vector reduction, the data 
only has to be transferred between the "boi:tom" 
pipelines of each cluster (P1 in Fig. 3). Conse­
quently, the the maximal interconnection distance 
is 2+Zog(p) multiplexors. The partitioned linear 
array is also fault tolerant. If one of the pro­
cessor faults, it can easily be isolated. When the 
global controller of the system has detected a 
faulty processor, it just "shunts" the correspon­
ding multiplexor to allow the incoming data to be 
passed on to the next processor. Of course, the 
performance will degrade, since the data for the 
faulty processor must be fed. to the correctly 
operating processors within the cluster. However, 
the decrease in performance is gracefully. In this 
way, any malfunctioning processors can be local­
ized. Compared with a fault-tolerant approach for 
a binary tree structure [9], the partitioned lin­
ear array is much simpler and more superior; there 
is no need of extra processors and connections. 
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Ill. Minimal computation time 

For the determination of the minimal computa­
tion time, we will only consider method-2. Suppose 
we have a maximum of N pipelines in a reduction 
system. Then the minimal evaluation time of an n 
term vector can be expressed as follows: 

Trm,n = mn{T:(n,1'),1'=1,2, ••• ,NJ (10) 

We are interested in the value of 1' for which 
Eq. (10) is reached. This is not so simple, since 
the function in Eq. (7) has many discontinuities 
and is difficult to handle analytically. Instead 
of that we will try to approach Eq. (10) by the 
following method. First Eq. (10) is replaced by a 
continuous function by means of canceling the 
ceiling signs. Substitution of the SM-method or 
AM-method then gives 

l qtogq, 

qtog(~J. 
(11) 

Differentiating (11) with respect to 1' leads to 

d(T°J.8 ) = l ~ + ~ 
7• 

if ~)q 

if ~<q 

The minimum of (11) is reached at either 

(12) 

1'1 = 71tin{(n.tn2)/q,N} or 1'a=71tinfn,N} (remember 
that N is the maximum number of available 
pipelines). Whether 1'1 or 1'2 is chosen depends on 
the minimum of T(n,1'1J and T(n,1'2). The 
approximation of 1' is denoted as 

1'app1'<nJ=0pt(1'1, 1'2J=opt (mn{n· ~n2,N },mn{n,N}) (13) 

where opt(r1,r2J={rlT(r)=min(Tfr 1J ,T(r2J)}, It is 
shown in Fig. Sa and Sb that equation (13) is a 
reasonable approximation. In these curves the 
optimal and approximated values of 1' are shown as 
a function of n, with as parameter values N=16 and 
q=?. Fig. Sa also shows a peculiar behavior of the 
reduction system. The optimal and approximated 
optimal value of 1' behave quite discontinuously. 
The curve jumps up and down and gives large dif­
ferences in 1' for some nearby values of n. In Fig. 
Sb it is shown that despite the wild behavior of 
the curve in Fig. Sa, the number of processing 
cycles is a monotone increasing function of n. If 
we fix the choice of 1'app1' to 1'app1'=1'1 , the curves 
of Fig. 6a.and 6b result. The latter choice 1'a 1' 
is a monotone function of n, but the deviationpp 
from the minimal comoutation time is slightly 
larger. Simulations with other values of the 
parameters N and q globally give the same results 
[ 7] • 

IV. Computation time and efficiency, the DI-ratio 

We will now face the question whether the 
choices of 1' as derived in the previous section 
are efficient choices of 7'. The only thing that 
the formula (13) guarantees is that the choice of 
1' is such that the computation time is within a 
certain bound of the minimal computation time. 
This is not necessary an efficient choice of?". 

S06 

Fig • .7 shows the behavior of the computation time 
of a vector with length n=320 on 1' pipelines, with 
q segments each. It shows that the computation 
time decreases fastly with an increase of 1' in the 
first part of the curve, but soon the curve 
flattens and the improvement becomes insig­
nificant. This implies that in order to obtain a 
minimal computation time, many more pipelines are 
required beyond the point where the computation 
time decreases significantly as a result of an 
increase in the number of pipelines. For example, 
if q=8 and n=320, the optimal choice of 1' is 1'=32 
(with N=32), however, above the values of 1' in the 
region (4,8), no significant improvements of the 
computation time are obtained. At 7'=8, the compu­
tation time is T(320,8)=96, and at 1'=32, the 
computation time is T( 320, 32)=81, yielding a 10% 
improvement in speed at the cost of 4 times the 
number of pipelines. Therefore, the minimum 
computation time criterion leads to a very low 
processor-efficiency. 

For practical purposes a different criterion 
on the choice of 1' is needed. We will try to 
establish a criterion for determining 1'=1'0 , such 
that beyond the point 1'o no acceptable improvement 
in speed can be made. 

Normally, we could use an efficiency measure, 
such as q(1')=T(1)/(1'.T(1')), However, q(1') is 
strongly nonlinear and the above definition leads 
to cumbersome formulas. Moreover, an excessive 
number of processors may be needed to meet an 
efficiency criterion (see also the discussion at 
the end of point 2 of this section). Instead of 
that, we will introduce the Doubling Improvement 
ratio (DI-ratio). We are interested in the rela­
tive speed improvement (DI-percentage) when the 
number of pipelines is doubled. The DI-improvement 
can be expressed as follows: 

k _ T(n,1')-T(n,21') 
DI - T(n, 1') 

(14) 

Thus, kDz.100% improvement in speed is obtained by 
doubling the number of pipelines. In general, kDI 
will be in the range (0, 0.6). 

The use of the DI-ratio as an efficiency 
measure has the advantage that it is a better 
match to the behavior of the computation time 
curve of a vector reduction, it smoothens discon­
tinuities, and leads to formulas, which can be 
analyzed. 

In the following the behavior of kDI for a 
system using the SM-method of reduction will be 
analyzed first. Three cases are considered: 
l.14!0fn/1'l~q, 2. fn/2;j'°q"rn/1'l, and 3. fn/21'1,)q. 

1. l"fn/1')4j:q. For fn/1'1=1, substitution of Eq. (4) 
and Eq. (7) into (14) leads to a negative improve­
ment, so we are only interested in the rltJlge ~f 
2'm/1"l<q. It can be proved that lio~ - l"Log21"1 =-1 
and for 17'/1'1>1 , fiogrn;,.11 - Jiogrn/21911 =1 [7]. By 
using these properties, substitution of Eq. (4) 
and (7) into Eq. (14) leads to 

±... 2 fiog fn/1"11 
2 (16) 
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Let i= rtogfn/7'11, and then differentiating kDI in 
Eq. (15) with respect to i yields JkDI/Ji >O for 
i';)O. Thus, kDI is maximal at fn/.;;I =q ror l~fnl1'tl, 
i.e.' .!.. 2 fiogql 

2 
(16) 

kDI ~ 2 ftogctJ +q.fiogq l-iqJtog7'l +q-1 

It also holds that 2ftogq1"2q-2 [7], therefore, 
from Eq. (16) it follows 

k / q-1 
DI "11::- 3q-3'kj.rtoq1'1 +q.ttogql (17) 

For 1'=1 and q)2, kD1'0. 2, and for ~4, kDr-<O .18. 
For 1'~2, this figure is kDz'0.14 for both q~2 and 
~4. Therefore, no impressive improvements can be· 
achieved. 

Furthermore, since the inequality (17) gives 
only an upper bound, the actual values of kDI may 
be much smaller. Thus, we may summarize the above 
consideration as follows: for 1Ej:fn/1'l(q, doubling 
the number 1' to 21' leads to a speed up of less 
than 20%. 

2. fn/21'l~q,rn/1'1 • For m/2~,q,rn/1' 1, after some 
substitution, equation (14) can be transformed 
into 

r~-2q+q( ftogqj -f tog r~7' ~l J +2 fZogql -2 jiog rn/21'iJ 
kDI= ·..;...;;------------------

r~+q ftog7'1 +/togql +q rtogql -1 
(18) 

From m/2.,;J~q,fn/1'1, it follows q/2,fn/21'~, this 
means that either a. ftogrn/21'11= f'logql-1 or b. 
rtog rn/21'11 = liogql • 
a. Substitution of faog rn/27'11 = rtog<iJ -1 in 

Eq. (18) leads to 

r~l-q+ }2 ftogql 
k - (19) 

DI - f~l+q.fzog7'1 +/togct'J+q.fZogql-1 

Si e 1'.)il, 171/1'1 .(.2. fn/21'1 ( 2.2 faog fo/27'11 = 
=2Y£ogi/f, and (19) is an increasing function of 
f n/1'1 , it follows that 

2rtogq1 1 itogql 
-q+ 2· 

kDI ( 2 rlogqi +2 rLog(ji +q.ftogql -1 
(20) 

For q)J2, q can be written as q=28+t with s~O 
and 1(t(.2°; substitution of q=2s+t in (20), 
leads to 

2s+1_t 2s+1_1 

kDI .( 2.2s+i + (2s +t)(s+lJ-1 ~2s+Z +(28 -l'ZHs+l)-1 
(21) 

After some calculation, it follows that for 6)0 
the maximum of (28+1-1J/{z8+Z+ (2S+1)(8+l)-1} 
is 0.233 at 8=2. Therefore, it holds kDr-<0.233. 

b. Substitution of liog m/21'11 = Ttogql in (18) 
leads to 

r~1- 2q 
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kDI = ..,,...,=------.....,rt...---.,,.------ffi-1 +q rtogql + 2 ogq' +q l'Logql- 1 
(22) 

from rn/21'~q.(.rn/1'1 and rn/7'1< 2.rn/21'1, it 
follows that kD:f'-0. 

From a and b, it has been shown that kD:i<.G.233 for 
q)2 and rn/21'1:io,.q ... rn/1'1. Therefore, we may now 
conclude that for 1< rn/1'1<q and rn/21'~q~rn/1'1 • 
the DI-percentage is less than 23.3% for 1'>1 and 
q)2. For 1'.)2 and ~2, this DI-percentage is even 
smaller, having a value of less than 20%. 

From the above consideration, we conclude 
that in the cases of 1-'rn/1'1,q and fn/21'1~q,fn/1'1 , 
the DI-percentages for the SM-method are below 
2 3. 3% for 1')1 and q)2, and below 20% for 7')2 and 
q>2. For the AM-method, a similar analysis can be 
made. It can be shown that in this case the DI­
percentage is below 20% for all q~2 [7]. 

In order to get an interpretation about the 
consequences of such a low DI-percentage, we want 
to discuss shortly the relationship between the 
DI-improvement and the processor-efficiency. It·is 
a well-known fact that the processor-efficiency in 
a multi-processor system is lower than a single 
processor system as a result of the intercommuni­
cation overhead (which is the price paid for 
greater speed). In the following, we will use the 
reduction time T(1'=1) as the reference to define 
the processor-efficiency as 

TM(l) 
T/(1') = T ( )"100% (23) 

1'· M 1' 



whereM denotes the reduction-method, and TM(r) is 
the reduction time under methodM when r pipelines 
are involved in the computation. The relationship 
of the DI-percentage and processor-efficiency can 
be expressed as 

1/(r) 
1/( 2r) = 2. (1-k) (24) 

Further, it is shown in [7] that 11fr),66.2% 
for 7>=2, l<fn/r1(2q and q,.2 for both SM- and AM­
method. Therefore, from the fact that ~23.3%, it 
follows 1/(2r)<0.662/(2*0.767)=42.6% for ~2. Thus, 
the processor-efficiency is less than 42.6% for 
lE;fn/rl<q and fn/2rl~q°'fn/rl with q~2 and r>2. To 
reduce a vector of length n, the number of 
(dyadic) operations is equal to (n-1). If we use 
the definition 11fr)=(n-l)/r.TM(r), then we will 
have 11fr)<60% for 1"-fn/r1~2q and q~2 for both SM­
and AM-method, leading to 11(2r)<30.6% for 1')1. 
This processor-efficiency is far too low, so it 
should be avoided. Thus, for a given problem with 
a vector length n, we should chooser such that 
fn/2r1~q, in order to obtain a reasonable proces­
sor-efficiency (in the case of n.....<aq, 7>=1 is an 
obvious choice). 

J. fn/2rl),q. Substitution of Eq. (7) with the SM­
method into Eq. (14), it yields 

kvr = n. 1 
fn/rl -tq.rtogrl +q,fl.ogql +2 ogq -1 

(26) 

The asymptotic value of kDI is 60% as n/r.+oo. 
However, the requirement of kvi.=60% is not realis­
tic, even undesirable for the sake of computing 
speed. If we require that kvr~0.46, then the usage 
of more than one reduction pipeline is only possi­
ble when n is very large. So, our aim is to deter­
mine a reasonable compromise between speed and 
processor-efficiency. 

We want to determine a choice T'--r0 as a 
function of n under a given condition kvi:=J< (kE 
[0.26,0.6)). It is not trivial to solve Eq. (25) 
and to express the DI-choice r0 as an explicit 
function of kvr· Furthermore, it is desirable to 
have a simple formula for the determination of ro· 

By canceling all the ceiling functions in Eq. 
(25), and substituting 7>=ro and kv.z=k, the follow­
ing approximation is obtained: 

(0.6 - k).n 
ro :l!. q(1+k+klogr0+klogq) (26) 

Eq. (26) is an implicit function of r 0 • We want to 
find a simple formula from which an approximation 
to r0 can be easily calculated. 

Substitution of ro=a.n into Eq. (26), gives 

0.6 - k 

q(l+k+k.l.oga+ k.l.ogn+k.l.ogq) 
(27) 

where a is an unknown parameter which is a func­
tion of k, q and n. 

For a given vector of length n, a in Eq. (27) 
can be computed by means of one of the known 
numerical root finding methods (e.g., Newton­
method). However, it is impractical to iterate a 
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before every vector reduction operation (it may 
even take more time than the reduction itself!). 
From Eq. (27), we have learned that l.oga varies 
very smoothly as n increases; it is approximately 
a function of l.og(l.ogn). One solution is to 
approximate l.oga by a+b.l.og(l.og(n)), where the 
parameters a and b can be determined by means of 
the least square error method [7]. 

Thus, by using the approximation function of 
l.oga, Eq. (26) is transformed to 

al .n 
ro = (28) 

where a1=(0.6-k), a~*(l+k+k.a+kl.ogq), <J;r=cl.k.b 
and a4-q.k with k=kvr· All ai 's are constants when 
a choice of k is made. Simulations show that the 
approximation formula (28), together with the 
calculated values of a and b, gives satisfactory 
results (error between Eq. (28) and Eq. (26) is 
less than 5%). Furthermore, Eq. (28) is valid for 
both the SM-method and the AM-method. 

The computation of l.og(n) and l.og(l.og(n)) can 
be done in a simple way by means of the following 
approximation scheme: determine the position ~SB 
of the most significant bit (MSB) of n; then PMSB 
is an approximation of l.og(n) with an error of 
less than 1 • Another approximation with an error 
of less than 0.686 can be obtained by looking at 
the bit next to the MSB, if this bit is 1 then 
PAfBB+l is used as the approximation for tog(n), 
otherwise, PMSB is used. Applying now the same 
process to the obtained result of l.og(n) , an 
approximation value of tog(l.og(n)) is determined. 

Fig. 7 shows a plot of the reduction time 
(T(n,r)) as a function of the number of pipelines 
(r) involved in the processing of a given vector 
of lengthn. The points related to several 
different kDI values are shown by means of the 
markers. The numerical results in Fig. 7 also 
show, that a choice of kvr<26% will only greatly 
increase the use of the number of pipelines and 
result in very low processor-efficiency as has 
already been pointed out earlier. 

V. Performance 

Generally, in vector processing a parallel 
pipelined system performs better than a parallel 
non-pipelined system. Suppose a non-pipelined 
processor has a cycle time of tnonp=B ns, then 
with the same technology a pipeline cycle time of 
tpipe=(s/q +a ) ns can be realized, where q is the 
number of segments of the pipelined processor, and 
a represents the delay of a latch which is 
introduced to hold the partial result between each 
segment. For example, consider a 6 segment adder 
(like the one in the Cray X-MP) having a cycle 
time of tpipe=9.6 ns, then in the ideal case a 
non-pipel~Ii"ed adder has a cycle time of 
tnon =46 ns (i.e. assuming that the delay of a 
late~ is about 2.0 ns for the pipelined case). 
However, in reality, the ratio R00 of the maximum 
vector processing rate and the maximum scalar 
processing rate is usually in the order of 10 
( e • g. , R00=1 3 for Cray-1 [ 8]) , where R00 is defined 
as Ra,=r00;,fr008 [8], and r00v and 'Cxis are the maximal 



vector and scalar processing rates respectively. 
Thus, in reality the cycle time of a non-pipelined 
(general purposed) processor will have a cycle 
time much greater than the ideal cycle time of 45 
ns in our example. This is due to the fact that 
instructions must be fetched and decoded for each 
operation before performing the operation itself, 
whereas this is not the case for a pipelined 
processor. The performances of the non-pipelined 
approach and the pipelined approach are shown in 
Table I for a system of 8 processors. The 
computation speeds are listed for different values 
of k. In Table I, the performance of both the 
ideal parallel non-pipelined system and the 
practical non-pipelined system with ~=10 are 
shown. spi e is the speed of the pipelined 
approacn, §nonp and SR are the speed of the ideal 
nonpipelined approach and the practical 
nonpipelined approach respectively. From the 
table, it is clear that the pipelined system 
outperforms the ideal non-pipelined system, except 
for very small vector lengths, and the parallel 
pipelined system outperforms the practical non­
pipelined system in all the cases shown in the 
table. 

VI. Conclusion 

In this paper, we have studied vector­
reduction techniques in a parallel arithmetic 
pipeline processing environment. It has been shown 
that with a simple partitionable linear array 
structure, reduction algorithms can be implemented 
efficiently. The proposed approach performs the 
same as a binary-tree network in the reduction of 
an n-element vector. 

Regularity and fault tolerance of a system 
are important criteria to VLSI implementations, 
the partitioned linear array approach satisfies 
these two criteria. 

The minimal reduction time in a system con­
sisting of N pipelines and an approximation method 
to achieve the minimal reduction time also have 
been analyzed. It is known that parallelism and 
processor-efficiency are tradeoffs. In a multi­
pipeline system, the issue of processor-efficiency 
is a more important problem than in the non pipe­
lined cases, since the time overhead in mergin~ 
the partial results of each pipeline (=q. rz.og1' I , 
see Fig. 3) is larger. The DI-ratio has been 

introduced as a means to be able to make a trade­
of f between computing speed (parallelism) and 
processor-efficiency. 

The DI-ratio can be used to calculate a 
proper choice of the number of pipelined pro­
cessors, given the typical maximal vector length 
of the operations the system will be dealing with, 
and a required processor efficiency. 
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Abstract 

This paper discusses pipelining in the context of mul­
tiprocessor systems. It is proposed that for such an archi­
tecture, it is possible to design near-optimal pipeline ma­
chines by coupling pipelines, using buffers to balance instruc­

. tion/ data flows, concurrently processing several instruction 
streams, and allowing out-of-order execution of instructions 
within a stream. We have investigated the issues involved in 
the design of such a machine by using a uniprocessor pipeline 
machine as a basis for the type of architecture proposed. 

Introduction 

Pipelining has long been a method of obtaining high 
throughput in uniprocessor systems by overlapping the exe­
cution of several instructions; an example of such an arrange­
ment being that shown in the block diagram of Figure 1 in 
which each stage of the pipeline performs one of the phases 
in the sequence involved in processing an instruction. Ideally 
the throughput of such a system is one result per pipeline 
beat. In practice, however, it is rarely the case that this ideal 
throughput is achieved. Instructions requiring the transfer of 
control usually cause severe disruption in the flow of instruc­
tions; similar effects occur, although to a lesser extent, in the 
operand-fetch stage, as a result of the methods employed to 
resolve conflicts, and a multitude of other (relatively minor) 
reasons. 

In addition to pipelining, performance may be gained 
through the use of multiple processors; examples of machines 
which combine extensive pipelining and multiple processors 
being the S-1 (14] and the HEP( 11]. This paper deals with 
the subject of pipelining in the context of multiprocessor sys­
tems. In such a case, we believe that it is possible to over­
come many of the problems inherent in pipelining by "shar­
ing" pipelines between different instruction streams and us­
ing buffers to balance flows through the pipelines. Such an 
architecture is shown, at a fairly high level, in the diagram 
in Figure 2. The main idea here is to take several pipelines 
of the type shown in Figure 1 and to couple them through 
inter-stage buffers (capable of holding several instructions) 
in such a manner that during peak processing rates, the flow 
into the buffer exceeds the flow from the buffer. Thus when 
processing instructions that would normally cause a disrup­
!Jon in the rate of inter-stage· flow, the overall effect would 
be that while the flow out. of some stage ~ould fall to below 
maximum, the succeeding stage would continue to accept in­
structions at the maximum rate (by processing instructions 
buffered during peak flow); strictly, therefore, buffers are not 
necessary at the output of every stage as implied by Figure 
2. The ability to process several instruction/data streams 
also has many benefits which are discussed below. The same 
techniques can be applied to data streams in order to ensure 
that pipelined vector processing units do not experience any 
performance degradations as a result of disruptions in the 
delivery of data. 

The type of architecture most closely related, in as far 
as the use of buffers goes, to what we propose is the HEP al­
though essentially the same reasoning also lies behind the use 
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of queues in PIPE (2] and a related scheme, in which several 
independent processors (cyclically) share a buffer, has also 
been described by Goto and Shimizu (3). We have attempted 
to identify the issues that are involved in the design of a more 
practical machine than that depicted by the block diagram 
of Figure 2 and have been concerned with the complexity 
of such a task relative to that of designing a multiprocessor 
system consisting of independent pipelines. For this purpose 
we chose a practical pipelined uniprocessor, the MUS (8), as 
a starting point and attempted to develop a shared-pipeline 
multiprocessor from this. 

The MU5 Processor 

In this section we briefly describe the uniprocessor that 
has formed the basis of our studies (9). A high-level organi­
zation of the MUS processor is shown in Figure 3. It con­
sists of two major pipelines, the Primary Operand Pipeline 
(PROP) which is largely concerned with the accessing of pri­
mary (named) operands and the Secondary Operand Pipeline 
(SEOP) which is largely concerned with the accessing of sec­
ondary operands such as data structure elements. Instruc­
tions fetches are initiated by the Instruction Buffer Unit 
(IBU) to which the store returns upto eight instructions at a 
time; IBU then supplies the Primary Operand Unit at the 
rate of about one instruction per beat (peak). IBU also 
contains a branch prediction mechanism, the Jump Trace. 
The B-Unit executes fixed point arithmetic instructions, such 
those required for computing array indices, and some organi- . 
sational instructions. The A-Unit executes floating point and 
fixed point arithmetic instructions. 

PROP is a five-stage pipeline: Initial Decode in which 
sufficient decoding is done to isolate the name and select a 
base register (Stack Pointer, Name Base, etc.), Add Name to 
Base Register in which a name is added to the contents of 
a base register; Associate Address which is the first stage of 
accessing the Name Store (a "cache" for named operands); 
Read Value, the second part of Name Store access; and As­
semble Operand in which the operand is assembled and the 
Program Counter is incremented. 

SEOP consists of three main stages: Descriptor Address­
ing Unit (Dr) generates secondary addresses using named de­
scriptors from PROP and the output of the B-Unit as mod­
ifier, Operand Buffer Store (OBS) makes store requests and 
buffers operands returned, and Descriptor Operand Access­
ing Unit (Dop) performs masking and shifting to select the 
required element. 

A Shared Pipeline Multiprocessor 

In this section we present a shared-pipeline multipro­
cessor. The philosophy underlying the architecture is very 
similar to that of the HEP computer [11]; it centers around 
the idea of processing several instruction/data streams in a 
single pipeline and can be viewed as one that develops the 
multiprocessing-pipelines concept to its ultimate conclusion 
in that several instructions from the same stream may be 
processed concurrently and possibly out of sequence. 

As previously stated, the main driving problem here is 



that of pipeline flow disruptions. Conventional pipelined ma­
chines have dealt with the problem of flow disruptions by 
designing hardware to limit the effects of these within indi­
vidual instruction streams; an example in point being branch 
prediction strategies [7,10]. The success of these has, how­
ever, been limited by the inherent nature of pipelining and 
of the. instructions being processed. Considering conditional 
control transfers, for example, it can be observed that when 
both the instruction setting condition codes and the control 
transfer order fall within the so-called Gulf of Ignorance [SJ, 
i.e. the separation between the pipeline entry and the exe­
cution units, the latter instruction is unresolvable and such 
mechanisms as double-fetching (employed in the IBM 360/91 
[1]) or the prediction Jump Trace of MUS must necessarily 
be of limited success. Pipeline sharing is based on the ob­
servation that disruptions within an individual stream are 
acceptable as long as some other stream can be processed to 

. fill the gap created. The main design issue is, therefore, that 
of being able to switch streams rapidly; in fact, ideally, the 
delay incurred should be nil. This is precisely what the inter­
leaving of instructions from different streams is intended to 
achieve. There are also gains to be made if the instructions 
in a particular stream can be executed out of their initiation 
order if the data dependencies so permit; this, for example, 
reduces the number of active processes (streams) that are 
needed in order to sustain maximum throughput. 

From the above description and Figure 3, it will be ob­
served that in an MUS-like pipeline, the points at which the 
averaged input rate into a stage may exceed the averaged 
output rate out of the stage are: 

• At the output of IBU as a result of processing branch 
instructions and other organisational instructions. This 
is the case even with branch prediction and prefetching. 

• At the Name Store, since some instructions will give non­
equivalence on association. 

• As with the Name Store, an instruction may fail to find 
its operand in the Operand Buffer Store hence the rate 
of flow into the A-Unit may be disrupted on certain oc­
casions. 

• At the Control-Point/ Assemble-Operand stage. Since 
some instructions are executed at this stage, the flow 
into the stage will, on the average, exceed the outward 
flow into the arithmetic units. 

Thus recalling the diagrams of Figures 1 and 2, buffers 
can be inserted at these points to balance the flow into and 
out of the various stages. This would be the obvious orga­
nization and represents the architecture that was considered 
initially. A much better organization turned out to be that 
shown in Figure 4. In this all the buffers, that one would 
expect, in the primary stages of the pipelines still exist al­
though in a different form and they, in effect, been moved 
into the IBUs. This excludes buffering at the end of the 
primary pipelines; which we have not, for various reasons, 
investigated at the present. To keep the diagram simple, not 
all the relevant features of the architecture are shown as will 
be apparent from the following discussions. Such omissions 
include connections from the Instruction Issue to the IBUs 
(via the IBU-PSB network). Although only two inter-stage 
buffers per stage are shown, a practical system would include 
as many buffers as necessary to balance the average flows 
without any undue performance requirements on the hard­
ware. It is also to be expected that the number of Scalar 
Execution Units will be much smaller than the number of 
Vector Execution Units; reasonable numbers being, say, 4 
and 32 respectively. In general, the number of units in the 

512 

primary pipelines can be altered independently of the num­
. her of units in the secondary pipelines. No claim is made 
that Figure 4 of itself depicts a practical machine; at this 
point, we have emphasized concepts over practical matters 
whenever conflicts existed. 

There are fundamental differences between the organiza­
tion shown and one that would be obtained from a straight­
forward extension of an MUS-like machine to multiprocessor 
system. By far, the most apparent is the decision to separate 
the single primary store into a Program Store and a Data 
Store; in fact the latter is further split into a Scalar· Store 
and a Vector Store. The main reason for this is to reduce 
the bandwidth requirements of the various interconnections. 
With a single (interleaved) store an interconnection system 
with enough bandwidth to support the accessing rates of all 
the IBUs, the Scalar Units, and the Vector Units may be 
an impractical proposition. The separation of a (possibly) 
single data store into two separate stores arose from the de­
cision to have highly pipelined vector processing units; the 
use of a sep~rate Vector Store, apart. form reducing band­
width requirements, also allows vector processing orders to 
be implemented in a more natural way. 

Multiple Instruction Buffer Units 

Essentially, the system runs several processes concur­
rently with instructions from each stream being initiated in a 
different IBU. A Decode module cycles through the IBUs con­
nected to it and interleaves instructions from several streams 
into the next stage, after the necessary decoding. Whenever 
an instruction that would normally cause a disruption, e.g. 
a branch instruction, is decoded, the corresponding IBU is 
(temporarily) abandoned untilit is known that valid instruc­
tions may be taken from the IBU, say when a transfer of 
control actually takes place. 

The important point about the use of several IBUs pe~. 
Decode is that since instructions from different streams are' 
continually being interleaved, the end effect is that streams 
(as seen by the pipeline stages) as also being changed at the 
same rate which is also the maximum rate possible. Thus 
when a disruption occurs within some stream, the necessary 
change of stream is obtained, in effect, "for free". 

No attempt is made to predict control transfers or to 
explicitly trap loop instructions. Regarding the former, the 
implications of trying to do otherwise are quite clear: identi­
fying the instructions belonging to some stream for which an 
incorrect prediction was made and flushing these out is likely 
to be very messy at best. Hence all instructions entering the 
pipelines must be guaranteed to complete. Loop-trapping on 
the other hand would be quite easy to include since in the case 
of loops an IBU tends to contain the same set of instructions 
most of the time. 

Name-Associate Units and Name Caches 

At the Name-Associate Stage those instructions causing 
a non-equivalence are held-up until it can be guaranteed that 
their operands are available; other instructions may also be 
held-up at this stage in order to resolve conflicts. We have ex­
tensively modified [9] the original MUS Name Store (Cache) 
to allow a very large number of instructions to execute out 
of sequence. In additions to modifications to the Name Store 
itself, an associatively addressed buffer has been added to 
each cache unit to store instructions that are held-up in or­
der to resolve conflicts and a queue has also been added to 
hold instructions with pending store requests. The end re­
sult, admittedly, is a rather complex organisation that in its 
present form needs to be simplified. 

Instructions for which the associatfon is successful pro-



ceed to the next stage, tagged with a specification of a Name 
Cache unit holding the operand, and have their operands read 
out. At the Control Points, branch instructions and some or­
ganisational instructions are executed and other instructions 
are issued to a Scalar Execution Unit or a Vector Associate 
Unit (YAU) and to a Vector Execution Unit, as appropriate. 

Vector Processing Modules 

For vector instructions, the YAU units compute addresses 
and performs the necessary associate operations, operands are 
obtained from the Vector Cache, (possibly after a store fetch) 
and the instruction and operands are forwarded to a Vector 
Execution Unit for processing. The results of a VEU opera­
tion are stored in one of the two data caches, depending on its 
type, while those of a scalar operation are stored in the Name 
Cache. The modules involved with the processing of vector 
orders are also another area where we have had to make sig­
nificant changes to the original organisation. Modifications in 
the former have been made to allow out-of -sequence execution 
and are similar to the changes made to the Name Store, and 
to allow data-driven communications such as are to be found 
in the MU~ V prototype [6]. 

Miscellaneous 

The Instruction Issue Units (IIUs), which are also the loca­
tion of Control Points, have also turned out to be more complex 
than their counterpart in the MUS PROP; a major addition has 
been to include a unit resembling the CDC 6600 Scoreboard 
[13]. Some of the added complexity arose from the attempt 
to maintain compatibility with the MUS instruction set, prim­
itive architecture, and general philosophy. An example of this 
is that while compiler-generated code assumes (for simplicity), 
for example, that only one Scalar Execution Unit exists, IIU on 
the other hand assigns schedules instructions according to the 
availability of execution units. This creates many difficulties 
particularly when code assumes that the stack will be used t~ 
hold temporary values. The same applies to many orders that 
explicitly use the base registers; since these registers are lo­
cated in the early stages of the primary pipelines while part 
of the execution takes place in the IIUs or the Scalar Execu­
tion Units, there is some difficulty in providing the necessary 
communication. Our solution at the moment is to connect 
the IIU-SEU/VAU network and the PSB-IBU network and to 
communicate through these, but this is clearly a solution that 
leaves much to be desired. It, therefore, appears that any solu­
tion short of changing the instruction set and/or changing the 
primitive architecture is likely to end up being rather complex. 

Other significant architectural changes that have been ne­
cessitated by the sharing of pipelines are: Certain machine reg­
isters, such as the Processor Status Register, Program Counter, 
and Base Registers have to be replicated so that there is one 
register of each type for each IBU. As a consequence of this, 

a~d of the need to provide communication (which takes place 
~1~ the PSB-IBU ~etwork)_ between Control Points and IBUs, 
it is ~ece~sary for mst~uct10.ns to be tagged both with a pro­
cess identifier and the identifier of the IBU in which they are 
initiated. 

CONCLUSIONS 

The original inspiration for the architecture described 
c~~e f~~m [4J althoug~ it may now be hard to discern many 
s1rmlant1es with what 1s described therein. The abstract archi­
~ecture is one tha~ that combines pipelining and multiprocess­
mg and whose mam features are: shared-buffered pipelines with 
alm~st no overhead in stream switching and no disruptions in 
the inter-stage flow of instruction/data and, hence, no perfor-
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mance degradation on all types of orders, ability to execute in­
structions out-of-sequence across a wide window in the stream, 
and high-performance vector processing It is based on a prac­
tical uniprocessor machine and the relative complexity /major 
issues of realizing such an abstract machine have been partially 
evaluated (detailed in [9]). The main lessons that have been 
learned from the exercise so far are that: (1) such a machine 
probably needs to have a both "tailor-made" instruction set 
and primitive architecture as its basis and (2) there are inher­
ent difficulties in some of the underlying ideas and these needs 
to be re-examined carefully; the splitting of the data store, for 
example, has resulted in far more difficulties than were antici­
pated. These represent the major avenues for any further work. 
have 

ACKNOWLEDGEMENTS 

We have been influenced by the past and present work of 
Roland lbbett and Nigel Topham. This includes, in particular, 
our vector instruction set, which was wholly designed by the 
latter, and also the same individual's own work on dealing with 
pipeline flow disruptions [12]. Topham also read early drafts 
of (9] and trying to answer some of his harder questions has 
resulted in many improvements. The first author acknowledges 
the encouragement given to his research by David Plaisted 

This work was partially supported by the National Science 
Foundation under grant number DCR-84068SO. 

REFERENCES 

[1] D. W. Anderson, F. J. Sparacio, and R. M. Tomasulo, "The 
IBM 360 Model 91: Machine Philosophy and Instruction Han­
dling", IBM Journal of Research and Development 11 (1) 
(1967) 8-24. 

[2] J. R. Goodman et al, "PIPE: A VLSI Decoupled Architec­
ture", Proceedings, 1/tth Annual International Symposium on 
Computer Architecture (1985) 20-27. 

[3] E. Goto and K. Shimizu, "Architecture of a Josephson Com­
puter (FLATS-3)", in: N. lnada and T. Soma, Eds., Symbolic 
and Algebraic domputation by Computers (World Scientific, 
Singapore, 1985) 205-214. 

[4] R. N. Ibbett, "Vector Processing", Proceedings, International 
Computing Symposium (1981) 337-347. 

[5] R. N. Ibbett, The Architecture of High Performance Comput­
ers (Springer-Verlag, New York, 1982) 

[6] R. N. Ibbett, P. C. Capon, and N. P. Topham, "MU6-
V: A Parallel Vector Processing System", Proceedings, 1/tth 
Annual International Symposium on Computer Architecture 
(1985) 136-144. 

[7] J. K. F. Lee and A. J. Smith, "Branch Prediction Strategies 
and Branch Target Buffer Design", IEEE Computer 17 (1) 
(1984) 6-22. 

[8] D. Morris and R. N. Ibbett, The MU5 Computer System 
(Springer-Verlag, New York, 1979) 

[9] A. R. Omondi, Sharing Pipelines in Multiprocessor Systems: A 
Case Study, Internal Report, Department of Computer Sci­
ence, University of North Carolina at Chapel Hill, 1986. 

[10] J. E. Smith, "A Study of Branch Prediction Strategies•, Pro­
ceedings, 8th Annual Symposium on Computer Architecture 
(1981) 135-148. 

[11] B. Smith, "The Architecture of HEP", in: J. S. Kowalik, Ed., 
Parallel MIMD Computation: HEP Supercomputer and Its Ap­
plications (MIT-Press, Cambridge, 1985) 41-55. 

[12] 

[13] 

N. P. Topham, Private Communication, 1986. 

J.E. Thornton, Design of a Computer: The Control Data 6600 
(Scott, Foresman and Co., Glenview, 1970) 

[14] L. C. Widdoes, Jr. and S. Correll, "The S-1 Project: Devel­
oping High-Performance Computers", Digest of Papers, IEEE 
Spring COMPCON (1980) 282-291. 



Vt ,_. 

""" 

~ 

fetch 
lnstruclion 

FI 

I 
N 
T 
E 
R 

~-le 0 

~-
Program 
Store 
Banks 

B 
u 
F 
F 

N 
N 
E 
T 
I 
0 
N 

Decode 
Instruction 

DI 

Instruction 
Buffer 
Units 

Initial 
Decode 
Units 

fetch 
Oper1ndo 

FO 

Figure I. 

Execute 
Instruction 

EXE 

Name 
Associate 

Units 

store 
Reoults 

STO 

R 
Raad IB 
Buffers U 

F 
F 

Solar NTERXN'ECTOll 

R 
B 
u 
F 
F 

Iv- ,Ii ~{:I ~,-,-.---,- ' 
g-:--~ 
N 

~ • D!Q:J• ~---__J 
TC Instruction 

I Issue Nana 
Units cashe 

1 1v-Ass~O Units 
~N 

Vector 
Cache 
Units 

Vector 
Execution 
Units 

Vector Store Banks 

FGH:4: As-IARED PIPEIJllE MULTlPFUB:BOR 

Fet.ch Deoode 
Units Units 

Dete Petha 

AddreSB Peths 

Result store 
Units 

Figure 2. 

lnstrocttonll Pr1mery Operand Uni ti 
Burrer I Nema Store 

Unit ' • 

lilriecution 
Units 

Operand 
Fat.ch 
Units 

B-Ar1thmal1C+----1----...---­
Unlt 

ccumuleto' 
Untt 

SECONDARY OPERAND I UNIT 

oescnptor 
Operand 

Processing 
Unit 

STORE ACCESS CONTROL UNl"f Locel 

Store 

Figure 3: MUS Central Processor 



PIPELINED REGISTER-STORAGE ARCIIlTECTURES 1 

Steven R. Kunkel and James E. Smith 

Department of Electrical and Computer Engineering 
University of Wiscmsin-Madison 

Madison, Wisconsin 53706 

Abstract 

Insttuction sets of Register-Storage (RS) architectures allow func­
tional operations to take one operand from memory and one from a 
register. In contrast, Register-Register (RR) architectures always take 
both operands from registers. A sinlple, generic instruction set is 
defined for an RS architecture. A basic RS pipeline structure is 
developed for studying design and performance characteristics. The 
resolution of register hazards, placement of the memory access, branch 
instructions, and handling of stores to memory are examined in detail. 
For purposes of comparison, a basic RR architecture and pipelined 
implementation are also developed. The RR and RS models are used to 
calculate the perfonnance of several of the Lawrence Livermore Loops 
to gain additional insight into the effect that the architectures have on 
perfonnance. 

1. Introduction 

Register-Storage (RS) architectures are based on instruction sets 
that allow functional operations (e.g. floating point addition) to take one 
operand from memory and one from a register. The result is placed in a 
register. In contrast, Register-Register (RR) architectures always take 
both function operands from registers; explicit loads and stores to or 
from ·registers nwst always be used to comnwnicate with central 
memory. A third class of architectures, those that permit Storage­
Storage (SS) operations, can also be defined, although we do not study 
them here. 

The suitability of RR architectures for high performance computa­
tion has been clearly demonstrated. The CDC6600 [TH070], CDC7600 
[BON69], and the more recent CDC CYBER 180 [CDC84] architectures 
are based on an RR architecture. In addition the scalar section of the 
CYBER 205 [CDC81] is an RR architecture, as are both the scalar and 
vector sections of the CRAY-IS [CRA80], CRAY X-MP [CRA82], and 
CRAY-2 [CRASS]. Furthermore, the suitability of RR architectures for 
high performance implementations has not escaped the attention of 
researchers studying high-speed microprocessor architectures [PAT85], 
[RAD82]. 

RS architectures are widely used in practice; the IBM 370 archi­
tecture can generally be considered an RS architecture, although it does 
support some SS operations. Unfortunately, the IBM 370 architecture 
also contains some features that make high performance implementa­
tions difficuk (e.g. implicitly-set condition codes, self-modifying code, 
and precise interrupts) [AND67]. Consequently, based on real imple­

. mentations, it is difficult to clearly visualize the fundamental structures 
of pipelined RS architectures and ID see the relative advantages and 
disadvantages of RS architectures for high performance implementa­
tions. 

In this paper, we propose a simple RS architecture, suitable for 
pipelining, in order to clearly study the advantages and disadvantages of 
RS architectures for high performance implementations. To permit 
comparison, we also describe and discuss RR pipelines. The discussion 
in this paper is primarily in the context of numeric (floating point) 
applications, although many of the results and observations apply to 
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other applications. 

2. Model Architectures 

A fundamental RS instruction couples a memory access with a 
data operation. An RS instruction is of the form 
Ri ~ Rj op (Rk + disp ). The content of register Rk is added to the 
displacement to form the memory address from which one of the 
operands is fetched. There are several other ways that a memory 
address could be formed, but we use only this mode. An operation, 
signified by op, is performed between the memory operand and a 
second operand taken from register Rj. The result is placed in register 
Ri. 

Also included as part of a basic RS architecture are simple regis­
ter loads, register-register operations, register stores, and branches. The 
register-register instructions are of the form Ri ~ Rj op Rk and 
Ri ~ Rj op data. Here the second operand comes from a register or 
directly from the instruction. Loads and stores are of form 
Ri ~ (Rk + disp) and (Rk + disp) ~ Ri respectively. For single 
operand instructions, the operand can come from either a register, 
memory, or the insttuction. Conditional branches are of the form 
BrCond Rk + disp where a branch condition is specified and the target 
address is computed by adding the contents of register Rk to the dis­
placement In all cases the register RO is tested and the branch decision 
is based on this test. Condition codes are not used. 

As a model RR architecture, we use the RR subset of the above. 
Hence, it is like the scalar CRAY-I architecture, except one uniform set 
of registers is used, not two types. 

3. Pipeline Structures 

3.1. Tbe Basic RS Pipeline 

Fig. 1 shows a typical implementation. An instruction fetch 
sequence consists of address generation, memory reference, and instruc­
tion decode. The instruction fetch step may contain an instruction 
cache. 

The operand fetch phase consists of reading address registers, 
operand address calculation, and memory access. Reading registers 
requires checking for hazards which will be detailed later. In the 
memory access step, an operand cache may be used. In fact, an 
operand cache is an important aspect of RS designs and will be dis­
cussed further later. 

Before an instruction can be issued to the execution unit, register 
operands must also be obtained. This can be performed either in paral­
lel with or aft.er the memory operand fetch. In our basic pipeline, 
instructions are placed in a queue, shown in Fig. 1, aft.er completing the 
memory operand fetch. Note that the queue may be of length I. The 
instruction at the front of the queue checks for register hazards, reads 
register operands, and then issues to the execution uniL 

The execution unit may take many forms. It may be a single 
non-pipelined unit, several parallel non-pipelined units, or several paral­
lel pipelined units. Note however that the type of execution unit used is 

under Grant l!CS-8207277. 
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Fig. 1 A typical Register-Storage implementation model 

independent of the type of architecture being implemented. The type of 
execution unit used is based on other issues such as performance and 
cost. In our study, a parallel pipelined execution unit is assumed to 
minimize execution time and expose other delays that are inherent in 
the implementation of the architecture. 

Once execution has completed the result needs to be stored. Most 
instructions return their result to a register, so storage is a simple regis­
ter file write. However, stores to memory can take place at this point 
also. In a later section, we consider the tradeoffs involved with per­
forming memory stores at different points in the pipeline. 

3.2. A Basic RR Pipeline Structure 

The basic pipeline phases are much the same as in the RS model. 
Here, the instruction fetch step is followed by either memory operand 
access or execution, but not both. Storage to memory is done at the 
same point as operand access. Fig. 2 shows a typical RR model As in 
the RS pipeline, instructions II.ow through the instruction fetch unit 
where they are decoded. Following instruction fetch, all register inter­
locks are cleared and then an instruction is issued to either the execu­
tion unit or the memory uniL All registers are read at the same point in 
the pipeline whether they are for addressing or contain operands. Each 
of these units returns its result to the register file. 

4. Design Considerations 

4.1. Register Hazards 

The way register hazards are handled is an important difference 
between RS and RR implementations. In the RS implementation, there 
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Fig. 2 A typical Register-Register implementation model 
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are two points at which registers are read. The first follows the instruc­
tion fetch phase; at this point registers for addressing are read. The 
second follows the memory access phase; here register operands are 
read. We refer to these as issue points. To be more specific, the point 
where address registers are read will be referred to as address issue and 
the point where operand registers are read will be referred to as execu­
tion issue. 

In an RR pipeline, where all registers are read at one point, one 
bit is typically used for each register to indicate that the register is 
reserved. When an instruction is ready to be issued, it checks the 
reserved bits for all the registers it uses. It is blocked from issuing until 
they are all free. A result register is reserved when an instruction that 
writes the register is issued. The reserved bit is cleared when the result 
register is written. 

We first consider a simple-minded extension of the above method 
for an RS pipeline. Place a separate set of reservation bits at both issue 
points. The reservation bits at each issue point are handled as with the 
RR architecture. The first set is held at the address issue point, and are 
checked and set for all result registers as instructions pass. They are 
also checked for address registers as part of address issue. The second 
set is held at the execution issue point and are also reserved by all 
instructions that write a register. They are checked for both operand 
and result registers for functional operations before instructions issue to 
the execution phase. Both reservation bits are simultaneously cleared 
when the appropriate result register is written. 

However, this method limits performance. This can be seen in 
the following sequence of instructions 

(1) Rl <- R2 op R3 
(2) R4 <- RS op Rl 
(3) Rl <- R6 op R7. 

Register Rl is reserved by instruction (1) at address issue. Instruction 
(2) does not read Rl until execution issue and is therefore not held up at 
address issue. The problem occurs with instruction (3). Because Rl is 
already reserved, this instruction must wait at address issue until the 
register is no longer reserved. Otherwise, if it is not held, the reserved 
bit for Rl will be cleared when instruction (1) finishes. When in fact, 
Rl should still be reserved for instruction (3). Because only one bit is 
used to reserve a register at address issue, only one instruction that 
writes Rl can be beyond the address issue point at any given time. 

This problem can be corrected by using a small reservation 
counter for each register at address issue instead of a single reserved 
biL The counter keeps tracks of the number of instructions that have 
passed address issue. The counter is incremented at address issue by an 
instruction that writes the register, and is decremented when the register 
is actually written. When an instruction needs to read an address regis­
ter, it must wait until the counter becomes zero. When an instruction 
needs to write a register, it does not have to wait at address issue; it 
simply increments the counter and proceeds. This method enables the 
two issue points to make decisions independently, and performance is 
not restricted. In our later performance study, we use the method just 
proposed. The counter method for handling register reservations at the 
address issue point was proposed in [AND67]. There are of course, 
other methods for handling register conllicts but they will not be dis­
cussed. 

To summarize, register reservation logic is more complex in an 
RS pipeline than in an RR pipeline. This is because registers must be 
read in two different places rather than one. In our RS implementation, 
there is a set of reservation counters, as well as a set of reservation bits; 
there is only a single set of reservation bits in an RR pipeline. This 
additional RS complexity is in terms of the amount of logic required, 
not in terms of the time required to make conttol decisions. That is, the 
length of time needed to make an issue decision regarding the availabil­
ity of registers should be no greater with an RS pipeline. 

4.2. Memory Access 

Because memory accesses are often tied to data operations in an 
RS architecture, it would seem to be more difficult to schedule code to 
hide memory access delays. In fact, the organization of the RS pipeline 
with the memory access phase preceding the execution phase can actu­
ally improve performance. In the RS pipeline, instructions may go 



through the memory access phase and obtain memory operands while 
previous instructions are waiting for execution. In effect, a RS instruc­
tion is given a head start by beginning the memory access ahead of exe­
cution operations occurring earlier in the program. In a typical RR 
implementation this does not occur. 

Because load operations sometimes get a head start, cache misses 
also get a head start, reducing their degradation effect on performance. 
Fig. 3 shows an example of code in which this occurs. In this example, 
assume the second load instruction has a cache miss. The first load is 
issued to memory at the same time in both implementations. In the RR 
implementation the second instruction waits for the load to complete 
while in the RS implementation the second instruction follows the load 
through memory. This causes the second load to wait in the instruction 
fetch unit in the RR implementation. Whereas, in the RS implementa­
tion, the second load is issued to the memory unit without any wait. 
This gives the cache miss a head start over the same cache miss in the 
RR implementation. 

To counter the above advantage of an RS implementation, there is 
a corresponding disadvantage that sometimes occurs at the beginning of 
a segment of code. Fig. 4 shows an example in which this occurs. In 
the RR implementation, the second instruction in this example starts 
execution immediately following the load. But in the RS implementa­
tion, the second instruction follows the load through the memory unit 
before starting, causing a delay. Because the three lloating point opera­
tions are all dependent, the initial delay in the RS implementation is 
retained, and the entire sequence is slower. As we shall see later, there 

RS architecture RR architecture 

start: R3 <- {Rl + displ) start: R3 <- (Rl + displ) 
R2 <- R3 +fR4 R2 <- R3 +fR4 
RS <- R2 *f (Rl + disp2) R6 <- {Rl + disp2) 

RS <- R2 *fR6 

Fig. 3 Code in which RS memory access/cache miss gets a head start. 

RS architecture RR architecture 

start: RS <- (Rl + z(l2)) start: RS <- {Rl + z(l2)) 
R6 <- R2 *fR3 R6 <- R2 *fR3 
R7 <- R6 *fRS R7 <- R6 *fRS 
RS <- R7 +fRS RS <- R7 +fRS 

Fig. 4 A code segment with lower RS performance. 

is a similar effect involving conditional branches. This effect can be 
reduced by shortening the length of the memory access phase; this is 
most easily done by using an operand cache. 

It should be noted that in the examples given, we have taken a 
small piece of code out of its original context. If R2 or R3 are depen­
dent on an instruction occurring just before the sequence given in Fig. 4 
begins, then the second instruction may be delayed by the same amount 
in both sequences. 

It is our observation from the code we have examined, that 
overall performance speedups for RS architectures as typified in Fig. 3 
are more common that performance losses as in Fig. 4. To summarize, 
placing the memory access phase ahead of the execution phase leads to 
performance advantages because memory accesses may be started ear­
lier than they would with an RR pipeline. A disadvantage comes occa­
sionally when execution must sometimes wait longer because of an 
unnecessary transit through the memory access phase. 

4.3. Stores to Memory 

In an RS pipeline, there are several points at which stores can be 
issued to memory. First, they can be issued at the same point as loads. 
This has the advantage of keeping all memory accesses in program 
order, preventing many hazards involving memory. It also eliminates 
conllicts for a single memory path; the path is required at only one 
point in the pipeline (disregarding the instruction fetch path). A major 
disadvantage is that a store, waiting for the data to be stored, blocks at 
an early point in the pipeline and holds all the following instructions 

517 

until the data becomes available. A second disadvantage is that it 
makes implementation of precise interrupts more difficult because stores 
may complete before previous instructions in the instruction stream are 
known to be error-free. 

Second, stores can be issued at the same point at which function 
execution begins. With this method, the store instruction can read its 
address registers and "reserve" its result address in the memory access 
phase, then wait for its data at the execution issue point. When the store 
data are available, the instruction must then "steal" a memory access 
cycle to· perform the store. The act of "reserving" its result address 
amounts to saving the address in a table so that hazards involving later 
loads from the same address can be resolved. With this second method, 
the primary advantage is that instructions following the store are not 
blocked as early in the pipeline. The disadvantage is that control com­
plexity is increased. Memory hazards must be resolved with additional 
logic, and the memory access path may be used from two different 
pipeline phases so conllicts may occur. 

Third, stores may be sent to memory following the execution 
phase. Here, registers are read at the same point as in the second 
method. This method further increases the control complexity of resolv­
ing memory hazards by delaying the store to memory. But all instruc­
tions would complete in order making the implemenation of precise 
interrupt easier. 

4.4. Branches 

Up to this point we have said very little about branch instructions, 
which are a very important aspect of pipeline design. Both RR and RS 
architectures can be made to handle branches in a similar way. Because 
of the variety of ways of performing branches, we have chosen a 
specific one for illustrative purposes. Conditional branches all test 
register RO. In an RR pipeline, this test occurs at the single issue point, 
and in an RS pipeline, at the address issue point. This assumes that 
there is hardware in the instruction fetch phase to perform the test of RO 
for branches. This eliminates the delay of issuing the instruction to a 
functional unit to perform the test. 

The primary performance advantages and disadvantages are very 
similar to those already noted for the placement of the memory access 
phase. The advantage for an RS pipeline occurs when RO is set early 
and an independent instruction, preceding the branch, is blocked due to 
data dependencies. In this case, an RR pipeline holds the branch instruc­
tion behind the blocked instruction. In the RS pipeline, the blockage of 
the independent instruction may occur at the execution issue point, so 
that the branch is not blocked and may be performed earlier. 

A potential performance loss occurs when an instruction modify­
ing RO is followed closely by a conditional branch testing RO. In this 
case, the branch instruction may block waiting for RO to be written. 
The wait can take longer in an RS architecture if the instruction modify­
ing RO must pass through the memory access phase before being exe­
cuted as in our implementation model. This can be viewed as part of 
the penalty one pays in return for earlier execution of conditional 
branches as described above and for early accessing of memory data as 
was pointed out in section 4 .2. 

For the FORTRAN code we have examined, RO is often set well 
in advance of a conditional branch that tests it. This is because the 
branch is typically based on a loop counter which can be incremented 
early in a loop. Hence, the performance penalty for these kinds of 
branches is low. Nevertheless, for other types of code where a test is 
made closely before a branch, an RS pipeline could suffer significant 
delays for conditional branches. 

S. Experimental Results 

Following are the results of a preliminary study we have per­
formed to test some of the conclusions given above. Because of the lim­
ited set of benchmarks and the methods used, no general conclusions 
should be based solely on these results. 

Using the above-defined architectures and the implementation 
models, the execution time for eight of the Lawrence Livermore Loops 
[MCM72] were calculated. These are a standard set of small FOR­
TRAN kernels. These eight loops were chosen because a hand compila­
tion method was used, and quite simply, these were the easiest to hand 



compile. Compiler output from the Cray FOR1RAN Compiler was 
used as a guide, and our hand compilation is at the same level of optim­
ization. 

We assumed execution times similar to those in the CRAY-1. For 
models with no operand cache we assume an 11 clock period memory 
access time. For models with operand cache, we assume a 3 clock 
period memory access. We assume the instruction feich unit contains 
an instruction cache with a 100% hit ratio. The code is scheduled 
separately for each architecture and each memory speed to give 
optimum performance for each case. Given these assumptions, we cal­
culated the time required for one iteration of each loop. The results of 
the timings are given in Table 1. 

These results indicate that six of the eight loops executed in the 
same time for both architectures regardless of the memory speed used. 
It would seem that there is little difference between the performance of 
the two architectures based on these timings. However two of the loops 
did have different execution times. Loop 2 is a case where the RS 
architecture is able to take advantage of issuing fewer instructions to 
perform better than the RR architecture. The RS architecture had five 

RR RS 
loop 

M= 11 M=3 M= 11 M=3 
1 38 30 38 30 
2 45 39 45 37 
3 25 17 19 11 
5 57 49 57 49 
6 57 49 57 49 
7 69 61 69 61 

11 23 15 23 15 
12 23 15 23 15 

Table 1 Results of Timing of Models. Execution time is in clock 
periods. M is the memory access time in clock periods. 

fewer instructions to issue in this loop. Loop 3 also had a different exe­
cution time. In this loop, the RS architecture is faster because it reads 
operand registers at a different place than it executes branch instruc­
tions. Since there is no store near the end of this loop, the branch at the 
end of the loop is not held up waiting for the final result to be stored. 
In the RR implementation the branch must wait for the last data opera­
tion to obtain its operand data before it can be issued. In the RS imple­
mentation the branch is able to execute sooner because the last data 
operation reads operand registers at execution issue and does not hold 
up the branch instruction. 

6. Conclusions 

RS architectures have three primary pelformance advantages. 

(1) There are fewer instructions; in some code sequences, the limita­
tion of issue rate to one per clock period is important, and in 
these cases, RS architectures can give better performance. 

(2) Placing the execution segment of the RS pipeline after the 
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memory access segment permits memory load instructions to 
proceed even though an earlier instruction may be blocked at the 
execution units due to a data dependency. 

(3) Placing the execution segment of the RS pipeline after the condi­
tional branch logic permits some conditional branches to proceed 
even though an earlier instruction may be blocked at the execu­
tion units due to a data dependency. 

Occasionally, the last two advantages are offset by a performance loss 
when an execution operation must pass through the memory access seg­
ment part of the pipeline before it can begin. Nevertheless, it is our 
observation that, at least for scientific code, the performance advantages 
outweigh the disadvantages. Our experimental results show a relatively 
small difference in performance between the two architectures. When­
ever there is a difference, however, the RS pipeline is faster. 

The primary disadvantage of RS pipelines is the additional imple­
mentation complexity. This comes about because registers are read from 
at least two different points in the pipeline. This at least doubles the 
amount of register interlock logic that is needed. On the other hand, the 
control complexity at the individual stages is not significantly increased, 
so the clock frequency does not necessarily need to be reduced. 
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ABSTRACT -- Ways of coordinating large numbers of 
processors to execute a parallel program as fast as possible 
are of key importance to the design and efficient use of paral­
lel processor systems. In this paper we discuss issues on pro­
gram parallelism and scheduling for parallel processor sys­
tems. We break the scheduling process into three basic activi­
ties, and focus on processor assignment to parallel loops. 
Optimal processor assignment algorithms are presented for 
simple and complex nested parallel loops. These algorithms 
can be applied at compile-time, or can be implemented as 
hardware modules to solve the processor assignment problem 
optimally at run-time. Speedup measurements for EISPAOK 
and IEEE DSP subroutines that result from the optimal 
assignment of processors to parallel loops are also presented. 
These measurements indicate that optimal assignments result 
in almost linear speedups on parallel processor machines with 
a few tens of processors, and significantly high speedups for 
machines with hundreds or thousands of processors. 

1. INTRODUCTION 

It is becoming increasingly clear that modern and 
future supercomputers will be based on the shared memory 
parallel processor architecture. The flexibility, scalability and 
high potential performance offered by parallel processor 
machines are simply necessary 'ingredients" for any high per­
formance system. The performance potential for these 
machines is indeed greater than that of single array processor 
computers [7], and they can run more efficiently a larger 
family of programs. However we have little experience in 
using efficiently a large number of processors. This is espe­
cially true when maximum (single) program speedup (as 
opposed to high throughput) is our objective. This inexperi­
ence in turn is reflected in the small number of processors 
used in modern commercially available multiprocessors such 
as the CRAY-XMP and Alliant FX/8 systems. 

Truly parallel languages, parallel algorithms, and ways 
of defining and exploiting program parallelism are still in 
their infancy. Only recently these problems have attracted 
the appropriate attention. Several factors should be con­
sidered when designing high performance supercomputers [7]. 
Parallel algorithms, carefully designed parallel architectures 
and powerful programming environments including sophisti­
cated restructuring compilers, a.II play equally important 

This work was supported in part by the National Science Foundation 
under Grant No. US NSF DCR84-10110, the U. S. Department ot 
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roles on program performance. This unified approach has 
been adopted in the design of the Cedar multiprocessor at 
the Center for Supercomputing Research and Development of 
the University of Illinois. In addition several crucial problems 
such as scheduling and synchronization and communication 
overheads, must be adequately solved in order to take full 
advantage of the inherent flexibility of parallel processor sys­
tems. 

Loops a.re the largest source of parallelism but the prob­
lem of using several processors for the fast execution of com­
plex parallel loops had not been given enough attention until 
recently [10], [1]. A key problem in designing and using 
large parallel processor systems is finding out how to 
schedule independent processors to execute a parallel pro­
gram as fast as possible. There is more to be said on ways of 
exploiting loop parallelism, both from the system and the 
compiler point of view. From the system's point of view we 
know little about coordinating large numbers of processors to 
execute multiply nested parallel loops; and from the the 
compiler's point of view no significant work has been done so 
far to adequately solve this problem. This paper addresses 
the second part of this problem namely, compile-time 
scheduling of arbitrarily complex parallel loops on parallel 
processors. We discuss the different activities of the problem 
traditionally referred to as scheduling of a parallel program 
on a parallel processor system, and present algorithms that 
generate optimal loop schedules at compile-time. Some exper­
iments we conducted to illustrate the speedups resulting 
from such schedules are also presented. 

The rest of this pa.per is organized as follows. In Sec­
tion 2 we present some background for the following discus­
sion, including basic definitions and the structure of the 
Parafrase compiler used for our experiments. In Section 3 we 
briefly consider the general problem of scheduling parallel 
programs on parallel processor systems. In Section 4 we dis­
cuss processor assignment issues for parallel loops, and pro­
pose an optimal processor assignment algorithm based on 
dynamic programming. In Section 5 we present some experi­
mental results for EISPACK [13], and IEEE DSP subroutines 
[2], and finally Section 6 gives the conclusion of this paper. 

2. BACKGROUND AND BASIC CONCEPTS 

In this pa.per we consider parallel Fortran programs. By 
parallel, we mean programs that have been written using 
language extensions or programs that have been restructured 
by an optimizing compiler. For our purposes we use output 
generated by the Parafrase restructurer [6], [15]. Parafrase is 



COMMON 
OPTIMIZATIONS 
Machine Independent 

;-------------
1 
I 
I 
I 
I 
I 
I 
I 
I 

SES 
Specific 

Optimizations 
(Serial) 

SEA 
Specific 

Optimizations 
(Array /Pipeline) 

--------------, 
MES 
Specific 

Optimizations 
(Mui tiprocessor) 

MEA 
Specific 

Optimizations 
(Multip. Array) 

I Architecture Specific Optimizati L----------------------------­
;- -- -- -

I 
I 
I 
I 
I 
I 
I 
I 
I 
I 

~~---------------J ------, 

Machine 
Dependent 

Optimizations 

Other Machine 
Specific Optims. 

Processor 
Allocation and 

Scheduling passes 

Code Generation 

L--------------J 
Figure 1: The structure of P ARAFRASE 

a restructuring compiler which receives as input Fortran pro­
grams and applies to them a series of machine independent 
and machine dependent transformations. The structure of 
Parafrase appears in Figure 1. The first part of the compiler 
consists of a set of machine independent transformations 
(passes). The second part consists of a se~ies of mac?ine 
dependent optimizations that can be apphed on a given 
program. Depending on the architecture of the machine we 
intend to use, we choose the appropriate set of passes to per­
form transformations targeted to the underlying architec­
ture. Currently Parafrase can be used to transform programs 
for execution on four types of machines: Single Execution 
Scalar or SES (uniprocessor), si·ngle Execution Array or 
SEA (array /pipeline), Multiple Execution Scalar or MES 
(multiprocessor), and Multiple Execution Array or MEA 
(multiprocessor with vector processors) architectures [7]. 

In a restructured Fortran program we observe several 
types of parallelism and all of them can be potentially util­
ized by an MES machine. We can roughly classify the 
different types of parallelism into two categories: Fine grain 
parallelism and Coarse grain parallelism. Fine grain paral­
lelism includes the parallel execution of different statements 
of the program on different processors, or even different 
operations of the same statement on different processors or 
functional units. Coarse grain parallelism arises from the 
parallel execution of independent disjoint modules of the pro­
gram, or from parallel loops. For the purposes of this paper 
we ignore branching statements (IFs and GOTOs) without 
loss of generality. In Parafrase the branches of each such 
statement are assigned branching probabilities either by the 
user or by the compiler automatically. We can therefore view 
a program as consisting of a sequence of block of assignment 
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statements (BAS), with each such BAS having a weight asso­
ciated with it. 

To expose program parallelism, Parafrase builds for 
each program the data dependence graph [5] which indicates 
data and control dependences between statements of the pro­
gram [4). A series of machine in/dependent optimizations are 
then applied on the program using the data dependence 
graph as a guide. During parallel execution of a program, 
data and control dependences must be observed in order to 
preserve the semantics of the program. One of the most vital 
Passes in Parafrase involves the recognition of several types 
of parallel loops. 

In the transformed programs, loops can be of one of the 
following four types: Serial, reductions (e.g., vector 
sum/product), do all or DOALL (all iterations of the loop 
can execute in parallel) [9], and do across or DOACR (suc­
cessive iterations can be partially overlapped) [9], [l]. The 
restructured programs are to be executed on a multiprocessor 
such that DOALLs and DOACRs can be distributed acros8 
many processors. Furthermore, execution of many loops of 
different kinds may also be overlapped. Given a Fortran pro­
gram that executes on a P processor multiprocessor system, 
we define program speedup Sp, as follows: Sp = T1 / Tp, 
where T1 is the serial execution time of the program and Tp 
the execution time when it runs on P processors. The 
efficiency of the execution of a parallel program that achieves 
a speedup of Sp on P processors, is then defined as 
Ep = Sp / P, and obviously 0 ~ Ep ~ 1. 

3. PROCESSOR ALLOCATION, 
ASSIGNMENT, AND SCHEDULING 

Our approach to program scheduling is a combination 



of compile and run-time schemes. At compile-time we decide 
how to partition a given program into independent tasks. A 
task graph called a Task Flow Graph (TFG) is then con­
structed by the compiler. Each node of the TFG corresponds 
to a program segment, and arcs represent data and control 
dependences. A task node for instance, may correspond to a 
block of assignment statements, or a nested parallel do loop. 
Nodes of the TFG are executed in order so that data and 
control dependences are satisfied. Each node of the task 
graph may execute serially or it may be distributed across 
different processors. At compile-time it is decided whether 
the iterations of a given loop will execute in a pre-scheduled 
or a self-scheduled fashion as explained below. 

The scheduling of a restructured program (TFG) on a 
parallel processor system is performed in three phases. As 
mentioned above the first phase decides whether a loop will 
run in a pre- or self-scheduled fashion. During the second 
phase which we call processor allocation, we decide how to 
distribute the available processors to the nodes of the graph. 
Each node receives a number of processors by the second 
scheduling phase, and it is up to the processor assignment 
(third) phase to decide how to use the allocated processors 
for each particular node. Recall that a single node of the task 
flow graph can be an arbitrarily complex nested parallel loop. 
Processor assignment decides how to assign the allocated 
processors to the parallel loops of each node (if any). 

Allocation is usually done by the run-time system by 
taking a subset of the available processors (real or virtual), 
and devoting them to a running program or to a part of it. 
Allocation requires decision on the number of processors. 
The decision on the number of processors could be totally 
made by the run-time system. However, this is inefficient. To 
circumvent this problem, the user program could advise the 
system on the number of processors (or range of them) that 
it can efficiently use. Processor allocation may be performed 
at load-time, and remain constant until execution completes. 
On the other hand, processors may be allocated at different 
times during execution. The decision on how often allocation 
is to be performed depends on the amount of overhead 
involved in processor allocation, since frequent allocations is 
clearly better if overhead is ignored. 

After allocation, a decision has to be made on the 
number of processors to assign to the different program com­
ponents. For the purposes of this paper we are interested in 
processor assignment to do loops. The assignment is trivial 
if the process consists of a sequence of singly nested parallel 
loops and sequential code. The assignment may be more 
complex if multiply nested parallel loops are present. The 
algorithms of this paper deal precisely with this problem. If 
the loop bounds and the number of processors to be allocated 
at run-time, are not known at compile-time, then the algo­
rithms described below will have to be executed at run-time 
once these values are known. A hardware device will 
accelerate the computation required for assignment. 

Loops may be executed in a pre-scheduled or self­
scheduled fashion. This decision can be made when the pro­
gram is written or at compile-time. Pre-scheduled means 
that the order and the iterations to be executed on each 
assigned processor is decided at compile-time. The output 
from the compiler can be parametrized on the number of 
processors assigned to the loop by producing a blocked loop 
with a variable blocking factor. Loops can also be executed 
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in a self-scheduled way. This means that each processor 
upon completion of an iteration will continue by executing 
the next iteration not yet executed or being executed. If p 
processors are assigned, the first p iterations are executed 
first, one by each processor. Pre-scheduling has the advan­
tage that the local memory of a processor (including its 
registers) can be used to transfer information from one itera­
tion to subsequent ones executed in the same processor, so 
that in certain cases interprocessor communication cost may 
be greatly reduced. Consider for example two disjoint adja­
cent loops at the same nest level. Both loops will be allocated 
the same number of processors and corresponding iterations 
will execute on the same physical processors. When data are 
communicated from one loop to the other they can be tem­
porarily stored into a local memory, thus eliminating the 
need for interprocessor communication. On the other hand, 
self-scheduling is useful if the execution time of the different 
iterations varies widely. These factors should be taken into 
consideration by the compiler to decide how to compile a 
given loop. Also, the presence or not of hardware for self­
scheduling should be taken into account. It should be noted 
that pre-scheduling and self-scheduling can be combined in a 
program, and even in a multiply nested loop. Thus, the outer 
loop could be scheduled in one way, and the inner loop in 
another. 

4. OPTIMAL PROCESSOR ASSIGNMENTS 

It has been shown that in most programs parallel loops 
are the source of the greatest percentage of parallelism [7]. In 
this section we will investigate the problem of processor 
assignment to parallel loops. This problem becomes espe­
cially important when we deal with nested parallel loops 
where inefficient assignment algorithms may result in an exe­
cution time far worse than the optimal. In programs with 
several nested parallel loops the efficiency may then drop 
down to unacceptable levels. We can informally define the 
limited processor assignment problem as follows: Given an 
arbitrary multiply nested loop which contains serial and 
parallel (DOACR, DOALL) loops and a number of P proces­
sors, find the (optimal) way of assigning the P processors to 
the loops so that the parallel execution time of the entire 
module is minimized. For loops with very few nest levels 
and systems with a small number of processors, exhaustive 
search might be affordable at compile-time. But as the 
number of processors increases, the number of proces;,r-loop 
combinations grows exponentially. Moreover, loops with 
large nest levels are not very uncommon in scientific compu­
tations. As an example, 10 to 17 nested parallel loops were 
observed in several subroutines of the restructured (by 
Parafrase) IEEE Digital Signal Processing Package. 

4.1. Simple Assignments to DOALLs 

In the following sections we discuss processor assign­
ments schemes. A metric called the efficiency index is 
defined in this section. The usefulness of this metric is two­
fold. First it makes it easier to formulate the processor 
assignment problem, and secondly it allows us to observe 
several interesting properties of the problem that are other­
wise hidden in modular arithmetic. 

A processor assignment algorithm (OPTAL) is proposed 
that solves the general problem optimally. The optimal pro­
cessor assignment is guided by the use of a function called 
the assignment function. The assignment function can be 
easily defined to measure parallel execution time. 



Before we discuss processor assignment issues we need 
to introduce some notation and definitions. To simplify the 
notation each loop is assumed to be normalized and denoted 
by the upper bound of its iteration space. Thus, N; denotes a 
DOALL whose loop body is executed N; times, and 
L -(N N N ) denotes an m level nested 

- 1' 2' · • • ' m 
DOALL where loop N; is surrounded by N;_1 and surrounds 
Ni+l• i=2, ... ,m-1 (N1 and Nm are the outermost and 

innermost loops respectively). 

In what follows the number of available processors P is 
always assumed to be "useful", that is, less or equal to the 
maximum number of processors that a loop L can fully util­
ize. As mentioned in Section 3, processor allocation (phase 
two) allocated a number of processors to each outermost loop 
(task node). Theorems and lemmas given in this paper are 
stated without proof [11]. 
Definition 4.1. For a DOALL with N; iterations that has 
been assigned P; processors we define€;, the efficiency index 
or EI of N; as follows: 

N; IP; 

(1) 

The efficiency index is an indicator of how efficiently a loop 
runs on a given number of processors. The higher the EI the 
higher the efficiency (as defined in Section 2). Some other 
properties of the efficiency index that will be used directly or 
indirectly in the following sections are: 
Pl: For any DOALL N; and any number of processors p we 
have: 0< € 1~ < 1. 

- 1 
P2: For any N;, €; = 1. 
P3: For N; ~ p, f:i > 1/2. 
It should also be noted that p ¥- q does not necessarily 
imply €i ¥- f:r 
Definition 4.2: For a nested DOALL L =(Np N 2, ••• ,Nm), 
a number of P = p 1p 2 ••• Pm processors and a particular 
assignment of P to L we define the efficiency index vector 

P 1 P2 P,. P, • 
W= (€1 , £2 , ... , €m ), of L, where €; 1s the EI for loop 
N; and for P; processors. 

In what follows the terms "assignment of P" and 
"decomposition of P" are used interchangeably. Any assign­
ment of P to L defines implicitly a decomposition of P into 
factors P=p 1p 2 ••. Pm where each of the m different 
loops receives P;, i=l,2, ... ,m processors. A processor 
assignment profile (Pp p 2, ..• ,Pm) can also be described by 
its efficiency index vector as defined above. 

p p 
Definition 4.3: For an assignment w= (€1 ', ... , €m'"), of 
P = p 1p 2 ••• Pm processors to L, we define EL, the com­
pound efficiency index ( CE! ) of L as 

m 
P; 

EL= II€; 
i=l 

(2) 

For any L, P, we also have 0< EL :::;; 1. Let T1 be 
the serial execution time of a perfectly nested DOALL L. 
Next suppose that L is executed on P processors and let Tp 
and Tp, denote the parallel execution times for two different 

· I I I I 

assignments W= (€1, £ 2, ... , €m) and w, (€1, /2• ... , €m) 
of P to L, where P=p 1 ••. pm= p1 ···Pm· We can 
express the parallel execution time Tp of L in terms of its 
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CEI as follows: 
m 

Tp = nrN,/P;lB -i=l 
m 

TIN; IP; 
1 

m 

(1/B) 
i=l 
m IIP; I JV; 

Tp 
nrN;/P;l 

i=l 

i=l 
m 

TIP; 

(1/B) (ri JV; IP; ) ~ 
i=l rN; I P;l m 

m p. p 
II€··­

• NB 
i=l 

TIN; 
i=l 

NB 
T --­
p- E p 

L 

or 

(3) 

where B is t~e execution time of one iteration of the loop, 

and N = TIN;. The following 1s a direct application of 

i=l 
(3). 
Lemma 4.1: Tp < r; iff EL > E~. 

In the next few sections we show how the efficiency 
index can be used to direct the efficient assignment of proces­
sors to perfectly nested parallel loops. 

Given a nested loop L and a number of processors P 
we call a simple processor assignment one that assigns all P 
processors to a single loop N; of L . A complex processor 
assignment on the other hand is one that assigns two or 
more factors of P to two or more loops of L. 

Theorem 4.2. The optimal simple processor assignment 
over all simple assignments of P processors to loop L is 
achieved by assigning P to the loop with € = max{€{'}. 

i=l,m 
For the next lemma and most of what follows we assume 
that processors are assigned in units that are equal to pro­
ducts of the prime factors of P unless stated otherwise. 
Therefore each loop is assigned a divisor of P including one. 

Lemma 4.3. If N is a (single) DOALL loop, 
P = p 1p 2 ..• Pm is the number of available processors 
and €;, i=l,2, ... ,m a.re the efficiency indexes for assigning 
P1• P1P2• P1P2Pa1 ... , p 1p 2 ••• Pm respectively, then 

€1 ~ €2 ~ €3 ~ · · · ~ €m. 

From Lemma. 4.1 we conclude that the optimal processor 
assignment of P to L is the one that maximizes EL. Each 
assignment defines indirectly a decomposition of P into a 
number of factors less than or equal to the number of loops 
in L. As P grows the number of different decompositions of 
P into factors grows very rapidly. From number theory we 
know that each integer is uniquely represented as a product 
of prime factors. Theorem 4.4 below can be used to prune 
(eliminate from consideration) several decompositions of P, 
or equivalently, several assignment profiles of P to L that 
are not close to optimal. From several hand generated tests 



we observed that the use of Theorem 4.4 in a branch and 
bound algorithm for determining the optimal assignment of 
processors eliminated more than ninenty percent of all possi­
ble assignments. In some instances all but the optimal 
assignments were pruned by the test of Theorem 4.4. 

Again let L = (Nl' .. ., Nm) be a perfectly nested 
DO ALL that executes on P processors and 
P = p 1p 2 •.. Pk be any decomposition of P where 

p 
k :::; m. Now let € = max {€;} be the maximum 

1$;i:5m 
efficiency index over all simple assignments of P to L, and 

p 
€; = max {€ /}, i =1,2, ... ,k be the maximum 

1$;j$;m 
efficiency indexes (over all loops of L) for the factors 
p 1, p 2, ... , Pk of P respectively (where 

e;· = (N;/P;) / <fN; / P;l )). Note that here we do not 
perform any actual assignment of processors to loops but 
simply compute the maximum efficiency index for each factor 
P; of P over all loops of L excluding the loop that 
corresponds to E. If T8 and Tc are the parallel execution 
times for L corresponding to the optimal simple assignment 
of P and the optimal complex assignment of the specific fac­
tors of P respectively, and S8 and Sc their respective speed­
ups, we have the following theorem. 
Theorem 4.4. If there exists i E{l,2, ... ,k} for which 
E 2'.: £; then T8 :::; Tc and thus S8 2'.: Sc. In other words 
if one of the factors of P has a maximum efficiency index 
equal or less than the maximum efficiency index of P, then 
we gain more speedup by assigning the entire P to a single 
loop than from any complex assignment of the factors of P 
(including the optimal). 

Thus, given any decomposition of P into factors 
P = p 1 ... pl:, a necessary (but not sufficient) condition for 
a complex assignment to be better than the best simple 
assignment is £ < e,, for all i =1,2, ... ,k (where £; is the 
maximum efficiency index for factor P; over all loops of L ). 
Obviously if £ = 1 then the optimal simple assignment is 
the overall optimal as well. An example of the application of 
Theorem 4.4 is shown in Figure 2(a), where the simple 
assignment o(32 processors to the outermost loop is also the 
optimal cine. 

m 

Corollary 4.5. If N = IIN;, £ is the efficiency index 

i=l 
of the optimal simple assignment, €;, i=l,2, ... ,m is the 
efficiency index for the i-th loop in a complex optimal assign­
ment and EL the corresponding compound efficiency index, 
then any optimal complex assignment should satisfy, 

£ < E; :::; 1, i= 1, 2, ... , m and £ < 

!:!...i..!:_ 
Let Eo - where N -

rN/Pl 

Then any optimal assignment of P to L satisfies 

EL :::,; Eo 

EL :::; 1. 

m 

IIN •. 
i=l 

(4) 

where EL is the CEI of an optimal assignment. Only in spe­
cial cases there would be an optimal assignment of P to L 
for which the equality in (4) holds. A compiler transforma­
tion called '1oop-coalescing" can be applied to certain types 
of loops and always achieves EL = E0 [11]. 
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Corollary 4.5 can be used to check whether a given 
complex assignment is better than an optimal simple assign­
ment. It would be useful however to be able to answer the 
question about the existence of such assignment. That is, 
given a loop L and a number of P processors, is there an 
optimal complex assignment better than the optimal simple 
assignment? If for a particular loop the answer is negative, 
the optimal simple assignment is chosen and therefore the 
problem for that loop is solved in constant time, assuming 
the efficiency indexes have been computed. Proposition 4.6 
below provides the test for the existence of an optimal com­
plex assignment. 

For each loop N; EL we define the critical capacity 9;. 
of N; as the maximum number of processors that can be 
assigned to N; with its efficiency index remaining strictly 
greater than € (the maximum efficiency index of P). In other 
words, for each N; 9; is chosen to satisfy, 

and 
g, + r 

€.' < € 
I -

for any r 2:: 1. Then we have the following proposition. 

Proposition 4.6. A necessary condition for the existence of 
a complex assignment of P to L which is better than the 
corresponding optimal simple assignment is 

m 

Il9; 2:: P. 
i=l 

The obvious approach for optimally solving the processor 
assignment problem is exhaustive search. For small nested 
loops and a very small number of processors exhaustive 
search would probably be tolerable at compile-time. For 
medium size loops and a few tens of processors however, the 
cost of exhaustive search becomes intolerable even at 
compile-time. For example, the number of different assign­
ments of 50 processors to 15 nested loops is 4.8XI013. If it 
takes lOOOns (on a fast machine) to process each different 
assignment it would take more than 555 days CPU time to 
find the optimal assignment of 50 processors to 15 loops. 

Using the results of this section however, we can design 
a branch and bound algorithm that greatly reduces the 
number of candidate optimal assignments. In several cases 
the tests of this section can prune all possible assignments 
but the optimal and in practice such a branch and bound 
algorithm would have polynomial complexity for most cases. 
The problem remains unsolved though since we can never 
guarantee polynomial complexity and we can always come 
up with an example loop which can make even the branch 
and bound algorithm run in exponential time. 

In the next section we present an optimal processor 
assignment algorithm that has a low polynomial complexity 
and finds the optimal assignment for all types of loops and 
any number of processors. 

4.2. Optimal Complex Assignments 

In order to better illustrate the ideas of this section we 
start by considering perfectly nested DOALLs and P =2k 
processors. As we proceed the concepts are generalized to 
include more complex loop structures such as nonperfectly 
nested combinations of serial, DOALL, and DOACR loops. 

Let us consider an m-level nested DOALL 
k L =(N1, N 2, ... , Nm) and a number of P =2 processors. 



DOALL 1 Il=l,63 
DOALL 2 12=1,7 

DOALL 3 13=1,31 
DOALL 4 14=1,20 

(a) 

4 CONTINUE 
3 CONTINUE 
2 CONTINUE 
1 CONTINUE 

(b) 

DOALL 1 Il=l,15 
DOALL 2 12=1,17 

DOALL 3 13=1,17 
DOALL 4 14=1,25 

4 CONTINUE 
3 CONTINUE 
2 CONTINUE 
1 CONTINUE 

Figure 2. (a) An application of Theorem 2.2. 
(b) The nested loop of example 4.1.1. 

Algorithm OPTAL which is analytically described below will 
give us the optimal assignment profile of the P processors to 
the m loops of L. For each loop L we compute the 
efficiency table M. Each column j of M corresponds to a 
!~op Ni of L and each row i corresponds to a number of 
2', i =0,1, ... ,k processors. An entry { i ,j) of table M con­
tains the efficiency index for assigning 21 processors to loop 
N;. This { m X k) efficiency table will be used repeatedly by 
OPTAL to obtain the optimal assignment of P processors to 
loop L. 

From Lemma 4.3 we observe that each column of M is 
ordered in nonincreasing order. If the loops are ordered by 
size then each row of M is also ordered in nonincreasing 
order. Therefore if €;j is the element of M in the i-th row 
and j-th column, then 

€;; ~ €iw for w ~ j. 

It is clear that in any assignment of P to L there can be at 
most one entry of the lower half of AI involved in that 
assignment. Let us give an outline of the basic steps of the 
algorithm. We start by assigning the P processors to the 
innermost or outermost loop, and let us always start from 
the innermost in our case. The second step finds the optimal 
assignment of P to the two innermost loops. In the process 
we also need to compute .the optimal assignment of 
1, 2, 22, .•. , 2• processors respectively to the two inner­
most loops. These assignments however are computed only 
once for each loop and stored for later use by successive 
steps. 

In general, after the (m - i)-th step OPTAL has 
found the optimal assignment of 1, 2, 22, ... , P processors to 
loops L;=(N;, Ni+v ... ,Nm). The next (m - i + 1)-th 
step c~nsiders loop Ni-I and finds the optimal assignment of 
1, 2, 2 , ... , P processors to loop (Ni-I• L;) possibly by 
reassigning processors from L; to Ni-I" All possible assign­
ments for Ni-I are considered. Note that all possible assign­
ments for L; have already been computed. At the end of the 
m-th step OPTAL outputs the profile of the optimal 

assignment of P = 2• to loop L =(NI' N 2, .•. , Nm). 
Based on Lemma 4.1 the optimal assignment of P to L 
would be the one that maximizes EL. This is precisely what 
OPTAL does. 

4.2.1. The Perfectly-Nested Loop Case 

In this section we describe processor assignment for per-
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fectly nested DOALLs and P = 2•. We use this case as 
an example of the application of the general algorithm 
described in the next section. The simplicity of this case 
helps illustrate the algorithm clearly. It is followed by a sim­
ple example that describes the details of computing the 
optimal assignment. The heart of OPTAL is a recursive 
function G, that is defined as follows: Given P =2k and L 
an m-way nested loop as previously, we define G;( q) as the 
product of efficiency indexes of the optimal assignment of q 
processors to loops (N;, Ni+I> ... , Nm). More specifically a 
closed form expression of function G; ( q) is given by, 

Gi( q) = max {ii E ;'} 

I <pi <q j=i 

m 

and such that q = II p; :::; P. The recursive definition 

j=i 
of Gi( q) that we will be using from now on is given by (5) 

G;(P) = max { €t Gi+I(P /2r) } 
0 ~ r ~ k 

or {5) 

where €l is the efficiency index for assigning q processors to 
loop Ni (available from table M). The optimal assignment of 
P processors to loops (N;, Ni+l' ... , Nm) can be found by 
selecting from all assignments of 2r processors to loop N. 

k~ ' and 2 processors to (Ni+I• ... ,Nm), r = 0, 1, ... , k, the 
m 

one that maximizes II€ j (from (5)). 

j=i 

The function in (5) is computed for i =m, m -1, ... , 1 
and for each i we also compute 
Gi(l), G;(2), G;(22), ... , G;(P =2k). The optimal assignment 
of the P processors to loop L will be given at the end of the 
m-th step by GI{2k). Initially (first step) for i =m we have 
Gm(q) = €!. For each G;(q) the corresponding processor 
assignment profile is stored and when G1(2k) is computed 
the profile for the optimal assignment is available. 

The algorithm completes in m steps. In each of the m 
steps, k =logP function evaluations are performed and each 
of the r =1,2, ... ,k function evaluations involves the computa­
tion of the maximum of r values. The overall complexity of 
the algorithm is therefore O(mlog 2P). Using the results of 
the previous sections we can easily avoid unnecessary compu­
tations and further reduce the complexity of OPTAL. 

The explicit processor assignment vector (with the 
exact number of processors assigned to each loop) is com­
puted as a side effect of the computation of G;. When a par­
ticular Gi is chosen as optimal the corresponding assignment 
vector can be trivially reconstructed. In order to illustrate 
the computational details of the algorithm we give below a 
simple example involving four DOALLs and 25 processors. It 
should be noted that this approach not only finds the 



optimal assignment of the given P processors to a particular 
loop nest, but it also finds the optimal assignments of 
P ;2, P /4, P /8, P /16, ... , 1 processors to the same loop. We 
can therefore determine the minimum number of useful pro­
cessors with little extra cost. 
Example 4.1.1: Consider the loop 
L =(N1 = 15, Ng= 17, N3 = 17, N 4=25) of Figure 
2(b) and let P =2 be the available processors. The optimal 
assignment of P to L is computed as follows: First the 5X4 
efficiency matrix M is computed. At the first step for i =4 

r ~ . 
we have G4(2 ) = £ 4 for r= 0, 1, ... , 5. The computations 
for the remaining three steps are shown analytically below. 

Step 2 

03{2)=max{o.12J,•;o.11J} 

08{4)=max{0.{4),<;0.{2), .;0.(1)} 

o,(s)=max{o.csJ,•i0.!4), .;0.(2),•:o.<1)} 

o,{16)=max{o.c1a),•;o.cs),•:o.14J,•:o.12J,•:'o.<1)} 

o,(32)=max{o.ca2), .;o.(16),•:o.<s),•:o.c4l,•:'o.<2J.•:20.c1)} 

Step 3 

02(2)=max{o,(2), .:0,(1)} 

02(4)=max{0,(4), •:0,{2),<:0,{l)} 

O,(S)=max{o,(s),•:0,{4), .:0,(2),•:o,(1)} 

O,{l&)=max{o,{16),•:o,(s), .;o,(4),•:0,(2),•;'o,(1)} 

0,(32)=max{o,{a2), .;o,{1&),•;o,(s),•:o,{4),•;'o,(2),•;•0,(1)} 

Step 4 

01{2)=max {0,(2), • :0,(1)} 

01{4)=max{0,(4),•:0,(2),•:0,(l)} 

o,{S)=max{o.(s),•:o,{4),•:0,(2),•~0,(l)} 

o,{16)=max{o,(!6),• :o,(s),• :o,(4),• ~0,(2),• :'0,(1)} 

o,{32)=max{0,(32),•:0,(16),• :o,(s),• ~0,(4),• :'o,(2), .:•0,(1)} 

In each case the maximum element appears in bold letters. 
The optimal assignment in this example is therefore the one 
that assigns 16 _processors to loop N 1 = 15 and 2 processors 
to loop N 4 = 25. The processor assignment profile is recon­
structed as follows. The number of processors assigned to a 
loop l, is equal to the superscript of the £ factor of the max­
imum term in G1(P). If an £ factor does not exist, the 
corresponding loop receives 1 processor. First we look at the 
maximum element of G1(32). This element is £ 16G2(2) which 
tells us that loop N 1 receives 16 processors, and the remain­
ing processors are allocated to G2(2). The maximum element 

of entry G 2(2) is G3(2) which indicates that loop N 2 receives 
1 processor. Continuing in the same way, the maximum ele­
ment of entry G3(2) is G i2) which again tells us that loop 
N 3 is assigned 1 processor, and therefore loop N 4 is assigned 
the remaining 2 processors. 
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4.2.2. The General Algorithm 

Although most real multiprocessor systems have 
P = 2k for some integer k, OPTAL can be used to generate 
optimal processor assignments for any integer P. It also 
handles arbitrarily complex nested parallel loops. Before we 
describe the details of the general algorithm however, we 
need to define the concepts of DOACR and loop nesting 
more precisely. The details about the DOACR [9], [1] con­
struct are beyond the scope of this paper and we only define 
terms used in later discussion. 

Figure 3. A nested loop and its tree representation. Squares and leaves denote BASs. 

As mentioned in Section 2, a DOACR loop can be infor­
mally defined as a parallel loop in which data dependences 
allow for partial overlap of successive iterations during exe­
cution on an MES system. In other words, if iteration i 
starts at time t on a given processor, iteration (i+l) can 
start at time t + d, where d is a constant. Constant d is 
called delay and represents the execution time of a subset of 
loop statements whose data dependence graph forms a cycle. 
If B is the size (serial execution time) of the loop body, then 
d/B is defined as the percentage of overlap, (or doacross per­
centage). When d =B the loop is serial while if d =0 the 
loop is said to be DOALL. In DOALL loops all iterations 
may start execution simultaneously. DOALL and serial 
loops are therefore special cases of DOACR loops. The 
parallel execution time of a DOACR loop with N; iterations, 
d; delay and a body size of B; that executes on P processors 
is given by the following [12]. 

(6) 

To simplify the notation in the following discussion, we 
assume that a block of assignment statements (BAS) can be 
considered as a DOACR loop with N; = 1, and d; = 0. 

An arbitrarily complex nested loop can be uniquely 
represented as a k-level tree where k is the maximum nest 
depth. The leaves of the tree correspond to BASs and inter­
mediate nodes correspond to (DOACR) loops. Obviously the 
total number of nodes in a loop tree is ).. + µwhere ).. is the 



number of individual loops in the structure and µthe number 
of BASs. An example of a nested loop and its tree represen­
tation are shown in Figure 3. Intermediate tree nodes at 
level m correspond to loops at nest depth m. We assume 
that individual loops in an arbitrarily nested loop are num­
bered increasingly, in lexicographic order. 

In the general case loops are not perfectly nested and 
therefore the efficiency index as defined in Section 4 is not 
useful. We can redefine the efficiency index for the general 
case but it is more convenient to define the assignment func­
tion so that it measures directly parallel execution time. 
Therefore the max term of the assignment function becomes 
min in this case since our objective here is to minimize exe­
cution time and thus maximize speedup. 

The steps of the general algorithm are almost identical 
to the case of perfectly nested loops. The example of Figure 
3 is used whenever it helps illustrate the computations 
involved. A >-.x P table can be used to store intermediate 
values. (>-., P are the numbers of loops and processors 
respectively). During the first step we compute the parallel 
execution time of the DOACR loops at level k on the tree, 
where k again is the maximum nest level. This is done as 
follows: 

q = 1, 2, ... , p (7) 

and for all leaves i. 

where T: is given by (6). The general step is defined recur­
sively as in the perfectly nested loop case. The optimal 
assignment of P processors to loops in levels i through k 
(i < k), (assuming the optimal assignment of P to loops at 
level i +1 is known), is then generated by: 

G/(q) = min {r![ E at+1 (lq/rJ))} (8) 
1 :5: r 5!i n child of j 

and for q=l, 2, 3, ... , P 

where (8) is computed for all nodes (loops) j at level i, and 
T( *) is given by (6). The summation in (8) accounts for all 
nodes at level i + 1 that are descendants of node j, that is, 
all loops nested inside loop N;. The optimal assignment of 
P processors to a given loop is given by Gf (P). Recall from 
the example of the previous section that the detailed proces­
sor assignment vector is automatically constructed during 
the evaluation of 8. For each loop the number of processors 
assigned to that loop correspond to the minimum term in 8. 

It should be noted that all optimal assignments of 
1, 2, ... , P-1 processors to a loop L are computed as inter­
mediate results of the computation of a; (P). We therefore 
have the following. 

Lemma 4.7. The maximum number of useful processors 
given P for a loop L is the minimum Q, such that 

L L 
1 ~ Q ~ P and G1 (Q)=G 1 (P). 
Theorem 4.8. For any loop L of maximum nest depth k, 
and any integer P, OPTAL terminates after k iterations and 
generates the optimal assignment of P processors to L. 

The complexity of the algori~hm can be easily deter­
mined. The assignment function Gf is computed P times for 
each node (loop) in the tree, or a total of )..p times. Each 
evaluation of the assignment function also involves finding 
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the minimum of an average of P j2 terms. The complexity 
therefore (without counting additions) is O(>-.P2 / 2). The 
complexity can be reduced to O(>-.P log P), and OPTAL can 
be used to implement a systolic array control unit that con­
sists of P log P nodes and determines the optimal assign­
ment of P processors to a given loop in ).. steps [11]. The 
speedup resulting from the optimal assignment of P proces­
sors to a loop L is given by, Sp = Gf (1) / Gt(P). 

An interesting point of this approach is that although 
loops at the same nest level are allocated the same total 
number of processors, each loop manages (assigns) its own 
processors in an independent way. For example, suppose that 
loops 3 and 6 of Figure 3 are allocated 8 processors each. A 
possible assignment then may assign 1 processor to loops 3 
and 4, and 8 processors to loop 5, while in the second case 
we may have 2 processors assigned to loop 6, and 4 proces­
sors to each of the loops 7 and 8. It is clear that loops on the 
same nest level must be assigned the same total number of 
processors when executing on a parallel processor system. 
Otherwise we have suboptimal parallel execution times since 
some processors will be forced to remain idle. 

5. EXPERIMENTS 

We implemented this processor assignment algorithm as 
a pass in the Parafrase compiler. Processor assignment is 
performed after DOALL and DOACR loops are recognized 
and delays computed. In our experiments we measured 
speedup values for some-subroutines of the EISPACK and 
IEEE DSP packages, even though analysis of the entire pack­
ages is under way. 

Speedup values were computed as discussed in Section 
2. In our case Tp, the parallel execution time, was measured 
for P =32, P =256, and P =2048 processors, and for loop 
bounds set to 40. In some EISPACK subroutines where loop 
bounds correspond to the bandwidth of band-matrices, we 
used loop bounds of 1 or 4. The speedup values measured for 
the three different numbers of processors are shown in Tables 
1 and 2. The subroutines from the two packages used in 
these experiments were randomly selected. 

From the speedup values we observe that for 32 proces­
sors the average speedup is almost linear for both EISP ACK 
and IEEE subroutines. For 256 processors the average 
speedup for EISPACK subroutines is about 137, or more 
than P j2. In other words, we have an efficiency of more than 
50% for P =256. For the IEEE subroutines we observe an 
even higher average efficiency for the same number of proces­
sors. The third column in the tables corresponds to an 
unlimited number of processors. Since most of the 
EISPACK subroutines deal with square matrices, for 40X40 
arrays the the maximum expected speedup is 1600. Taking 
into account several loops with bounds of 1 or 4 and the 
number of one-dimensional loops, the average maximum 
speedup should be expected to be considerably lower than 
1600. The average speedup of the third column of Table 1 is 
about 310, which corresponds to an average efficiency of 
about 15%. Since at most 1600 processors would be useful 
for most of the EISPACK routines, in reallity we would have 
an efficiency of about 20%. The corresponding values for the 
third column of Table 2 are quite higher than those of 
EISPACK. Generally, supercomputers deliver a wide range 
of performances from program to program. This is true of 
real machines [16], and has been observed in our earlier 
experimental work [7]. "It appears, from the experiments we 



Subroutine Name S32 S0048 

ELMBAK 31.9 242.0 668.0 
ELMHES 31.7 33.6 33.6 
EL TRAN 29.3 71.3 84.5 
HQR2 18.0 26.0 28.0 
TREDl 31.0 235.0 240.0 
MINFIT 28.0 130.0 181.0 
TRED2 18.3 36.5 39.5 
CBABK2 30.0 53.5 57.4 
CH 25.0 66.9 85.0 
COMB AK 31.9 248.5 721.0 
CORTB 32.0 254.0 1250.0 
CORTH 32.0 252.0 501.0 

v .0 .0 

Subroutine Name S32 s.,,. S0048 

INISHL 32.0 255.8 1021.0 
WFTA 32.0 255.8 2036.9 
TRBIZE 30.8 128.6 128.6 
PCORP 31.9 246.3 537.0 
POWER 26.4 68.2 79.6 
COSYFP 22.2 54.4 65.7 
FREDIC 31.9 162.0 190.0 
FLPWL 30.9 169.4 363.0 
DIINIT 28.0 89.5 119.4 
SRINIT 21.3 48.6 56.8 
SMINVD 31.9 120.6 186.0 
DEFIN4 19.2 37.6 37.6 
FFT 30.8 191.0 505.0 
LOAD 22.0 36.3 36.3 
COVAR! 31.5 68.0 76.5 
CL HARM 27.7 91.8 120.0 
FL CHAR 31.0 188.3 458.8 
REMEZ 10.0 12.1 12.3 
D 31.3 210.0 670.0 

Table 1: Speedup values for 32, 256, and 2048 processors 
for EISPACK (Table 1), and IEEE DSP subroutines (Table 2). 

have conducted so far, that when OPTAL is used there is 
very little variation when programs are run with limited 
number of processors (i.e, when the number of processors is 
proportional to array sizes). 

Considering the fact that efficiencies in the range of 
20% are characterized very satisfactory in modern supercom­
puters, we can claim that optimal assignments to parallel 
loops result in high speedups for most cases. Processor allo­
cations to independent code segments can increase the aver­
age speedup at least by a factor of two [14], [11 ]. 

6. CONCLUSION 

The problem of coordinating several parallel processors 
to execute a parallel program as fast as possible is a key 
problem to the efficient use of large parallel processor 
machines, and the design of multiprocessors with hundreds 
or even thousands of processors. It is very important to be 
able to identify parallelism in a program and use all the 

available processors to maximize speedup. This problem how­
ever is complex and should not be shifted entirely to the 
user. Compilers, operating systems, and special hardware 
modules can be used to solve the problem satisfactorily with 
little or no user assistance. 
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In this paper we discussed issues of program parallelism 
and scheduling for parallel processor systems. We divided the 
scheduling process into three basic activities and focused on 
processor assignment to parallel loops. An algorithm was 
presented that gives an optimal solution at compile-time for 
processor assignments to complex parallel loops. This algo­
rithm can be also implemented as a hardware device to per­
form processor assignment at run-time. We also presented 
some speedup measurements for EISPACK and IEEE subrou­
tines, that result from the optimal assignment of processors 
to parallel loops. These measurements indicate that optimal 
processor assignments result in almost linear speedups on 
medium scale parallel processor machines. 
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Abstract 

Processor self-scheduling is a useful. scheme in a mul­
tiprocessor system if the execution time of each iteration in a 
parallel loop is not known in advance and varies substantially, 

. or if there are multiple nestings in parallel loops which makes 
static scheduling difficult and inefficient. By using efficient 
synchronization primitives, the operating system is not needed 
for loop scheduling. The overhead for the processor self­
scheduling is small. 

We presented a processor self-scheduling scheme for a 
single-nested parallel loop, and extend the scheme to 
multiple-nested parallel loops. Barrier synchronization 
mechanisms in the processors self-scheduling schemes are also 
discussed. 

1. Introduction 

Processor scheduling is a. problem that must be solved in 
order to run a program on a multiprocessor system efficiently. 
·The multiprocessor system considered here is a collection of 
identical processors with a global shared memory. Cray X-MP 
(l], Cedar (2], Ultracomputer (3] and RP3 [4] are some exam­
ples of such systems. 

Parallel loops in a program, whose iterations can be exe­
cuted concurrently on different processors, provide the greatest 
potential of parallelism to be exploited by multiprocessor sy&­
tems. It is called a DOALL-loop, if the iterations of a parallel 
loop are independent. If there are data dependences across 
iterations of a DO-loop, its iterations. can still be executed 
concurrently on different processors provided that the data. 
dependences are enforced by synchronization across the proce&­
sors during the execution (8]. This kind of parallel loop is 
called a DOACROSS-loop (11]. Both DOALL-loops and 
DOACROSS-loops can be nested in many levels. In this paper, 
we only consider DOALL-loops. 

DOALL-loops can either be recognized by an optimizing 
compiler like Paraphrase (10] or explicitly specified by a pro­
grammer. Processors need to be scheduled properly so that 
execution time of a DOALL-loop is minimized. A task of 
scheduling here is one or several iterations of a DOALL-loop. 
We will only consider non-preemptive scheduling schemes, i.e., 

This work was supported in part by the National Science Foun­
dation under Grant Nos. US NSF DCR84-06916 and US NSF · 
DCR84-10110, and the US Department of Energy under Grant 
No. US DOE DE FG02-85ER25001. 

0190-3918/86/0000/0528 $01.00 © 1986 IEEE 

once a processor is assigned an iteration, it will continue to 
execute the iteration until its completion. 

If execution time of each iteration of a DOALL-loop is 
the same, the optimal scheduling is to assign iterations evenly 
among processors. This scheduling can be ·done before 
program execution and iS called static scheduling. . 

If execution time of each iteration is different and is not 
known until program execution, the scheduling of iterations to 
processors is more efficient if it can be done dynamically dur­
ing the program execution, i.e., assign a new iteration to a 
processor whenever it becomes available. The total number of 
iterations assigned to each processor may not be equal, but the 
workload of each processor tends to be balanced. This schedul­
ing is called dynamic scheduling: In this paper, we only con­
sider dynamic scheduling. 

Dynamic scheduling will incur scheduling overhead at run 
time. One technique to reduce overhead is to schedule several 
iterations (called a chunk of iterations) to a processor at a 
time. As long as the number of chunks is large enough, work­
load among processors can still be balanced. 

Scheduling overhead can be very large if dynamic 
scheduling is done by system calls to the operating system. 
One way to reduce scheduling overhead is to use processor 
self-scheduling (5] (6] (7]. Rather than issuing a system call to 
the operating system for scheduling, processors can schedule 
themselves by fetch-and-adding a shared variable to get loop 
indices of a chunk of iterations. If a multiprocessor system 
has efficient hardware-implemented synchronization primitives 
like those in Cedar (8], Ultracomputer [9] and RP3 (4], 
scheduling overhead for a chunk of iterations can be reduced 
quite significantly. 

However, so far, all processor self-scheduling schemes 
·only deal with the outermost parallel DO-loop (5] (6] (7]. The 
rest of the parallel loops nested inside are treated as serial 
DO-loops. Hence, parallelism of the nested DOALL-loops is 
not fully exploited. 

In this pa.per, we present a self-scheduling scheme for 
nested DOALL-loops using Cedar syncproniza.tion instructions. 
Cedar synchronization instructions [8] are briefly introduced in 
section 2. In section 3, we describe barrier synchronization 
mechanism needed in processor self-scheduling and processor 
self-scheduling schemes for single-nested DOALL-loops. In sec­
tion 4, we present a processor self-scheduling scheme for 
multiple-nested DOALL-loops. An estimation of overhead for 
scheduling an iteration and the performance of the proposed 
processor self-scheduling schemes are given in section 5. In 
section 6, we have some concluding remarks. 
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2. Cedar Synchronization Primitives 

In a Cedar Multiprocessor System, a variable can be 
declared as a synchronization variable. A synchronization 
variable x has two field~: KEY and DATA. The KEY field is 
for storing synchronization information (which is an integer) 
and the DATA field is for storing the value of the variable 
(which can be a floating point number). The format of a 
Cedar synchronization instruction is as follows: 

{x; test on KEY; 
operation on KEY; operation on DATA}. 

Here x is the name (or the address) of the synchronization 
variable. The "test on x.KEY" specifies the condition to be 
tested between the KEY field of x (denoted by x.KEY) and a 
key provided by the instruction (denoted by i.KEY). The test 
includes>,~ <,~=,~and NULL. The NULL test means 
that no test is needed and therefore the result of the test is 
always true. The operation on x.KEY can be Increment, 
Decrement, Add, Fetch, Fetch & Add, Store, Fetch & Incre­
ment, Fetch & Decrement and No Action. The operation on 
DATA can be Fetch, Store and No Action. The execution of 
the whole synchronization instruction, i.e. test on x.KEY, 
operations on x.KEY and x.DATA, is done in globally shared 
memory modules and is indivisible [8]. The operation on 
x.KEY and the operation on x.DATA a.re executed only when 
the result of the test is true. The memory module will inform 
the processor of a 'Ta.ilure" if the condition of the test is not 
satisfied, or a. ''success" if the condition is satisfied and execu­
tion of the instruction is completed. For some application, 
test on x.KEY has to be done repeatedly until the test condi~ 
tion becomes true. A star on the test condition (as shown 
below) is used to indicate this situation. In other words, 

{x; (test on KEY)*; 
operation on KEY; operation on DATA} 

is equivalent to 

1: {x; test on KEY; 
operation on KEY; operation on DATA} 

if failure then goto 1 

Cedar synchronization primitives are very effective in 
handling low level synchronizations required in numerical com­
putations like enforcing data dependences a.cross loop itera­
tions [8]. In those applications, KEY field stores loop iteration 
numbers and DATA field usually stores the value of the data. 
(which is usually a floating point number). In this paper, we 
use this synchronization primitives mostly for non-numerical 
scheduling problems. Hence, only the KEY field is used. · 

3. Barrier Synchronization 

Following are several assumptions used in our processor 
self-scheduling schemes: 

(1) We assume that the operating system assigns certain 
number of processors, say P processors, to a program 
before its execution. After that, the operating system will 
not be involved in scheduling. 

(2) Code for processor self-scheduling is embedded in a user's 
program, and ea.ch processor will execute the same pro­
gram. 

(3) For the simplicity of the discussion, we assume that a 
task in our scheduling is only one iteration. A task whicl> 
has several iterations can be similarly implemented. 

The iterations of a DOALL-loop are scheduled through a 
shared variable, and after all of the iterations are scheduled, a 
barrier synchronization is needed for the completion of the 
DOALL-loop. In this section, we present two barrier syn­
chronization mechanisms and processor self-scheduling 
schemes for a. single-nested DOALL-loop. 

In the first barrier synchronization mechanism, processors 
will be blocked at the barrier until all of the processors com­
plete their tasks and arrive at the barrier. After that, the bar­
rier will open and all of the processors can pass through. 
There is a counter which counts the number of arriving pro­
cessors, and it must be reinitialized before the barrier can be 
reused for the second time. Algorithm 3.1 is a processor self­
scheduling scheme for a DOALL-loop using this barrier syn­
chronization mechanism. 

Algorithm 3.1 
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/* J: loop index for the DOALL-loop with M iterations 
A: a counter to count the number of processors 

that have arrived at the barrier 
B: a variable acting as a barrier * / 

/*Initially J=l, A=P and B=O, where Pis the 
total number of the processers assigned to 
execute the program. * / 

L 1: {J; ::;M; Fetch(LOCJ)&Increment} 
if failure then goto L 2 -

. /* Original Do loop-body with index LOCJ * / 

goto L 1 

/* Processors go back to Li 
to get another iteration. * / 

L 2: {A; >1; Decrement} 
if failure then 

begin 
J:=l; A=P; B:=P 

end 
{B; (>0)*; Decrement} 
/* B acts as a barrier and is reinitialized 

after P processors pass through. * / 

If a DOALL-loop is enclosed in an outer serial loop as 
shown in Figure 3.1, the implementation of the outer serial 
loop is quite simple. Since all of the processors are synchron­
ized at the barrier of the second DOALL-loop 12, each proces­
sor can have a local copy of loop index variable LOCI and 
update it after the execution of the DOALL-loop 12• The pro­
cessor self-scheduling code for the whole program is illustrated 
in Figure 3.2. 

However, a barrier synchronization based on the number 
of arriving processors has a problem. If the actual number of 
processors assigned to the program is less than that specified 
in the program {i.e. P processors), the barrier of j 1 will never 
open and all of the processors will be stuck there. In other 
words, the operating system must assign exactly the same 
number of processors as specified in the program; otherwise, 
we will have a deadlock. 



However, the precedence relation only requires that all of 
the iterations of the first DOALL-loop be completed before the , 
second DOALL-loop can be started. In the following, a. barrier 
is controlled by the number of completed iterations of the 
DOALL-loop instead of by the number of arriving processors. 
Counter A is initialized to M, the total number of iterations 
instead of P. When all of the iterations are completed, th; 
barrier will be opened. Thus, this ·barrier synchronization 
mechanism will work even if the opera.ting system assigns 
fewer than P processors to the program. The processor self­
scheduling scheme using this barrier synchronization mechan­
ism is shown in Algorithm 3.2 

Algorithm 3.2 

/* C: a. lock to block processors after P processors 
have entered the DOALL-loop 

J: loop index for the DOALL-loop with M iterations 
A: a. counter to count the number of completed iterations 
B: a variable acting as a. barrier 
T: a. counter to detect the last processor, 

which is responsible for reinitializing 
all of the synchronization variables * / 

/*Initially C=P, J=l, A=M, B=O and T=P. 
P is the number of processors assigned 
to the program. * / 

{C; (>0)*; Decrement} 
/* This is to block processors after P processors 

have entered the DOALL-loop. * / 
L 1: {J; $M; Fetch(LOCJ)&Increment} 
if failure then goto L 2 

. /* Original Do loop-body with index LOCJ * / 

{A; >1; Decrement} 
if failure then B:=l 
/* Counter A counts the number of completed 

iterations a.nd controls the opening of 
the barrier. * / 

goto L 1 

/*Processors go back to L 1 to get 
another iteration. * / 

L 2: {B; (>O)*; No Action} 
/* B acts as a. barrier. * / 
fr; >1; Decrement} 
if failure then 
/* This is to reinitialize a.ll of the 

synchronization variables. * / 
begin 

T:=P; B:=O; A: M 
J=l; C:=P 

end 

Note that all of the synchronization variables in the algo­
rit~m will be reinitialized after P processors have passed the 
variable T. If there are fewer than P processors assigned to the 
p~ogram, some processors must come back and make up the 
d1Screpancy, and the synchronization variables will be reini- · 
tialized even tu ally. 

Lock C in the beginning of the code is used to prevent 

th~ race problem caused by the delay in reinitializing. the bar­
rier. Note that there is a delay between the time when all of 

, the P processors pass the barrier and the time it is reinitial­
; ized. During this period of time, it is possible that some pro­
cessors may revisit this DOALL-loop a.gain for the next itera-
tion of the outer serial loop. If there is no such a lock to block 
those fast processors, they will pass the barrier for the second 
time and start executing the following DOALL-loop before this 

DOALL-loop is restarted. 

The disadvantage of the barrier synchronization mechan­
ism based on the number of completed iterations is that the 
implementation of the outer serial DO-loop is more compli­
cated. Because proce~rs are no longer synchronized after 
each iteration of the outer serial DO-loop, the number of the 
times ea.ch processor will traverse the outer serial DO-loop 
may be different. A shared index variable for the outer serial 
DO-loop is thus needed. The branch node needed to imple­
ment the outer serial DO-loop is given in Algorithm 3.3. Fig­
ure 3.3 illustrates the processor self-scheduling code for the 
entire program in Figure 3.1 using this barrier synchronization 
mechanism. 

Algorithm 3.3 

/* C: a. lock to block processors after P processors 
have entered the branch node .. 

S: a semaphore to guarantee that only one 
processor can control the outer serial loop 

B: a variable acting as a barrier 
T: a counter to detect the last processor, 

which is responsible for reinitializing 
all of the synchronization variables * / 

/*Initially C=P, S=l,B=O and T-P, where Pis 
the number of processors assigned to the program. * / 

{C; (>O)*; Decrement} 
/* This is to block processors after P processors 

have entered the branch node. * / 
L 1: {S; >0; Decrement} 

if failure then goto L 2 

/* This is to a.How only one processor 
to execute the following code. * / 

if l<N then 
begin 

COND:= true; l:=l+l 
end 

else 
begin 

COND:= false; I:= 1 
end 

/* Update the shared index variable I 
a.nd resolve the branch condition, 
which is stored in COND * / 

B:=l 
/* Open the barrier B * / 

-·- - .. 
L 2: {B; (>0)*; No Action} 

MYCOND:=COND 
/* Save the branch condition * / 
fr; >1; Decrement} 
if failure then 

begin 
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T:=P; B:=O; S:=l; C:=P 
end 

/* This is to reinitialize a.ll of the 
synchronization variables. * / 

if MYCOND=true then goto START 
/* START is the head of the serial DO-loop. * / 

4. Processor Self-Scheduling for 
Nested DOALL-loops 

In this section, we extend the processor self-scheduling 
schemes to nested DOALL-loops. Before going further, we 
have to define a few terms which will be used later. 

If each inner DOALL loop is surrounded immediately by 
a.n outer DOALL loop with no scalar code between them, this 
multiple DOALL loop nestings is a perfectly-nested 
DOALL structure. 

Otherwise, a nested DOALL structure is called a non­
perfectly-nested DOALL structure. Figure 4.1 shows an 
example of non-perfectly-nested DOALL structure. There, we 
use a left bracket "["to denote each DOALL-loop nesting. In a 
non-perfectly-nested DOALL structure, each innermost 
DOALL loop nesting will contain a loop body. The loop-body 
with all of its surrounding DOALL-loop nestings form a 
nested DOALL component. For example, the non­
perfectly-nested DOALL structure in Figure 4.1 has three 
nested DOALL components. A perfectly-nested DOALL struc­
ture contains only one nested DOALL component. 

We only discuss self-scheduling scheme of a non­
perfectly-nested structure. A perfectly-nested DOALL struc­
ture is a special case of a non-perfectly-nested DOALL struc­
ture. 

Assume that a non-perfectly-nested DOALL structure 
like the one in Figure 4.1 consists of m nested DOALL com­
ponents. Each nested DOALL component can be character­
ized by two vectors: an index variable vector and a loop-bound 
vector. The index variable vector of a nested DOALL com­
ponent (I1'I2, ••• ,I4 ) is a vector which consists of the index 
variables of the loop nestings. Here, I 1 is the index variable of 
the outermost nesting and d is the depth of the loop nestings. 
The loop-bound vector (N1'N2, ..• ,N4 ) is~ a .vector of the .. . . . . . .. . .. . .. 
corresponding loop-bounds. For example, the index variable 
vectors for the three nested DOALL components in. Figure 4.1 
are (11,IJ, (I1,J2,J3) and (I1,J2,K3), respectively, and their 
corresponding loop-bound vectors are (3,7), (3,2,3) and (3,2,4). 

For a nested DOALL component with index variable vec­
tor (I1,I2, ••• ,I4 ) and loop-bound vector (N1'N2, ... ,N4), there 
are total of N 1 · · · N 11 iterations for the component. Each of· 
them can be identified by a sequence number from 1 to 
N 1 · · • N4 . If we split the d loop nestings at level k 
(l~k <d) into (I1, .•• ,I11 ) and (Il:+t>···,14 ), we can notice that 
there a.re Nl:+1 • · · N4 iterations of the component that share 
common loop indices of the k outermost nestings (11, ... ,I,.). An 
iteration with 11 =i1, I2=i2, •.• , 111 =i11 is called an iteration 
at level k. The sequence number for the iteration is defined 
to be 

i=(icl)N2 ... N,.+· .. -l{i,,_cl)N,,+i1:. 

There are N 1 · · · N,, iterations at level k, each of which can, 
be identified by a sequence number from 1 to N 1 • · · N,.. 

Let (I1,I2, ... ,I4 .) a.nd (N1,N2,. •• ,N4 ) be the index variable 
·-- 1 . 1 

vector and the loop-bound vector of"- the.7--th component. It 
has two parameters k; a.nd l; (l~j~, l~k;5.d;, l~l;5.d;), 
defined as follows: if its deepest common loop nesting with the 
(j-1)-th component is a.t (p-1) level, we will have k; =p. 
Similarly, if the deepest common loop nesting it shares with 
the (j+l)-th component is a.t (q-1) level, we ha.ve l;=q. 
From the definition, we ha.ve l;=k;+l' l~j <m. We a.lso 
define tha.t k 1 =1 a.nd lm =l. For the non-perfectly-nested 
DOALL structure in Figure 4.1, we ha.ve k1=1, 11=2, k2=2, 
12=3, k3=3, 13=1. 

Assume tha.t the deepest common loop nesting for the 
(j-1)-th a.nd the j-th components is at level p-1, i.e. 1;_1= 
k;=P (See Figure 4.2). According to the semantics of nested 
DOALL-loops, an iteration a.t level p-1 for the j-th component 
can not be started until the corresponding iteration for t.he (j-
1 }-th component is completed. We use a. .variable B'-1 to 
enforce this precedence constraint. When B' "1 =t, the first t 
iterations a.t level p-1 for the (j-1)-th component a.re com­
pleted, a.nd, hence, we ca.n start to schedule the j-th com­
ponent for those iterations. 

The components of a. DOALL loop structure will be 
scheduled in sequence, a.nd the iterations of each component 
will be scheduled in the order of their sequence numbers. 
Thus, the processor self-scheduling schemes proposed here for 
nested DOALL-loops ca.n a.lso be applied to nested 
DOACROSS-loops or mixture. of nested DOALL-loops a.nd 

DOACROSS-loops without ca.using deadlocks. 

Processor self-scheduling for the j-th nested DOALL com­
ponent is realized. by fetch-and-incrementing l!-n index con­
trol variable I'. The initial value of I' is 1, which 
correspond!! to the first index vector (1,1, ... ,1). The maximum 
value of I' is M;=N1N 2 • • • N4 _, which corresponds to the 

J 

last index vector (N1,N2, ... ,N4 ). Let FN N ... N be a. func-
1 1' 2' , 4. 

1 
tion tha.t maps the sequence ·number of a.n iteration into its 
index vector. Table 4.1 shows an example of function F 2 3 2• 

Function F N N ... N ca.n be formulated as follows: ' ' 
1' 2' , ' ; 

ld is the largest integer smaller tha.n t. This computation 
ca.n be done loca.Jly in a. processor after it fetches a sequence 
number from I'. However, as mentioned before, if the 
sequence number of an itllra.tion a.t level p-1 for the j-th com­
ponent is larger than B'-1, it can not be started. Given a. 
sequence number x of a.n iteration, the sequence number of the 
iteration at level p-1 is 

y=l z-1 j+l. 
N1 • · • N4; 

So, before starting to execute a.~ iteration o.f the component, a. 
processor needs to . check if B' "1°?JI. If B' "1 < y, a processor 
has to wait until B'-1 becomes larger. 

The processor self-scheduling code for the non-perfectly­
nested DOALL structure is given in Algorithm 4.1. 
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Algorithm 4.1 

{C; (>O)*; Decrement} 

/* The cod~ for the. j-th component starts here. 
In~tially I 1 =1, B 1 ==O, 
A 1(i1,i2, .•• ,i1_1)=N1 N1+1 · · · N4 

J 

. (1:::; ; 1gv1,1:::; i29V2, ••• , 1:::; i,_1gv1 _1) *I 
L 1 : {I1 ; :5M;i Fetch(x)&Increment} 

/* M-=N1 • • • N4 .• */ 
1 J "+l 

if failure then goto L 1 

/* L ;+l is the beginning of the next component * / 

y:= l(x-1)/(N, · · · N4) j + 1 

{B;-i; (a)*; No action} 
for k= 1 to d; do 

LOCI,. :=l(x-1)/(NH1 · · · N4)jmod N,. +l 

/* Compute the index vector from the sequence 
number x using function F N 1, ••• ,N~ * / 

J 

. /* original Loop-body with index vector 
(LOCI1,LOCI2, • • • ,LOCI4 ) */ 

J 

{A.i(LOCI1'LOCI2, •.• ,LOCif-l); >l; Decrement} 
if failure then 

begip. 
A 1(LOCI1, • • • ,LOCif-l):=N, · · · N4; 

z := l<x-1)/(N, · · · N4) j +l 

{B;; (=z-1)*; Increment} 
end . 

goto L 1 

/* The j-th component ends here. * / 

L m+i: {Bm; (=1)*; No action} 
/* Bm acts as a barrier. * / 
{T; >l: Decrement} 
if failure then 
begin 

T:=P 
B1==0; l:=l 
B 2:=0; I 2:=1 

Bm :=0; Im :=1 
C:=P 

end 

Algorithm 4.1 consists of three portions. First portion is just a 
single statement 

{C; (>O)*; Decrement} 
.which functions as a lock in· the beginning of the code to 
'prevent rac_e pro~lem. Lock C is initialized to P, the number. 

of processors assigned to the P.rogram. The second portion is 
the main self-scheduling code for each nested DOALL com­
ponent. They are the same except for the different parameters 
such as loop-bound vector, k; and l;. We only present the 
code for the j-th component. 

The main self-scheduling code for each component con­
sists of three parts: loop self-scheduling, the original loop-body 
and bookkeeping of the completed iterations. We already dis­
cussed the ''self-scheduling" part. In bookkeeping of the com­
pleted iterations, recall that for each iteration at level q-1, 
there are total of N9 • • • N4 iterations for the (d;-q-H.) inner-

' most loop nestings of the component. We use an element of 
array A 1 to record the total remaining iterations. It will be 
decremented by 1 after each iterations of the innermost 
(d;-q-H.) loops has been completed. 

When N : · · N4 iterations of the innermost (d1--q-H.) 
f J • 

nestings are completed, the element of A 1 is reinitializeq. 
Given the sequence number x of the iteration fetched from I 1 , 

the sequence number z of the corresponding iteration at level 
q-1 is 

Z=l X-1 J +l. 
N1 • • • N4; 

B;, which is used to control the execu~ion of the (j+l)-th 
component, is then updated. Note that B1 is incremented only 
when its value is one f!maller than the calculated sequence 
number. Thus, when B 1 =s, it is guaranteed that the itera.­
tions at level q-1 with the sequence number from 1 to s have 
been completed. 

The last portion of Algorithm 4.1 is for barrier synchron­
ization and reinitialization. Bm acts as a barrier for the entire 
non-perfectly-nested DOALL structure. In fact, since lm =l, 
Bm has only two values: 0 and 1. Ail in Algorithm 3.2, T is 
used to detect the last processor leaving the entire DOALL 
structur~. Tltat processor is responsible for reipitializing vari­
ables B1 , I1 {1:5j:5m), T and C. Array A 1 {1:5j:5m) is 
reinitialized in the code for each component in the second por­
tion. The barrier synchronization used here is based on the 
number of completed iterations. If the nested DOALL struc­
ture is within an outer serial loop, one has to use algorithm 
3.3 to implement branch node. 

Notice that iterations for the first nested DOALL com­
ponent in a non-perfectly-nested DOALL structure can be 
scheduled without restriction. It is not necessary to check the 
value of B0• This is why we set k1=1 and B0 is not used. 

The entire processor self-scheduling code for the whole 
nested DOALL structure in Figure 4.1 is shown in Figure 4.3. 

5. Overhead and Performance 

Processor self-scheduling allows us to have better utiliza.­
tion of processors. During the program execution time, when­
ever a processor becomes available, it will grab another itera.­
tion and start executing the new iteration as long as the pre­
cedence relation in the program is not violated. Hence, the 
program execution time can actually be improved. 

In a large multiprocessor system, global memory accesses 
will take very significant amount of time, hence, we will only 
consider global memory accesses (remember that Cedar syn­
chronization primitives are global memory accesses) when we 
estimate the scheduling overhead. In Algorithm 3.1 and Algo-
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rithm 3.2, the overhead of scheduling an iteration of a single­
nested parallel loop is only one Cedar synchronization instruc­
tion, which is one global memory access to the index control 
variable J. The overhead of scheduling an iteration of 
multiple-nested parallel loops is two global memory accesses as 
shown in Algorithm 4.1:. one for testing and fetch-and-addinf 
index control variable 11 and one for checking variable B 1-. 

The later is not needed in the case of perfectly nested parallel 
loops, i.e. the scheduling overhead for an iteration of a per­
fectly nested parallel loop is only one global memory access. 
This overhead is very small compared to the overhead that 
would incur if it is done by the operating system. 

It is very important to note that the barrier synchroniza­
tions in the end of parallel loops are also needed in the static 
scheduling schemes. Hence, they are not extra overhead for the 
self-scheduling schemes. 

Let us compare the self-scheduling scheme with the static 
scheduling scheme proposed in [12]. Assume that the execution 
times for each iteration of the nested DOALL structure is the 
same. 

For a single-nested DOALL loop with N iterations, both 
schemes will schedule N iterations over P processors evenly. 
The program execution time will be the same for both 
schemes, i.e. it will be rN/Pl times the execution time of an 
iteration. However, processor self-scheduling will require one 
extra global memory access and, hence, it will have slightly 
more overhead than static scheduling scheme. 

However, for multiple-nested DOALL loops, things can 
be quite different. Assume that we have a perfectly-nested 
DO ALL-loop structure with loop-bound vector 
(N1,N2, · · • ,Nd). Using static scheduling scheme, we have to 
find the optimal decomposition of P=P 1 ···Pd, where P; is 
the number of processors assi~ned to the i-th loop nesting, 

such that fN1/P 11 · · · fd/Pd I is minimized [12]. The com­

pletion time for this static scheduling is 

T,, =T f 1/P 1 l · .. fNd/Pd l (5.1) 

where T is the execution time of an iteration. Using processor 
self-scheduling in Algorithm 4.1, we have 

T,1=(r+u) rN/Pl, (5.2) 

where O" is the extra time needed for 1 extra Cedar synchroni­
zation instruction, and N=N1N 2 ···Nd. Note that 

rN/Pl~f1/P1 l · · · fd/Pd l (5.3) 

The equality in (5.3) holds only for some special cases. Let us 
i~~~re those special cases and assume that 

( j1"1/P1 l · · · fd/Pd p - rN/Pl = k, k;iO. T,1 is less than 

T,1 when 

T > : f :l 
For the non-perfectly-nested DOALL-loop structure in 

Figure 4.1, assume that there are P=8 processors. Using the 
static scheduling scheme in [12], we get the optima.I decompo­
sition P =1X2X4, i.e., using 1 processor for the outermost loop 
nesting, 2 processors for the second outermost loop nesting 
and 4 processors for the innermost loop nesting. The comple-
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tion time is 9T. Using self-scheduling, the completion time is 
8(r+2o). In self-scheduling scheme, a processor is not tied to 
any specific loop nesting, thus, processors can be better util­
ized. 

8. Concluding Remarks 

We present processor self-scheduling scheme for both 
single- and multiple-nested parallel loops. Two different bar­
rier synchronization mechanism a.re discussed. The scheduling 
overheads for these schemes are quite small if synchronization 
primitives are supported in the system as in Cedar [2]. 

Processor utilization can be improved over static schedul­
ing scheme, which can lead to better program execution time 
if the execution time of each loop iteration varies substan­
tially, or if there are multiple loop nestings. 
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DOSERIAL l=l,N 
DOALL J 1=1, M 1 

ENDDOALL 

ENDDOALL 
ENDDOSERIAL 

(a) (b) 

Figure 3.1 An example of parallel program 

START: 
LOCl:=l 

DOALL J 1 

(Algorithm 3.1) 

DOALL J 2 

(Algorithm 3.1) 

if LOCl<N then 
begin 

LOCI:= LOCI + 1 
goto START 

end 

Figure 3.2 Outer serial loop control (scheme 1) 

START: 
DOALL J 1 

(Algorithm 3.2) 

DOALL J 2 

(Algorithm 3.2) 

Branch Node 
(Algorithm 3.3) 

Figure 3.3 Outer serial loop control (scheme 2) 

534 

F~xl 
x 

i:i z:.i_ h 
1 1 1 1 
2 1 1 2 
3 1 2 1 
4 1 2 2 
5 1 3 1 
6 1 3 2 
7 2 1 1 
8 2 1 2 
9 2 2 1 

10 2 2 2 
11 2 3 1 
12 2 3 2 

Table 4.1 Function F 2,3,2 

11 = 1, 3 

[/2 ..... 1, 7 

J2 = 1, 2 

[J3····· 1, 3 

[K~···· 1, 4 

Figure 4.1 A non-perfectly-nested DOALL structure 

,level 1 
: ,level 2 
I 
I 
I 
I 
I 
I 
I 
I 

I I 
I I 
I I 
I I 
I I 
I I 
I I 
I I 

: L-
L-

rlevel p-1 
: rlevel p 
: : ,level p+I 
I I I 

··· L J- (j-1)-th component 
1 

l' l' rievel d. 1 

rerve~v~l p+l 

rievel d. 
····· L 1 j-th component 

I I I 
I I I 
I I I 
I I L-

: L-
L-

Figure 4.2 p-1 outermost common loop nestings 



{C; (>0)*; Decrement} 

L 1: {11; 9><7; Fetch(x)&Increment} 
if failure then goto L 2 

(LOClvLOC/2)+-F 3,7( x) 

. /*loop body 1 with (LOCI1,LOCI2 )* / 

{A 1(LOC/1); > 1; Decrement} 
if failure then 
be~in 
A (LOCI1) := 7 
z := L(x-1) /7 J +1 
{B\ (=z-1)*; Increment} 

end 
goto £ 1 

2 2 
L : {/ ; 9><2X3; Fetch,x)&lncrement} 

if failure then goto L 
y := L(x-1) / (2X3)J + 1 
{B1; (?Y)*; No action} 
(LOCI1,LOCJ2,LOCJ3)+-F 3,2,3(x) 

. /*loop body 2 with (LOCI1,LOCJ2,LOCJ3 )* / 

{A 2(LOCI1,LOCJ2); > 1; Decrement} 
if failure then 
be~in 
A (LOCI1,LOCJ2 ) := 3 
z :=L(x-1)/3]+ 1 
{B2; (=z-1)*; Increment} 

end 
goto L 2 

L 3: {f; 9><2X4; Fetch{x)&Increment} 
if failure then goto L 
y:= L(x-1)/41+1 
{B2; (:'.:Y)*; No action} 
(LOCI1,LOCJ2,LOCK3)+-F 3,2,ix) 

. /*loop body 3 with (LOCI1,LOCJ2,LOCK3)*/ 

{A 3 ; >1; Decrement} 
if failure then 
be~in 
A := 3><2X4 
z := 1 
{B3; (=z-1)*; Increment} 

end 
goto L 3 

L 4:{B3; (=1)*; No action} 
{T; >1; Decrement} 

if failure then 
begin 
T:=P 
B 1:=0; J1:= 1 
B2·=0· / 2·= 1 
B 3 :=o; r:= 1 
C:=P 

end 

Figure 4 .. 3 Self-scheduling code for DOALL 
structure in Figure 4.1 

535 



Advanced Loop Interchanging 

Michael Wolfe 

Kuck and Associates, Inc. 
1808 Woodfield Drive 

Savoy,. IL 61874 

Abstract 

This paper discusses some advanced topics 
related to interchanging DO loops in numerical 
programs. DO loop interchanging is used for 
many reasons; one well-known use of loop 
interchanging is to vectorize an outer DO loop 
when the inner DO loop must be left serial. 
In this paper we study loop interchanging as 
an end in itself. First, we describe the 
KAP/Design, a special program which, when 
given a nest of DO loops, prints out all the 
ways in which those DO loops can be 
interchanged. We describe some of the special 
transformations that are used by the · 
KAP/Design. Second, a new type of loop 
interchanging, interchanging of imperfectly 
nested loops, is described. 

1. Introduction 

This paper discusses interchanging of DO 
loops in numerical programs. Loop 
interchanging is often used to uncover 
parallel operations in nested DO loops; when 
an inner DO loop cannot be vectorized, for 
instance, loop interchanging is used to bring 
a different loop to the innermost nest level 
which perhaps can be vectorized [1,2). Loop 
interchanging has also been shown to be useful 
to modify the way arrays are accessed (to 
reduce bank conflicts or to reduce page faults 
[1,3,4)) or to change the way registers are 
allocated (vector registers in particular, 
allowing "super-vector" performance on vector 
pipeline machines [2)). 

The KAP is a family of powerful 
retargetable vectorizers which use loop 
interchanging heavily [5,6,7). We have 
studied loop interchanging and its 
applications extensively. This paper presents 
some of the results of this research. 

The second section describes a special 
version of the KAP, called the KAP/Design, 
which prints out all legal ways to interchange 
a nest of DO loops. Examples of its use are 
given with an explanation of the problems we 
encountered while developing the KAP/Design. 
The third section describes a technique for 
interchanging imperfectly nested DO loops; 
th~s technique is not as simple as 
distributing the outer DO loop, but is 
something totally new. 
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2. KAP/Design 

As pointed out in [8], different 
formulations of an algorithm sometimes differ 
only in having the DO loops interchanged. 
Some algorithm designers even stated that it 
might be useful to have a program source 
translator that printed out all the ways in 
which a DO loop nest might be interchanged. 
The KAP vectorizer includes a powerful loop 
interchanging algorithm, and it was a small 
matter to make a version that would 
interchange a nest of loops all possible ways 
and print each interchanged loop nest out. 
This became KAP/Design; an example of 
KAP/Design output on a simple matrix multiply 
program is shown in Figure 1. Normally the 
KAP/Design would be hardly noteworthy, but 
some of the problems that were encountered 
while designing and using the KAP/Design are 
interesting. 

2.1 Simple Loop Interchanging 

This section explains briefly how the 
KAP/Design tests for the legality of loop 
interchanging. A nest of DO loops, such as· 
the two-nested loop in Figure 2(a), can be 
thought of as traversing a two-dimensional 
iteration space, shown in Figure 2(b). The 
arrows in Figure 2(b) represent how the serial 
DO loops execute the statements in the loop 
for iteration (I=l,J=l) first, then (1,2), 
(1,3), ••• , (1,5), then incrementing the I 
index to go to (2,1), (2,2), ••• , (2,5), ••• , 
(5,1), ••• , (5,5). Interchanging these two DO 
loops means changing the order in which the 
iteration space is traversed; by interchanging 
the loop as in Figure 3(a), the iteration 
space would be executed in the order shown in 
Figure 3(b). 

There may also be data dependence 
relations between the iterations of a DO loop. 
Simple data dependence relations in scalar 
code are represented in the following program 
segment:. 

Sl: 
S2: 
S3: 
S4: 

x 
y 
z 
x 

z 
x 
z + 1 
9. 

In this ,short program segment, we say that 
statemerit S2 depends on Sl (flow-dependence) 
since the value of X used in S2 is assigned in 
Sl; this means that statement S2 cannot be 
moved above Sl without changing the answers. 



We say that S3 depends on Sl (anti-dependence) 
since the value of Z assigned in S3 is not the 
value used by Sl; this means that S3 cannot be 
moved above Sl without changing the answers. 
Finally, we say that S4 depends on Sl 
(output-dependence) since the value assigned 
to X in S4 is assigned after the value in Sl 
is assigned; again, S4 cannot be moved above 
Sl without changing the program. More on data 
dependence can be found in [9,10,11,12,13]. 

For interchanging loops, the KAP/Design 
is not so much interested in the data 
dependence relations between the statements in 
a loop as between the iterations of a loop. 
In the loop in Figures 2 and 3, the value of 
A(l,2) used in iteration (I=l,J=2) was 

c 
c 
c 

100 
c 
c 
c 

101 
c 
c 
c 

102 
c 
c 
c 

103 
c 
c 
c 

104 
c 
c 
c 

105 

SUBROUTINE MATMUL2( A,B,C,N,M,P 
REAL A(N,M), B(N,P), C(P,M) 
INTEGER N,M,P,I,J,K 

MATRIX MULTIPLICATION LOOP 

DO 100 I= l,N 
DO 100 J = l ,M 
DO 100 K = l ,P 
A(I,J) = A(I,J) + B(I,K)*C(K,J) 

MATRIX MULTIPLICATION LOOP 

DO 101 I=l,N 
DO 101 K=l,P 
DO 101 J=l ,M 
A(I,J) = A(I,J) + B(I,K) * C(K,J) 

MATRIX MULTIPLICATION LOOP 

DO 102 J=l ,M 
DO 102 I=l,N 
DO 102 K=l,P 
A(I,J) = A(I,J) + B(I,K) * C(K,J) 

MATRIX MULTIPLICATION LOOP 

DO 103 J=l ,M 
DO 103 K=l ,P 
DO 103 I=l ,N 
A(I,J) = A(I,J) + B(I,K) * C(K,J) 

MATRIX MULTIPLICATION LOOP 

DO 104 K=l,P 
DO 104 I=l,N 
DO 104 J=l,M 
A(I,J) = A(I,J) + B(I,K) * C(K,J) 

MATRIX MULTIPLICATION LOOP 

DO 105 K=l ,P 
DO 105 J=l ,M 
DO 105 I=l ,N 
A(I,J) = A(I,J) + B(I,K) * C(K,J) 

END 

Figure 1. 
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assigned in iteration (I=l,J=l). In fact, the 
value used in iteration (i,j) was assigned in 
iteration (i,j-1) (except for boundary 
values); this relation is shown in the 
iteration space dependence graph in Figure 4. 
Notice that the pattern of the dependence flow 
in the iteration space can be characterized by 
the direction or the distance of the flow with 
respect to the loop index variables. In this 
example, the dependence distance would be 
called (0,-1), since the distance in the I 
loop is zero, and the distance in the J loop 
is -1. The KAP/Design saves the sign of the 
dependence distance; here it would save (0,-), 
or (=,<), to characterize the data dependence 
in the loop ((=,<) is the data dependence 
direction vector). 

DO 100 I = 1,5 
DO 100 J = 1,5 

100 A(I,J+l) = A(I,J) + B(I,J) 

(a) 

J= 
1 2 3 

I=l 

2 

3 

4 

5 

(b) 

Figure 2. 

DO 100 J = 1,5 
DO 100 I= 1,5 

4 5 

100 A(I,J+l) = A(I,J) + B(I,J) 

I=l 

2 

3 

4 

5 

(a) 

J= 
1 2 3 4 5 

(b) 

Figure 3. 



The possible directions in a two 
dimensional iteration space (corresponding to 
a doubly-nested DO loop) are shown in Figure 
5. Figure 5(a) shows the data dependence 
directions that are preserved by loop 
interchanging; Figure 5(b) shows the d~ta 
dependence directions that prevent loop 
interchanging. A pair of loops with a (<,>) 
data dependence direction vector cannot be 
interchanged (without interaction from outer 
loops; see [1,2]). 

The KAP/Design discovers all the data 
dependence relations in the DO loop, and saves 
the corresponding data dependence direction 
vectors. To perform DO loop interchanging on 
more than two loops, it does repeated pairwise 
interchanging. 

2,2 Triangular Loops 

One problem is that most studies of loop 
interchanging ignore the loop bounds [1,2,3]. 
Detailed discussions of how to test whether 
two loops can be interchanged explain the data 
dependence conditions, but assume that the 
inner DO loop bound is invariant in the outer 
loop. Many programs include triangular DO 
loop bounds, such as the loop nest in Figure 
6(a). Here, the upper bound of the inner DO J 
loop is a simple function of the outer loop 
index. The iteration space traversed by this 
DO loop pair is drawn in Figure 6(b); it is 
easy to see why this is called a triangular 
loop. To properly interchange these loops it 
is necessary to modify the loop bounds, as in 
Figure 6(c). This is no more difficult than 
modifying the bounds of a double summation 
when interchanging the summations. The types 
of triangular loop bounds are classified by 
the shape of the triangle in the iteration 

(a) 
J= 
1 2 3 4 5 

l=l 

2 

3 

4 
(b) 

5~ 

space; the triangle in Figure 6(b) is a 
lower-left triangle. The four types of 
triangles are the lower/upper-left/right; four 
more types may be distinguished by including 
or excluding the diagonal (Figure 6(b) 
excludes the diagonal). These are 
characterized by the loop bounds: 

lower 

upper 

upper 

lower 

with diagonal: 

left: 
DO 100 I 
DO 100 J 

right: 
DO 100 I 
DO 100 J 

left: 
DO 100 I 
DO 100 J 

right: 
DO 100 I 
DO 100 J 

M,N 
M,I 

M,N 
I,N 

M,N 
M,N-I+M 

M,N 
N-I+M,N 

without 

DO 100 I 
DO 100 J 

DO 100 I 
DO 100 J 

DO 100 I 
DO 100 J 

DO 100 I 
DO 100 J 

diagonal: 

M,N 
M,I-1 

M,N 
I+l,N 

M,N 
M,N-I+M-1 

M,N 
N-I+M+l ,N 

Interchanging a triangular loop can be 
thought of as transposing the iteration space 
about its major diagonal. Thus, a lower left 
triangle would be transposed into an upper 
right triangle, and vice versa. The lower 
right and upper left triangles would be 
transposed into themselves. 

DO 100 I= l,N 
DO 100 J = 1, I-1 

100 A(I,J) = A(I,J) + B(I,J) 

100 

(a) 

J= 
1 2 3 • • • N 

l=l 

2 0 

3 0 0 

4 0 0 0 

N 0 0 0 ••• 

(b) 

DO 100 J = l ,N 
DO 100 I = J+l,N 

0 

A(I,J) = A(I,J) + B(I,J) 

(c) 

Figure 4. Figure 5. Figure 6. 
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2.3 Data Dependence in Triangular Loops 

Most triangular loops in real programs, 
however, are not so easy to interchange. Most 
triangular loops ref er to both the triangle 
and the diagonal, as in Figure 7(a), or to the 
triangle and its transpose, as in Figure 7(b). 
In these cases, the fact that the loop bounds 
are triangular must be taken into account when 
the data dependence graph is built. If the 
inner loop bound were replaced by N in these 
two loops, for instance, then there would be a 
data dependence cycle which would prevent the 
loops from being interchanged. With the upper 
bound of "I-1", there is no dependence cycle, 
since J is always less than I for any I. A 
harder example, from a kernel of a real 
program, is shown in Figure B(a). To find the 
dependence from A(I,J) to A(K,J), the I and K 
indices must be considered together with the J 
index, since both I and K are triangular in J. 

To handle cases like this, the KAP/Design 
includes an exact data dependence algorithm; 
this algorithm either proves that a data 
dependence relation exists or proves 
independence, if the following common 
conditions are satisfied: 

1. Loop increments are constant, 

2. Array subscripts are a linear 
expression involving loop index 
variables and constants, and 

3. Loop upper and lower bounds are 
linear expressions involving outer 
loop index variables and constants, 
or are unknown. 

When loop bounds are unknown, this test may 
compute a data dependence relation that does 
not exist for the loop bounds used in a 
particular execution of the loop, but the 
dependence can be proven to exist for some 
possible values of the loop bounds. The new 
data dependence algorithm is an extension of 
the test in [9]. Figure B(b) shows all the 
ways to interchange the loop from Figure B(a), 
as discovered using this perfect data 
dependence test. 

2.4 Trapezoidal Loops Interchanging 

The triangular loop bounds shown above 
actually appear quite often in numerical 
algorithms. Less frequently, other loop 
bounds which are functions of outer loops 
appear; some of these have little hope of loop 
interchanging, as the one in Figure 9. Others 
can be interchanged, but not with the simple 
rules for triangular loops. Such loop bounds 
may not appear in the original formulation of 
the algorithm, but may show up after some 
triangular loops have been interchanged. For 
instance, the loop in Figure lO(a) is coded 
with some simple triangular loop bounds. 
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100 

c 
c 

100 
c 
c 

101 
c 
c 

102 
c 
c 

103 
c 
c 

104 
c 
c 

105 

DO 100 I = 1,N 
DO 100 J = 1,I-1 

100 A(I,J) = A(I,J) / A(I,I) 

(a) 

DO 100 I = 1,N 
DO 100 J = 1,I-1 

100 A(I,J) = A(J,I) 

(b) 

Figure 7. 

DO 100 J = l ,N 
DO 100 I= J+l,N 
DO 100 K = 1,J-1 
A(I,J) = A(I,J) + A(I,K)*A(K,J) 

(a) 

REAL A(N,N) 
INTEGER N,I,J,K 

DO 100 J = 1,N 
DO 100 I= J+l,N 
DO 100 K = 1,J-1 
A(I,J) = A(I,J) + A(I,X)*A(K,J) 

DO 101 J=l ,N 
DO 101 K=l, J-1 
DO 101 I=J+l ,N 
A(I,J) = A(I,J) + A(I,K) * A(K,J) 

DO 102 I=l,N 
DO 102 J=l, I-1 
DO 102 K=l ,J-1 
A(I,J) = A(I,J) + A(I,K) * A(K,J) 

DO 103 I=l ,N 
DO 103 K=l, I-2 
DO 103 J=K+l ;I-1 
A(I,J) = A(I,J) + A(I,K) * .A(K,J) 

DO 104 K=l ,N'-1 
DO .104 J=K+l ,N 
DO 104 I=J+l ,N 
A(I,J) = A(I,J) + A(I,K) * A(t,J) 

DO 105 K=l,N-1 
DO 105 I=K+l ,N 
DO 105 J=K+l_, I-1 
A(I,J) = A(I,J) + A(I,K) * A(K,J) 

END 

(b) 

Figure 8. 



After interchanging the DO K and DO J loops, 
the bounds are modified as shown in Figure 
lO(b); the inner DO I loop, which was 
originally triangular with respect to the DO K 
loop, no longer is. The DO K loop bounds were 
changed when it was interchanged with DO J. 
Even through DO I and DO K do not form a 
triangular loop nest, the loop bounds can be 
modified to allow the loops to be 
interchanged; the result is_shown in Figure 
lO(c). Note the use of the MIN function in 
the upper bound of DO K (had the lower bound 
needed to be changed, a MAX function would 
have been used). The iteration space 
described by the inner two loops of Figure 
lO(b) (assume that J is fixed) is shown in 
Figure lO(d); this is a trapezoid. In order 
to interchange trapezoidal loop bounds, the 
same type of loop bound modifications as used 

- DO 100 I = l ,N 
DO 100 J = l,LP(I)**2 

100 A(I) = A(I) + B(I,J) 

Figure 9. 

DO 100 K = l ,N 
DO 100 J = K+l,N 
DO 100 I = K+l,N 

100 A(I,J) = A(I,J) + A(I,K)*A(K,J) 

(a) 

DO 100 J=l ,N 
DO 100 K=l,J-1 
DO 100 I=K+l ,N 

100 A(I,J) = A(I,J) + A(I,K) * A(K,J) 

(b) 

DO 103 J=l,N 
DO 103 I=2,N 
DO 103 K=l,MIN (J-1, I-1) 

100 A(I,J) = A(I,J) + A(I,K) * A(K,J) 

(c) 

I= 
1 2 3 J-1 J J+l N 

K=l 0 0 0 0 0 0 0 

2 0 0 0 0 0 0 

3 0 0 0 0 0 

J-1 0 0 ••• 0 

(d) 

Figure io. 
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in triangular loop interchanging is used, 
except that a MIN or MAX function is used to 
cut off the point of the triangle and make the 
trapezoid. The KAP/Design includes triangular 
loop bound interchanging and trapezoidal loop 
interchanging; the KAP/Design output for the 
loop in Figure lO(a) is shown in Figure 11. 

3. Imperfectly Nested DO Loops 

When imperfectly nested DO loops are to 
be interchanged, such as the loops in Figure 
12(a), the usual process is to distribute the 
outer loop as in Figure 12(b); this creates 
perfectly nested DO loops, which can then ,be 
interchanged normally, as in Figure 12(c). 
The iteration space of the original loop can 
be drawn as shown in Figure 12(d); notice that 
there are two loop bodies that are important: 
statement sl, which is enclosed only in the 
DO I loop, and statement s2, which is enclosed 
in both loops. The execution order of the 
iterations is shown. Distributing and 
interchanging the loops as described modifies 
the execution ordering to the one in Figure 
12(e); instead of execution flowing from left 

c 
c 

100 
c 
c 

101 
c 
c 

102 
c 
c 

REAL A(N,N) 
INTEGER N,I,J,K 

DO 100 K = l,N 
DO 100 J = K+l,N 
DO 100 I = K+l,N 
A(I,J) = A(I,J) + A(I,K)*A(K,J) 

DO 101 K=l ,N 
DO 101 I=K+l ,N 
DO 101 J=K+l ,N 
A(I,J) = A(I,J) + A(I,K) * A(K,J) 

DO 102 J=l,N 
DO 102 K=l,J-1 
DO 102 I=K+l,N 
A(I,J) = A(I,J) + A(I,K) * A(K,J) 

DO 103 J=l,N 
DO 103 I=2,N 
DO 103 K=l,MIN (J-1, I-1) 

103 A(I,J) = A(I,J) + A(I,K) * A(K,J) 
c 
c 

DO 104 I=l,N 
DO 104 K=l, I-1 
DO 104 J=K+l ,N 

104 A(I,J) = A(I,J) + A(I,K) * A(K,J) 
c 
c 

105 

DO 105 I=l,N 
DO 105 J=2,N 
DO 105 K=l,MIN (I-1, J-1) 
A(I,J) = A(I,J) + A(I,K) * A(K,J) 

END 

Figure 11. 



to right, then top to bottom, it flows from 
top to bottom, then left to right. This is 
exactly the same as the modification to the 
execution ordering for interchanging of 
perfectly nested loops, as was shown in 
Figures 2 and 3. 

Sometimes, however, the loop distribution 
that is required by this method is not legal. 
Take, for example, the loop in Figure 13(a); 
the value of A(I,K) used in s2 is assigned is 
sl, and the value of A(I-1,K+l) used in sl is 
assigned on the previous I iteration in sl. 
The iteration space dependence graph for this 
loop is shown in Figure 13(b); distributing 
the outer DO I loop would violate the data 

DO 100 I = 1,N 
sl: X(I) = X(I) + 1. 

DO 100 J = l,N 
s2: 100 B(I,J) = X(I) + A(I,J) 

(a) 

DO 101 I = 1,N 
sl: 101 X(I) = X(I) + 1. 

DO 100 I = 1,N 
DO 100 J = 1,N 

s2: 100 B(I,J) = X(I) + A(I,J) 

(b) 

DO 101 I = 1, N 
sl: 101 X(I) = X(I) + 1. 

DO 100 J = 1,N 
DO 100 I = 1,N 

s2: 100 B(I,J) = X(I) + A(I,J) 

(c) 

J=Z J=3 

l=l sl(l)--1>s2(1, 1) --i>s2(1,2) --t>s2(1,3) 
~~~~~~~~~~-....../ 

tr' 
sl ( 2)----t>s2( 2, 1 )--t> s2( 2, 2 )------t>s2( 2, 3) 

--~~~~~~~~~~--'/ 
~ 

s1(3).....---(>s2(3,l)----t>s2(3,2)---c>s2(3,3) 

1=2 

1=3 

(d) 

J=2 

l=l sl(l) s2(1,l) s2(1,2) s2(1,3) 

+)/'+!) /'2t2) /''J,3) 1=2 

1=3 s1(3) s2(3,1) s2(3,2) s2(3,3) 

(e) 

Figure 12. 
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dependence conditions, since all the 
iterations of sl would be executed before any 
iterations of s2, changing the value used for 
A(I-1,K+l). These two loops can be 
interchanged, however; if the execution of 
statement sl could somehow be moved so it ran 
along the DO J axis, then the iteration space 
dependence graph would be as shown in Figure 
13(c). In this iteration space, the DO I loop 
would have to be the inner loop; this 
corresponds to the program in Figure 13(d). 
Notice that not only have the DO loops been 
interchanged, but the references to the I loop 
index in sl have been replaced by J. 

This type of loop interchanging is legal 
when no data dependence relations are 
violated. The data dependence relations that 
are preserved are: 

(a) sl(i) --> sl(i') where i<=i' 

(b) s2(i,j) --> s2(i' ,j') where i<=i', j<=j' 

(c) sl(i) --> s2(i' ,j') where i<=i', i<=j' 

(d) s2(i,j) --> sl(i') where i<i', j<i' 

DO 100 I = K+l,N 
sl: A(I,K) = A(I-1,K+l) * A(K+l,K+l) 

DO 100 J = K+l,N 
s2: 100 A(I,J) = A(I,J) + A(I,K)*A(K,J) 

I 

I 
v 

I 

I 
v 

sl: 

s2: 

(a) 

J----> 

sl----l>s2 s2 s2 

~ sl~s2 s2 

~ sl~s2 

(b) 

J----> 

sl sl sl 

~:V:i 
(c) 

DO 100 J = K+l,N 
A(J,K) = A(J-1,K+l) * A(K+l,K+l) 

DO 100 I = K+l,N 
100 A(I,J) = A(I,J) + A(I,K)*A(K,J) 

(d) 

Figure 13. 



Test (a) above is obvious, and test (b) is the 
same as the test for normal interchanging. 

These conditions divide the iteration 
space into two types of regions, as shown in 
Figures 14(a) and 14(b). These regions are 
subsets of each other: R1(2) includes Rl(l) 
and is a subset of R1(3), and so on; for the 
R2 regions, R2(2) includes R2(3) and is a 
subset of R2(1), and so on. This new type of 
imperfectly-nested loop interchanging will 
preserve dependences in the iteration space 
dependence g~aph from sl(k) ,to any iteration 
of s2 in region R2(k), and dependences to 
sl(k) from any iteration of s2 in region 
Rl(k-1). Figures 15(a) and 15(b) shows data 
dependences in the iteration space that will 
be preserved by this type of loop 
interchanging, and Figures 15(c) and 15(d) 
shows data dependences that will be violated. 

Testing for legality of this type of loop 
interchanging is easier when the loop bounds 
are triangular, as in Figure 16(a); the 
iteration space for this loop is shown in 
Figure 16(b), Since the relation I< J is 
always true for any iteration of s2 (since the 
DO J loop starts at I+l), the interchange 
conditions (c) and (d) above becomes 

(c') sl(i) --> s2(i 1 ,j 1 ) where i<=i' 
(since i 1 (j 1 , i(=i' implies i(=j') 

(d') s2(i,j) --> sl(i') where j< i' 
(since i(j, j(i 1 implies i<i') 

J----> 

R1(3) Rl ( 4) ••• Rl(l) I R1(2) 

I sl s2 s2 s2 

I ----------------+ 
sl s2 s2 s2 

v -----------------------+ 

I 

I 
v 

sl s2 s2 s2 
------------------------------+ 

sl 

sl 

sl 

(a) 

J----> 

+--------------------------
s2 s2 s2 

s2 

s2 

R2(1) 

(b) 

+-------------------
s2 s2 

+------------
s2 I s2 +-----

R2 ( 2) R2(3)! R2(4) ••• 

Figure 14. 

I 

I 
v 

I 

I 
v 

I 

I 
v 

I 

I 
v 

sl: 

s2: 100 

I sl 

I sl 
v 

sl 

sl 
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J----> 

sl~s2 
s1~2 s2 

sl~s2 

(a) 

J----> 

s~ls2 s2 

s(_/~s2 
s ~s2 s2 

(b) 

J----> 

sl s2 s2 

sl ---l>s2 s2 

sl~s2 

(c) 

J----> 

s2 

s2 

s2 

s2 

s2 

s2 

sl s2 s2 s2 

·'~' 
sl s2 s2 s2 

(d) 

Figure 15. 

DO 100 I 1,N 

DO 100 J I+l,N 

(a) 

J----> 

s2 s2 s2 

s2 s2 

s2 

(b) 

Figure 16. 

s2 

s2 

s2 

s2 



A future version of KAP/Design will include 
interchanging of imperfectly nested DO loops. 

In conclusion, loop interchanging is an 
interesting subject for its own sake. Loop 
interchanging has many applications in 
optimizing compilers for high speed computers, 
and further studies in this field will 
certainly prove useful in the long run. 

References 

[I] Wolfe, M. J., "Optimizing Supercompilers 
for Supercomputers," Ph.D. Thesis, Univ. 
of Ill. at Urb.-Champ., Dept. of Comp. 
Sci. Rpt. No. 82-1009, Oct. 1982. 

[2] Allen, J. R. and K. Kennedy, "Automatic 
Loop Interchange," in Proc. of the ACM 
SIGPLAN '84 Symposium .Q!!. Compiler 
Construction, pp. 233-246, June, 1984. 

[3] Abu-Sufah, W. A., "Improving the 
Performance of Virtual Memory 
Computers," Ph.D. Thesis, Univ. of Ill. 
at Urb.-Champ., Dept. of Comp. Sci. Rpt. 
No. 78-945, Nov. 1978. 

[4] W. A. Abu-Sufah, D. J. Kuck, D. H. 
Lawrie "On the Performance Enhancement 
of Paging Systems Through Program 
Analysis and Transformations," IEEE 
Trans. on Computers, Vol. C-30, No. 5, 
pp. 341-356, May 1981. 

[5] Huson, C. et al, "The KAP/205: An 
Advanced Source-to-Source Vectorizer for 
the Cyber 205 Supercomputer," Proc. of 
the 1986 International Conference on 
Parallel Processing, Aug., 1986. 

[6] Macke, T. et al, "The KAP/ST-100: A 
Fortran Translator for the ST-100 
Attached Processor," Proc. of the 1986 
International Conference on Parallel 
Processing, Aug., 1986. 

[7] Davies, D. et al, "The KAP/S-1: An 
Advanced Source-to-Source Vectorizer for 
the S-1 Mark Ila Supercomputer," Proc. 
of the 1986 International Conference on 
Parallel Processing, Aug., 1986. 

[8] Dongarra, J. J., F. G. Gustavson and A. 
Karp, "Implementing Linear Algebra 
Algorithms for Dense Matrices on a 
Vector Pipeline Machine," in SIAM 
Review, Vol. 26, No. 1, pp. 91-112, Jan. 
1984. 

543 

[9] Banerjee, U., "Speedup of Ordinary 
Programs," Ph.D. Thesis, Univ. of Ill. 
at Urb.-Champ., Dept. of Comp. Sci. Rpt. 
No. 79-989, Oct. 1979. 

[IO] Banerjee, U., "Data Dependence in 
Ordinary Programs," M.S. Thesis, Univ. 
of Ill. at Urb.-Champ., Dept. of Comp. 
Sci. Rpt. No. 76-837, Nov. 1976. 

[11] Banerjee, U., S. C. Chen, D. J. Kuck and 
R. A. Towle "Time and Parallel Processor 
Bounds for Fortran-Like Loops", IEEE 
Trans. on Computers, Vol. C-28, No. 9, 
pp. 660-670, Sep. 1979. 

[12] Allen, J. R., K. Kennedy, "Automatic 
Translation of Fortran Programs to 
Vector Form," Rice Technical Report COMP 
TR84-9, Rice University, Houston, July, 
1984. 

[13] Kuck, D., The Structure of Computers and 
Computation;:- Vol. I, John Wiley and 
Sons, Inc., New York, NY, 1978. 



COMPILER GENERATED SYNCHRONIZATION FOR DO LOOPS 
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Ab~tract - This paper presents methods for the compile 
time generation of synchronization instructions for parallel loops 
running on a multiprocessor. A synchronization instruction set 
and architecture are defined, and using these it is shown how to 
synchronize FORTRAN source loops so that dependences on the 
parallel loop are enforced. Construction of an applicable depen­
dence graph is covered. A program transformation is given that 
increases the parallelism that can be utilized in a parallel loop 
containing nested loops. Finally, a generalizable technique is 
presented for reducing the number of dependences needing syn­
chronizing in a parallel loop. 

Tnt.roduct.jon 

When programs are executed on a multiprocessing computer, 
parallelism can be supported at several levels. The University of 
Illinois Cedar Project machine [7], the CRAY XMP series [3] 
(using micro-tasking) and the NYU Ultra-Computer [6] among 
others allow intra-loop parallelism, i.e. parallelism that exists 
between different iterations of a loop, to be exploited. This paral­
lelism is realized by allowing different iterations of a loop to run 
simultaneously on different processors of the multiprocessor. 
When one iteration of a loop produces data that another iteration 
uses, or there is a danger of an iteration overwriting data prema­
turely, it is necessary to constrain the execution order of iterations 
so that the hazards are avoided. In this paper, we show how this 
can be done automatically, at compile time, using synchronization 
instructions. Strategies are presented for the placement of syn­
chronization instructions in a FORTRAN source program loop, to 
increase the amount of parallelism realized from the source pro­
gram, and to reduce the amount of synchronization necessary. 

It is assumed that programs that are synchronized by the 
methods presented here have been passed through an automatic 
program restructurer such as Parafrase [17], (11] and [10]. We do 
not discuss parallel loop detection, but rather the synchronization 
of dependences in loops that have previously been recognized as 
parallel. 

Although some of the transformations and optimizations 
mentioned in this paper are applicable to a wide range of architec­
tures, for brevity's sake we restrict ourselves to a single architec­
ture. 

The target architecture, and the sorts of parallelism that can 
be exploited by it are the first topic of this paper. We then turn 
to a discussion of dependences and dependence graphs (DG), 
which form the basis of the actions of this paper. Since we are 
concerned only with synchronization within a loop, a DG will be 
built in turn for each loop to be synchronized in the program. 
The loop is then transformed, and the next loop in the program is 
dealt with until the entire program is transformed. · 

Next we define the synchronization instruction set used, and 
show how it can be used to synchronize dependences. Because of 
the semantics of the synchronization instructions, the DG can now 
be modified to reduce the amount of parallelism in inner loops lost 
to the synchronization scheme. 

This work was supported in part by the National Science Founda­
tion under Grant No. US NSF DCR84-10110, the US Department 
of Energy under Grant No. US DOE DE-FG02-85ER25001, and 
the IBM Donation. 
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After nested loops have been dealt with, the DG is appropri­
ate to guide the generation of synchronization instructions, and we 
give an example of a loop nest with synchronization instructi~ns 
added. We can choose, however, to remove from the DG redun­
dant dependence arcs, thereby reducing the amount of synchroni­
zation needed. We give a method to reduce the number of depen­
dence arcs, and by examples show its effects on synchronization. 

Although we use a single synchronization instruction set in 
this paper, the methods used can be extended to other instruction 
sets. In particular, the method presented in this paper for remov­
ing redundant dependence arcs is extensible to any architecture. 

Architect.ure 

The architecture of this paper is a multiprocessor. Figure 1 
shows a block diagram of the target architecture. Neither proces­
sor nor memory modules are distinguishable from their neighbors. 
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Interconnection Network 

Mi is Global Memory Module i P j is Processor j 

Figure L System Architecture 

Each memory module is capable of being accessed by any 
processor through the interconnection network. Access is assumed 
to be deterministic in that either fetches and stores from a single 
processor are processed in the order they are issued, This means 
that either fetches and stores within a processor are done serially, 
or that an equivalent ordering is imposed on data accesses. 

Parallelism is realized by spreading iterations of a loop 
across multiple processors. A loop so executed will be referred to 
as a doapread loop. All other loops will be referred to as DO 
loops. A doBpread loop can be either a doall [5], [13], [15], or a 
doacross loop [4], [15], [16]. We place the following restriction on 
dospread loops: they may contain no nested dospread loop. In [14] 
and [16] algorithms are given for deciding what loop in a nest of 
potential dospread loops should be run as a dospread loop. 

Dospread loop iterations are either spread horizontally [8] 
across processors or self scheduled. Horizontal spreading means 
that given P processors, processor p will execute iterations 
p , p + P, p + 2· P, · · · . Figure 2 shows an example of horizon­
tal spreading on a loop with sixteen iterations. Horizontal schedul­
ing can be accomplished through loop blocking [8]. Self schedul­
ing means that whenever a processor becomes idle it will execute 
the next iteration of the doapread loop. 



Erocessor = 3 

i= 1 3 4 
5 6 7 8 
g 10 11 12 
13 14 15 16 

Figure 2. Horisontal Spreading of doapreatl Iterations 

Dependences and Dependence Graphs 

The restrictions on program execution mentioned previously. 
are necessary to enforce dependences. We now informally define 
four types of dependences. For more formal definitions and discus­
sion of dependence testing, see [2], [9] and [17]. In the definitions 
that follow, S; refers to a statement in the program. If there a.re 
two statements, S; and S., and i < j, then S. lexically precedes s.. j I , 

flow dependence: If data fetched by S,; may be generated by 
S,0 , then a flow dependence exists from S,0 to S,;. 

ii output dependence: If S,; may write to some memory location 
after S,0 has written to that same memory location, then an 
output dependence exists from S,0 to S,;. 

iii anti dependence: If S,0 fetches from a memory location that 
is may subsequently be overwritten by S,;, then S,; is anti 
dependent on S,0 • 

iv control dependence: If whether S,; executes depends on the 
outcome of the execution of S,0 , then a control dependence 
exists from S,0 to S,;. 

In each of the four cases, S,0 is called the source of the 
dependence and S,; the sink. If the sink of a dependence is after 
the source, i.e. 10 < si, the dependence is a lezical/y f onoard 
dependence (LFD). Otherwise the dependence is a /ezica//y back· 
ward dependence (LBD). 

Dependences extend over zero or more iterations. The 
number of iterations a dependence extends across is known as the 
dependence distance, LI [17]. Figure Oa shows a loop nest. Values 
of A, in S v written in an iteration are read three iterations later 
by 8 2• Therefore a flow dependence exists from S to S and 
LI= 3. 1 2• 

A dependence can be thought of as a relation between two 
statements. This relation can be represented graphically on a DG, 
where nodes are statements and a directed arc from S,0 to S,; 
represents a dependence. The arcs are labeled with the value of LI 
for the dependence. Nested DO loops are considered to be a sin­
gle statement, and are represented by a single node in the DG. 
Control cycles caused by backwards GOTOs are also represented 
by a single node in the DG. Figure 3b gives a DG for the loop of 
Figure 3a. If two or more dependences, all with the same source 
and sink, but with different distances, exist, we can remove all the 
dependence arcs except for the one with the minimum distance. 
The reason for this is that all arcs but the one with the shortest 
distance are redundant when using the synchronization instruc-

DOSPREAD 10 I = 1, N 
A(l) = B(I) + C(I) 
D(I) = A(I-3) + E(I) 

10 CONTINUE 

(a) A Loop Nest 

{b) DG for the Loop or (a) 

Figure 3. A Loop and Its DG 

s, 
s. 

tions of this paper. An example showing this is given in the sec­
tion Dependence Arc EUmina.tJon An arc is considered redundant 
if the dependence it enforces will be honored even if it is not expli­
citly synchronized. What arcs are redundant is dependent on the 
synchronization instruction set and control structure of the archi­
tecture. 
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Dependences can have Lis that are greater than zero, less 
than zero, and equal to zero. If LI > O, as in Figure 3b, the 
dependence is from an earlier iteration to a later iteration. If 
LI = 0, then the dependence ia from the same iteration to a later 
one. If LI < O, the dependence is from a later iteration to an ear­
lier one. This can only happen if the dependence is on a loop 
nested within another loop. Figure 4a shows such a loop nest, and 
Figure 4b shows the DG. There are two distances attached to the 
dependence arc. The first, 1, is the distance of the dependence on 
the outer I loop and the second, -2, is the distance on the inner J 
loop. 

10 
20 

DOSPREAD 20 I= 1, N 
DO 10 J = 1, N L 1 

A(I,J) = B(I,J) + C(I,J) 
D(l,J) = A(I-1, J+2) - E(l,J) 

CONTINUE 
CONTINUE 

(a) A Loop Nest 

stmt = L 1 ct::::>1,-2 

(b) The DG for (a) 

Figure 4. A Loop Nest with >0 and <O Dependences 

The DG is the major data structure for determining the 
location of synchronization inst!uctions in a program. For our 
architecture, when the dependence graph is built only dependences 
with LI > 0 are included. LI less than zero has to be considered 
only if two nested loops are to execute as dospread loops. Since 
doapread loops cannot be nes!ed, these types of dependences will 
not need to be synchronized. If LI = 0, then the dependence is 
within an iteration. Since data stores and fetches are serial within 
an iteration, these dependences are forced to be honored by the 
hardware, and need !lot be synchronized. 

All control dependences have LI = 0, except for control 
dependences caused by branches out of the loop, called exit -ifs. 
If an exit-if occurs, the loop terminates. Therefore, in loops wit.h 
an exit-if, each statement of an iteration is dependent on the exe­
cution of the exit-if in the previous iteration. Thus a control 
dependence exists between the exit-if and every statement in the 
graph. Every dependence arc but the one from the exit-if to the 
first statement of the loop body is redundant and can be removed. 
Therefore we only include this dependence arc in the DG. Which 
exit-if dependence arcs are redundant is strongly dependent on the 
the control structure of the architecture, so adding only one con­
trol arc for an exit-if is not generally valid. Figure 5a shows a 
loop nest that will be used throughout this paper as an example, 
and Figure 5b the DG for the loop. Note that a data dependence 
with distance zero exists from S 4 to S 6 and is not included on the 
DG. 

Synchrnnjzaj.jnn ln5t.rnctjon5 

Three synchronization instructions are needed to synchronize 
doapread loops. We first give the semantics of these instructions, 
and then show how they are used to synchronize loops. All three 
instructions operate on a fixed set of synchronization registers 
accessible to all processors. The synchronization instructions 
~ume that the DO loops being synchronized are normalized [2], 
1.e. they run from 1 to some upper bound in increments of 1. This 
can be done automatically. 

The teataet instruction has the syntax teataet ( r ), where r is 
a synchronization register. It performs two functions. The first is 



iteration. Having done so, it alters the value of r to signal later 
iterations it has executed. Figure 6a gives the semantics of the 
teataet statement. One important feature of the teataet instruc­
tion is that all executions of a teataet after the first, for some syn­
chronization register r, within an iteration, act as no-ops. 

DOSPREAD 50 I= 1, N 
S(I) = S(I) + 1.0 5 1 

IF (S(l).GT.0.0) GOTO 60 52 

DO 10 J = 1, N L 1 

A(l,J) = B(l,J) + C(l,J) 
10 CONTINUE 

IF (D(l).GT.0.0) GOTO 20 S3 

E(I) = F(l-l)+G(I) S, 
F(I) = E(I) + H(I) s. 

20 CONTINUE s, 
P(I) = 2.0*P(J) 57 

DO 40 M = 1, 8 L2 

Q(l,M) = R(l,M) + A(l-1,M) 
R(l,M) = Q(l-1,111+2)*2.0 

40 CONTINUE 
50 CONTINUE 
60 CONTINUE 

(a) A Loop Nest 

stmt= S1 

~1 s. 
L, 

s. 0 

s, dl s. 
s, 

s, 

i. 

(b) DG for the Loop Nest of (a) 

Figure 5. A Loop Nest and Its DG 

I: if r = i - 1 then 
r :=i 

elseifr <i- lthen 
goto I 

(a) Semantics of the teataet Instruction 

ifi - .<! > Othen 
I: ifr<i-.<!thengot.o/ 

(b) Semantics of the lc•I Instruction 

I: tr all iterations j, j < i 1 have completed then 
halt execution of all other processors executing the loop 

else 
goto I 

(c) Semantics of the termi11•te Instruction 

Figure 6. Semantics of the tut.et and tut.et Instructions 

The teat instruction has the syntax teat(r) .:1. The teat 
instruction in an iteration waits until a teataet instruction has exe­
cuted "1 iterations previously. 

The final synchronization instruction is the terminate 
instruction. Its syntax is simply terminate . Its purpose is to halt 
execution of a doapread loop when an iteration branches out of 
the loop during execution of an exit-if. The terminate waits until 
all previous iterations of the loop have finished executing, and 
then halts the execution of the loop. Figure 6c summarizes its 
semantics. 

This instruction set involves several tradeoffs. The primary 
advantage of the instruction set, as discussed when building the 
DG, is that dependence distances can safely be assumed to be any 
distance less than or equal to the minimum distance of a 

dependence. Therefore, one can always be assumed as the dis­
tance of a dependence. This is important for two reasons. First, 
it allows simpler dependence testing routines to be used. 
Secondly, in cases where the dependence distance is unknowable at 
compile time, as with sub-scripted subscripts, the dependence can 
still be safely synchronized by assuming the dependence distance is 
one, the minimum distance that the dependence can take. 

One disadvantage is that the testset instruction partially 
serializes the loop since each teataet must wait until a testaet in 
the previous iteration .has executed. Therefore no loop can exe­
cute completely in parallel. This serializing effect, however, has 
an important advantage. It increases the number of dependence 
arcs that are redundant. In doing so it allows the aforementioned 
assumptions to be made about the distance of a dependence. 

Another disadvantage is the use of a fixed number of regis­
ters. If a loop has more dependences to synchronize than there 
are registers available, we can be forced to resort to dependence 
folding [14) to reduce the number of dependence arcs present. 
Dependence folding usually leads to loops being more serial. Only 
having a fixed number of registers also causes problems with 
nested loops, which are discussed later in this section. The advan­
tage of a fixed number of registers is that they can be accessed 
faster than global memory, and special hardware can be set up, if 
desired, for accessing these registers, thereby taking traffic off the 
interconnection network. 

We now show how to synchronize LFDs and LBDs using the 
above synchronization instructions when no nested loops are 
present in the body of the loop. With any dependence it is neces­
sary that executing the source of the dependence notify the sink, 
in a later iteration, that it can execute. It is also necessary that 
the sink of a dependence wait until notified that its source has 
executed. With an LFD this is simple. If a testset is placed after 
the source of the dependence, and before the sink of the depen­
dence, the dependence will be enforced. 

For example, consider the loop in Figure 7a, and its DG in 
Figure 7b. The dependence from 8 1 to 8 2 extends over two it.era­
tions. Figure 7c shows a testaet placed between 8 1 and 8 2• 

Before the sink of a dependence executes in iteration i + 2 the 
teatset preceding it must complete execution. The testset in itera­
tion i + 2 cannot execute before the testset in iteration i + 1, 
which, in turn, cannot execute before the testset in iteration i. 
The testset in iteration i cannot execute, however, until the 
source of the dependence in iteration i has executed. Thus the 
dependence is forced to be honored. 
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10 

DO 101= l,N 
A(l)=B(l)+C(I) 5 1 
D(I) = E(I) + A(l-2) 51 

CONTINUE 

(a) A Loop Nest 

stmt= 5 1 C\ 2 

s. cf 
(b) The DDG for (a) 

DO 101= l,N 
A(I) = B(I) + C(I) S 1 
l••lacl(l) TS 1 

D(I) = E(I) + A(l-2) 52 

10 CONTINUE 

(c) The Loop Neat of (a) Synchronized 

Figure 7. Synchronizing a LFD 

To synchronize a LBD, such as is seen in Figure Sa, a testset 
is placed after the source of the dependence to signal that the 
source has executed in this iteration. A teat is then placed before 
the sink of the dependence. Thus the sink of the dependence 
cannot execute until after the source, since the teat instruction 



will not finish executing until after the teBfaet following the source 
has completed. Figure 8c shows the synchronized loop. 

DO 101= 1,N 
A(I) = B(I) + D(l-2) 
D(I) = E(IJ. + A(I) 

10 CONTINUE 

(a) A Loop Nesi 

(b) The DDG for (a) 

DO 101=1, N 

s, 
s. 

1.,1(1) 2 T 1 

A(I) = B(I) + D(l-2) S 1 

D(I) = E(I) + A(I) S2 

l••l•el(l) TS, 
10 CONTINUE 

(c) The Loop Nesi of (a) Synchronised 

Figure 8. Synchronizing a LBD 

IC control branches are present in the dospread loop further 
actions must be ta.ken. In particular, we must insure tha.t a. te11t­
aet be executed for every register used in the loop, on every· itera­
tion of the loop. Consider agairi the loop nest of Figure 5. To 
synchronize the LBD from S5 to St a testset would be placed 
between S 5 and S 8. If the IF statement at S 3 takes the true 
branch, then the testset would not be executed on that iteration. 
The teatset of the next iteration in which the false branch of the 
IF is ta.ken would then deadlock waiting for its synchronization 
register to be updated. Therefore a testset should be placed along 
the flow of control path through the loop containing the true 
branch. 

This problem is handled as follows. The loop is broken up 
into basic blocks, (BAS) [1], and a flow of control graph [1] is built 
tha.t represents the control structure of the program. This graph 
can be represented by a matrix reach { i, i), such that 
reach { i, j) = true if an arc from BAS1 to BAS; is in the flow 
of control graph. The ( i, j) element of the transitive closure of 
reach, reach• ( i, j), is true if a pa.th exists from BAS1 to BAS;. 

Each arc in the DG is handled in turn. A testset, TS,0 , is 
placed after the source of the dependence. At each branch, reach 
can be checked to see if any target of the branch is the block con­
taining TS,0 • If this is so, every other target BAS of the branch is 
checked (using reach• ) to determine if it can also reach the block 
containing TS,,. If it cannot, a testset is placed in that BA~. 
Thus every branch that can reach TS,0 must either reach the ori­
ginal testset or an added testset, and deadlock cannot occur. 

Two other flow of control problems remain: the presence of 
nested DO loops within the dospread loop, and exit-ifs. The 
former case is handled in the next section. We deal with the 
latter case now. 

Consider the exit-if of statement S2 in Figure 5. The control 
arc from S2 to S 1 forms a LBD that will cause test{l) 1 to be 
placed before S1, and testset(l) to be placed after S2• The teat 
instruction will wait until the testset in the previous iteration has 
executed before allowing S 1 to execute, and the testset will not 
execute if the exit branch of the exit-if is taken. If the exit branch 
is taken in iteration i, all iterations less than i must be allowed 
to finish, and the deadlocked it.erations greater than i must i:Je ter­
minated. 

To halt the loop, a block of code is added to the loop that 
executes a terminate instruction. As will be seen, placement of 
this block is unimportant but in this paper it will be added to the 
end of the loop. For every exit branch to some label I, the block: 

I' terminate 
GOTO I 

is added to the loop, and all branches to I in the loop are changed 
to branches to 11• The termina!e instruction checks if all iterations 
of the loop less than the current one have finished. If so, it halts 
all processors executing the loop and the GOTO makes the exit 
branch. To prevent other statements in the loop from falling 
through to this added block, a GOTO to the CONTINUE at the 
end of the dospread loop is added immediately before the ter­
minate instruction. Figure 9 shows the program with these state­
ments added. 

DOSPREAD 50 I = 1, N 
tut(I) I T, 
S(I) = S(I) + 1.0 s, 
IF (S(l).GT.0.0) GOTO 61 s. 
l••l•el(l) TS, 
DO 10 J =I, N L, 

A(I,J) = B(l,J) + C(l,J) 
10 CONTINUE 

IF (D(l).GT.0.0) GOTO 20 s, 
E(I) = F(l-l)+G(I) s, 
F(I) = E(I) + H(I) s. 

20 CONTINUE s, 
P(I) = 2.0*P(I) s, 

DO 40M = 1, 8 L, 
Q(I,M) = R(I,M) + A(I-1,M) 
R(I,M) = Q(l-1,M+2)*2.0 

40 CONTINUE 
GOT050 

61 terminate 
GOT060 

50 CONTINUE 

60 CONTINUE 

Figure 9. Loop Nest with Exit.--if Synchronized 

Nest.ed I.oops 

If the source and sink of a dependence are both within the 
same nested loop, the dependence forms a self cycle on the DG 
node representing the loop. L 2 in the DG of Figure 5b ·is an 
example of this. This loop is reproduced in Figure lOa If a test is 
placed before the loop, and a testset is placed after the loop, the 
loop forms a large chunk of serial code in the dospread loop. It is 
therefore desirable tha.t some parallelism be extracted from this 
nested loop. Figure lOb gives the iteration space [17] for this loop 
nest. Each node in the iteration space represents an iteration of 
the loop, and arcs represent dependences from iteration to itera­
tion. Dependences on the M loop span two iterations of the M 
loop, while dependences on the dospread loop span one iteration. 
Our goal is to allow some iterations of £ 2 in iteration i + 1 of the 
doapread to execute before all iterations of L 2 execute in iteration 
i by placing synchronization instructions so that dependences on 
both the dospread and L 2 loops are satisfied. 

To do this a transformation called loop aplitting is per­
formed. Loop splitting breaks the inner loop into n different sub­
loops, and places synchronization instructions between the sub­
loops. Each sub-loop executes a contiguous set of iterations from 
the original loop. Thus if the M loop of our example is broken 
into four sub-loops, the first would run from 1 to 2, the second 
from 3 to 4, the third from 5 to 6 and the fourth from 7 to 8. 
Each sub-loop contains two iterations, therefore if the first sub­
loop of iteration i of the dospread loop waits until the second 
sub-loop in the previous iteration of the doapread loop has exe­
cuted, dependences to it will be honored. That this is true can be 
seen by examining the sources of dependences in the iteration 
space diagram that have their sinks in the second sub-loop. The 
second sub-loop must wait until the third sub-loop of the previous 
iteration has finished, and the third sub-loop must 
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wait until the fourth sub-loop of the previous iteration has 
finished. The fourth sub-loop contains no dependence sinks whos~ 
sources are in other sub-loops, therefore it does not need to wait 
on any other sub-loop. These dependences can be detected by 
splitting the inner loop and recomputing the dependences between 
the sub-loops. The synchronization of these dependences will give 
the execution ordering specified above. 

DOSPREAD 50 I = 1, N 

DO 10J=1, N 
A(I,J) = B(I,J) + C(I,J) 

D040M= 1,8 
Q(I,M) = R(l,M) + A(I-1,M) 
R(I,M) = Q(l-1,111+2)*2.0 

40 CONTINUE 
50 CONTINUE 

(a) A Loop Nest 

m= 
i=l 

=3 

=4 

=5 

=6 

(b) Iieration Spaee Diagram for (a) 

DOSPREAD 50 I = 1, N 

DO lOJ= 1, N 
A(I,J) = B(I,J) + C(I,J) 

DO 401M=1, 2 
Q(I,M) = R(I,M) + A(I-1,M) 
R(I,M) = Q(I-l,M+2)*2.0 

401 CONTINUE 
D0402M=3,4 

Q(I,M) = R(I,M) + A(l-1,M) 
R(I,M) = Q(l·l,M+2)*2.0 

402 CONTINUE 
D0403M=5,6 

Q(I,M) = R(I,M) + A(l-1,M) 
R(I,M) = Q(l-l,M+2)*2.0 

403 CONTINUE 
D0404M=7,8 

Q(I,1\1) = R(I,M) + A(l-1,M) 
R(I,M) = Q(I-l,M+2)*2.0 

404 CONTINUE 
50 CONTINUE 

(c) The Loop Neat of (a) after Splitting 

stmt = L 1 

~' 
L' 2 

L' 2 

L: 

L' 2 

( d) DG for the Split Loop 

Figure 10. A Loop Splitting Example 

L, 

L, 

L' • 

L' • 

L" • 

L' 2 

When this synchronization has taken place, the execution of 
the third and first, and fourth and second sub-loops of adjacent 
iterations of the doapread loop can overlap, salvaging some of the 
parallelism present before loop spreading. 

The only other problem that remains is what to do with 
dependences whose sources are outside the loop being split, but 
whose sink is in the loop being split, or whose sink is outside the 
loop being split but whose source is the CONTINUE statement of 
the loop being split. The dependence should be replicated over 
every copy of the loop created by loop splitting. The dependence 
routines used to build the original DG should then be queried to 

see if the dependences exist to or from each sub-loop of the split 
loop. If the dependence no longer exists to or from a particular 
sub-loop, it should be removed from the DG. In our example, the 
dependence does exist to every sub-loop. 

Figure lOc shows the M loop split, and Figure lOd shows the 
DG for the loop nest with dependences resulting from loop split­
ting added. 

In [14] a method is given for determining analytically the 
placement of dependences for split loops as a function of the max­
imum dependence distance on the split loop and the minimum 
number of iterations in a sub-loop. 

Dependence Arc Elimjnat.jon 

After nested loops have been taken care of, as in the previ­
ous section, synchronization instructions can be inserted into the 
source program using the methods of the second section. Adding 
synchronization instructions now can result in more instructions 
being added than is necessary to insure the legal execution of the 
program. We now discuss a method of reducing the number of 
dependences needing synchronization in a DG. As the number of 
dependences needing synchronization is reduced, the amount of 
synchronization added to the loop is reduced, and consequently 
the overhead associated with synchronization is reduced. The goal 
of dependence arc elimination is to determine what dependences 
are redundant, i.e. what dependences are implicitly synchronized 
by a combination of the control structure of the architecture and 
the synchronization of other dependences. Related work in this 
area is discussed in [12]. 

We present our dependence arc elimination method with the 
instruction set defined in this paper in mind. The technique is 
usable, however, with a wide range of architectures. Details of 
this are given in [14] . 

A dependence arc can be eliminated if a combination of the 
control structure of the target architecture, and synchronization 
added for other dependences, force the dependence to always be 
synchronized. To eliminate a dependence arc, a simple way of 
representing the total control structure of a loop nest is required. 
We use a controlled path graph, or CPG, to give this representa­
tion. A CPG contains nodes, each of which represents a 
statement instance. A statement instance is the occurrence of a 
statement within an iteration of the dospread loop. At least a 
source and sink of any dependence arc to be eliminated must be 
included in the CPG. Thus, if Llm., is the longest distance of any 
dependence in the dospread loop, the CPG must contain at least 
Llmu + 1 iterations (columns). That no more columns than this 
are needed is proven in [14]. Arcs in the CPG represent the execu­
tion order of the statement instances: the statement instance at 
the head of an arc will execute after the statement instance at the 
tail of an arc. 

Figure lla gives a dospread loop without branches and with 
synchronization instructions added. Figure llb gives the DG for 
the loop that led to this synchronization, and Figure llc gives the 
CPG for this loop. The dashed lines in the CPG represent control 
exercised over the program execution by the architecture. As 
stated before, statements within a single iteration execute serially 
on a single processor. Each statement within an iteration must 
execute after the previous statement in that iteration, and there­
fore is at the head of an arc whose tail is the previous statement. 
Next, we know a teatset on a certain register must follow the test­
aet on that same register in the previous iteration. Therefore an 
arc is drawn from each teataet in the first iteration to the teataet 
in the second iteration using the same synchronization register. 
Finally, we know that a teat(r) L1 instruction must follow the teat­
aet instruction L1 iterations back. Therefore we draw arcs from 
each tutaet to its corresponding teat, if one exists. 
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DOSPREAD 10 I= 1, N 
A(I) = B(I) + C(I) S 1 

1 .. 1 .. 1(1) TS, 
1 .. 1(2) 2 T2 

B(I) = A(I) + E(l-2) S 2 

E(I) = D(I) + F(I) S3 

leat,.1(2) TS2 

F(I) = A(l-2) + E(I) S 4 

10 CONTINUE 

(a) A DOSPREAD Loop 

stmt =st 

s. 

s. 

s, 
(b) The DG for (a) 

i= 

stmt = S 1 

TS, 

T, 

s, 

s, 

TS2 

s, 6 6 6 
(c) The CPG for the (a) 

Figure 11. Examp1e or a CPG 

Constructing the CPG is the architecturally dependent por­
tion of this method. If it is desirable to do dependence arc elimi­
nation with another architecture, all that is necessary is tha.t the 
dashed arcs accurately reflect the control exercised by the target 
architecture, and that arcs are added to reflect the effects of syn­
chronizing the loop. 

Deciding if an arc should be removed from the DG is trivial 
once the CPG has been built. We need only to find a path from 
the source to the sink of the dependence in the CPG without using 
any arcs in the CPG that result from synchronizing that depen­
dence. It is possible to eliminate the dependence arc since if a 
path exists through the CPG from the source to the sink of the 
eliminated dependence, then the sink of the dependence must exe­
cute after the source of the dependence without explicitly syn­
chronizing the dependence. 

The dependence arc from S 1 to S 4 can be removed from the 
DG for this loop. Starting at S 1 in iteration one, TS2 in the same 
iteration can be reached. Its arcs can be followed to TS2 in itera­
tion 3, and from there the dotted lines can be followed to TS 4 in 
iteration 3. Therefore we can travel from the source to the sink of 
the dependence without going through any arcs resulting from 
TS 1, which synchronize the dependence whose arc is being elim­
inated. 

After deciding that an arc can be removed from the DG, we 
do so. As well, all nodes in the CPG used to synchronize the arc 
are removed, and the arcs associated with them are removed. 
This insures that the dependence arc just removed is not used to 
eliminate any other dependence arc. 

We give another example that shows that only the depen­
dence arc with the minimum distance needs to be retained when 
two or more dependence arcs with different distances exist 
between two statements. Figure 12a gives a loop nest with both 
dependences from S 2 to S 1 synchronized. Figure 12b gives the 
CPG for this loop nest. The testset and set on register 2 
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synchronizes the dependence of length two, while the testset and 
te&t on register 3 synchronizes the dependence of length three. 
Starting at S 2 in iteration one, the dashed a.res can be traveled to 
reach TS 2 . The arc leaving TS 2 in iteration one, and traveling to 
TS2 in iteration two is ta.ken, followed by the a.re to T 2 in it.era.­
tion three. From there the dashed a.res ca.n be ta.ken to S 1 in 
iteration three, showing that the dependence arc with distance 
three can be eliminated. 

DO 10 I= 1, N 
le•1(2) 2 Tz 
le•t(3) 3 T3 

A(l) = B(l-1) + B(l-3) S 1 

B(I) = A(I) * 2.0 S 2 

le8lael(2) TS2 

1"1••1(3) TS3 

10 CONTINUE 

(a) A Loop Nest 

i= 

stmt = T2 

T, 

s, 

rs2 

TS3 

(b) The CPG for (a) 

Figure 12. Dependence Arc Elimination Example: Redundancy of Longer Dependence 

Figure 13a shows the program of Figure 5a with synchroni­
zation statements added. Figure 13b and Figure 13c show the 
four possible CPGs for this program. Four CPGs are needed to 
express the possible combinations of control paths taken on 

DOSPREAD 50 I = I, N 
le•l(l) I T, 
S(I) = S(I) + 1.0 s, 
IF (S(l).GTO.O) GOTO 61 s, 
1 •• 1 .. 1(1) TS, 
DO 10 J = 1, N L, 

A(l,J) = B(I,J) + C(l,J) 
10 CONTINUE 

teat8el(2) TS, 
lest,.t(3) TS3 

teat .. t(4) TS4 

teatB<t(5) TS, 
IF (D(I).GT.0.0) GOTO 20 s, 

le81(6) 1 T, 
E(I) = F(I-1) + G(I) s, 
F(I) = E(I) + H(I) s, 
l'81ae1(6) TS, 

20 CONTINUE s, 
teatael(6) TS, 
P(I) = 2.0*P(I) s, 

le•1(7) 1 T, 
DO 401M=1, 2 L' 2 

le•l(S) I T, 
D0402M=3,4 L; 

te•l•et (7) TS1 

teat (9) 1 T, 
D0403M=5,6 L' 2 

te•tse1(8) TS8 

DO 4().lM = 7, 8 L' 2 

1 •• 1 .. 1(9) TS, 
GOTO 50 

61 terminnte 
GOTO 60 

50 CONTINUE 

60 CONTINUE 

(a) Loop of Figure 5 Synchronized 

Figure 13. Dependence Arc Elimination with Drnnches 



different iterations. The first assumes that the false branch of the 
IF of S 3 is taken in both iterations. The second assumes that the 
false branch is taken in the first iteration, and the true branch is 
taken in the next iteration. The third assumes that the true 
branch is taken in the first iteration, and the false branch is taken 
in the second. Finally, the fourth assumes that the true branch is 
taken in both iterations. The CPGs are built the same as when no 
flow of control branches are present with two exceptions. When a 
statement is a branch, an arc is only placed from the branch to 
the statement that will execute after the branch, and not to every 
target of the branch. Finally any synchronization instruction that 
is not executed in the flow of control path for an iteration does 
not have any synchronization arcs coming in or going out of it. 

i- i= 2 

stmt = T1 

kl 
stmt = T1 

kl s, s, 
s. ¢ s. 

TS1 TS, 

¢ 

L, ¢ {> L, ¢ ¢ 
TS0 ¢-----¢ TS2 

~ TS3 ¢----¢ TS3 

TS4 ¢-----¢ TS, ~ 
TS6 ¢--o¢ TS6 ~ 
s. ¢ ¢ s. ¢ ~ 
T, 

~ 
T, ¢ o\ 

I 

s, s. ¢ O' I 
s, ¢ s. ¢ o: 

TS1 TS, N s, ¢ s, 
TS, ¢ TS, 

S7 ¢ ¢ S7 ¢ ¢ 
T1 ¢ T1 ¢ 
L' • ¢ L; ¢ 
Ta (> Ta ¢ 
L" • ¢ L• • ¢ ¢ 
TS1 TS1 

T, 

r1 
T, 

~ 
L: La • 
TS8 TS8 

L: ¢ I:) L' ¢ ¢ • 
TS, TS, 

(b) CPGs for (a) 

Figure 13. Continued 

Eliminating a dependence arc is the same as with the CPG 
of Figure Uc except that it is necessary to find a path through 
every CPG constructed for the loop. This is necessary since the 
dependence arc must be redundant regardless of the flow of con­
trol path taken through the graph. It is possible to eliminate the 
dependence arc since if a path exists through all the CPGs, then 
the sink of the dependence must execute after the source of the 
dependence, without synchronizing the dependence, regardless of 
what branches are taken. 

Consider, as an example, the dependence from L 1 to L;, 
synchronized by the tests et instruction, TS 5• Using the arcs in 
the CPGs provided by TS2, and the architecturally dependent 
arcs, we can travel from the source to the sink of the dependence 
without using any arcs supplied by the L 1 to Li dependence, in 
this case those arcs connecting TS 5• Therefore we can eliminate 
this arc from the graph, since it is synchronized by other arcs. As 
each arc is eliminated in the DG, the corresponding 
synchronization instruction nodes in the CPG are eliminated so 

that they are not used when eliminating other dependence arcs. 
Likewise, the arcs representing dependences from L 1 to L: and L 1 

to Li can be eliminated. 
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i= i-

stmt-= T1 

L1 
stm~ = T1 

kl s, s, 
s. ¢ 0 s. ¢ 

TS1 TS1 

L, ¢ ¢ L, ¢ ¢ 
TS2 ~ TS2 \>-o¢ 
TS3 {>---¢ TS3 9----9 
TS, ~ TS, ~ 
TS, ('.>-o¢ TS6 <>-------¢ 
s. ~ ¢ s. ~ ~ 
T, o\ T, o\ o'. 

I 

¢ o~ o\ s. O• s, 
I 

s. o: ¢ s. o: o: 
TS, o,' ¢ TS, o,' o/ 
s, ~ ¢ s, ef <$ 

TS, TS1 ~ 
S7 <:> s, ¢ ¢ 
T, T, ¢ 
L; L' • ¢ 
Ta Ta ¢ 
L' • L• • ¢ 
TS, TS, 

T, T, 

L' • L• • 
TS8 TS8 

L' • L: 
TS1 TS, 

(c) CPGs for (a) 

Figure 13. Continued 

The dependence arc in the DG from L 1 to L~ is eliminated 
by the backward dependence from S 5 to St• and the arcs provided 
by its testset , TS 6• After this arc is eliminated from the DG, no 
more arcs can be eliminated. Figure 14a shows the DG after 
dependence arc elimination, and Figure 14b shows the synchron­
ized program after dependence arc elimination. 

stmt = S 1 di s. 
L, 0 

s. 0 

s, dl s, 
s, 0 

s, 0 

L; 

}: L' • 
Ls • 
L• • 

(a) DG for the Loop Nest or Figure 5 

Figure 14.. The Loop of Figure 5 Alter Dependence Arc Elimination 



10 

20 

DOSPREAD 50 I= 1, N 
l••l(l) 1 
S(l) = S(l) + 1.0 
IF (S(I).GTO.O) GOTO 61 
l•al••l(l) 
DO lOJ = l,N 

A(l,J) = B(I,J) + C(I,J) 
CONTINUE 
IF (D(l).GT.0.0) GOTO 20 

1•11(2) 1 
E(I) = F(I-1) + G(I) 
F(I) = E(I) + H(I) 
1 •• 1 .. 1(2) 

CONTINUE 
tealact(2) 
P(I) = 2.0*P(l) 

1••1(3) 1 

DO 401M=1, 2 

lea1(4) 1 

D0402M=3,4 

l••l•el(3) 
1••1(5) 1 

DO 403 M = 5, B 

1 .. 1.e1(4) 
DO 404 M = 7, 8 

lealael(S) 
GOTO 50 

61 lt:nnina.te 
GOTO 60 

50 CONTINUE 

60 CONTINUE 

(b) Loop of Figure 5 Synchronized 

Figure 14. Continued 

s. 
T, 
s, 
s, 
TS2 

s, 
TS2 

S1 
Ta 
L' 2 

T, 
L' 2 

TS3 

T, 
L' 2 

TS, 
L' 
' 

TS, 

Finding a path through all the CPGs for a loop is necessary 
and sufficient Cor eliminating a dependence arc. This is proven in 
[14]. It is also shown in [14] that dependence arc elimination is 
NP-hard, and a polynomial time algorithm for dependence arc 
elimination in loops without control branches is given. An 
exponential algorithm is given for loops with control branches. 
The exponential nature of the algorithm is shown to be not too 
bad in practice because of the small number of branches and the 
short dependence distances present in most loops. 

H one is willing to not eliminate as many dependence arcs as 
possible, an easy but conservative approach is possible. By put­
ting in arcs representing control exercised by the architecture only 
for non-branching statements, it will not be possible to go from 
the source to the sink of a dependence that is separated by a con­
trol flow branch. This means only dependences whose sources 
and sinks lie within a basic block will be eliminated. Therefore, 
only one CPG can be built and the dependence elimination can be 
done in polynomial time. Using this method, the dependence arcs 
from L 1 to the £ 2 sub-loops would not have been eliminated in the 
example of Figure 13. 

Qonch1sjons 

We have shown that the automatic generation of synchroni­
zation instructions is not only practical, but straightforward. 
Many of the techniques discussed in this paper have been imple­
mented in a pass for the Parafrase program restructurer, demon­
strating their practicality. We have also shown that a set of syn­
chronization primitives that allows fairly primitive dependence 
testing to take place can be used effectively to synchronize DO 
loops. 

Several of the techniques discussed can be easily extended to 
other instruction sets. The algorithm used to place teatset 
instructions can be used with any set instruction. The method of 
dependence arc elimination we have discussed can be immediately 
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extended to most if not all architectures by modifying the place­
ment of arcs in the CPG. Finally, loop splitting can be used 
effectively with any instruction set in which the number of syn­
chronization registers is limited. 
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Abstract -- In this paper we introduce a program graph model 
for sequential programs. We then present two algorithms which can 
assign any program graph to be executed on a pipeline configuration 
having the minimum number of processors of a reconfigurable 
multiprocessor. We show that the time complexity of these algorithms 
is polynomial for large and practical classes of program graphs that 
include r-ary trees and serial/parallel graphs. We conject that the 
problem of assignment is NP-complete. Consequently, the complexity 
of the algorithms is the best that one can hope to achieve. 

1 INTRODUCTION: 

One of the main reasons of not being able to achieve the 
potential gain of concurrent and parallel systems is that the 
architecture is not well matched to the application of interest or vise 
versa [1]. In this paper an effort is made to match the sequential 
programs to a pipeline configuration of a reconfigurable 
multiprocessor [2]. The reconfigurable multiprocessor can be 
reconfigured to connect processors into commonly used topologies 
such as pipeline, tree, mesh, loop, and their composite (3] 

There will be a transition from· the normally known pipeline 
architecture (4,5,6] to a new one which will be called program 
pipelines, in which, each stage will be a processor, or many 
processors. To execute a sequential program concurrently on a 
program pipeline, the program is divided into a sequence of blocks. 
Each block is executed by one stage of the pipeline. ·It is assumed 
that the program will be executed frequently, and hence a reduction 
of total execution time will result H compared to the total execution 
time of the same program on a uniprocessor. A compiler program is 
a practical example which can be divided and which can repeatedly 
receive compilation tasks (7,8]. 

2 PROGRAM GRAPH MODEL 
Petinltjon 1 · 

An acyclic directed graph G is called program Graoh if! the 
following three conditions are satisfied: 

1) Exactly on node in G has no in going edges; this node is called 
the entrv node of G 

2) Every node in G is reachable by a directed path from the entry 
node 
3) Every node V in G is assigned a positive integer d(V) called the 
~of nodeV 

*This work is supported in part by a grant from IBM Corporation 
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Petinjtjon 2· 

Let G be a program graph. The ~ of G, denoted d(G), is as 
follows: 

d(G) = max (d(V 1 ), d(V 2), ••••. , d(V nll• such that V is in G. 

Peljnjtion 3: 

A program graph is called J.i.a.§AL if! it consists of only one 
directed path. 

Petinjtion 4· 

A linear program graph is called a ojpeline with delay K ill for 
every node V in the graph, d(V) • K. 

Petinjtjon 5: 

Let G be a program graph and P be a pipeline with delay K. An 
assjgnment f of G into P is a function that assigns each node Vin G 
to a node f(V) in P such that the following two conditions are 
satisfied: 
1) For every two distinct nodes V and V' in G, H there is a directed 

path from V to V' then either f(V) and f(V') are the same node in 
P or there is a directed path from node f(V) to node f(V') in P. 

2) The max value in the set 

r { 4' d (V1 ) V1 , ••••• V1 constitute a directed path in G, 

and are assigned to the same node in P} is at most K, the delay 
of P. 

The next lemma follows immediately from the above definitions. 
.Lmmna1; 

If there is an assignment from a program graph G into a pipeline 
P, with delay K, then d(G) s d (P), i.e., d(G) s K.. 

Problem: It is required to design an algorithim that takes any 

program graph G and any positive integer K, where K <?: d(G), then 
defines a pipeline P with delay K and an assignment f of G into P 
such that the number of nodes in P is minimum. 



Let us comment on the fact that our model program graph does 
not allow cycles, while sequential programs do have cycles. If a 
sequential program has a cycle, as shown in Fig. 1 - a as an 
example, then its execution can be pipelined only if there is an 
upperbound on the number of times the cycle is to be executed. In 
this case, we suggest two solutions on how to represent a cycle in 
our program graph model as follows: 

Collapse the cycle into one node in the program graph 
model. The execution time of the node equals t x s, where t 
is the time to execute the cycle once, and s is the upper 
bound on the number of times the cycle is executed. 
Collapsing is as shown in Fig. 1 - b 

2 Unfold the cycle into a sequence of s nodes, each with 
execution time t, in the program graph model. Where t and s 
are as defined above. Unfolding is as shown in Fig. 1 - c. 

Notice that the first solution will produce a program graph with a 
smaller number of nodes but the execution time of such nodes is 
bigger than those in the second solution. 

An efficient assignment of linear program graphs into pipelines 
is given in the next section. 

Fig. 1. Cycle Problem Solution 

a) Cycle b) Collapsing method c) Unfolding method 

3 EFFICIENT A$SIGNMENT OF LINEAR PROGRAM 
GRAPHS INTO PIPELINES· 

In this section, we present an algorithm that takes any linear 
program graph G, and a positive integer K, where d(G) s IC, then 
computes: 

a) The minimum number p of nodes in a pipeline P with delay K such 
that there is an assignment of G into P, and 

b) The assignment function F: G ------il"P 

Aloorithm 1· 

.lawi1;. G and K (as defined above) 
Qlllm!t An integer p, and an array f (as defined above) 
Yarjables· 

sum: integer; 
Node: (1, •••.. ,g, g + 1) 
~ node:-1; 

p:-0; 
Wb.ili. node sg 
s!s2 P•P+1; 

sum:-0; 
Wb.ili. nodes g amt sum + d(node) s K 
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sm f [node] : • P; 
sum: • sum + d (node); 
node: • node + 1 
~ 
~ 

End of A!aortthm 1 

The following theorem estabishes the. correctness of Algorithm 1 

Theorem 1· 

Let G be any linear program graph, and K be any positive 
integer such that K ~ d(G). And let p and f be the output of applying 
Algorithm 1 to G and K:. 

a) f is an assignment of G into a pipeline with delay K that has p 
nodes. 

b) If there is an assignment of G into a pipeline with delay K, then 
this pipeline must have at least p nodes. 

4. EFFICIENT ASSIGNMENT OF GENERAL 
PROGRAM GRAPHS INTO PIPELINES· 

We present in this section an algorithm that takes any (general) 
program graph G, and a positive integer K, where d(G) s K, then 
computes: 

a) The minimum number p, of nodes in a pipeline P with delay K such 
that there is an assignment of G into P, and 

b) An assignment f of G into P. 

Algorjthm 2· 

lnl2l.!t G and K (as defined above) 
Qlllm!t An integer p, and an array f (as defined above) 
Varjables· 

node: (1, ...•. ,g) 

~ 
t p:-o 
2. fl2c node - 1 (1, ..... ,g) sm l[node]: - 0 ~ 

3. fl2c each complete path Tin G sm 
Recall that T is in fact a linear 
Program graph 

a) Apply algorithm 1 to T and K, and let the 
output be q and h respectively. 

By theorem 1, q is the minimum number 
Of nodes in a pipeline Q with delay K 
Such that there is assignment h of 
TintoQ. 
b) p: - max (p,q) 
c) fl2c every node in T lfQ. 

f [node): = max (f [node], h [node)) 

The following theorem estabishes the correctness of Algorithm 2 

Theorem 2· 

Let G be any linear program graph, and K be any positive 
integer such that K ~ d(G). And let p and f be the output of applying 
Algorithm 2 to G and K. 

a) f is an assignment of G into a pipeline with delay K that has p 
nodes. 
b) If there is an assignment of G into a pipeline with delay K, then 

this pipeline must have at least p nodes. 



5 TIME COMPLEXITY ANALVS!S: 

In this section we present some results concerning the time 
complexity of algorithms one and two. In particular we show that: 
1) Algorithm .1 has a linear time complexity. 
2) Algorithm 2 has a polynomial time complexity for large (and 

practical) classes of program graphs. 
3) Algorithm 2 has an exponential time complexity in general. 

The time complexity of Algorithm 1 is O(n), where n is the # of 
nodes in the linear program graph G. 

Next we discuss the complexity of Algorithm 2 for some practical 
classes of program graphs, namely, and serial parallel graphs. 

Definition 6· An !:.IW!. tree is a directed rooted tree where each 
non!eaf node has at most r children. 

Definilion 7· A serial/ parallel graph is a program graph that has 
one entry node, one exit node, and a block in between as shown in 
Fig. 2, where a block is defined recursively as follows: 

1) One node as shown in Fig. 3 a 
2) One node followed by a block as shown in Fig. 3 b, or 
3) One node that branches to two blocks as shown in Fig. 3 c 

entry node 

block 

exit node 

Fig. 2 serial/parallel graph 

0 

(a) (b) (c) 

Fig. 3 The recursive definition of a block 

Corollary 1· 

The time complexity of Algorithm 2 is 

O ( 1/r[n (r-1)+ 1] log,[n (r-1)+ 1])i.e. 

O (n logr n ) when applied to 

program graphs in the shape of an r - ary tree with n nodes. 
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Corollary 2· 

The. time complexity of Algorithm 2 is O (n2) when applied to a 
program graph in the shape of a serial/parallel program graph with n 
nodes. 

Unfortunately, the time complexity of Algorithm 2 ls not always 
polynomialas demonstrated by the following theorem. 

Th90rem4· 

There is a class of program graphs, namely, complete acyclic, 
for which the time complexity of Algorithm 2 is exponential. 

6 CONCLUSION· 

The execution of sequential programs can be speeded up by 
executing them on reconfigurable architecture. Specifically, we have 
introduced a program graph to model sequential programs and 
presented two algorithms which can be used to assign any program 
graph to a pipeline having the minimum number of processors. We 
proved the correctness of both algorithms and discussed their time 
complexity. The complexity analysis showed that the complexity of 
Algorithm 1 is linear, and the complexity of Algorithm 2 is polynomial 
when applied to program graph on the shape of r-ary trees or 
serial/parallel graphs. It is, also, shown that there exists a class of 
program graphs for which the complexity of Algorithm 2 is 
exponential. We suspect that the problem is NP - complete in 
general, and if it Is so, then the time complexity of Algorithm 1 and 2 
is the best that one can hope to achieve. 
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Abstract 

The problem of simultaneous broadcasting in multi­
processor networks is studied in this paper. This prob­
lem, in which every processor has a token that must be 
broadcast to every other processor in the network, arises 
in the development of applications programs for multipro­
cessor networks. The main result of this paper is that the 
optimal algorithm for the token broadcast problem (un­
der a restricted model of communication) for a complete 
graph network with N processors runs in rl.44 log2N +41 
steps. It is also shown that the same problem can be 
solved on a hypercube in r2 log2Nl steps. 

1 Introduction 

In writing applications programs to run on the INTEL 
iPSC/d5 hypercube multiprocessor [2), we have found a 
number of uses for the following construct. Every pro­
cessor has a token that must be broadcast to every other 
processor and these tokens can be combined so that the 
effective size of combined tokens is the same as the size 
of the original tokens. This assumption that tokens can 
be combined applies where communication or packet-size 
overhead is the dominating factor; or where tokens can be 
combined arithmetically or otherwise. This construction 
is useful for synchronizing the starting times of the actual 
applications code on all processors for accurate timing 
measurements. Another equally important use for such 
a construct is in the computation of a global sum where 
each processor is storing one of the summands and the 
sum must be computed and communicated to all proces­
sors. This situation has arisen, for example, in sparse 
eigenvalue and linear equations solving techniques with 
which we have been experimenting [1]. In general, the 
communications requirements demanded by this problem 
are necessary and sufficient to evaluate any function of 
all the tokens at all of the nodes in the network, and the 
assumption that tokens can be combined yields a simple 
yet reasonable abstraction of the problem. 

This work was partially supported by NSF Grant DClt-8505634 
and US-Spain Joint Committee for Scientific and Technological 
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Using realistic models for interprocessor communica­
tion in a local memory, message passing multiprocessor 
network, we have studied good and optimal algorithms 
for performing this task on hypercubes and other mul­
tiprocessor networks. It appears that the minimal time 
parallel algorithm for solving this global token passing 
problem provides a useful criterion for evaluating a mul­
tiprocessor network topology. It is quite distinct, as our 
examples show, from previously used characteristics such 
as diameter, girth, density and connectivity [7]. 

2 Token Broadcast Problem 

In this section we shall state our version of the token 
broadcast problem and the two different models of com­
munication that we shall focus on in this paper. 

Definition: Given a network N, specified by the in­
terconnection graph G=(V,E), and a token ti associated 
with each of the nodes Pi• 1 :5 i :5 n = IVI, the token 
broadcast problem is that each node should broadcast its 
token to all the other nodes in G and as a result at the 
end of the broadcast each node should contain the tokens 
ti,••• ,tn• 

This version of the broadcast problem is different from 
the routing problems that have been studied [3,4,8,10]. 
We require that all tokens be available at all of the nodes 
at the end of the broadcast. 

We are interested in efficient algorithms for solving 
the broadcast problem for different interconnection graphs 
that have been proposed [7 ,8,9]. In the current paper we 
shall focus our attention on the hypercube and the com­
plete graph. We shall investigate the algorithms for the 
broadcast problem under the two models of communi­
cation described. below. In both the models we assume 
that it takes the same amount of time to transmit one 
token or a collection of tokens across the communication 
link from a node to its neighbour and we shall use that 
measure as our unit of time. This assumption is realis­
tic to a large extent on the INTEL iPSC multiprocessor 
system due to packet-size effects and further, makes it 
easier to analyze the properties of optimal algorithms for 
the broadcast problem. 

Model A: In each step of the computation, messages 
can be transmitted on any links but only in one direction 
along each link in the network. In other words, any num­
ber of edges can be active but each edge can be used only 
in one direction at a given step. This is a good model of 



certain architectures, including the iPSC, if one assumes 
that actual communication time dominates. 

Model B: In each step of the computation, a proces­
sor can either receive a message from one of its neighbours 
or send a message to one of its neighbours. In effect, in 
a given step at most half the processors communicate 
with the other half. This model describes virtually any 
architecture under the assumption that the overhead or 
setup time at each node is great compared with the ac­
tual communication time. On the iPSC, this is often the 
best model. 

For an architecture like that of the Ncube (5] with 
bidirectional channels, a bidirectional version of model A 
could apply, and in that case the graph-theoretic ques­
tions that we ask have easy answers, while model B if 
appropriate would still most naturally use unidirectional 
communication. 

3 Optimal Algorithms for Complete 
Graphs 

In this section we shall study the token broadcast prob­
lem for the complete graph interconnection pattern. We 
will present an algorithm for each of the communication 
models and we will also show that the algorithms are 
optimal in terms of number of steps. 

It is easy to see that we can solve the problem in two 
steps under model A. We pick a distinguished node p and 
in the first step, every node (except p) sends its token top 
and in the second step p sends all the accumulated tokens 
to each of the other processors. It is also clear that this 
algorithm is optimal in terms of number of steps. 

For model B, we shall first establish a lower bound on 
the number of steps and then present an algorithm which 
runs at that speed. Let us assume that there are N = 2" 
nodes in the network. We shall introduce a measure on 
the amount of information at a given node and study the 
maximum rate of growth of the total information over 
all the nodes in the network. At first, one may try the 
number of tokens Vi at processor Pi as a measure of infor­
mation content at that processor with E~=l Iii being the 
total information over all the nodes in that network. A 
simple analysis shows that the maximum rate of growth 
of information is 2 and the resulting lower bound on the 
number of steps is d. Instead, let us use vf as the measure 
and find that k which will give us the best lower bound. 
A careful analysis shows that k = 2 is the best choice; 
given k = 2 a straightforward calculation establishes the 
following theorem. 

Theorem 1: For a network of N processors whose in­
terconnection pattern is a complete graph, any algorithm 
that solves the token broadcast problem under model B 
takes at least 

( log2N ) 
log2(!:!-f!) 

steps. (This translates to roughly 1.44 log2N steps.) 
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The following theorem shows that the lower bound is 
actually matched by the optimal algorithm to the broad­
cast problem. 

Theorem 2: There exists an algorithm that solves 
the token broadcast problem under model B for a net­
work of N processors whose interconnection pattern is a 
complete graph in 

steps. 
Proof: The general description of the actual algo­

rithm which achieves this bound is as follows. After k ~ 2 
steps of the algorithm half the number of nodes have ac­
cumulated 2 • fib(k) tokens and the other half have ac­

cumulated 2 • /ib(k - 1) tokens where /ib(k) is the k'" 
element in the Fibonacci sequence with /ib(O) = 0 and 
/ib(l) = 1. At each step, the nodes with larger number 
of tokens send their tokens to the other half of the nodes; 
care should be taken so that the tokens that a node re­

ceives is disjoint from the tokens that it already has. The 
actual protocol is given below. 

We assume N is even; if not, choose any one node 
and send its token to another site, solve the problem on 
all nodes but the one, and lastly send from some site 
to the chosen node. Let n = N /2 and label the nodes 
Po.Pi.··· ,p,.-1, qo, 91, • • ·, 9n-1· 

Step 0: Transmit from Pi to 9i for all i, 0 ~ i ~ ( n-1). 
Step 1: Transmitfrom9i topiforalli,O ~ i ~ (n-1). 
Step k, k ~ 2: If k is even transmit from Pi to 

9i+/i&(l:-l) for all i, and if k is odd, transmit from 9i 
to Pi+/i&(l:-l) for all i, where + denotes addition modulo 
n. 

It is easy to verify that this strategy has the following 
properties: after step k, for each i either Pi or qi has all 
tokens from all nodes P; and q; for j = i, i - 1, · · · , i -
/ib(k+l)+l where - denotes subtraction modulo n; the 
other one (pi or 9i) has all tokens from nodes P; and 9; 
for j = i, i - 1, • • ·, i - /ib(k) + 1; after step k, nodes Pi 
and qi (k even) or nodes qi and Pi (k odd) have 2 • /ib(k) 
and 2 · /ib(k + 1) tokens respectively; each step involves 
transmitting from the sites with the larger number of 
tokens to the sites with the smaller number: Then it 
can be seen that when /ib(k) ~ n, every node has all 
tokens and the broadcast is finished. It is well known 
that /ib(k) ~ (¥)"-2 , and from this inequality it is 
straightforward to count steps and arrive at the above 
bound. 

It is not obvious that this algorithm is optimal, and 
our only proof of its optimality is that it asymptotically 
takes exactly the same number of steps given by the lower 
bound. In fact this algorithm achieves at each step very 
close to the maximum rate of growth of information as we 
defined it in establishing the lower bound, and it solves 



the broadcast problem efficiently (usually within 1 step 
of the lower bound} even for small values of N .. 

The optimal algorithm does not make use of all the 
links in the complete graph. The communications re­
quired by this algorithm define a network whose intercon­
nection pattern is a regular graph of valence O(log N). 
Further this algorithm would be optimal even if one were 
to charge for the transmission as a linear function of the 
size of the message. 

4 Broadcast Problem on a Hyper­
cube 

The hypercube Htl of dimension d has (0,1)-vectors of 
length d as nodes, with an edge between two nodes if they 
differ in exactly one coordinate (7]. It is easy to observe 
that any algorithm under either model of communication 
will take at least d steps to solve the broadcast problem 
since the diameter of the hypercube Htl is d. 

It is not too difficult to find algorithms that under 
model A solve the broadcast problem in d + 1 steps. The 
simplest was first presented in (6) and can be described 
in this way. In the even numbered steps, nodes labelled 
with even parity send their collection of tokens to their 
respective neighbours labelled with odd parity and during 
odd numbered steps, the nodes with odd parity send their 
collection of tokens to their respective neighbours with 
even parity. But we have recently discovered for d ~ 3 
a way to merge two different strategies of this sort into 
a combined strategy that solves the problem in d steps 
which is optimal. 

Let us look at the broadcast problem for model B. Let 
Tl (Ti-) denote the computation step where each node 
whose i'" bit is 0 (1) transmits all its accumulated tokens 
to its neighbour whose corresponding bit is 1 (0). Now 
consider the sequence u = Ti, Ti, · · ·, Tt, Ti. It can 
be shown that any permutation of u is a solution to the 
broadcast problem, and furthermore if any step is omit­
ted from such a permutation then it is no longer a solu­
tion. Thus this algorithm runs in 2d steps but no faster. 
We have tried a number of different direct approaches, 
and they all resulted in algorithms that run in 2d steps. 
However, we have recently discovered an extremely com­
plicated algorithm that solves the problem in 17 steps on 
the 9-cube, so we know that 2d is not optimal. But we 
believe there will be no simple algorithm that is better 
than 2d, and we also suspect that the optimum is closer 
to 2d than to 1.44d, so for practical purposes we consider 
the permutations of u to be the recommended algorithms 
for the broadcast problem under model B. 

5 Other Multiprocessor Networks 

Given an arbitrary interconnect network, it is interest­
ing to consider the minimal number of steps needed by 
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an algorithm to solve this token broadcast problem for 
either of the models we consider here. Especially in the 
case of Model B, the minimal number of steps appears 
to effectively capture the speed at which a network can 
perform a global synchronization. This measure is quite 
distinct from diameter or other common measures. 

Restricting our attention to Model B (which is ar­
guably most realistic and in fact models the performance 
of the INTEL iPSC family), our results demonstrate that 
a complete graph (diameter of 1) is less than 50% more ef­
ficient than a hypercube with the same number of nodes. 
Another way of viewing our result is that there exist in­
terconnection networks with about 50% more commu­
nications channels than a hypercube that are optimal 
among all networks for this token passing problem. Our 
understanding of these optimal networks is extremely 
rudimentary at present. 

A good example to illustrate this new measure is a 
star network with one central node and n spokes. Each 
of the n spokes is connected to the central node only. 
The diameter of this graph is 2 but the optimal algorithm 
under Model B requires 2n steps. This observation cap­
tures precisely the common wisdom that a star network 
encounters too much contention at its central node. 

A li11ear array of nodes requires either n or n+ 1 steps 
for an optimal algorithm (depending on the parity of n} 
and this does in fact correspond closely to the diameter 
in this case. We have shown that for an n1 x n2 x • • • x 
n1: multidimensional grid, the problem can be solved in 
Et=iP(Ri) steps, where p(2m} = 2m, and p(2m + 1} = 
2m + 2. However, the diameter of such a grid is ERi - k 
and so this solution is always within 2k of the diameter 
which is a lower bound. We have also shown that for 
a ring of n nodes it can be solved in n/2 + v'2ft steps. 
In both cases, the solution is optimal and the number of 
steps is close to the diameter. We do not know what the 
optimum is for the hypercube. 

6 Conclusions 

The main result of this paper is that the optimal algcr 
rithm for the token broadcast problem (under a restricted 
model of communication} for a complete graph network 
with N processors runs in rl.44 log2N + 41 steps. We 
observe that the hypercube network is not very much 
slower as the same problem can be solved on a hyper­
cube in r2 log2Nl steps. There are two immediate ques­
tions that one would like to solve. What is the optimal 
algorithm for the hypercube network? Iii there a struc­
tural property of the inteJ,"COnnection graph that totally 
captures the difficulty of the token broadcast problem? 
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Abstract 

The Alliant FX/8 multiprocessor implements several high-speed 
computation ideas in software and hardware. Each of the 8 
computational elements (CEs) has vector capabilities and mul­
tiprocessor support. Generally, the FX/8 delivers its highest 
processing rates when executing vector loops concurrently [5]. 
In this paper, we present extensive empirical performance results 
for vector processing on the FX/8. The vector kernels of the 
LANL BMK8al benchmark are used in the experiments. We 
execute each kernel on 1 and 8 CEs and show the measured exe­
cution rate (in MFLOPS) as a function of vector length. We 
assess the performance of 1 CE as a vector processor by finding 
the vector lengths where vector processing exceeds that of scalar 
processing and calculating Hockney's n%. For 8 CEs, we give 
upper /lower bounds on the achieved speedups and on the mul­
tiprocessing overhead. We also show the speedup variation as 
the number of CEs increases from 2 to 8. Our results reveal 
some interesting phenomena. Vector processing performance in 
a machine with a multi-level memory hierarchy, such as the 
FX/8, depends significantly on where the referenced vectors 
reside. Execution from memory, rather than from cache, 
degrades performance by a factor up to 3.7. Although speedups 
around 7 can be achieved for most stride-1 kernels when exe­
cuted on 8 CEs, the maximum execution rates occur only for a 
narrow range of vector lengths ( 0(1000)). Performance drops 
rapidly when the vector lengths deviate slightly from the 
optimal values. This phenomena is not observed when executing 
on a single CE; the peak performance is obtained when the vec­
tors are 32 elements long and remains close to the maximum for 
longer vector lengths ( 0(1000)). The kernels do not gain any 
appreciable speedup when the number of CEs is increased 
beyond 4 for short ( 0(100)} or long ( 0(10,000)) vectors. Mul­
tiprocessing of some indexed vector kernels results in almost no 
speedup due to the synchronization necessary to enforce output 
dependencies. 

1. Introduction 

The Alliant FX/8 is a shared memory multiprocessor system 
with a maximum advertised performance of 94.4 millions of 
floating point operations per second (MFLOPS) for single preci­
sion computations [5]. Each of its 8 computational elements 
(CEs) has vector processing capability with a peak advertised 

* This work was supported in part by the National Science 
Foundation under Grants No. NSF DCR84-10110 and NSF 
DCR84-06916, the US Department of Energy under Contract 
No. DOE DE FG02-85ER25001 and the Center for Super­
computing Research and Development at the University of 
Illinois at Urbana-Champaign. 
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execution rate of 11.8 MFLOPS. The FX/8 is one of the several 
machines which have been announced in the last few years that 
use different forms of parallelism to exceed the performance 
attainable from the technology used in the implementation(a). 
The FX/8 combines several interesting high-speed computation 
ideas in both software and hardware [12], [20], [21], [19], [13], 
[17]. It has an interactive optimizing Fortran compiler which 
transforms loops in subroutines to execute in vector mode on a 
single CE, vector-concurrent mode on multiple CEs, or scalar­
concurrent mode on multiple CEs [5]. The operating system, 
Concentrix, is a multiprocessor Unix based on Berkeley 4.2 BSD. 
Multiprocessing is realized by concurrency control hardware in 
each CE which is accessed using special concurrency instruc­
tions. The 8 CEs of the system are crossbar connected to a 
shared, direct mapped, cache. The cache is connected to the 
shared memory via a bus. A more detailed description of the 
FX/8 is presented in the Section Two. 

The performance assessment of a vector multiprocessor machine, 
like the FX/8, is important because of the great amount of effort 
that was spent in the last decade to develop vector algorithms 
for different applications and to enhance the capabilities of vec­
torizing preprocessors to detect vector loops in dusty deck codes 
[19]. In addition, there is little empirical data in the literature 
modeling the behavior of vector multiprocessors [7], [11]. This 
paper presents empirical results on the vector performance of 
the Alliant FX/8 multiprocessor. The thirteen vector kernels of 
the Los Alamos National Laboratory benchmark BMK8a1 (for 
double precision computations) were used in our experiments 

[14]. 

In Section Three we report and discuss the experimental results. 
We show the delivered performance for each kernel when exe­
cuted on one CE. A single CE demonstrates the classical perfor­
mance behavior of a vector processor where the maximum per­
formance is sustained over a wide range of vector lengths. How­
ever, as cache misses increase for longer vector lengths, the per­
formance drops sharply to a rate where the cache hit ratio is at 
a minimum. To characterize the vector performance of 1 CE, 
we determine the vector length where each kernel starts execut­
ing faster in vector mode than in scalar mode and calculate n%, 
the vector length at which the CE is supposed to deliver half of 
its peak performance ( r 00 ), as described by Hockney in [16]. 
These results indicate that a single CE processes short vectors 
efficiently. 

For 8 CEs, we present the delivered performance, speedup, and 
multiprocessing overhead for each kernel. We observe that the 

(a) For a rather comprehensive survey of such machines and 
brief descriptions see [9], [10]. 



execution rate increases as the vector length increases and then 
drops significantly to a minimum rate. The results show that 
the maximum performance for each kernel on 8 CEs is sustained 
over a significantly smaller range of vector lengths than for 1 
CE. This is reflected in the speedup and multiprocessing over­
head calculations. Speedup, S (n), is defined as t1/t where t 1 
and t are the execution tim/s of a kernel for vect!r length n 
execufed on 1 and p CEs, respectively. We define the machine 
efficiency, Em(n), as the maximum delivered execution rate 
divided by the peak advertised execution rate of the machine 
and multiprocessor efficiency, E (n), as S (n)/p. Multipro­
cessing overhead, OV (n), is equal l'o 1-E (nf Our results indi­
cate that only modesf improvements in ~peedup are achieved 
when processing short ( <=100) and long (~10,000) vectors on 
more than 4 CEs. 

To determine the effect that the cache has on performance, we 
repeat the experiments for each kernel such that cache misses 
will be encountered whenever possible. Our measurements show 
that the performance decreases by a factor up to 3.7 when the 
vectors are referenced from memory instead of from the cache. 

The BMK8al benchmark contains kernels with subscripted vec­
tors. These vector kernels run slower than the stride-1 kernels. 
In Section Three, using one of the indexed kernels, we briefly 
discuss issues which affect the performance of such kernels. In 
Section Four we make some concluding remarks. 

2. The Experimental Environment 

We performed our experiments at the Center for Supercomput­
ing Research and Development (CSRD) of the University of 
Illinois(b l. The configuration of the FX/8 used for these experi­
ments is shown in Figure 1. The computational complex of the 
FX/8 contains 8 CEs. When executing concurrency instructions, 
the CEs communicate via a concurrency control bus. Each CE 
has a computational clock period of 170 nsec with a peak execu­
tion rate of 11.8 MFLOPS and 5.9 MFLOPS for single and dou­
ble precision computation, respectively [5], [9]. With the 8 CEs 
working concurrently, the FX/8 advertised peak performance is 
47 .2 MFLOPS for double precision computations. The CEs are 
connected by a crossbar switch to a direct-mapped, write-back, 
shared cache of 16K double precision words(c). The cache is 
implemented in 4 quadrants with a peak interleaved bandwidth 
to the CEs of 47.125 MW /sec. It is connected to a 4 MW shared 
memory via a bus with a peak bandwidth of 23.5 MW /sec. The 
system also contains 6 interactive processors (IPs) connected to 
their own caches as shown in Figure 1. The IPs primarily per­
form operating system related functions and 1/0 operations. 

A computational element has vector processing capabilities as 
well as multiprocessing support. It has a rich set of arithmetic, 
logical and comparison vector instructions plus vector move 
instructions including scatter, gather and merge. There are 8 
32-bit data registers; 8 address registers, 8 double precision float­
ing point registers, and 8 32-element, double precision vector 
registers in each CE. Operands of vector instructions can come 
from vector registers, vector and floating point registers, or vec­
tor registers and the cache. Chaining is also supported for vec-

(b) At the time the work reported in this paper was performed, 
the machine did not run production releases of the OS and the 
compiler. However, we believe that our conclusions will not 
change significantly when these releases are available. 
(c) A double precision word is 64 bits wide. 
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tor add-multiply and vector multiply-add instructions. Mul­
tiprocessing is supported by concurrency instructions which per­
mit iterations of a loop to be executed concurrently across multi­
ple processors in the CE complex. 

The Alliant FX/8 Fortran compiler provides automatic detection 
of vector and/or multiprocessed loops. It optimizes code for 
scalar, vector and concurrent execution. Based on data depen­
dency analysis, loops are optimized to execute in one of four 
modes: vector, scalar-concurrent, vector-concurrent, or 
concurrent-outer/vector-inner [5]. The FX/8 operating system, 
Concentrix, extends Berkeley Unix 4.2 to provide support for 
multiple processors and a large virtual space. 

The FX/8 system maintains timing information for each 
program which is accessible through Fortran library routines 
and can be used for measurement purposes. Our experimenta­
tion procedure attempted to remove any inconsistencies that 
might result in the performance measurements due to the resolu­
tion of these timing tools by assuring a long running time rela­
tive to the granularity of the timed event. This was achieved by 
enclosing each kernel in a serial timing loop which repeats the 
execution of the kernel as many times as needed to obtain reli­
able timing data. All measurements were performed in stand­
alone mode. Each vector kernel was executed five times for vec­
tor lengths varying between 1 and 100,000. The repetition of 
the experiments was necessary due to significant variations in 
the execution rates from one run to another for certain regions 
of vector lengths. 

The Los Alamos National Laboratory benchmark BMK8al con­
tains thirteen vector kernels designed to reflec.t the vector state­
ments which are widely encountered in scientific codes [14]. 
Each kernel is a different combination of add and multiply 
operations of vectors and scalars that stores the outcome into a 
result vector. Some kernels use an additional vector to index an 
operand or result vector. In our notation used to identify the 
different kernels, t1 is a vector, s is a scalar, p denotes addition, 
t denotes multiplication, and i denotes an indexing vector(dJ. 
For instance, vts is the kernel t11 = ve • B and t1i=t1tt1 is the 
kernel v1(i+k) = vi! • 118 where i is the indexing vector and k 
is a constant. The complete list of vector kernels is: 

t1p8 vtv vtspvts vips 
vts vtvps t1tt1pt1 vi=vtv 
t1pt1 vpvta t1tt1pt1tt1 t1pt1tt1i 

t1i=t1ipt1tt1 

3. Experimental Results 

The performance of a one CE system is measured in order to 
calculate speedup and other performance metrics for multiple 
CEs. Examining the one CE results reveals interesting charac­
teristics of the behavior of a vector processor when accessing 
data in a multi-level memory. The 8 CEs results show the per­
formance improvement obtainable from vector-concurrent opera­
tion. The vector length region where maximum execution rate 
is achieved using 8 CEs is narrower than for one CE. However, 
the speedup in this region is around 7 for most stride-1 kernels. 
Comparing the performance for one and multiple CEs reveals 
important observations on the number of CEs which can be 

(d) vi denotes a vector, v, indexed by another vector, i. 



efficiently employed in a vector multiproceBSOr system. The per­
formance results for the indexed kernels provides qualitative 
measure of the difficulties encountered when attempting to 
improve the performance of some codes using multiple vector 
processors. 

3.1. One CE Performance 
Figure 2 shows the maximum measured execution rate as a func­
tion of vector length for each kernel running on 1 CE. We 
observe that the behavior of all the kernels is similar; the com­
putational rate increases as the vector lengths increase and 
reaches a maximum at vector length n k. For each kernel, 
h · · h. allpea t e execution rate stays wit m a sm percentage of the max-

imum until the vector length reaches a value denoted by 
ndrop. The computational rate then starts to fall until a vec­
tor length denoted by nmin is reached. For vectors longer than 
nmin the execution rate remains rather constant. These three 
vector length points are shown for the vtspvts kernel in Figure 
2. We identify four regions for each performance curve: the 
cache rate region (l~n~ndrop), maximum rate region 
(n k<n<nd ), the falloff region (nd < n<n . ), pea - - rap rap - min 
anCI. the minimum rate region (n > n . ). In the cache rate 
region, the size of the data referenced 'f:';~ach kernel is small 
enough such that the cache hit ratio is maximized. The perfor­
mance in this region is characteristic of vector processors where 
the execution rate rapidly increases to a maximum point which 
is sustained as the vector length increa&es. The wide range of 
vector lengths where the execution rate stays within a small per­
centage of the maximum identifies the maximum rate region. 
The falloff region begins when the cache hit ratio starts decreas­
ing. AB the cache hit ratio continues to decrease for longer vec­
tor lengths, the number of the references to the shared memory 
increases and the performance drops until the cache hit ratio 
reaches its minimum at nmin· In the minimum rate region, the 
size of the referenced data is so large that a cache miss occurs 
whenever the kernel accesses the first word of a cache blockCel. 

Several factors affect the delivered performance for a given ker­
nel at a particular vector length. These factors include the 
number of memory references, the number of floating point 
operations performed, the types of floating point operations, and 
the degree of chaining in the kernel. The vpa kernel runs faster 
than the vts kernel because of operation type; vtvpa runs faster 
than vtv due to the number of floating point operations per­
formed and chaining; vtapvta runs faster than vtvpvtv due to 
the difference in the number of memory references. Table 1 
"hows the maximum MFLOPS measured for each kernel on 1 

CE. The maximum execution rate occurs at vector length 32 for 
all kernels. This is expected since the vector registers are full at 
this vector length. Table 2 shows the execution rate for each 
kernel in the minimum rate region. Performance in the max­
imum rate region can be two times greater than the performance 
in the minimum rate region. 

In order to determine how efficiently one CE processes short vec­
tors, we found the vector length where execution in vector mode 
starts to be faster than in scalar mode. More performance can 
be achieved in vector mode for vector lengths > 2 for the 
stride-1 kernels and >6 for the indexed kernels. Hockney's 
( fii,j,• r 00) model can also be used to characterize the vector per· 
formance for one CE [16]. Table 3 shows that all kernels have 
an fii,j, ~ 4. This indicates that short vectors will be processed 

(•)A cache block contains four double precision words. 
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efficiently on the FX/S. However, most kernels deliver only 
around 1/3 of the measured peak execution rate at n% when 
executed on 1 CE instead of half the peak rate as expected by 
Hockney's model. It can be shown that Hockney's two parame­
ter model ( nw r ) is simplistic when used to model real vector 
processors [4], [2:W. 

3.2. Eight CEs Performance 
Delivered Executjon Bate 

Figure 3 shows the maximum performance results when execut­
ing in vector-concurrent mode on S CEs. We observe that the 
execution rate rises more slowly and reache,-. the maximum rate 
region for much longer vectors than in the 1 CE case (0(1000) 
compared to 32). This is partially due to the fact that vector­
concurrent execution partitions the vector operation equally 
among the S CEs and longer vectors are required before the vec­
tor registers of each CE are maximally utilized(r). Multiprocess­
ing overhead associated with starting and sustaining vector­
concurrent operations accounts for the further increase needed 
in vector length before the maximum rate is achieved. The per­
formance of a kernel on S CEs is affected by the multi-level 
memory hierarchy for the same reasons as in the 1 CE case. In 
fact, we observed that the falloff region in the S CE performance 
curves coincides with the falloff region in the 1 CE performance 
curves for each kernel. However, the percentage drop in 
MFLOPS in the falloff region is greater with S CEs. Due to the 
initial slow performance increase to the maximum rate and the 
fixed falloff region, the maximum rate region spans a much 
•mailer vector length interval tlian in the 1 CE case. This result 
has ramifications on how codes should be structured, with 
respect to vector length, so as to maximize the vector-concurrent 
performance when running on S CEs. In particular, we notice 
that if vector lengths deviate slightly from the maximum rate 
region, performance degrades rapidly. 

Table 1 shows the maximum peak MFLOPS measured for each 
kernel when executing on S CEs, the vector length where the 
peak performance is delivered, and the machine efficiency (E ) 
at this vector length(g). The machine efficiency is less for S ~ 
than for 1 CE due to multiprocessing overhead. All the kernels 
achieve < 50% machine efficiency and 10 kernels are < 30% 
efficient for S CEs. Table 2 is analogous Table 1 except the data 
for the MFLOPS in the minimum rate region is presented. It . 
can be seen from the MFLOPS and the machine efficiency that a 
low cache hit ratio significantly reduces the performance. This 
subject is discussed in more detail in the section 3.3. 

Speedup Results 

Speedup is defined as S (n) = t1/t where t1 and t are the 
execution times of a kefnel for vect~r length n execifted on 1 
and p CEs, respectively(h). Since there were variations in 
measuring t 1 and ts over the five runs, we define the lower 
bound on the speedup of a kernel with vector lengths n, LS( )' 
to be the ratio of the smallest of the five t 1 's and the largest ~s· 
Th~ upper bound on the speedup, U S{n) is calculated as the 
ratio of the largest measured t1 to the smallest ts. Figure 4 
shows the upper and lower bound speedup curve for the vtv 

(f) This analysis is supported by the observation that the execu­
tion rate has a local maximum at vector length 256 for almost 
all of the kernels. At vector length 256, the vector registers for 
each CE are full. · 

(g) By definition, the maximum E occurs at this vector length. 
{h) In the remainder of the pape;:'S(n) will be used to denoted 
S,j_n). 



kernel(i). We observe that for all kernels the speedup upper 
bound is less than 4 for vector lengths smaller than 500 and less 
than 5 for vector lengths greater than 10,000. The maximum 
upper bound speedups for all the kernels are shown in Table 4. 
Eight of the I3 kernels have a maximum upper bound speedup 
greater than 7. The speedup of 4 of the remaining kernels is 
between 5 and 7. The indexed kernels have the smallest speed­
ups; tJi=tJttJ has a maximum upper bound speedup of only 1.32. 

By comparing the vector lengths in Tables I and 4 we observe 
that the vector lengths where the peak MF'LOPS and maximum 
speedup occur are not necessarily the same for a given kernel. 
Table 5 shows the speedup upper bound at the vector lengths 
where each kernel runs at its peak execution rate. We notice 
from Figure 4 and Tables 4 and 5 that the lower and upper 
bounds on speedup can differ significantly (up to 57%). This 

variation occurs in the falloff region and is primarily a result of 
the nondeterministic behavior of the cache in this region from 
one run to another. However, this variation is insignificant for 
short and long vector lengths (n<500 and n>l0,000). 

Figure 5 shows the speedup as a function of the number of CEs 
for stride-I kernels. The envelopes in the figure enclose the 
speedup curves for all kernels at vector lengths 100, IK and 
IOOK. The speedup curve for tJttJps is shown as a dashed line 
and roughly represents the median speedup within each speedup 
envelope. We observe that for both short and long vectors the 
speedup gained by increasing the number of processors beyond 4 
is modest for most kernels. As the number of CEs increase from 
4 to 8, the speedups approach 4.5 and 4 for vector lengths of 100 
and IOOK, respectively. For vector lengths of IK, speedups are 
close to being linear in the number of CEs. These speedup 
results could be very useful to designers of multi-million dollar 
multiprocessor vector machines (e.g., the new Cray multiproces­
sors) in light of the mean vector lengths encountered in applica­
tion codes ($468 in the Lawrence Livermore National Lab work­
load (24]). 

Mnltiprocessin1 Overhead 

The percentage multiprocessing overhead of a machine with p 
processors when executing a kernel with vector length n, 
OV {n}, is given by (I-S (n}/p)*100%; OV{n} denotes the 
over~ead when p=8. We ll:. U OV{nl denote the upper bound 
on the overhead and LOV{n} denote the lower bound. Figure 6 
shows the upper and lower bOund overhead curve for the tJptJts 
kerne10l. For all kernels, U OV{n} is greater than 50% for short 
( n$ IOO) and long ( n:;:: I0,000) vectors. For six of the nine 
stride-I kernels, U OVfnl is less than 25% for vector lengths in 
the region IOOO $ n $ 2000. The overheads of the indexed vector 
kernels are greater than 30% for all vector lengths. 

Table 6 identifies the vector lengths where the mm1mum 

U OVfnl occurs for all the kernels. We note that for the 9 
stride-'.!. kernels the minimum U OVfn} is between I0-20%. For 
the indexed kernels, the minimum U OVfnl is close to 30% for I 
kernel, 40% for 2, and 85% for the fourth kernel. 

3.3. Execution from Memory 
In order to measure the vector-concurrent execution rate for a 
kernel with vector length n (I$ n $IOO,OOO) such that the the 
maximum number of cache misses occurs, we reference the vec-

(i)·The speedup curves for the other kernels are found in (3]. 
(j) The overhead curves for the other kernels are found in [3]. 
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tors as columns of two-dimensional arrays. The kernel is exe­
cuted for the first column (of length n), then the second column, 

and ·so on. Since every column is distinct, new vectors are 
always being referenced. Also, the two-dimensional array sizes 
are declared such that when a column is referenced again by the 
timing loop, none of the data from the previous reference of that 
column will be present in the cache. We refer to the running of 
a kernel in· this fashion as execution from memory. When a 
kernel is not restricted to execute in this manner and is able to 
take full advantage of the cache, we say that the kernel is exe­
cuting from cache. 

Figure 7 shows the execution rate from memory and from cache 
for the tJtsptJta kernel using 8 CEs. When the kernel execu~s 
from memory, the execution rate rises slowly as the vector 
length increases and reaches a maximum that coincides with the 
rate obtained in the minimum rate region when the kernel exe­
cutes from cache. The same behavior is observed for the other 
kernels (3]. Table 7 shows the maximum performance degrada­
tion factors when kernels execute from memory instead of from 
the cache. This factor ranges between 1.35 and 2.26 when run­
ning on I CE. When executing on 8 CEs and using stride-I ker­
nels, the degradation factor is larger and ranges between 3.03 
and 3.67. For indexed kernels, the degradation factor is between 
1.49 and 2.08. 

It is obvious that if the memory speed were increased, the execu­
tion performance from memory would increase. It is also 
expected that by increasing the size of the cache, the maximum 
rate region of the execution from cache curve would be 
extended. A current limitation to increasing the performance in 
the minimum rate region of the two curves is the bandwidth 
available on the Data Memory Bus [3]. Improving the data 
memory bus bandwidth would have the effect of shifting the 
minimum rate region of the two curves upward. 

3.4. The Behavior of Indexed Kernels 
When running on a single CE, the execution rate of a kernel will 
drop if one or more of the referenced vectors are addressed 
indirectly. This is mainiy due to an increase in the number of 
vector instructions generated by the compiler for an indexed 
kernel (scatter/gather instructions, etc.). Moreover, the memory 
access pattern of the indexed vector elements might result in an 
appreciable decrease in the utilization of the bandwidth of the 
interleaved memory modules. 

The execution rate of a multiprocessed vector kernel could 
degrade significantly if the result vector is addressed indirectly. 
This can be seen clearly in Figure 3 when comparing the execu­
tion rate curves for kernels tJttJ and tJi=tJttJ. Examing the 
assembly code generated for the two kernels reveals that while 

the tJttJ kernel is executed as a single concurrent vector loop, the 
concurrent loop of the tJi=tJttJ kernel encloses two vector loops. 
Each CE first executes the vector statement temp+-1.1ttJ, where 
temp is a temporary vector. While CE0 continues by executing 
a second vector loop to scatter the contents of temp to the 
specified elements of the result vector, each CEi (i=I, ... ,7) waits 
for a synchronization signal from CEi-I indicating that it has 
finished scattering its results. In this fashion, any output depen­
dence relationships between different instances of the original 
statement tJi=tJttJ will be preserved. Figure 8 shows the execu­
tion scheme of this kernel using 8 CEs. This explains the lack of 
any speedup when this kernel is executed concurrently. Syn­
chronization is not required in kernels with no potential output 



dependencies. Kernels with output dependencies will gain 
speedup if the time spent evaluating the right hand side expres­
sion of the kernel is significantly larger than the time spent in 
the scattering loop by each CE. This is the case for the kernel 
ui=uiputu where it is possible to attain a maximum speedup of 
5.86 compared to 1.32 for the kernel ui=utu. 

Conclusion 

Using the vector kernels of the LANL BMK8al, this paper 
assesses the performance of the Alliant FX/8 multiprocessor for 
vector processing. One CE of the FX/8 shows the classical vec­
tor processor behavior where the performance increases as the 
vector length increases to a maximum which is maintained for 
larger vector lengths. However, because of the memory hierar­
chy, the vector performance of 1 CE falls to a rate dependent on 
the shared memory access speed when the cache size is not large 
enough for the referenced vectors to be cache resident. 
Although vector processing performance on 8 CEs shows the 
same rise and fall as vector length increases, parallel execution 
accentuates this behavior. First, the increase in execution rate 
is slower for short vectors due to the partitioning of the vectors 
across multiple processors and the multiprocessing overhead. 
Second, although speedups greater than 7 are achieved for most 
stride-1 kernels for vector lengths of 0(1000), the region of max­
imum performance is narrower than for 1 CE. Third, the 
speedup gain by increasing the number of computational ele­
ments beyond four is small for short ( 0(100)) and long 
( 0(10,000)) vectors. The multiprocessing overhead exceeds 50% 
for short and long vectors for all kernels. It is less than 25% for 
most stride-1 kernels for vector lengths of 0(1000). Lastly, the 
performance of the FX/8 on stride-1 kernels can drop by a fac­
tor greater than 3 if the vectors are referenced from the shared 
memory. 

The lower performance of the machine for kernels with indexed 

vectors is partially due to the increase in the number of vector 
instructions needed to execute the kernel. However, interproces­
sor synchronization to satisfy potential output dependencies is 
the major reason for performance degradation of indexed ker­
nels. 

The successful use of an 8 CEs FX/8 for vector processing 
depends on observing the principle of locality of reference [8]. 
This implies that the programmer (or optimizing compiler) 
should structure the code such that once certain sections of the 
program's data are resident in the cache, as much computation 
as possible is performed using this data before processing other 
sets of data [1], [2], [6], [18]. Some of the other factors that 
enhance the delivered performance are reducing the number of 
memory references in the vector statement, increasing the 
number of floating point operations performed using the same 
operands, and taking advantage of the chaining capabilities of 
the processors. 
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Table<! 
Maximum Upper Bound Speedupe 

Benchmark Vector R~·~!~~~•n ~=:~ T.•n•th 
vps 4000 6.67 5.13 
vts 7o00 8.15 5.27 
vpv 2000 9.68 4.17 
vtv 2000 7.22 5.73 

vtvps 1400 8.05 6.04 
vpvts 4000 7.56 4.54 

vtspvts 2000 7.86 7.05 
vtvpv 3000 7.84 4.90 

vtvpvtv 2000 8.20 5.42 
vips 7000 5.45 4.44 

vi=Vtv 3500 1.32 1.10 
vpvtvi 500 6.08 4.53 

vi-~vtv 2500 5.86 5.20 

Tables 
Lower/Upper Bound on Speedups 

at Vector Lengths where Peak 
Execution Rates Occur 

Benchmark I ;rector Speedup 
l.•n•th _Bound.£ 

vps 4000 5.13 / 6.61 
vts 4000 5.88 / 1.36 
vpv 2000 4.11 / 9.68 
vtv 2000 5.73 / 7.22 

vtvps 2000 5.60 / 7.08 
vpvts 3000 5.15 / 6.99 

vtspvts 3000 6.04 / 7.21 
vtvpv 2000 6.14 / 7.07 

vtvpvtv 2000 5.42 / 8.20 
vips 6000 4.15 / 4.83 

vi=vtv 2500 1.08 / 1.24 
vpvtvi 700 4.32i 4.58 

vi=viovtv 2500 5.20 5.86 ~=-"--. 
---~I: 

II Figure 8. 
Vector-Concurrent Execution ot the 

Kernel vS(i) = v1 * vll 

Table 1 

I I scatter 

I~-

Table6 
Minimum Upper Bound 

Multiprocessing Overheads 

Benchmark Vector Lower 
Peak Execution Rates of Elementary Vector Operations _Lewh ""~~·g:.~~~•d Bound 

1 CE 
Benchmark 

MFLOPS Length Em(%) MFLOPS 

vps 2.21 32 37.5 13.65 
vts 1.60 32 27.1 11.21 
vpv 1.56 32 26.4 10.52 
vtv 1.23 32 20.8 8.58 

vtvps 2.37 32 40.2 16.23 
vpvts 2.37 32 40.2 16.08 

vtspvts 2.91 32 49.3 20.33 
vtvpv 1.94 32 32.9 13.03 

vtvpvtv 1.71 32 29.0 12.40 
vips 1.14 32 19.3 5.22 

vi=vtv .80 32 13.6 .97 
vpvtvi 1.60 32 27.1 7.07 

vi=viJ!..vtv .97 32 16.4 5.61 

Table 2 
Execution Rates at Vector Length lOOK 

of Elementary Vector Operations 

1 Computational 8 Computational 
Processor Processors 

Benchmark 

8 CEs 

Length 

4000 
4000 
2000 
2000 
2000 
3000 
3000 
2000 
2000 
6000 
2500 

700 
2500 

MFLOPS Em(%) MFLOPS Em(%) 

vps 0.98 16.6 4.06 8.6 
vts 0.90 15.3 3.36 7.1 
vpv 0.74 12.3 2.87 6.1 
vtv 0.66 11.2 2.44 5.2 

vtvps 1.29 21.9 4.80 10.2 
vpvts 1.29 21.9 4.65 9.9 

vtspvts 1.74 29.5 6.30 13.3 
vtvpv 1.02 17.3 3.79 8.0 

vtvpvtv 1.01 17.1 4.09 8.7 
vips 0.80 13.5 3.40 7.4 

vi=vtv 0.52 8.8 0.60 1.3 
vpvtvi 0.05 16.1 3.37 7.1 

vi=tjJ!.vtv 0.72 12.2 3.38 7.2 

vps 
vts 
vpv 
vtv 

vtvps 
Em(%) 

28.9 vpvts 
23.8 vtspvts 
22.3 vtvpv 
18.2 vtvpvtv 
34.4 vips 
34.1 vi=vtv 
43.1 vpvtvi 
27.6 vi-vinvtv 
26.3 
11.1 
2.1 

15.0 
11.9 

Table3 
n%and the Percentage 

of Pe&k Execution Rate at n% 

Benchmark n.; %of Peak 

vps 3 30% 
vts 3 35% 
vpv 3 33% 
vtv 3 36% 

vtvps 3 34% 
vpvts 3 33% 

vtspvts 3 35% 
vtvpv 2 25% 

vtvpvtv 2 31% 
vips 3 31% 

vi=vtv 4 36% 
vpvtvi 3 33% 

vi=vipvtv 4 40% 

• n is calculated using a linear 
leasisquares approximation of the vector 
execution times for vector lengths between 
1and256. 
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1400 
3000 
1400 
1800 
1000 
1400 
2000 
1000 
1200 
3000 
1200 

500 
700 

25.0% 22.5% 
10.3% 6.0% 
16.0% 13.3% 
13.7% 11.6% 
21.8% 20.9% 
16.9% 13.4% 
11.9% 1.7% 
14.4% 12.6% 
8.6% 7.2% 

41.4% 40.9% 
84.8% 84.5% 
43.4% 24.0% 
29.2% 27.3% 

Table7 
Degradation of the Peak Execution 

Rates when Executing from Memory 

1 CE 8 CEs 
Benchmark 

Degradation Degradation 
Factor* Factor* 

vps 2.26 3.36 
vts 1.78 3.34 
vpv 2.13 3.67 
vtv 1.86 3.52 

vtvps 1.85 3.33 
vpvts 1.85 3.45 

vtspvts 1.67 3.23 
vtvpv 1.89 3.45 

vtvpvtv 1.69 3.03 
vips 1.43 1.49 

vi=vtv 1.54 1.61 
vpvtvi 1.60 2.08 

vi-viovtv 1.35 1.67 

• degradation factor Is calculated as 
the peak execution rate divided by the execution 
rate at lOOK 
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Abstract -- Supercomputer architectures for 
numerical applications can be based on either of 
two major principles, SIMD vector machines or 
MIMD multicomputer systems. In the paper both 
solutions are compared in terms of performance, 
cost-effectiveness, and software problems in­
volved, thus providing the rationale for the de­
cision to develop a MIMD/SIMD multiprocessor su­
percomputer, configurable to up to 1024 nodes, 
where each node contains a floating-point vector 
processor. The crucial issues of such an archi­
tecture are the need for a bottleneck-free inter­
connection structure on the hardware side and for 
the appropriate program development environment 
on the software side. The solutions envisioned 
for the SUPRENUM MIMD/SIMD supercomputer present­
ly under development are presented. 

The Choice of Supercomputer Architecture 

In this paper the term "supercomputer" refers to 
very high performance machines for numerical ap­
plications; though our considerations to some ex­
tent hold true as well for non-numerical super­
computers. Supercomputers obtain their perform­
ance from two contributing factors. Firstly, they 
operate at the highest possible speed technology 
can provide. Secondly, additional performance is 
gained through a large amount of parallel pro­
cessing. 

An algorithm may be generally defined as a par­
tial order of operations, the partial order being 
determined by the data dependencies between the 
operations. We call the parallelism of an algo­
rithm explicit if the data dependencies are well­
defined by the nature of the data types to be 
processed and, consequently, are known a priori. 
We call the parallelism implicit if it is not a 
priori known but must be determined through data 
dependence analysis. 

What makes dataflow principle so attractive is 
its property to enable the machine to perform the 
data dependence analysis at run time and, thus, 
to provide a convenient way of exploiting implic­
it parallelism. Since implicit parallelism in­
cludes explicit parallelism, dataflow is a most 
general operational principle for parallel pro­
cessing. The forte of the dataflow solution how­
ever, comes at the price of considerable overhead 
and, therefore, is not cost-effective in parallel 
processing applications where the simpler and 
more efficient SIMD or MIMD control scheme of 
handling explicit parallelism suffices. 
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Figure 1 presents a taxonomy relating the nature 
of parallelism to the appropriate control struc­
tures, processor structures, and communication 
structures. 
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Figure 1 Taxonomy of parallel computer architec­
tures 

Figure 2 lists some of the major trade-offs be­
tween SIMD pipeline architectures and MIMD multi­
processor architectures. In the supercomputer do­
main, only the SIMD vector machine has found a 
larger market penetration. Recently, the first 
MIMD multiprocessor systems have become available 
in product form; their use at present still being 
more that of experimental systems rather than 
'production machines'. However, two decades of re­
search in innovative computer architecture have 
produced enough insight into all four forms of 



parallel architectures listed in Figure 1 to make 
it safe venturing the following statements. 

1. SIMD machines consisting of an array of pro­
cessing elements cannot compete in cost-effec­
ti veness with SIMD pipeline machines, since 
they do not provide the parallel processing 
gain of a multi-stage pipeline processor. 

2. In MIMD machines for numerical applications, 
the cost-effectiveness can be increased by as 
much as an order of magnitude through perform­
ing the floating point operations in each node 
in the vector mode rather than the scalar mode. 

3. In the realm of numerical supercomputers, pure 
dataflow architectures have no chance to become 
a competitive solution; the reason being two­
fold. Firstly, since the parallelism in large 
numerical (array processing) problems is pre­
dominantly explicit and, thus, can be handled 
by the extremely efficient SIMD control scheme, 
the ability of the dataflow machine to handle 
implicit parallelism, which leads to its high 
control overhead, does not pay. Secondly, the 
pure dataflow scheme is based upon the notion 
that the firing of an operation consumes the 
tokens that are the "carriers" of the operands. 
Consequently, a value can be used as operand 
only once. This is counter-productive in all 
numerical algorithms in which values occur as 
operands of a number of operations. Both, the 
high control overhead and the inability of the 
pure dataflow scheme to handle data structure 
objects, result in an unfavorable MIPS/MFLOPS 
rate. By special measures (e.g., the introduc­
tion of the 'structure memory' in the manches­
ter machine (Gurd, 1985), this rate can be 
much improved. However, it should not be over­
looked that such measures in effect constitute 
a deviation from the pure dataflow scheme by 
introducing beneath the dataflow control level 
an SIMD control level for handling data struc­
ture objects. The performance gain obtained by 
such measure therefore is to be attributed to 
the SIMD execution of complex operations on 
data structure objects, while the dataflow con­
trol now synchronizes only the complex proce­
dures and not the operations inside the proce­
dures and, thus, becomes tolerable. 

As conclusion of the discussion above we dare 
stating the following CONVERGENCE THEOREM: Numeri­
cal supercomputers of the future will be predomi­
nantly MIMD/SIMD machines. 

The convergence will happen from the side of the 
vector machines by adding more and more pipelines; 
from the side of the MIMD architectures by pipe­
lining the floating point coprocessor in the node. 
The SUPRENUM architecture is of the latter type. 
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SIMD PIPELINE ARCHITECTURE 

PROCESSOR PERFORMANCE: 
- SIMD GAIN 
- PARALLEL PROCESSING GAIN OF MULTISTAGE 

PIPELINE FOR LARGE, ORDERED SETS OF DATA 
- "SCALAR GAP" 

PERFORMANCE LIMITATION DETERMINED BY: 
- EFFECTIVE DATA MEMORY BANDWIDTH 

POTENTIAL FOR PARALLEL PROCESSING: 
- LOW TO MEDIUM 

COST-EFFECTIVENESS: 
- HIGHER 

PROGRAMMING STYLE: 
- PREDOMINANTLY FUNCTIONAL 

CONFIGURABILITY AND FLEXIBILITY OF APPLICATION: 
- LOW 

MIMD MULTIPROCESSOR ARCHITECTURE 

PROCESSOR PERFORMANCE: 
- NO SIMD GAIN 
- NO OR LITTLE PARALLEL OPERATION 
- NO "SCALAR GAP" 

PERFORMANCE LIMITATION DETERMINED BY: 
- NODE INTERCONNECTION BANDWIDTH 

POTENTIAL FOR PARALLEL PROCESSING: 
- HIGH TO VERY HIGH 

COST-EFFECTIVENESS: 
- LOWER 

PROGRAMMING STYLE: 
- COOPERATING PROCESSES OR SINGLE ASSIGNMENT 

CONFIGURABILITY AND FLEXIBILITY OF APPLICATION: 
- HIGH 

Figure 2 Trade-offs between SIMD and MIMD 
architectures 

The Choice of Technology 

For the sake of discussion, two main technologies 
called "microcomputer technology" (MCT) and "main 
frame technology" (MFT) shall be characterized. 

Microcomputer Technology: 

• TTL or MOS, highly integrated low-power logic 



and memory (some 104 to 105 transistors per 
chip); 

• predominant use of standard ("off-the-shelf") 
components, therefore lower design cost; 

• low cost of packaging and cooling (forced air 
only); 

• lower operating speed. 

Main Frame Technology: 

• ECL, less highly integrated high-power logic 

(some 103 transistors per chip); ECL or CMOS 

memory; 

• predominant use of custom gate array logic, 
therefore higher design cost; 

• higher cost of packaging and cooling; 

• higher operating speed. 

Of course, the cost-effectiveness of a computer 
depends not only on the technology but also on the 
architecture. Two examples shall illustrate that 
fact. 

(A) A microcomputer with floating-point coproces­
sor has about the same cost per FLOPS as the 
MFT based vector machine. Hence, the conclu­
sion can be drawn that the higher cost-effec­
ti veness of MCT compensates for the lower 
efficiency of the conventional architecture. 

(B) Comparing MCT vector machines with MFT vector 
machines, the former exhibit a much higher 
cost-effectiveness. The reason why neverthe­
less MFT is the dominating supercomputer tech­
nology is the much higher absolute performance 
MFT-may provide. 

This discussion can be summarized by stating that 
a supercomputer development based on MCT is less 
costly and risky. However, if one wants to reach 
the same performance as with MFT, a higher degree 
of parallel processing is required to make up for 
the lower operating speed of MCT. Whether the MCT 
solution is more cost-effective than its MFT 
counterpart is a question that can be answered 
affirmatively only if the vector machine architec­
ture is chosen. In the case of a MIMD machine one 
will be quite satisfied if the cost-effectiveness 
of a MFT-based vector machine can be met. In this 
case the MIMD machine is the better choice, for it 
is more flexible and does not exhibit the "scalar 
gap". 

The relationship between the two technologies, MCT 
and MFT, and the two architectural forms, SIMD and 
MIMD, can be summarized as follows: 

MIMD multiprocessor systems with a larger 
number of nodes (as needed to achieve super­
computer performance) can be realized only in 
MCT. 

SIMD vector machines may be realized in both, 
MCT and MFT. 
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To conclude this section, we shall take a look at 
the absolute performance obtainable in either 
technology by contrasting the two cases, SIMD 
vector machine and MIMD multiprocessor system, 
respectively. 

SIMD Vector Machine - MFT 

As paradigm for maximal performance obtainable in 
ECL technology (MFT), we take the vector machines 
of CRAY Research Inc. (CRAY-1, CRAY-X MP, CRAY-2). 
The following table presents the major parameters 
of these machines. 

Model Clock Max. number Max. Year 
Time T of pipelines Performance 

CRAY-1 12.5 ns 160 MFLOPS 1977 
CRAY-X MP 9.5 ns 2 400 MFLOPS 1983 
CRAY-2 approx. 5 ns 4 1000 MFLOPS 1986 

SIMD Vector Machine - MCT 

Highly integrated dynamic memory allows a stream 
of up to 16 million words per second to be moved 
to and from the memory. Static CMOS memory has be­
come available with an access time of down to 15 -
25 nanoseconds. The paradigm of a highly inte­
grated floating-point pipeline processor is the 
Weitek WT 2264/2265 chip set (Weitek, 1986), which 
is designed to satisfy the following performance 
specifications: 

IEEE single precision operations 
(ADD, SUBTRACT, MULTIPLY): 20.0 MFLOPS 

IEEE double precision operations 
(ADD, SUBTRACT, MULTIPLY): 15.5 MFLOPS 

The Weitek processors form a 7-stage pipeline. 
This, in connection with the pipelining of the 
data moves, results in a pipeline gain of about 
10, a gain that is lost in the case of scalar 
operations. Chaining multiplication and addition 
(accumulation), e.g., for the inner vector pro­
duct, doubles the vector mode performance. Several 
such pipeline processors could be cascaded to ob­
tain a "macro pipeline" with a multiple of the 
performance of one processor set, provided the 
memory bandwidth is not already exhausted by one 
single pipeline. 

MIMD Multiprocessor Machine - MCT 

The maximal performance of an MIMD multiprocessor 
system with N nodes, obtained under most favorable 
conditions, is 

p 
max 

if Pn is the performance of a node and q is an 

overhead factor, q c. 1. 
The conditions under which P can be reached are: 

max 

1. The algorithms executed by the machine must 
have a sufficiently high inherent parallelism 
in order to allow for the linear performance 
increase. 



2. There exists no communication bottleneck in 
the system. 

The first condition must be satisfied by the ap­
plication; the second condition must be satisfied 
by the architecture. Violation of the conditions 
may result in a dramatic performance decrease. 

It was pointed out above that SIMD machines pro­
vide more MFLOPS per cost unit, while MIMD ma­
chines provide a higher flexibility of use by 
virtue of the fact that parallel processing is not 
restricted to vectors. Hence, the decision between 
the two architectural principles involves a trade­
off between the higher cost-effectiveness of SIMD 
and the higher flexibility of MIMD. However, the 
MIMD flexibility exists only if it is not unduly 
constraint by the system's communication struc­
ture. For example, a communication structure that 
allows each node to corrununicate only with its 
nearest neighbors would be such a constraint and, 
thus, handicap the MIMD machine's competitiveness 
in comparison to the SIMD machine. Consequently, 
the communication structure of a general purpose 
MIMD multiprocessor architecture should provide 
total internode connectivity. 

MIMD/SIMD Machine - MCT 

Going after the order of magnitude in node per­
formance gain by "vectorizing" the node operations 
is a temptation hard to resist to. The result is 
an MIMD/SIMD architecture, i.e. a MIMD multipro­
cessor architecture in which each node contains 
a floating point pipeline processor. To preserve 
the flexibility of the MIMD approach, the nodes 
of such a machine must be connected through a 
communication structure with a very high communi­
cation bandwidth. I.e., a certain proportion must 
be maintained between node performance (in MFLOPS) 
and communication bandwidth (in Ml>ytes), the fac­
tor of proportionality being application dependent. 
If this condition is satisfied, than vectorizing 
the nodes pays even in non-vector applications 
such a multigrid PDE solvers. In this case, even 
the small sets of data that must be interchanged 
between grid point can be treated as (small) vec­
tors and, consequently, lead to a vector gain. 

It must be mentioned that by attempting to combine 
the advantages of SIMD and MIMD, one also combines 
the software complexity of both approaches, namely 
the need for either a vectorizing compiler (SIMD) 
or a vector language (e.g. FORTRAN BX). 

Communication Structures in Parallel Computers 

SIMD Vector Machines 

SIMD vector machines process operand data streams 
flowing from a storage to the pipeline processor, 
thereby producing result data streams flowing back 
to the storage. Thus their performance is deter­
mined either by the memory bandwidth or the pro­
cessor bandwidth limitation, whichever comes first, 
and no further communication bottleneck exists. 
The same holds true for multipipeline machines in 
which the tasks running on the different proces-

sors are only "loosely coupled" (i.e., in which 
there is little data dependency,between the tasks). 

MIMD Multiprocessor Systems 

To overcome the memory bandwidth limitation prob­
lem, each processor of a MIMD multiprocessor sys­
tem must have its private memory. Such a processor­
memory combination usually is called a "node". 
This approach puts the emphasis on the problem of 
providing an adequate interconnection structure 
(IS) to handle the internode communication. 

An adequate IS should satisfy the following condi­
tions: 

(1) It must provide total connectivity to main­
tain the potential flexibility of a MIMD 
machine. 

(2) It must exhibit a sufficiently high bandwidth 
to avoid communication bottlenecks. 

(3) It must be technically and economically 
feasible. 

(4) It must be highly reliable. 

The Problem With Interconnection Networks 

Interconnection networks (IN) that are capable of 
connecting a number of source nodes with a number 
of destination nodes are considered by many as the 
solution to the interconnection problem in large 
scale SIMD multiprocessor systems. Many papers 
have been published dealing with such structures, 
their complexity, and their interconnection proper­
ties. Hardly any of these many papers is addressing 
the topic of the technical feasibility and the in­
terconnection bandwidth obtainable in view of such 
mundane parameters as pin limitation, packaging 
problems, driving power limitation, cost, etc. 

INs come in two major categories: single-stage 
(permutation) and multi-stage networks. In single­
stage networks, a data packet may have to travel 
through the network several times in order to reach 
a given destination from a given source. In con­
trast, in a multi-stage network the data can flow 
directly from the source to the destination. An­
other distinction is that between circuit switching, 
where a physical connection is provided from source 
to destination, and packet switching, where a logi­
cal connection is provided for a packet travelling 
through the network. Furthermore, control may be 
centralized or decentralized. 
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If one takes a closer look, the seemingly large 
variety of INs proposed can be identified as vari­
ants of one of the 4 basic classes listed in the 
following table (Ermel, 1985). 

CLASS 

A 

D 

NETWORK TYPE COMPLEXITY 

CROSSBAR SWITCH 0 (n2 ) 

BENES NETWORK 0 (n. log n + n/2) 

N-CUBE, BASELINE, BANYARD, OMEGA, FLIP, DELTA 0 ((n/2) log n) 

DATA MANIPULATOR, INVERSE DATA MANIPULATOR 0 (n + n log n) 



Networks with (N·log N)-complexity are not suit­
able for circuit switching, since they exhibit 
at any time a large incidence of mutual blockages 
of data paths. This leaves the crossbar switch, 
which provides total point-to-point connectivity, 
as the only viable solution for a circuit switch­
ing network. Packet switching networks, on the 
other hand, can readily deal with blockages, 
since the nodes have the capability of storing 
and keeping a packet for the duration of a 
blockage. 

The switching elements of a circuit switching 
crossbar network are extremely simple (simple bus 
connection by tri-state logic). In addition, some 
hardware is needed to arbitrate the access to the 
crossbar busses. The switching elements of packet 
switching networks, on the other hand, must be 
intelligent communication processors that are 
orders of magnitude more complex than the simple 
switching elements of a circuit switching net­
work. By the same token, they are also much 
slower, as they have to execute a complex micro­
program to handle a packet. Therefore, if one 
compares only the switching complexity of differ­
ent networks, one may be comparing apples with 
oranges. 

A more detailed feasibility study conducted by 
Ermel (1986) has shown that the size of a cross­
bar network should not exceed that of a 32 x 32 
switching matrix in order to be packagable in a 
reasonable manner; and 64 x 64 would absolutely 
be the technical limit. This means that the direct 
interconnection of, say, 256 or more nodes through 
a crossbar switching network is technically not 
feasible. Packet switching networks for the inter­
connection of an equally large number of nodes, 
even if still feasible in terms of pin limitation 
and packaging constraints, would be too slow for 
supercomputers. 

The way out of this dilemma is a two-stage ap­
proach by forming clusters of nodes and connecting 
these clusters either via a crossbar network or 
an equally fast packet switching network. The 
interconnection of the nodes of a cluster may be 
performed through either a very high-speed clus~ 
ter bus or, again, a crossbar network. 

Software Problems 

Historically the parallel processing user has been 
a rather knowledgeable scientist or engineer who 
is willing to assume the burden of creating ap­
plication programs using rudimentary environments. 
Detailed architectural and operating system knowl­
edge as well as the intricate ability to manually 
map parallel algorithms onto a virtual parallel 
architecture are some of the hurdles such users 
had to overcome. 

Programming of Single-Pipeline Vector Machines 

The programming of single pipeline vector machines 
usually is carried out in FORTRAN. A number of 
vectorizing compilers have been developed which 
map the inner loops of conventional, sequential 
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FORTRAN programs onto the vector operations of the 
machine. The conditions under which such a mapping 
is possible and the techniques involved have be­
come a well-understood topic. 

Programming of Multi-Pipeline Vector Machines 

Presently, multi-pipeline vector machines are 
programmed in a multitasking manner. Typically, a 
task is a part of a program that can be run in 
parallel with some other parts of the program. 
The work to be done is partitioned into at least 
as many tasks (processes) as there are pipelines. 
The system then maintains a task queue, to which 
an unoccupied pipeline can go in order to find a 
task to execute. This "task attraction" scheme 
works only in strongly coupled systems, i.e. 
systems with shared logical memory. 

The primary tools for multitasking can be classi­
fied into three categories. They are: task crea­
tion, critical sections monitoring, and task syn­
chronization. The most advanced tools can be found 
in the Denelco HEP system, whereas for example the 
Cray computers offer only low-level constructs 
such as LOCK and EVENT variables. The following 
little example demonstrates some of the problems: 

SERIAL PROGRAM: 

PARALLEL PROGRAM: 

DO 1 I=l, NPIPES 

1 CALL COMPUTES (I) 

DO 1 I=l, NPIPES 

1 CALL TASKSTART 
(ID, COMPUTES, I) 

The two programs do not produce the same results. 
The reason is that FORTRAN calls are made by ref­
erence and the main task with the I-loop and the 
other tasks are running asynchronously. 

Despite this and other classical "multitasking" 
problems the simple "task partitioning" approach 
works on the presently existing vector machines 
with a small number of pipelines. The application 
programmer is assumed to be a knowlegdeable system 
programmer capable of using the low-level multi­
tasking tools. 

This approach will not be acceptable when the 
number of pipelines becomes larger. The above 
mentioned low-level multitasking tools are fare 
too error prone for problems of higher complexity. 

Experiences with MIMD Multi-Processor Systems 

The experiences with multitasking programming so 
far gained were made by system programmers and can 
be summarized as follows: 

(1) The behavior of even short parallel programs 
may be astonishingly complex. 

(2) Tracking down a bug in a parallel program 
can be exceedingly difficult. This results 
from the combination of logical complexity, 
nonrepeatable behavior, and the lack of 
existing tools. 



At best, only partial solutions can be expected. 
The following postulates can be given: 

(1) Whenever possible, rewrite at least the 
"skeleton" of the parallel program from 
scratch. 

(2) Given the great difficulty of finding bugs, 
much greater emphasis must be placed on 
writing code which is correct from the be­
ginning. 

(3) Use high-level synchronization policies 
wherever possible and hide (encapsulate) 
them as much as possible. 

Programming of MIMD Multiprocessor Systems 

The problem of programming a MIMD multiprocessor 
system with a very large number of nodes has been 
attacked only lately. Realistically, we see four 
different ways how applications software may be 
written during the next 5 - 10 years. Each of 
them currently has some severe drawbacks that 
limit their usefulness. McGraw/Axelrod (1984) 
discuss the following four approaches: 

(1) Extend existing languages, like FORTRAN, 
with new operations that allow users to 
express concurrency and synchronization. 

(2) Extend existing compilers to identify con­
current operations wherever it can and in­
sert the necessary synchronization (auto­
matic parallelization). 

(3) Add a new "language layer" on top of an 
existing language that describes the multi­
tasking and the desired concurrency, while 
allowing the basic applications program to 
remain "relatively" unaltered (metalanguage 
approach). 

(4) Integrate new languages and appropriate 
compilers which incorporate the concepts 
of concurrency and synchronization (e.g., 
a very high object-oriented and process­
oriented procedural language of a functional 
language) • 

These four ways do not represent totally ortho­
gonal approaches, and therefore there can be no 
hard lines drawn between them. All of them in­
volve some amount of language and compiler alter­
ation. 

SUPRENUM-1: A MIMD Supercomputer 

Rationale for SUPRENUM-1 

SUPRENUM-1 is a MIMD/SIMD supercomputer develop­
ment project funded by the Ministry of Research 
and Technology (BMFT) of the German Federal Gov­
ernment. To carry out the project a task force 
has been formed consisting of several research 
institutions and companies. Specifically the Ge­
sellschaft fur Mathematik und Datenverarbeitung 
(GMD) is involved in the following tasks: 

• development of a first prototype hardware 
and system software (in close cooperation 
with the participating industry) 
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• development of specific program development 
environments 

• development of application software, e.g., 
multigrid partial differential equation 
solvers (Trottenberg, 1984). 

The rationale for the decision to build a MIMD/ 
SIMD multiprocessor system rather than a super 
fast SIMD vector machine is multifold: 

(1) The market for SIMD vector machines is 
highly competitive, whereas the market 
for MIMD/SIMD supercomputers is just be­
ginning to evolve. 

(2) The higher flexibility of the MIMD princi­
ple allows for a broader application appli­
cation spectrum. 

(3) The "scalar gap" problem of SIMD vector 
machines is mitigated in MIMD/SIMD multi­
processor systems. 

(4) It is expected that the MCT-based MIMD/SIMD 
multiprocessor system will eventually be­
come more cost-effective than the MFT-based 
vector machine of comparable performance. 

(5) Given the appropriate hardware solution, 
the development cost of the MCT-based multi­
processor system is lower than would be the 
cost of developing a MFT-based vector ma­
chine. 

(6) The MIMD multiprocessor system development 
will produce technological spin-offs that 
will benefit a whole spectrum of products 
(such a general spin-off effect could not 
be expected from the more specialized pipe­
line machine development). 

The SUPRENUM-1 research and development project 
is product-oriented. This means that, in contrast 
to pure research, additional market-oriented re­
quirements must be satisfied such as: 

the desired absolute performance must be ob­
tained at competitive cost-effectiveness; 

the program development environment provided 
must find user acceptance; 

the machine must be manufacturable, testable, 
and maintainable; 

there exists a time window during which the 
research and development project must lead 
to a production model. 

In order to meet the time window requirement, the 
architectural design of SUPRENUM-1 will be based 
upon already proven yet highly innovative con­
cepts and solutions. In this sense, the SUPRENUM-
1 will be based upon already proven yet highly 
innovative concepts and solutions. In this sense, 
the SUPRENUM-1 development is influenced in many 
ways by the solutions and experiences gained by 
the preceding UPPER-project (Behr/Giloi, 1984). 

SUPRENUM-1 Hardware Architecture 

In order to obtain a manageable, bottleneck-free 



interconnection structure, SUPRENUM-1 has a hier­
archical hardware structure consisting of nodes, 
clusters, and hyperclusters. 

As indicated in Figure 3, the basic processing 
node of SUPRENUM-1 is a single board computer con­
sisting of the following major components: 

•powerful 32-bit ('front end') microprocessor, 
to function as program execution machine as 
well as scalar processor, in connection with 
8 MByte of high-speed dynamic memory and an 
objectoriented memory management unit; 

• powerful floating-point vector processor 
(MFLOPS, IEEE standard single and double pre­
cision) , performing a variety of complex nu­
merical operations under microprogram control; 

• microprogram controlled dedicated communica­
tion coprocessor, to support the object-ori­
ented message passing and to allow the ob­
jects of application-specific data types to be 
copied at high-speed from node to node. 

Each node has a local operating system whose task 
is to boot-up the node on power-on, manage and 
schedule the processes in the node, exchange com­
munication objects with other nodes, manage the 
local memory, and perform comprehensive self­
testing and fault diagnosis routines. 

FLOATING-POINT 

VECTOR 

COPROCESSOR 

SCALAR 
'FRONT END' 

PROCESSOR 

COMMUNICATION 

COPROCESSOR 

Figure 3 Structure of a node 

MEMORY 

Figure 4 depicts a block diagram of the cluster. 
The cluster contains up to 16 nodes plus a disk 
controller for local disks, the diagnosis node, 
and the communication unit for inter cluster com­
munication. A cluster is accommodated in one 19" 
rack. The processors of the cluster communicate 
via an ultra-fast, duplicated parallel backplane­
bus, which allows several communication partners 
to exchange messages simultaneously. The overall 
communication bandwidth of the cluster bus is 256 
MByte/s a value that can hardly ever been exhaust­
ed. 

Smaller systems may consist of one hypercluster 
ring, comprising up to 4 clusters (64 nodes) which 
are interconnected by one slotted ring bus (modi­
fied UPPERBUS, Zuber 1984) with a transmission 
bandwidth of 560 MBit/s. 
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Figure 4 Structure of a cluster 

Larger systems are structured in the form of a 
matrix of clusters whose rows and columns, respec­
tively, are hypercluster rings. That is, each 
cluster belongs to two hyperclusters, row and col­
umn. The hypercluster bus is not fault-tolerant 
itself; rather, fault tolerance is achieved by al­
ternate routing in the matrix. The hypercluster 
bus controller provides a gateway between the row 
and column each cluster belongs to, and it is in­
telligent enough to handle the alternate routing 
task arising in the case of bus transmission faults. 
The bus controller takes care of the protocol hier­
archy that regulates the exchange of packets or 
larger logical entities, formed by a number of 
packets, via the slotted ring bus. 

The SUPRENUM-1 system includes a separate oper­
ating system machine, whose tasks are to manage 
the global system resources such as global disk 
storage, take care of the workload distribution 
and system initialization, and control the recov­
ery procedures required in the case of fault de­
tection. The operating system machine, however, is 
not involved in the actual program execution. Pro­
gram execution is strictly handled by the collec­
tive of local node operating systems. In addition 
to the operating system machine, SUPRENUM-1 con­
tains a dedicated diagnosis and maintenance !!!!!.­
chine. Moreover, additional 'peripheral computers' 
can be added such as: one or more program develop­
ment machines and special graphic processors for 
graphical representation of results. Note that 
these additional machines can be arbitrarily in­
serted into any of the rings of the orthogonal net­
work of ring busses and that it is specifically 
the (ultra high bandwidth) ring bus structure that 
allows for the wide-range configurability of the 
system. 

Figure 5 illustrates the matrix structure of a 
SUPRENUM-1 configuration with 256 nodes and a 
maximum processing power of 4 GFLOPS. 
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SUPRENUM-1 Software Architecture 

The SUPRENUM Software Environment 

The SUPRENUM software system forms a hierarchy 
consisting of: 

• 'firmware' (PROMed software) and software 
for node monitoring, process management, and 
inter process coI11111unication 

• operating system machine software providing 
the language interface as well as the central 
database management 

• appropriate parallel processing languages 

• program constructor 

• application constructor. 

Every layer provides services to the upper layers. 
The language layer will be based upon the services 
of an abstract SUPRENUM machine. 

The abstract SUPRENUM machine specifies the run­
time environment the (distributed) 'global oper­
ating system' (collective of node operating sys­
tems) will support. Its basic features can be 
characterized as follows: 
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• The logical entity of computation is the pro­
cess. 

• The logical entity of coI11111unication is the 
coI11111unication object • 

• Only coI11111unication objects can be shared by 
several processes; all other objects are 
local to the process who owns it. 

• A structure is provided for aggregating pro­
cesses with coilllllunication objects. This struc­
ture is called a task. 

• The task provides the scope of protection. 

• Multiple users may be given partitioned ac­
cess to the machine. 

The following basic features of the abstract 
SUPRENUM machine will be reflected in the pro­
gramming languages: 

• dynamic creation of explicit processes; 

• asynchronous inter process coI11111unication (IPC); 

• messages received at a single process entry 
point. 

Asynchronous coI11111unication through messages re­
ceived at multiple entry points have been explored 
by Behr/Giloi (1984) and Muhlenbein/Warhaut (1985). 
The approach is reflected in appropriate exten­
sions of PASCAL (Hanisch, 1984) and MODULA 2 (War­
haut, 1986). In the SUPRENUM system, the languages 
extended for program decomposition into cooper­
ating processes with data-driven synchronization 
will be FORTRAN and MODULA 2. 

The SUPRENUM Program Constructor 

The program constructor consists of language-spe­
cific syntactic editors and interpreters. The con­
structor is based on the programming system gener­
ator "PSG" developed by Bahlke/Snelting (1985). 
The constructor can deal with incompletely speci­
fied program templates, called fragments, and com­
prises a 'hybrid' editor, which accepts textual 
input and/or prompted input from an abstract syn­
tax tree. 

Program fragments called program templates will be 
implemented for specific types of generic inter­
process communication. One example is a program 
template for a ring process structure, where every 
process sends messages only to its left and right 
neighbor. Another example is the 2D-mesh, where 
each process can send messages to its four neigh­
bors, etc. 

Other components of the programming environments 
are run-time debuggers of different flavors. For 
example, language interpreters may be used for de­
bugging small modules, simulators may be used for 
debugging larger programs, and a performance moni­
tor may be used for performance-related debugging 
on the physical SUPRENUM machine. 

The SUPRENUM Application Constructor 

The SUPRENUM Application Constructor will allow 
users who do not want to do low-level programming 



to implement applications by using existing ap­
plication software packages. 

The development of the SUPRENUM Application Con­
structor is a very research-oriented topic. The 
constructor will have to contain specialized ap­
plication languages for restricted application 
domains, as well as a knowledge base for guiding 
the user in the task of generating applications 
by some heuristics. 

First examples will be a very high level language 
for specifying the resolution of partial differ­
ential equation solving and an expert system for 
creating the appropriate multigrid programs. 
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ABSTRACT 
Reliability and availability are two common meas­

ures used to evaluate the dependability of computer 
systems. In this paper we analyze the reliability and 
Computation-Communication Availability of multi­
computer networks for multiple faults with and 
without repair. Simulation models are developed based 
on task requirements, graceful degradation and compu­
tation and communication capability of the system. 
The effect of component failure rate and repair rate on 
the dependability of the multicomputers are also 
presented. The model accepts the adjacency matrix of 
a multicomputer graph as the input and hence is suit­
able for all types of networks. Typical results are 
presented for 16-node loop, complete connection, 
hypercube, mesh and tree structures on a comparative 
basis. 

1. INTRODUCTION 
Based on interconnections, parallel and distri­

buted computer architectures can be broadly divided 
into two categories, namely: multiprocessors and multi­
computers[l ]. A multiprocessor consists of a large 
number of processors connected to a number of 
memory modules through a circuit switched intercon­
nection network. In a multicomputer, however, each 
processor has its own private memory and 
message/packet switching is used for communication 
between the processors (nodes). Reliabilitf; issues of 
multiprocessor systems were presented in 2, 3]. This 
paper is concerned with those issues of mu ticomputer 
systems. Multicomputers are also sometimes referred to 
as computer networks. Normally the former is used in 
conjunction with centrally located systems while the 
later is used in case of geographically distributed 
computers. We will, however, use these two terms 
without distinction. We will also use processors and 
nodes interchangeably. 

Several structures such as loops, trees, full connec­
tion and hypercubes, etc. [4-6] have been proposed to 
interconnect a network of computers in a 
message/packet switching environment. Each structure 
possesses some unique advantages and disadvantages 
compared to another. For example, a bi-directional sin­
gle loop (ring) structure has only two 1/0 ports per 
node, but the diameter (maximum number of hoW 
between any two nodes along the shortest path) is 2 
in a system with N nodes. Any two non-adjacent 
faulty nodes or links disconnect the loop. On the other 
hand a completely connected structure has (N-1) 1/0 
ports per node, but the distance between any two 

1 This research was partly supported by the NSF grant 
no. DMC-8513041. 
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nodes is unity. The structure is highly fault tolerant, 
but due to its high cost the structure is unsuitable for 
systems with large number of nodes. The cost and per­
formance of other structures such as chordal ri~, tree 
and hypercube, etc. lie between these two [4-7J. The 
performance of the multicomputers is usually measured 
in terms of the average distance between the nodes and 
the average traffic density on a link. These measures 
usually decide the average queueing delay or the 
saturating load of a computer network [5-7]. 

All these performance evaluations assume that the 
components of the systems are fault free. In a real 
situation, however, the nodes and links will fail ran­
domly depending on their failure rates. Hence, certain 
dependability measures like, reliability, availability etc. 
[8, 9] of these multicomputer systems are also impor­
tant. These dependability measures can also be 
quantified based on the performance requirement at 
the user level or system level [11-13]. For a degradable 
multicomputer one measure is the task based dependa­
bility . In this case the failures are tolerated as long as 
the minimum number of nodes for the execution of a 
task are available and the reliability and availability of 
a system are computed based on this task requirement. 
The following example clarifies this idea. 

Example-1 
Consider a bidirectional single loop structure with 

16 nodes where a node and a link have failed in (0, t ). 
Assuming a task requires 12 nodes for computation, 
the structure in Fig. 1.a is good enough, but the struc­
ture in Fig. 1.b is not. The former has a linear array of 
13 nodes sufficient for computation while the later has 
two arrays of 8 and 7 nodes both of which are 
insufficient for the task. 

The reliability at time t is defined as the proba­
bility that the system is operational during (0, t) [10]. 
The aim of this paper is to compare the reliabilities of 
different multicomputer structures under similar task 
requirements. From example 1, it is. clear that the relia­
bility not only depends on the number of faults during 
(0, t ), but it heavily depends on the exact location of 
the faults which is random in nature. The situation 
becomes more and more complicated with progress of 
time, not to mention other difficult structures such as 
trees, meshes and hypercubes, etc. Hence it is unlikely 
that an analytical solution to compute the reliability 
exists; we therefore resort to simulation. 

The reliability, as discussed above, does not reveal 
the performance degradation due to failure of various 
components in (0, t ). The computation availability 
(CA) of a gracefully degrading multicomputer is 
defined as the expected value of available computation 
at time. t [9]. This is directly proportional to the 
number of processors (nodes) operational at time t. 
Many other similar measures have been suggested by 
different authors to capture the _dependability of 



degradable computer systems [13, 14]. We develop an 
availability model for computation and communication 
as described in the next section. 

We will consider only hard failure of the nodes 
and links and compare the fault-tolerant properties of 
various multicomputers for both repairable and non-· 
repairable conditions. By non-repairable we mean that 
there is no on-line maintenance facility available to 
repair /replace the failed components. The failed ele­
ments are detected and isolated by the maintenance 
processor and are repaired only when the system goes 
to the failed mode. A more optimistic situation is to 
consider on-line repair which means a component is 
repaired/replaced whenever it fails. In this case the 
system dependability is greatly influenced by the repair 
rate. The effect of the failure rate and repair rate on 
the dependability of the systems are also analyzed. 

Fig. l.a - A 16 IXlde ring network after IXlde 4 
am link 6 have failed. 

Fig. l.b - A 16 node ring network after node 4 
and link 11 have failed. 

2. COMPUTATION AND COMMUNICATION 
The most critical issues in the design of a distri­

buted system are concerned with interprocess and 
interpi:ocessor communi.cati.on .. It has been widely 
recogmzed that commumcat1on 1s at least as important 
as computation [15]. Hence, the communication capa­
bility of the degraded multicomputer must be con-
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sidered with an equal weight taking into account both 
the node and link failures. It is also important to note 
that the component failures may bring in a structural 
change of the system. The loop structure of example 1 
, illustrated before, reduces to linear arrays after a 
node and a link failures. This structural change will 
result in a significant degradation in the communica­
tion ability of the network. Therefore, the previous 
availability models [9] do not represent the system 
performance adequately. Cherkassy et. al. [16] have 
considered both node and link failures in a tree net­
work. However, because of the analytical complexity, 
they restrict their studies to single failures. Recently 
Tsuchiya [17] has presented a mathematical model for 
the availability analysis of distributed networks. But 
he does not consider performance degradation due to 
node and link failures. In this paper, we will study per­
formance degradation with multiple failures and that 
too for various types of networks. Naturally, simula­
tion seems to be the only way to accomplish this for­
midable task. 

First, we have to determine a suitable measure for 
the computation and communication in a multicom­
puter system. The computation capability of a network 
is directly proportional to the number of operational 
nodes. The communication capability is usually meas­
ured in terms of the average delay of a message 
between a source and a destination. Under the usual 
assumptions of uniform traffic generation, fixcl rou~ 

ing, etc. [5, 7], the delay is proportional to ~ [5], 
- 1- pd 

where d is the average number of hops a message 
passes through its route and p is the utilization factor. 
Here p = i, where "I is throughput in messages/sec, 

µC 
.!. is the average message length in bits/message and 

IJ is the total capacity of the network in bits/sec. 
When p approaches ~ , the delay approaches infinity 

d 
corresponding to a saturation traffic of "fsat • Then 

µC t 1 h · · "!sat = d ru Y represents t e commumcat1on capa-

city of a network. Here µ being a constant and C 
being directly proportional to the number of links (L ), 
"!sat = k 1 ~ for some constant k 1 • Although this is a 

d 
good measure for the communication capability of the 
links, the number of nodes may be insufficient to han­
dle that amount of traffic. In a network with N nodes, 
k 2N messages can be generated or processed in unit 
time for some constant k 2 • Hence, the actual com-
munication capability is Min ( k 1 ~' k 2N ). With unit· 

d L 
constants, we can safely assume Min ( -:,N ) as a 

figure of merit. A similar measure was co~sidered for 
the performance comparison of various multicomputers 
[7]. For simplicity (we guess), only the number of links 
(L) was chosen as the performance metric in [16]. 

The computation capability being proportional to 
N, we can define the computation-communication 
capability of a network as N.Min ( N, ~ ). The cost 

of a multicomputer system includes the c~st of proces­
sors (nodes), links and I/O ports. If we start with the 
same number of nodes for all the structures we can 
assume that the cost is proportional to the number of 
links (L) . Taking performance and cost into account, 



we deftne the computation-communication availability 
of the system ( CCA, ( t )) as: 

1 :r L· 
CCA, (t) = LEN; .Min ( N;; -:::... ), (1) 

i=l d; 
where at time t , the network contains x disjoint seg­
ments with the ith seg,ment having N; nodes, L; links 
and average distance d;. L is the total number of links 
of the ·initial configuration. We will consider disjoint 
segments that have more than two connected nodes 
[11]. Hence, 

:r :r 

.EN; ~N and .EL; ~L 
•=l •=l 

for N; >2. Note from the above CCA (t) expression 
that a completely connected structure will be node 
deficient where as a loop structure will be link 
deficient. 

Example-2 
Consider the situation depicted in Fig. 1. The 

CCA, ( t ) for Fig. 1.a is 1.63 and the CCA, ( t ) for Fig. 
1.b is 1.38. 

Computation-Communication Availability ( CCA ) 
as defined above can be interpreted differently for 
different applications. If the multicomputer only exe­
cutes tasks that need a minimum of I nodes, the CCA 
is obtained by summing over the disjoint sets that 
satisfy this minimum requirement. When I =2, the 
availability is same as that denoted by the equation 
above. On the other hand for batch processing 
environments, where the multicomputer executes one 
task at a time, the CCA of the system will be the 
maximum of the available computation­
communications over all the disjoint multicomputer 
sets. The task can then be executed on any set that 
has at least I connected nodes. If none of the disjoint 
sets has I nodes the CCA of the system is assumed to 
be zero, because it is of no use. These availability 
models are called task based CCA .models in this paper 
in order to distinguish them from the absolute CCA 
whose equation was derived earlier. The model is capa­
ble of computing both the absolute and task based 
CCA 's of any multicomputer network. 

3. SIMULATION TECHNIQUES 
In this section we present the simulation tech­

niques for the reliability and the CCA evaluation of 
various multicomputer networks. We compute the task 
based reliability as used by Ingle and Seiwiorek [12]. It 
is defined as follows: 

"If a task needs at least I processors for it's exe­
cution, then the system remains operational as 
long as these minimum resources are available on 
the system. Otherwise the system goes to the 
failed state. " 
It is to be noted that this technique is a generali­

zation of the previous methods used for reliability com­
putation. For example, when I =N ie. when a task 
needs all the processors and does not allow any grace­
ful degradation, we get the good old reliability which is 
the series reliability of all the required components. 
For I =2, the model is similar to the one adopted in 
[11] and for I =1 it is equivalent to Beaudry's model 
[9]. 

Failure and repair assumptions 
It is assumed that the failure of the nodes and the 

links are exponentially distributed over time. A nonex­
ponential assumption will only mean a change to the 
random selection of failing time and can be easily 
incorporated into the simulation. We assume homo­
geneity of all the nodes as well as of all the links to 
consider identical failure characteristics. Thus we 
define >." and >.1 as the failure rates of a node and a 
link respectively. The reliabilitles of a node and a ~nk 
are then given by Rn ( t ) = e - • t and Ri( t ) = e - 1 t • 
The node and link failure rates of a system are then 
given by X>.n and Y>.1, where X and Y are the 
number of active nodes and links taking part in 
computation/communication at any time t. A node is 
considered active if it is a member of a set of con­
nected nodes and a link is active if it is used for com­
munication between two active nodes. 

We consider on-line repair of the nodes and links 
with exponential distribution of repair times given by 
µn -l and µ 1- 1 respectively. We assume a small repair 
time of few hours that represents the actual repair 
duration of a component. However, we may not need 
such an instant repair facility because of the redun­
dancy provided by the system or due to operating 
characteristics. So a variation of the above assumption 
is to stretch the (mean time to repair) MTTR dura­
tion. A practical implication of this poficy is the una­
vailability of the repairman to attend the fault. If the 
unavailability period is very large the actual repair 
time is negligible and the repair rate is mostly deter­
mined by the mean unavailable time of the repairman. 
The repair is carried out until the system is in the 
working (up) state so that the system dependability 
can be computed. 
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System representation 
The representation of any multicomputer topology 

is given by an adjacency ~atrix A usinii; _graph 
theoretic notations. The matrix elements A [i ,J J and 
A [j i J are '1' if there is a link between node i and 
node' J • Otherwise A [i ,j] = A [j ,i] = 0. A nonfailed 
node i , 1 < i < N, is represented by making the 
diagonal elemenCA [i, i] = 1. As an example the in}­
tial adjacency matrix for a 16 node loop network is 
given in Fig. 2. 

1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 

~l 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 
0 1 1 l 0 0 0 0 0 0 0 0 0 0 0 
0 0 l l l 0 0 0 0 0 0 0 0 0 0 
0 0 0 l l l 0 0 0 0 0 0 0 0 0 gl 0 0 0 0 1 l l 0 0 0 0 0 0 0 0 
0 0 0 0 0 1 1 1 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 l 1 l 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 l l l 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 l l l 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 1 1 l 0 0 0 0 
0 0 0 0 0 c 0 0 0 0 l i· l 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 l l 1 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 1 l l 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 1 l l 
l 0 0 0 0 0 0 0 0 0 0 0 0 0 l l 

Fig. 2 Initial Adjacency matrix Cor a 16 node 
ring network. 



We use a reachability matrix R [3] to show the 
graph connectivity. T.he matrix specifies whether or 
not there exists a path between two nodes which are 
not necessarily adjacent. The connectivity of any arbi­
trary graph can be obtained from it's adjacency matrix 
using any standard algorithm [18]. It is evident that 
the initial reachability matrix R of any connected net­
work has all it's elements as '1' indicating that there is 
a path from any node to any other node in the net­
work. 

Whenever a node i fails all the entries of the i th 
row as well as of the i th column of the A matrix are 
made 'O'. Similarly if the random failure of a link des­
troys the connection between nodes i and j , then the 
A [i ,J·) and AU ,i J elements of the A matrix are 
made O'. So the A matrix is modified depending on 
the two types of faults. This modification of the A 
matrix is then reflected in the reachability matrix R , 
which can be divided into various disjoint matrices 
having all the elements as 'l'. For example the R 
matrix for Fig. l.b is given in Fig. 3. It can be 
observed that the failure of node 4 and link 11 has 
resulted in two disjoint sets. In one of the sets the con­
nected nodes are {1, 2, 3, 12, 13, 14, 15, 16 } and the 
second connected set is { 5, 6, 7, 8, 9, 10, 11 }. These 
two sets are obtained from the R matrix of Fig. 3. 

l l 11 0 0 0 0 0 0 0 0 : l l l l l 
l l i: 0 0 0 0 0 0 0 0 1 l l l l l 
l l l, 0 Q 0 Q Q 0 0 Q I l l 1 l l cn)o o o o o o o o o o o-o o a 
o o o off TT 1-c 1-i: o o o o o 
0 0 0 0 11 l l l l l ~ 0 0 0 0 0 
0 0 0 011 1 l l l 1 ~ 0 0 0 0 0 
0 0 0 Oil l l l l l D 0 0 O O O 
0 0 0 011 1 l l 1 l v 0 0 0 0 0 
0 0 0 011 1 l l l l ~ 0 0 0 0 0 
0 0 0 0,1 l 1 l l l i! 0 0 0 0 0 
1-1-ii o ra-o-o-cr cnJ'rrTrr T 
1 1 v 0 0 0 0 0 0 0 011 1 1 1 1 
1 1 ll 0 0 0 0 0 0 0 0 11 1 l 1 l 
l 1 1, 0 0 0 0 0 0 0 0 11 1 l l l 
l l 11 0 0 0 0 0 0 0 0 11 l l l 1 

Fig. 3 Reachability matrix for Fig. l.'b. 

As we will analyze the variation of reliability with 
time we divide the selected time frame into uniform 
inter'vals. Whenever a node and/or link failure becomes 
due, the program goes through the following steps: 
1) An element is selected at random from the exist­

ing active elements. 
2) If the fault is covered [19] then go to step 3, else 

increment the failed count of the system and start 
a new experiment again from time t = 0 with the 
initial configuration of the system. 

3) The number of active elements is decremented by 

4) 
one. 
The A matrix is modified depending on the type 
of the fault. 

5) The next fail time of the node/link is computed. 
With the instant repair policy we use a single 

repairman service facility. The sequence of the steps 
for repair are: 

1) When ever a component fails its repair duration is 
computed if the repairman is readily available. 
Else the component is kept in a FCFS repair 
queue till the service is available. 
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2) The node/link is returned to the system a~ t~e 
completion of repair and the A matrix 1s 
modified. 

3) The next failed element from the queue is taken 
up for repair. 
The initial A matrix is thus modified with ran­

dom number of 'O' entries due to the failure/repair of 
nodes and links with the passage of time. We compute 
the corresponding R matrix at the sp~ci.fied. time in~er­
vals. The R matrix gives the connect1v1ty mformat1on 
of each node which is employed to find the system con­
dition. 

The R matrix obtained above, is searched 
exhaustively to obtai~ all the available valid subma­
trices. A submatrix is valid if it has all 1 's so that it 
can represent a set of connected nodes (subgrap.h). The 
communication performance of a subgraph 1s then 

L· 
obtained from Min ( N;, -d- ), where N; is the 

d; 
number of active nodes in subgraph i, L; is the 
number of links that are used for communication and 
'if. is the average distance a message has to travel in 
the i th subgraph. N is obtained by counting the 
number of nodes in ;ubgraph i. L; is obtained by 
counting all AU, k J such th~t j, k E {subgraph i} 
and k > j +I. The average distance for an arbitrary 
networkis defined as: 

N, N, 

.E .E djk 
d = _,J~· =_1....,....k_=_l _.,.... 

N; (N; - 1) 
where d ·k is the shortest distance from node j to node 
k. Sow~ use a shortest path algorithm [18] to find djk 
from any node tQ any other node in th~ sub~raph and 
finally compute d. The adjacency matrix A 1s used to 
find the shortest path between nodes of a subgraph. So 
the sequence of steps the program goes through to find 
the R 8 ( t) and CCA8 ( t ) at some specified time t are: 
1) Compute the R matrix from the A matrix and 

2) 

3) 

find the various disjoint groups from the R 
matrix. 

Select the number of groups 'x' that satisfy the 
minimum resource requirements I; if any. 
If x=O, then the system can not satisfy the 

resource requirements. Increment the failed count 
and start the experiment again from the initial 
configuration of the system. Reset the system 
time. 

4) Otherwise for each subgroup x;, find the N;, L; 
and d,. from the A matrix as explained earlier. 
We use multiple independent repetition technique 

to determine the R 8 ( t) and CCA8 ( t ). The failed count 
is used to obtain the system reliability and 
N; , L; , and d; are used to find the CCA8 ( t ) from 
equation 1. 

4. SIMULATION RESULTS 
The simulation model, discused in section 3, can 

be used to analyze any arbitrary network topology. It 
accepts the initial A matrix and the task requirement 
I as the input parameters and gives the reliability 
R8 ( t) and computation-communication availability 
CCA8 (t) variation with time. We present here the 
fault-tolerant capability of fiye types of multicomputer 



networks. They are: Full connection (FC), mesh, 
Hypercube (HC), binary tree and ring networks. The 
topologies are shown in Fig. 4. Performance and cost 
parameters for these networks are reported in [5-7]. 

We have taken an initial configuration of 16 nodes 
{N = 16) for all the networks. Most of our results are 
based on a node failure rate >. 11 =100 in 106 hours and 
link failure rate >.1 =20 in 106 hours. The processor 
failure rate is taken close to that of an LSl-11 proces­
sor [12]. The link failure rate is taken one fifth of the 
processor failure rate and does include the interfaces at 
both ends of the link. The effect of varying the node 
and link failure rates are also discussed. We would 
like to emphasize that the model accepts these failure 
rates as inputs and hence is suitable for any other 
failure rates that can be determined for another imple­
mentation based on a component count and technol­
ogy. 

Fig. 5 shows the variation of reliability with time 
for all the above networks when the task needs a 
minimum of 12 processors and with no repair facility. 
The results indicate that the FC has the maximum 
reliability as expected. The reliability of the HC is very 
close to that of the FC even if it's number of links are 
only 32 compared to 120 in the FC. This suggests that 
with a typical link failure rate of 20 in 106 hours four 
alternate paths from each node is sufficient to provide 
reliability close to that of the complete connection. 

EM>ER-OJBE (HC) 

.MESH 

Fig. 4 
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Reliability variation with time for a 
task requiring 12 processors and with­
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The ( N -1 ) links from eac~ n?de in a ~<? is mostly 
required for better commumcat1on capability and do 
not increase the reliability linearly. The mesh connec­
tion is in the middle range of the reliability bounds. 
The tree and ring connections have similar poor relia­
bility property. Table I compares the reliability of the 
five structures for I =8, I =12 and I =16. Naturally 
as we decrease the value of I ( allow more graceful 
deg·radation to the system ) the reliability of the multi­
computers increase. 

TABLE 
Reliability variation with time for a task 
requiring I processors and without repair. 

>-. =O. 0001 ' >., =O. 00002' 
Coverage=l .O. 

Time FC HC Meoh Tree Ring 

+--~-+-~-o~---+-..,-1.~o~o~i-,1~.··~oo=--+-~1-.o=o"--f--1~·.~oo-+-r:0o-

12 

16 

300 l.00 l.00 l.00 0.98 0.98 
600 l.00 l.00 0.99 0.94 0.95 
900 l.00 l.00 0.99 0.87 0.87 

1200 1.00 l.00 0.99 0.79 0.79 
1500 1.00 1.00 0.98 0.70 0.70 
1800 1.00 0.99 0.95 0.60 0.60 
2100 l.00 0.99 0.92 0.53 0.52 
2400 0.99 0.98 0.88 0.46 0.45 
2700 0.99 0.97 0.83 0.38 0.37 
3000 0.99 0.95 0.77 0.32 0.30 

0 
300 
600 
900 

1200 
1500 
1800 
2100 
2400 
2700 
3000 

0 
300 
600 
900 

1200 
1500 
1800 
2100 
2400 
2700 
3000 

1.00 
1.00 
1.00 
o;99 
0.97 
o. 94 
0.88 
0.83 
0.78 
0.71 
0.63 

J.00 
0.65 
0.41 
0.26 
0.17 
0 .10 
0.05 
0.04 
0.02 
0.01 
0.00 

J.00 
I.00 
0 .99 
0 .98 
0 .96 
0 .93 
0 .87 
0 .82 
0.74 
0.65 
0 .58 

1.00 
0 .64 
0 .40 
0.26 
0 .16 
0.10 
0.06 
0 .04 
0.02 
0.01 
0.00 

1.00 
1.00 
0.99 
0.97 
0.93 
0.88 
0.80 
0.72 
0.63 
0.54 
0 .46 

1.00 
0. 64 
0.40 
0.26 
0 .16 
0.09 
0.06 
0.03 
0.02 
0.01 
0.00 

J.00 
0.88 
o. 74 
0.61 
0.50 
0.39 
0.30 
0.24 
0 .18 
0.14 
0.09 

1.00 
0 .58 
0 .32 
0.20 
0.10 
0.06 
0.04 
0.02 
0.01 
0.00 
0.00 

1.00 
0.91 
0. 77 
0.60 
0 .48 
0.37 
0.27 
0.20 
0.14 
0. IO 
0 .07 

1.00 
0. 63 
0 .37 
0.22 
0 .13 
0.07 
0.05 
0 .03 
0.01 
0.00 
0.00 

~-~---~~~~~~.~~~-- ---~-~ 

Now, let the system level requirements be that the 
system has to run for a 1000 hour mission time 
(unmaintained) and must have R 8 (1000) 2".0.9. Fig. 6 
shows the effect of node failure rate on the system reli­
abilities at t =1000 hours for I =8. It is observed that 
the FC has the minimum threshold node reliability 
RnT and is 0.62. The HC and mesh topologies are next 
in order with individual RnT (1000) being 0.65 and 
0.75. So based on the task requirement and operating 
conditions the above three networks can be designed 
with less reliable processors. RnT (1000)=0.92 for the 
tree and ring structures. If we increase the task 
requirement to 12 nodes it is obvious that the thres­
hold Rn for all the networks will also increase. For 
I =16 the system reliability curve for all the networks 
will lie below the Rn line and RnT (1000) must be 
>0.9 so that the required system reliability is main­
tained. A practical implication of these observations is 
that the FC, HC and mesh are considered more costly 
compared to star and ring topologies. This is based on 
the assumption that we use the same processors for all 
types of networks. But if we can design a 
FC/HC/mesh with less reliable processors and still can 
assure the system reliability, then why should we 
spend more by using the same reliable processors as we 
need for the star or ring architecture? 
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Fig. 6 . Effect of node failure rate on system 
reliability without repair at t=lOOO 
hours for !=8. 

An = 0.0001, At = 0.00002, coverage = 1.0 

Fig. 7 shows the variation of CCA8 ( t ) with time 
for the five topologies and with no-repair. We use I =2 
to compute the absolute CCA . It is seen that the FC 
behaves worst in this case. Even though the_fC has 
the maximum communication performance ( d = 1 ), 
its large number of links brings the performance/ cost 
ratio down. The tree and the ring connections lie in 
the middle of the graph suggesting that they have a 
fair performance and low cost. They are suitable for 
applications where communication requirements are 
not stringent. The HC connection gives the best 
performance/cost behavior. This is because it has an 
optimum number of links to provide reliability and 
CCA close to those of the FC. 

=. (t) 

Fig. 7. 

Ring 

600 1200 1800 2400 3000 

T:iine in Hours 

Absolute CCAs(t) variation with time and 
without repair. 

0.00002, coverage 1.0. 



TABLE II 
Task based OOA,(t) without repair, A• =0.0001, 

A1 =0.00002, Coverage=l.O. 

I Time FC HC Mesh Tree Ring 

0 2 .13 7.50 6.00 4.36 3.75 
300 2.02 6.85 5.43 3.70 3.09 
600 l.90 6 .17 4.87 3.16 2.58 
900 l.81 5.62 4.36 2.68 2.09 

1200 l. 71 5.06 3.90 2.24 l. 71 
8 1500 l.62 4.56 3.49 l.88 l.42 

1800 l.52 4.14 3.08 l.52 l.!4 
2100 l.43 3.76 2.74 l.26 0.93 
2400 l.35 3.40 2.44 l.05 0.77 
2700 l.28 3.07 2.16 0.86 0.61 
3000 l.20 2.75 I.SU 0.70 0.48 

0 2.13 7.50 6.00 .4.36 3.75 
300 2.00 6.85 5.39 3.58 2.99 
600 l.91 6.17 4.79 2.84 2.32 
900 l.80 5 .67 4.30 2.23 l. 72 

1200 l.68 5.09 3.74 l. 72 l.30 
12 1500 l.57 4.H 3.30 l.34 0.96 

1800 l.41 4.03 2.83 l.01 0.69 
2100 l.30 3.50 2.40 0.79 0.48 
2400 l.18 3.00 2.01 0.58 0.35 
2700 l.04 2.54 l.66 0.43 0.24 
3000 0.88 2 .19 l.35 0.31 0.17 

0 2.13 7 .50 6.00 4.36 3.75 
300 l.29 4.60 3.69 2.49 2.31 
600 0.77 3.00 2.25 l.50 l.33 
900 0.50 l. 75 l.39 0.89 0.79 

1200 0.31 l. 21 0.96 0.46 0.46 
16 1500 0 .18 0.70 0.52 0.28 0.27 

1800 0.11 0.48 0.35 0 .18 0.18 
2100 0.06 0.28 0.19 0.11 0.10 
2400 0.04 0.14 0.10 0.05 0.06 
2700 0.02 0.09 0.06 0.04 0.04 
3000 0.02 0.07 0.04 0.03 0.02 

Table II shows the task based CCA comparison of 
the five topologies. It can be observed that the 
CCA8 ( t ) of the FC shows the least degradation with 
time. This is because of very good fault- tolerance and 
communication attributes. The mesh connection has 
the second best CCA . Comparing the results of Fig. 7 
with those of table II for I =8, we can observe that 

z E CCA; ( t) of all the subgraphs with minimum two 

~;inected nodes gives less CCA degradation with time 
for all the structures except for the FC. This implies 
that the FC has very low proba):>ility of having a sub­
graph with less than 8 nodes in 3000 hours. But the 
CCA of the ring and tree structures increases dramati­
cally for I =2. 

The task based R8 ( t) with repair is given in Fig . 
. 8 for I =12, µn - 1=10 hours and µ 1- 1=2 hours. The 
effect of repair can be observed by comparing the 
results with those of the tabulated values given in 
table I. However, the reliability of the tree topology 
does not increase as of other structures because of it's 
unsymmetrical nature. Repair has no effect on the reli­
abilities of the five structures for I =16 (results are not 
shown in the Fig.). 

The effect of varying the node repair interval on 
the normalized CCA8 (1000) is plotted in Fig. 9 for 
I =8. Here we have assumed separate repair facility for 
the nodes and links. The results show that different 
topologies can have different repair intervals to main­
tain a specific system degradation. 
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5. CONCLUSIONS 
Reliability and computation-communication avai­

lability ( CCA) evaluation of multicomputer networks, 
with and without repair, are presented in this paper. 
Simulation is adopted because of the analytical intrac­
tability of the problem. The simulation model is quite 
general and is applicable to all multicomputer graphs. 
Typical results obtained in section 4, indicate that the 
hypercube structure performs the best from the relia­
bility and availability stand ~oints. It's cost and per­
formance were earlier shown [5] to be a reasonable bal­
ance between loop and completely connected struc­
tures. 

The effects of node failure rate and repair rate on 
the system dependability are quite interesting. It is 
observed that in order to maintain a specified system 
reliability the node reliability of different networks 
differs. This is because of the difference in degree of a 
node of different graphs. Similarly the required fre­
quency of repair varies for various networks to keep 
the CCA8 ( t ) within a specified degradable range. 
These observations lead to another interesting prob­
lem: Generally we express the cost of a network in 
terms of the number of links. This does not take into 
account the processor reliability at the design phase 
and the repair cost at the maintenance phase. But we 
have seen that the threshold node reliability and the 
node repair rate are lower for structures like FC/HC 
compared to those of ring/star networks for maintain­
ing a static reliability or availability. Hence, a more 
appropriate cost model of a network is necessary tak­
ing into account node reliability, link cost and repair 
cost, as is done for software life cycle models. This will 
allow us to compare the cost of different networks over 
a specified mission interval. 
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Abstract 
This paper describes the maintenance architec­

ture and its LSI implementation of the SIGMA-1, 
an ultra high speed data-flow computer for numeri­
cal computations in scientific and technological ap­
plications .. The multi-PE version of the SIGMA-
1 adopts the semi-custom LSI implementation ap­
proach. LSI implementation is closely related to 
testability and maintenability. In a parallel pro­
cessing system with a large number of processors, 
the architecture for resource management, debug­
ging and maintenance is important as the archi­
tecture for program execution. The SIGMA-1 uses 
combined SIMD/MIMD maintenance architecture. 
Design policy, implementation method, and improved 
architecture, including maintenance architecture, 
are discussed. 

1 Introduction 

Data-flow architecture is identified as the most suitable 
architecture for parallel processing systems. The main 
reasons are: The hardware construction of a large-scale 
parallel processing system using data-flow architecture is 
much easier than von Neumann architecture; and data.­
flow computing exploits all the parallelism in a program at 
the architecture level. Much research has been conducted 
[l-6] and several prototype data-flow processors have al­
ready been built [7-10]. 

The SIGMA-1 is an instruction-level data-flow com­
puter developed at the Electrotechnical Laboratory. The 
main objective of the SIGMA-1 is to build an ultra-high 
speed computing environment, to execute numerical com­
putations in scientific and technological applications such 
as Monte Carlo simulations and particle simulations that 
cannot be executed efficiently on a conventional vector 
processor. 

The prototype SIGMA-1 processor with a processing 
element (PE) and a structure element (SE) is in full op­
eration now[ll]. The performance of this prototype is ap­
proximately equal to the performance of a von Neumann 
processor constructed using the same technology [12]. The 
estimated performance of the SIGMA-1 with 200 process-
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ing elements exceeds 100 MFLOPS. 
This SIGMA-1 prototype has brought out several prob­

lems in constructing a data-flow computer system with a 
large number of processors. The prototype SIGMA-1 pro­
cessor is constructed by conventional TTL MSI technol­
ogy. Size, power consumption and hardware reliability will 
be serious problems if the same implementation technique 
is used in the construction of the final SIGMA-1 system. 
Therefore, LSI implementation of the SIGMA-1 is neces­
sary to construct a system with two hundred processing 
elements. 

In a parallel processing system with a very large num­
ber of processors, the architecture for resource manage­
ment, debugging and maintenance (maintenance architec­
ture) is as important as the program execution architec­
ture. LSI implementation of data-flow architecture makes 
more difficult to perform operations needed in resource 
management, testing, maintenance, and debugging. 

This paper describes LSI implementation and mainte­
nance architecture of the SIGMA-1 and discusses the prob­
lems in the constructions of a data-flow computer with 
large number of processors. Section 2 outlines architecture 
of the SIGMA-1 and problems in constructing data-flow 
computing system with a very large number of processor 
and the way to avoid them in the SIGMA-1. Section 3 
discusses the LSI implementation approach for construct­
ing a data-flow processor including interconnection net­
work. Section 4 describes the maintenance architecture of 
the SIGMA-1 that performs resource management, main­
tenance, and debugging. 

2 SIGMA-1 Architecture 

2.1 Architecture 

Figure 1 shows the global architecture of the SIGMA-
1. Four processing elements (PEs) and four structure 
processing elements (SEs) connected by a local network 
(LNET) form a group. A process or a subroutine is as­
signed to one of these groups. This group acts as a high­
. performance processor in the execution of assignment task. 



Therefore, interconnection within a group must have high 
speed and high capacity, otherwise the performance of se­
quential computing segments of programs decreases. The 
SIGMA-l's local network, 10 by 10 crossbar packet switch­
ing network eliminates this problem. 

The global network, a two-stage omega network which 
connects up to 64 local networks is used for communicat­
ing processes and accessing structure processing elements. 
The SIGMA-1 adopts a new load distribution method [14] 
implemented in an interconnection network. The com­
puter simulation [14] shows that this load distribution by 
that method is very close to ideal distribution. 

Figure 2 shows block diagrams of a PE and an SE. A 
PE executes all the instructions and data processing op­
erations except structure operations, and an SE executes 
structure operations such as read, write, allocate and deal­
locate. 

A PE consists of a FIFO buffer (B), an instruction fetch 
unit (F), a matching unit (M), an execution unit (E) in­
cluding a floating point arithmetic unit, and a distribution 
unit (D). Five units in the PE are arranged to operate in a 
two-stage pipeline. The B unit stores SK packets, where a 
packet consists of 89 bits. The M unit stores 64K packets 
and fires two-input operations. Single bank chained hash­
ing is used for performing matching. The F unit reads the 
instruction memory according to the address information 
on the input packet and also reads immediate operands 
from the instruction memory. The E unit consists of an 
integer ALU, a floating point ALU, a structure address 
generator, an input data-type checker and a sequencer. 
The D unit consists of a PE address generator, a loop 
count controller, and an output buffer. 

An SE consists of a FIFO buffer (SB) and a structure 
memory unit (S) which includes a structure memory, hier­
archical flags, and waiting queue control circuits. Detailed 
construction is described in [15]. 

Experience with the single processor SIGMA-1 shows 
several problems in constructing a data-fl.ow computer sys­
tem with a large number of processors. The way to avoid 
the main problems, synchronization and performance on 
sequential computation of programs, are discussed below. 

2.2 Synchronization 

Synchronization out of concurrent processes and synchro­
nization between processing elements and memory systems 
are included in the first problem. A data-fl.ow architecture 
solves the synchronization problems based on data depen­
dency in a parallel processing system since the instruction 
the arrival of input data triggers the instruction execution. 
However, in a data-fl.ow architecture it is very difficult to 
solve synchronization problems which are independent of 
data dependency since the execution of such instructions is 
partially decided by the data dependency of the program. 
This kind of synchronization is necessary for managing 
activities on processors, detecting program termination, 
mutual exclusion and sequentializing associated with I/O 
operation. 
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The SIGMA-1 solves this synchronization problem us­
ing operations based on static data-fl.ow model and the 
maintenance architecture discussed in section 4. In or­
der to realize such operations, the SIGMA-1 utilizes the 
order preserving property within processing elements and 
networks and instruction firing and execution without a 
matching memory. Detailed synchronization based on static 
operations is discussed in [13]. 

2.3 Performance on Sequential Comput­
ing Segments in Programs 

Performance of the sequential computations in a program 
is important in most matrix computations such as linear 
equations and eigenvalue problems. Figure 3 shows se­
quential computing segment of matrix computations. Here, 
the results from operations on all matrix elements ( elim­
inating step or rotation) are accumulated into a scalar 
variable, then distributed to all elements or all vectors in 
pivoting in Gaussian elimination and convergence test in 
iterative programs are performed. In circular pipelined 
data-fl.ow architecture, all data manipulated by instruc­
tions circulate through all processor pipeline stages. How­
ever in a von Neumann processor, the data circulates only 
in the execution stages. This is shown in figure 4. In 
general, circular pipelined data-fl.ow architecture decreases 
the performance of the sequential computing segments of 
a program even in the matrix computations. In order 
to avoid this problem, the SIGMA-1 uses 2-stage short 
pipeline control architecture and advanced packet sending 
mechanism. At the result of this improvement, single in­
put instructions are executed in every 2 clock cycles and 
two input instructions are executed in every 3 clock cycles 
in a pure sequential program. 

3 LSI implementation 

The prototype PE constructed consists of eight printed cir­
cuit boards with approximately 1900 TTL MSI and MOS 
memory chips. The number of boards, size, power con­
sumption and reliability prohibit the use of prototype PE's 
in the construction of the final SIGMA-1 system which has 
200 processors. Thus LSI implementation is necessary for 
constructing the final system. 

Data-flow architecture has following characteristics: 

1. A data-fl.ow processor does not have registers or his­
tory sensitive memories. 

2. Pipeline stages in a data-flow processor does not in­
terfere each other except for input and output con­
nection to the neighbouring stages. Independency of 
each unit enables simple unit design. 

3. Communication between processing elements is per­
formed as packet communication. This simplifies in­
terfacing between processing elements. 
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4. Five memory accesses, two read and two write (in­
sert and delete) accesses to a matching memory, and 
a read access to an instruction memory are neces­
sary for a two input instruction execution. Figure 
5 shows typical memory accesses for an instruction. 
This is 2.5 times that of a von Neumann processor 
memory access, where one read access for instruc­
tion fetch and one read/write access to data access 
is performed. 

5. Since the concurrency in a program is determined by 
data dependency, a large buffer that stores excessive 
parallelism during execution is necessary. 

Characteristics (1) to (3) support LSI implementation, 
while (4) and (5) imply that the data-fl.ow processor re­
quires wider connection between a processing element and 
memories. 

Several approaches in implementing data-fl.ow architec­
ture are considered in the following paragraphs. The first 
is a single chip approach. Tthere are approximately 60,000 
gates in a SIGMA-1 PE. Therefore, it is possible to design 
a single chip PE by current VLSI technology either adding 
a sufficient number of pins to the chip or installing buffer 
memories and matching memories in the chip. However, 
these conditions cannot be satisfied by the current VLSI 
technology. Hence, memory interface signals must be mul­
tiplexed on a limited number of pins on a chip. Since a 
data-fl.ow processor requires wider connection between a 
PE and memories, data-fl.ow architecture is much better 
than von Neumann architecture if implemented in a VLSI 
chip. 

The second approach is to construct a processing ele­
ment using ready-made LSis such as AMD2901 and a mi­
croprocessor. Ready made LSis for fixed-point and :fioating­
point ALUs are most suitable for constructing an experi­
mental processor. However, no ready-made LSis are avail­
able for the most important units, the matching unit, the 
instruction fetch unit, and the distribution unit in a data­
:fiow processor since they are not common in von Neumann 
processors. Therefore, the performance of a data-fl.ow pro­
cessor is reduced if constructed by ready made LSis. 

The single chip approaches are inappropriate for con­
structing an experimental data-fl.ow processor. We have 
chosen the third approach, semi-custom LSI approach, 
for constructing the final SIGMA-1 processing elements. 
In commercial computers, semi-custom LSI approach has 
been widely accepted. Design and manufacturing cost for 
semi-custom design are comparatively high. In addition, 

modifications to the manufactured LSI is impossible. This 
is an obstacle for LSI implementation of an experimental 
processor. 

Table 1 shows hardware of the prototype and the final 
processing element. The final PE consists of semi-custom 
LSis, gate arrays and standard-cell LSis, CMOS memo­
ries, and a number of SSis for drivers and receivers. A 
PE has eight types of gate arrays, a standard cell LSI, 
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and contains 28 LSls. About 42% of !Cs in a PE are in 
the matching unit, (see table 1). This indicates that the 
matching unit is the most important unit in the SIGMA-1. 

These LSis and memories are assembled on a printed 
circuit board. The total number of gates in a PE, exclud­
ing memories, is approximately 81,000. The total mem-
ory capacity in a PE is approximately 1 MB. This in­
cludes gates for test and maintenance circuits which will 
be explained in the next section. The net number of 
gates, estimated at 54,000, is almost the same as that of 
a pipelined von Neumann processor employing the same 
technology. Since the component count is 1570 and there 
are six printed circuit boards per a PE, both the number of 
components and the number of printed circuit boards are 
reduced by one fifth to one sixth of those in a prototype 
hardware. 

4 Maintenance Architecture 

4.1 Maintenance architecture for a data­
ftow processor 

Computer system time for an user includes program exe­
cution time, hardware and software initialization, program 
loading and unloading, execution of an operating system 
including resource management, program debugging, and 
hardware testing and maintenance operations. It is nec­
essary to decrease all the computer time to construct a 
high-speed computing system. So far, resource manage-
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ment, maintenance, and debugging operations on a par­
allel processor system are performed mutually by many 
element processors or by a single service processor [16]. 
H these operations are performed mutually by many pro­
cessors, it is difficult to control them when overflow or 
deadlock in hardware resource occurs. H these operations 
are performed by a single service processor, resource man­
agement, maintenance, and debu~ging can be controlled 
even if overflow or deadlock occurs. However, the time 
required for these operations increases linearly with the 
number of element processors in a system. Hence, the 
single service processor approach would not be fruitful in 
a parallel processing system with a very large number of 
processors. In order to achieve a tolerable time for these 
operations, a special purpose parallel architecture for re­
source management, maintenance, and debugging is neces­
sary. This architecture is the "maintenance architecture" 
of a processor, while the "program architecture" executes 
the program. 

Maintenance architecture is more important in parallel 
processing environment with a very large number of pro­
cessors than in a uni-processing environment. The perfor­
mance of program architecture does not increase linearly 
with the increasing number of processors in a system. In 
general, the number of maintenance operations increases 

T BUS ·--------

T Unt t 

M BUS 

slightly more than linearly as the number of processors in­
creases, and interconnection hardware is added to element 
processors. Consequently, the ratio of program execution 
time to non program execution system time becomes lower 
with the increasing number of processors in a system. 

When the program architecture is data-fl.ow, non data­
fl.ow maintenance architecture is essential because a data­
fl.ow architecture alone cannot perform certain kinds of 
testing and maintenance operations. History sensitive op­
erations or computations utilizing side effects are essen­
tially necessary for resource management, maintenance 
and debugging. For example, neither the arrival of a data 
token at a certain node nor data tokens sent to an in­
correct position can be detected only by data dependency 
relationship. Basic hardware tests, such as the connec­
tivity test between components, cannot be performed on 
data-fl.ow architecture. A von Neumann processor can 
perform these tests since it can handle history sensitive 
or side effect operations. Therefore, either von Neumann 
architecture or non-data-fl.ow architecture is required for 
maintenance architecture in a data-fl.ow processor. Acor­
rect program is successfully executed but the behaviour 
of incorrect programs or wrong hardware cannot be ana­
lyzed by the data-fl.ow architecture itself, since the execu­
tion of a data-fl.ow processor is solely determined by data 
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availability. Hence, a processor solely based on data-flow 
architecture cannot exist as a standalone computer sys­
tem, and it is necessary to combine it with non-data-flow 
maintenance architecture. 

4.2 SIGMA-1 Maintenance Architecture 

The main objective of the SIGMA-1 maintenance archi­
tecture is to perform resource management, maintenance, 
and debugging as fast as a single von Neumann type pro­
cessor in the 200-PE SIGMA-1 system. For this purpose, 
the parallelism in the maintenance architecture must be 
more than that in program architecture because perfor­
mance of the program architecture does not linearly in­
crease with the increasing number of processors but re­
source management and maintenance operations increases 
slightly more than the number of processors in program 
architecture. Resource management, maintenance and de­
bugging require global control and global data exchanges. 
Therefore, these operations cannot be executed in inde­
pendent service processors attached to processor groups 
in the system. 

In order to fulfil these requirements, the SIGMA-1 
maintenance architecture adopts a combined SIMD /MIMD 
parallel architecture. Figure 7 is a block diagram of main­
tenance architecture in the SIGMA-1. The first and sec­
ond layers are special purpose SIMD maintenance proces­
sors and perform basic operations on hardware compo­
nents. The third and fourth layers operates as von Neu­
mann MIMD processors and perform high and abstract 
level resource management, maintenance, and debugging. 

The first layer of the SIGMA-1 maintenance architec­
ture consists of maintenance circuits, including conven­
tional scan-in and scan-out circuits in PEs and SEs. This 
layer accesses all memories, registers and important con­
trol signals inside and outside LSls. All memory cells, 
registers, and important logic signals are accessed accord­
ing to M (maintenance) commands sent through the M 
Bus from T units. All the maintenance items in the first 
layer are uniquely addressed in the system. Data transfer 
rate by the first layer is limited, since the data transfer 
width of the M Bus is limited to four bits and accesses to 
memories and registers are limited to one bit at a time. 
However, all the maintenance circuits in the first layer op­
erate concurrently in SIMD fashion. About 33% of logic 
gates are used in the maintenance circuits. This layer also 
controls several hardware resources such as the number of 
packets in a FIFO buffer (B) in a PE, the load factor of 
a matching unit, execution count of a certain instruction, 
and deadlock status. This information is passed to higher 
layers as attention signals and used in the run time control 
program in the third and fourth layer processors. 

The second layer consists of maintenance units (T units) 
installed one per PE, SE and network board. A T unit is 
a microprogram controlled special purpose processor that 
consists of one gate array (2600 gates) and a micropro-
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gram ROM. The objective of this layer is to combine bit­
wise operations in the first layer into wordwise logical op­
erations. The microprogram in the T unit translates the 
logical maintenance command into a sequence of M com­
mands. These commands are sent to the first layer and 
gather data from the first layer. The second layer watches 
for attention signals and controls the system clock signal if 
necessary. The T unit receives commands and exchanges 
maintenance data with the maintenance processor through 
the T Bus. 

The third layer consists of maintenance processors, one 
per group comprising four PEs, four SEs, and a local or 
global network. A maintenance processor is a commercial 
microprocessor (8086) with no secondary storage device. 
This layer checks data from T units, generates mainte­
nance commands to T units, and extracts error or debug 
information in the data from T units. The fourth layer is 
a service processor. The service processor, VAX 11/750, is 
the host processor of the SIGMA-1. This layer is in charge 
of global human interface control. 

The final SIGMA-1 system consists of one service pro­
cessor, 40 maintenance processors, 360 T units, and over 
10,000 maintenance circuits in LSis. 

The maintenance architecture in the SIGMA-1 sup­
ports fault tolerant operations. Break down in a process­
ing element breaks down is notified to the service processor 
immediately. Then the system clock signal to the faulty 
hardware stops and change configuration registers in net­
works and processing elements are modified correctly. There­
after the system operates normally. In this case, mainte­
nance operations can be performed even if the system clock 
is not applied to processing elements and masks handshake 
signals in the SIGMA-1 hardware. 

5 Conclusion 

Several problems in constructing a large-scale data-flow 
computing system with a very large number of processors 
have been discussed in this paper. Data-flow architec­
ture can solve only some of the problems encountered in a 
parallel processing system. In the SIGMA-1, most of the 
other problems are solved by architectural improvements 
in processing element, network and maintenance architec­
ture. 

Semi-custom LSI implementation of the SIGMA-1 in­
dicates that a high-performance data-flow processor with 
about 1 MB memory can be installed on a printed circuit 
board. For construct a parallel processing system with a 
very large number of processors, the data-flow architecture 
is more suitable than the von Neumann architecture, since 
the connections to network are much easier in data-flow 
architecture. 

From the hardware point of view, the merit of data.­
flow architecture is the easy expandability to a large sys­
tem. Therefore, single chip VLSI implementation is indis­
pensable. However, there are several problems to solve for 



achieving a single-chip high performance data-fl.ow parallel 
processor. Some of them are: 

1. Design of an efficient, reduced and refined instruc­
tion set to reduce the instruction set and the number 
of instructions executed in a program, 

2. Design more efficient matching unit for compact in­
stallation of a PE, and 

3. Efficient hardware resources management in a. PE 
and an SE. 

The preliminary version of the SIGMA-I PE and SE 
have been in operation since the latter half of 1984. The 
final version of the SIGMA-I was designed and fabricated 
at the end of I985. A single group with four PE, four SE 
and a local network will be in operation at the end of 1986. 
The final system, consists of 200 processing elements, with 
a total predicted performance of 100 MFLOPS will be in 
operation by the end of I987. 
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Table 1 Hardware of the SIGMA-1 

+------------------------------+--------------------------------------+ 
I Prototype I LSI Version I 
+------------------------------+--------------------------------------+ 
!Technology Advanced S'I'TL I CMOS gate array I 
I I CMOS standard cell LSI I 
I CMOS SHAM I CMOS SRAM' DRAM I 
+------------------------------+--------------------------------------+ 

Unit N L I N L M G NG I 
+------------------------------+--------------------------------------+ 
I B Unit 178 166 I 23 11 6 14016 9252 I 
I F Unit 237 180 I 80 23 6 13251 7903 I 
I M Unit 385 274 I 144 28 7 16835 10233 I 
I E Unit 267 256 I 45 37 2 13298• 9726• I 
I E Unit (FALU) 406 406 I 12 9 1 7500•• 7500••1 
I D Unit 97 97 I 39 39 6 13968 9630 I 
I T Unit 0 0 I 11 10 l 2367 0 I 
+------------------------------+--------------------------------------+ 
I PE Total 1570 1379 I 354 157 29 81235 54244 
+------------------------------+--------------------------------------+ 
I SB Unit 78 30 I 23 11 6 14016 9252 I 
I s Unit 242 176 I 319 212 l Bobo 1000 I 
I T Unit 0 0 I 11 11 l 2367 0 I 
+------------------------------+--------------------------------------+ 
I SE Total 320 206 I 353 234 8 24383 16252 I 
!=====================================================================! 
!Grand Total 1890 1585 I 707 391 37 105618 70496 I 
+------------------------------+--------------------------------------+ 
I I I 
IPCB Count 8 I 2 I 
+------------------------------+-----------------~--------------------+ 
I I I 
I N I M G I 
I Local Network 32 I 16 128000 I 
!Global Network 512 I 256 2048000 I 
+------------------------------+--------------------------------------+ 
I I 
I N Number of IC chips I 
I L Number of Logic ICs (not including RAM and ROM) I 
I M Number of LSis I 
I G Number of gates (translated to 2 input nand gate count) I 
I NG Number of gates excluding maintenance circuits, where drivers! 
I are not counted. I 
I I 
I * Excluding floating-point ALU I 
I ** Floating-point ALU (hard-wired vs. AMD29325) I 
+---------------------------------------------------------------------+ 
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Abstract: The problem of array handling is a major issue in 
the design or data-flow multiprocessor systems. We demon­
strate here two solutions (namely the I-structures and the to­
ken relabeling approach) and apply them to two well known 
numerical algorithms. The Fast Fourier Transform and the 
LU decomposition algorithm have been chosen since they are 
representative of a large class of algorithms and provide good 
benchmark for the evaluation of the performance of data-flow 
systems. We base our research upon the MIT tagged data­
flow architecture. The results or a deterministic simulation of 
Arvind's data-flow machine are presented and show the con­
trast between the two structure representation methods. 

I. INTRODUCTION 

Data-flow systems have been proposed as an alterna­
tive to the cumbersome programming methods offered by con­
ventional von Neumann computers. The traditional model of 
computation implies a central control (the Program Counter) 
as well as a global state (the memory system represented by 
the variablea in the high-level programming language). On 
the other hand, in a data-flow system, the executability of an 
instruction is decided by the availability of its operands, 
thereby implementing a diatributed control very amenable to 
parallel implementation. For more details, the interested 
reader may refer to excellent surveys of data-flow principles 
by Treleaven (1982), Srini (1986) or to a special issue of IEEE 
Computer magazine (1982). 

While these principles describe the interaction of 
scalar elements, careful attention must be given when dealing 
with larger structures. In this paper, we study in more detail 
the I-structures (Arvind and Thomas, 1978) and the token re­
labeling approach (Gaudiot, 1986, and 1985). In section II, we 
describe these two methods. The two algorithms used for 
illustration are described in section III and their data-flow 
graph representations are then explained. The simulated 
machine and the results from the simulation are shown in sec­
tion IV. Concluding remarks are made in section V. 

Il. ARRAY HANDLING 

The basic data-flow principles as described above ap­
ply mostly to scalar operations. When large data structures 
are involved, a different mode of processing must be entered. 
Indeed, the underlying rule of data-flow systems is the aingle 
auignment principle. It implies that no variable can be as-

•This material is based upon work supported in part by the 
National Science Foundation under Grant No. ECS-8404345 and by 
the USC Faculty Research and Innovation Fund 
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signed a value more than once in the course of the program. 
A scalar token (a value) cannot be modified but a new token 
can be created after the appropriate processing. Large data 
structures can be likewise created after "modification" but 
the copying operation can impose large overhead if a single 
element of large element array should be modified. For this 
reason, several schemes have been developed in the past. We 
will now describe some or the most representative ones. 

2.1. Heaps 

This scheme has been originally described by Dennis 
(1974). It involves representing an array as a tree or pointers. 
When a single array element must be modified,. only a se­
quence of pointer m(!dification steps is involved. For an n 
element array, the cost or modifying a heap is proportional to 
log n which compares favorably with a cost proportional to 
n when the original array is entirely copied. There are 
several disadvantages which have been associated with the 
heaps (Arvind and Gostelow, 1982). These include a sequen­
tialization or some array operations, a centralization of array 
accesses, storage overhead, etc. 

2.2. I-structures 

The I-structures were introduced by Arvind and Tho­
mas (1980) in order to permit pipelining between the producer 
and the consumer of structures. In other words, an array ele­
ment should be readable before the entire array has been pro­
duced. This scheme can be implemented by the addition of 
"presence bits" which can be associated with every cell of 
storage. When a request is made to a "full" cell, the data can 
be forwarded to the requestor. When the cell is found to be 
empty, a tag is left, indicating the forwarding address of the 
original requester. When the data is ready, it can be directly 
forwarded to its intended destination. 

This method obviously reduces the latency between 
the creation of a data element and its consumption and allows 
a more flexible scheduling of operations. However, it intro­
duces additional overhead at execution time and also requires 
the design of a complex I-structure handling hardware 
mechanism. 

2.3. Token relabeling 

This scheme was described by Gaudiot (1985) for a 
data-flow system which uses the U-interpretation principles. 
When a producer and a consumer or an array can be readily 
identified, the notion of structure can be entirely ignored at 
the low-level. Instead, the tag associated with each token 
under the rules of the U-interpreta~ion is used as 



identification of the index of the array element of the high­
level language. In other words, it can be simply said that, 
when an array A is created, its A(i) element is tagged with 
"i" (Note that the tag is in fact a more complex structure but 
this simplified description is sufficient in the context of this 
paper). This approach can be applied very easily to some 
operations such as the Fibonnaci numbers (Fig. 1) where Rl 
and R2 are actors which respectively add 1 and 2 to the input 
iteration tags in order to allow the result produced by the 
"add" operator during iteration "i" to be re-used during 
iteration "i+ 1" and "i+2". 

Fig. 1. Token relabeling 

More complex program structures are involved in ord­
er to apply the scheme to scatter and gather operations. 
These constructs, such as the gather situation illustrated in 
Fig. 2, would not be easy to implement (Gaudiot, 1985): 

DO 1 1=1,100 

1A(i)(i] 

, , (Relabeling) 
\ F-1 t 
' I 

A(i) .. A(F(k)) 
(F"1(i)) (k] 

Fig. 2. Gather 

1 C{i) = B(i} + A{F(i)) 

An inverse function F"1 unknown at compile time 
would be needed to perform the relabeling of data-llow to­
kens. It has been shown that such a calculation is not neces­
sary. Instead, we introduce in the calling program a sequence 
generator which produces the F(i)'s, tagged by i (Fig. 3). A 
relabeling actor (called x) exchanges the order of the tag and 
that of the data value. Both the A elements and the i (tagged 
F(i)) are input to a special actor 6. Without any inverse func­
tion, the element A has been matched with the proper F(i); 
we have found A(F(i)) still attached to its original F(i) itera­
tion label. The special 6 actor is a relabeling actor which 
takes the A input and relabels it with the content of its other 
input. In other words, it outputs A(F(i)), with a label i. 
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Fig. 3. The 6 actor 

This approach has many advantages: better run-time 
memory management as no intermediary storage is needed, no 
need for array operations, smaller hardware and execution 
overhead. However, it requires the complete consumption of a 
data structure lest some tokens remain orphaned for the rest 
of the execution of the program. 

m. TWO APPLICATIONS 

In this section, we present several data-fl.ow graphs for 
two parallel algorithms. The crucial consideration in the 
design of these graphs has been to successfully exploit all the 
parallelism inherent to the algorithms. Since we are interest­
ed in contrasting the performance of the token relabeling 
scheme with that of the I-structure implementation, we con­
struct two graphs for each algorithm. In each, we apply one 
of the two different structure handling schemes under study, 
namely the Token Relabeling approach and the I-structure 
method. The applications examined in this section have been 
run on a deterministic simulation program and the results will 
be shown in the next section. 

3.1. The FFT application 

3.1.1. The algorithm: Fig. 4 shows the eight-point 
decimation-in-frequency FFT computation. In the general 
case, the FFT computation contains only butterfly constructs 
with a regular pattern of connections among these butterflies 
and different multiplicative constants W. The butterfly con­
struct (Fig. 5) obeys the following equations (Oppenheim and 
Schafer, 1975): 

x (j +l,p )=x (j ,p )+x (j ,q) (1) 
x (j + 1,q )=x (j ,p )-x (j ,q )) W,V 

where x (j ,i) denotes the data coming into stage j, at point 
i. There are N inputs, and n = logN stages, with the fol­
lowing constraints 0 ~ i ~ N -1, and 0 ~ j ~ logN-1. 
The relation between p and q in a particular stage for a 
given size of the problem uniquely specifies the connections of 
butterflies between two successive stages. This means that 
the routing of data tokens is determined by p and q . In ad­
dition to the data routing issue, the parameter r is another 
factor which distinguishes the computations of butterflies lo­
cated in various place. At a particular stage j, the parame­
ters in_ the equations are derived as follows: 



Fig. 4. Eight-point decimation,in-frequency FFT 

x(j,p)--...-v--~+ x(j+l,p) 

.1; •• 1 ~·Ii•\•] 
Fig. 5. Butterfly construct 

(2) 

for all 0 5 i 5 N-1, where 'A' is a bitwise AND 
function, 'V' is a bitwise OR function, 'I' is an modulo func­
tion, and f is the one's complement of k . 

Assuming that k = 2•-i-1, then the butterfly be-
comes: 

.z (j +1,i Af)=.z (j ,i AD+.z (j ,iVk) . -'. I k )/k (3) 

.z (j +1,iVk )=(.z (j ,; Ak }-.z (j ,iVk ))e -J "\1 

for all i such that 0 5 i 5 N-1. 

9.1.!!. The Token Relabeling implementation of FFT: 

As the access pattern of FFT computation is rather 
regular, the relabeling function is relatively simple. The 
butterfly construct is implemented by a corresponding data­
flow graph which accepts input tokens from two terminals as­
sociated with index numbers j and i in the iteration portion 
or its tag. 

In order to express the FFT butterfly of equations (1) 
and (2) into a data-flow graph, the equations are rewritten as: 

.z(j+I,iAf)=.z(j,iAf)+.z(j,F /iAk)) (4) 

.z(j +1,iVk )=(.z(j ,F~(fl".kl) -j-'i I k)/k 
-.z \1 ,1 Vk ))e "\ 

It can be shown that the functions F 1 and F 2 can be 
expressed as follows: 

Fj(p)=p (Dk 
Jt'J_{q)=q <Dk where fD is an exclusive OR 

The butterfly is redrawn as shown in Fig. 6 where two 
index modification blocks F 1- 1 and F i 1 have been inserted. 

The relabeling function F-1 is generally not available. 
This is because it cannot be calculated at compile time. Gau­
diot (1985) demonstrated a method which entirely avoids the 
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i----x(j+l,q) 

Fig. 6. Modified butterfly construct 

calculation of F-1• This was described in a previous section 
of this paper. Here, two primitive actors 6, and 6., are 
defined for enabling easy operations on the iteration number 
portion of the tag. The function of the 6, actor is to extract 
the iteration number from the input token while that of the 
6.,, actor is to set the iteration field of the tag of one of the 
input tokens with the data field of another input token 
(Fig. 7). Note that this 6111 corresponds to the 6 actor as pre­
viously defined by Gaudiot (1985). 

x[y) Fig. 7. /j actors 

In general, tag modification can be done by specially 
designed actors. However, the set of tag modification actors 
should be kept as small as possible so as not to increase pro­
cessor complexity. A general solution for the realization of 
the relabeling function is shown in Fig. 8. In this diagram, 
the following notation is used: data Iii indicates a data element 
with an iteration field tag i. 6, extracts the iteration number 
from the token .z 2Jil• which .z llF(i)) will be matched to, ;Iii is 
processed by function F. i1q is then relabeled by F(i)[i) such 
that i is able to match with .z 1 and relabel .z L Finally .z l(i) 
is obtained. The graph containing one 6, actqr, two 6., ac­
tors and the function F performs F-1 for .z 2. The function 
F is known from the algorithm and is implemented by the 
usual arithmetic and logic actors. This general method does 
not need other s~cially designed tag modification actors. In 
the butterfly, F 1- and F i 1 are realized as shown in Fig. 9. 

Fig. 10 is the block diagram of the FFT computation. 
A stream of one dimension data tokens first passes through 
the input adaptor which prepares extra context levels and 
proper iteration numbers for each data to identify the loca­
tion of data in the FFT graph. The set of input data .z (j ,i) 
is separated by the distributor into two groups and which are 
later forwarded to the two terminals of the butterfly. The 
butterfly block processes paired tokens and generates one pair 
of new tokens for the next stage. The loop control block then 
checks whether the last stage of computation has been 
reached. If not, the iteration number which stands for the 
FFT stage is incremented by one and the token is looped 
back. Otherwise, the token is routed to the output module. 
A set of constants 11 m 11 is produced by the constant and k -
generator and is consumed by the loop control block in order 
to check for the end of loop. As tokens are produced by the 
loop, they are postprocessed by the output block. The order 
is bit-reversed so that a correct set of data could be ready. 
Both the token relabeling function F and the function W in 
the butterfly are function of K and of the indices of the to­
ken. 



'2(i) 'l[F(il] 

•1[;) 

Fig. 8. The relabeling function 

Fig. 9. Realization of F-1 

9.1.9. Block diagram of FFT I-Structure graph: The 
data-flow graph which corresponds to the "conventional" I­
structure organization is represented in a block diagram form 
in Fig. 11. Instead of entirely unraveling the FFT graph at 
runtime, an array (using the I-structure representation) is 
used to buffer the data between stages of the FFT computa­
tion. There are four I-structure buffers in the computation of 
an 8-point FFT since there are 3 stages. Note that since the 
I-structure definition allows the consumption of an array 
when it has been partially produced, pipelining is allowed 
between the stages without waiting for the entire production 
of the intermediary data. At least on this scheduling point of 
view, the I-structure representation is similar to the Token 
Relabeling method. However, as is apparent on the graph of 
Fig. 11, ·several additional actors (namely SELECT and AP­
PEND) are required to handle the I-structures. These are not 
necessary in the Token Relabeling method. 
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Fig. 10. Block diagram of FFT TR graph 
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Fig. 11. Block diagram of FFT IS graph 

3.2. The LU decomposition 

The LU decomposition of a matrix is another problem 
adopted for the evaluation of the behavior of the Token Rela­
beling and I-structure techniques. There are several reasons 
in the choice of this algorithm: 

• It is a two dimensional problem 

• The computation of LU-Decomposition (also referred to 
simply as LU-D) requires two broadcast operations 
which can be difficult to efficiently implement in a 
data-flow environment. 

We will only describe the outline of the algorithm to 
explain the block diagrams of Token Relabeling and !­
structure data-flow graphs. Note that the details of this algo­
rithm have been presented by Hwang and Cheng (1982). In 
Fig. 12, it is shown how the matrix is partitioned into three 
parts. Part I contains the components of the matrix in first 
row. Part II contains the components of the matrix in the 
first column except the one in the first row. The rest of the 



matrix belongs to part III. The overall outline of the algo­
rithm is presented below: 

loop aize_of_problem > 0 
output I and vertically broadcast I to I/ and III 
update II 
output II and horizontally broadcaat II to III 
update III and set III as new problem 

end loop 

Matrix A 

[;J ~ ~ 
Fig. 12. Matrix partitioning for LU-D algorithm 

A new problem with smaller size is created and fed to 
the next iteration after the current iteration has been com­
pleted. Each iteration generates part of the components of 
the U matrix and of the L matrix. 

9.2.1. LU-D Token Relabeling graph: Fig. 13 shows the 
block diagram of the Token Relabeling data-flow graph for 
LU decomposition. The distributor separates tokens into 
three streams (I, II, and III). The tokens in stream I are sent 
out as the partial result of the U matrix. In the mean time, 
the first broadcast block broadcasts tokens in I to II and III. 
Receiving tokens from the broadcast block, the second distri­
butor separates tokens into two new streams (II and III). In 
the new II block, paired tokens in II are processed and a new 
version of II components is generated. These new II com­
ponents are sent out as the partial results of L matrix. And, 
they are also broadcasted to III. The new block III processes 
three tokens which come from the two broadcast blocks and 
the distributor and produces a new version of III components. 
This new version is later sent back as a new smaller problem 
to be solved. No loop is needed since the size of "new III" 
will eventually be zero and no more actors will be fired. 

Since the token relabeling function is not limited any 
longer by only the actors D and D -1, any function is allowed 
to modify the tag. As a result, any token in the graph can be 
arbitrarily chosen and passed to any iteration at will, through 
the use of the tag detection and tag modification primitives. 
The broadcast of a token to other iterations of computation is 
a significant example of the advantages that can be obtained 
from this method. Systematic mapping of tokens onto the 
proper iteration is required in order to apply this technique. 
In this application, the distributor and broadcast blocks 
indeed realize this mapping. 

9.2.2. LU-D I-structure graph: As in the FFT algo­
rithm, the difference between the block diagrams of the Token 
Relabeling and I-structure graphs is in the data accessing 
modes. The I-structure graph (Fig. 14) uses array accessing 
actors while the Token Relabeling graph properly labels to­
kens and uses distributors to route tokens. Both of them 
share the same major functional blocks and follow the same 
algorithm. Since the I-structures provide synchronization 
mechanisms among tokens, the graph is constructed by 
several functional blocks without interconnections among 
them. However, pointer generation is complicated by the fact 
that sets of names and indices of arrays to various iterations 
for selections and appends of arrays must be generated. 

m 

Fig. 13. Block diagram of LU-D TR graph 

A v H 

.------------------- .... -----------., 

App~nd \ ~ 
.... - - - - - - - - • - - - - - - -.- j_ -·- - - ,. - - -- - - - -· . . . , . m . 

Fig. 14. Block diagram of LU-DIS graph 
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IV. SIMULATION AND ANALYSIS 

A simulation approach was taken to compare the per­
formance of the Token Relabeling scheme (TR) and of the!­
structure scheme (IS). The two applications described in sec­
tion 3 were simulated under both sets of array representation. 

4.1. The architecture model 

The architecture model of the Arvind/MIT tagged 
data-flow machine (Arvind, Kathail and Pingali, 1980) was 
adopted for the machine model of the simulator. It simulates 
64 Processing Elements (PEs) interconnected by a packet 
switching 6-dimension Hypercube network. Each PE can be 
viewed as three units: 

• The Aaaociatit1e Memory Unit in which incoming tokens 
are associatively compared with previously arrived to­
kens. Matched tokens are then sent, along with the op. 
code to the next unit. 

• The Proceaaing Unit receives the ready instruction 
packets and processes them according to the op. code of 
the template. 

• The Token Formatting Unit receives results from the 
PU and forwards them to the associative memory unit 
or to another PE through the message passing network. 

• The /-atructure controller where array access operations 
are handled. Such actors as SELECT or APPEND are 
executed by this unit. 

4.2. Simulation results 

As in the tagged data-flow architecture, the simulated 
graphs are executed under the U-interpretation principles. In 
addition to gathering statistics, this simulator actually com­
putes the results from the simulated data-flow graph and pro­
vides correct results. We now describe the results from the 
simulation. The measures of performance we concentrated on 
are listed below: 

4.e.1. The graph complexity: Simply counting the 
number of actors in the two graphs would not give an accu­
rate measure of the complexity of the graphs. Instead, a 
dynamic measure must be introduced by counting the number 
of actors which are actually executed. A convenient method 
to obtain this figure is to simulate the graphs on a aingle pro­
ceuor. Simulation shows that for the FFT algorithm, the 
design of the IS graph has higher complexity than that of the 
TR, while for the LUD algorithm, the TR graph is better. 

4.e.e. Speed up: Fig. 15 shows the speed-up of two 
graphs for an FFT computation. The TR graph exhibits a 
much better speed-up behavior than the IS graph does. All 
the components of the arrays can be distributed to various 
processors and processed truly independently. With the com­
munication overhead of structure accessing, the IS graph 
turns out to have poor speed-up behavior. 

4.e.s. Execution time: Fig. 16 shows the execution 
times of FFT-TR and FFT-IS graphs in a multiprocessor en­
vironment. For both graphs, tasks are distributed to proces­
sors according to the same mapping function. 

For a problem with a size smaller than twice the 
number or processors in the system, the number of processors 

597 

used for solving the problem is half of the size of problem. 
Therefore, in Fig. 16, the curve should follow a logarithmic 
function (log N) instead of an N ·log N function in the ideal 
case (where N is problem size). The TR graph is close to this 
prediction since its speed-up shown earlier is almost linear. 
The IS graph appears to follow the N ·log N function because 
the rate of speed increase becomes slower while the processor 
number increases. This effect was shown in Fig. 15. 

Speed up 

/// 

t // 
I ,/ ___,_0 -------oFFT-IS 
1 • 0 

11 ~! 0-----
+ # of processors 

-;-+2--+-4 --+---t8-+-+---+--16.._,-+--+--+---+----+--~-+32-+--+-~ 

OOOOre+OO JOOOt..t-OI :?aOOrr-+81 ll.OOOi!+OI 4.000e+-OI 

Fig. 15. Speed;up factor 

Execution time 
.........,T 

Fig. 16. Execution time 

/ 
/ 

/ 

FFT-IS 
# LlJD..IS 

,.-/8xs1 

4.e.4. Number of actit1e tokena: In Fig. 17, it is shown 
that the peak number or active tokens in the system for the 
·IS graph is more than twice that for the TR graph in every 
case. One reason for this is that the requests for structure ac­
cessing in the IS computation are always issued before the 
data are ready. Another reason is that sets of structure 
names and indices are always generated before the data is 
computed. Fig. 18 shows that the computation of the IS 
graph has more than twice the average number of active to­
kens in the system than the computation of the TR graph 
has. The reasons can be found in the following: 



Peak fl of tokens 

Fig. 17. Peak number of active tokens 
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Fig. 18. Average number of active tokens 

1) structure names, indices are waiting for data arrival at 
APPEND actors 

2) the requests for data issued by SELECT actors are 
waiting in the I-structure controller. 

4.2.5. Network load: Fig. 19 shows that the computa­
tion of the IS graph causes much heavier load for the network 
than the computation of the TR graph does. The higher 
average number of active tokens in the system introduces 
more load on the network. Therefore, the figure shows a two 
to three times increase in network load for IS computation 
over that for the TR computation. 

4.3. Analysis 

In our performance analysis of the data-flow multipro­
cessor, many parameters can be observed. We have kept 
those most closely related to the problems of array handling 
schemes evaluation. 
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4.s.1. Speed: Because both the TR scheme and the IS 
scheme implement graphs based on the same algorithm, the 
time complexity of the two graphs is similar. The comparison 
of their execution times eloquently displays the difference in 
time overhead respectively incurred by the TR and IS 
schemes. It should be noted that: 

1. The execution speed of the TR graph is noticeably 
higher than that of IS graph. This is because the TR 
scheme implements the concept of direct data forward­
ing: A token generated by an actor carries the informa­
tion about its destination actor and is transmitted 
without going through any intermediate structure 
storage. On the other hand, a token in the IS graph 
format is sent to a designated structure storage and 
then passed to a destination actor upon request. The 
overhead is twofold: communication overhead and 1-
structure handling. 

2. The peak number of tokens in the system for the IS 
graph is larger than that for the TR graph since the re­
quest for a data element often exists long before the 
data is finally computed. Another measure is the aver­
age number of token in system. Again the average of 
tokens of IS graph computation is higher than that of 
TR graph one. The reason for the higher average 
number of tokens can be found in the large amount of 
structure accessing activities. 

3. The speed up curve for the TR graph is better than 
that for the IS graph. The reason is that the I-structure 
scheme requires requests through complex I-structure 
controllers. 

4.9.2. Network load: The IS implementation increases 
the load on the network more than the TR does because of 1) 
indirect data movement, and 2) structure names and indices. 

4.9.9. Complexity of the architecture: For the TR 
scheme structured data is converted into scalar elements 
which ~re stored in the matching store. This is already sup­
ported by the basic data-flow principles. On the other hand, 
the I-structure scheme requires its own controller. 



4.s.4. Deaign and generation of data-flow grapha: A 
TR graph may be more difficult to design or to generate be­
cause the token relabeling function may not be simple and 
may not be easy to find. The relationship between high level 
description of an algorithm and the relabeling graph is not al­
ways clear which may make the transformation difficult. 

However, an IS graph contains concepts close to con­
ventional sequential programming technique. Therefore, the 
mapping from high level description to graph is simpler. 
Since the I-structure provides synchronization among depen­
dent stages, loop control is often unnecessary. The body of 
the graph is simple, but the index generator is complex. 

V. CONCLUSIONS 

We have studied in this paper the implementation of 
two array representation methods. The underlying model of 
execution was chosen to be the U-interpreter as executed on 
the MIT tagged data-flow machine. The I-structure method 
(Arvind and Thomas, 1980) was compared to the token rela­
beling method (Gaudiot, 1985, and 1986). 

Using a deterministic simulation approach, two numer­
ical algorithms were simulated with the two array representa­
tion methods. The results of the simulation above pointed to 
a net speed-up of the Token Relabeling over the I-structure in 
both cases. Indeed, the TR method presents the following ad­
vantages over the I-structure implementation: 

• Simplification of the accessing pattern since the tokens 
need not transit through a special structure controller. 

• The data-flow principles of execution can be retained for 
array handling. This improves schedulability. 

• Automatic garbage collection 

However, while the token relabeling method can be ap­
plied successfully in many cases, there are several drawbacks 
which often will render the I-structure more applicable: 

• The token relabeling assumes a complete consumption 
of the input stream. Therefore, program constructs 
which do not completely consume the input stream 
could require an I-structure implementation. 

• Due to the relabeling actors, the graph for the TR im­
plementation is more complex than that of the IS. This 
implies that for multiple function token relabeling, the 
overhead might overshadow the advantages. 
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ABSTRACT 

Motivated primarily by their potential VLSI imple­
mentation, systolic and wavefront arrays have recently 
attracted significant research interest. A critical research 
topic is to formalize and systemize the design of such 
arrays directly from algorithm descriptions. Signal Flow 
Graphs (SFGs) provide a popular description for recursive 
parallel algorithms used in digital signal processing. In 
this paper, a Data Flow Graph (DFG) is used as an 
abstract model for wavefront array processors. We 
address first the issue of transforming a SFG into a DFG 
by an equivalence transformation. Then we discuss the 
timing analysis for generalized (cyclic or acyclic) DFG net­
works. Finally, we outline the algorithms to assign 
minimal number of queues required on all the edges of the 
DFG and yet achieve the best possible throughput rate. 
As a side-product of the timing analysis theorem, the 
deadlock problem associated with the DFG is also resolved 
naturally. 

1. Introduction 
Systolic arraysl and wavefront arrays 2 have recently been intro­

duced as efficient VLSI parallel processors. Since then, numerous 
researchers have attempted to formalize the design of these arrays. 3 In 
previous publications,4• 5 we have proposed methods of mapping algo­
rithmic descriptions onto Signal Flow Graphs (SFGs). These SFGs 
then serve as a notational tool for a particular space-time parallel 
implementation. This notation facilitates the understanding of recur­
sive algorithms in terms of the computations required for each recur­
sion and provides a convenient tool for mapping algorithms onto 
parallel processing arrays. A systolic realization of an algorithm 
expressed as a SFG is easily derived via a cut-set based systolization 
procedure. To derive a data-driven wavefront realization of a SFG, 
we introduced a theorem demonstrating the functional equivalence of 
each SFG to a particular Data Flow Graph (DFG). A DFG serves as 
an abstract model of a wavefront architecture, so this equivalence 
relationship provides a correct wavefront implementation for any 
SFG. Note also that in our treatment, a DFG is a cyclic graph 
instead of the usual acyclic assumption used by many other authors. 

Optimization techniques for synchronous systolic realizations of 
SFGs have been studied at length. 6, 7 Corresponding techniques for 
wavefront realizations currently do not exist, due to the additional 
complexity of analyzing asynchronous parallel behavior. In this paper 
we address the general issue of transforming a SFG to a DFG, which 
is correct, deadlock-free, and if desired, optimal in terms of 
throughput and/or hardware. In the following sections, we first review 
the SFG model of computation. We then introduce the DFG model 
as an abstraction of a network of wavefront array processors, and 
explore some of its properties. The timing analysis of an arbitrary 
DFG is treated in great detail and constitutes the core of this paper. 
In addition, several Theorems are presented, and algorithms, which 
transform SFGs into optimal DFGs, are discussed. 

• This research was supported in part by the National Science Foundation under 
Grant ECS-82-13358 and by the Innovative Science and Technology Office of the 
Strategic Defense Initiative Organization and was administered through the 
Office of Naval Research under Contract No. N00014-85-K-0469 and N00014-85-
K-0599. 
t On leave from the Los Alamos National Laboratory, Los Alamos, New Mexico 

1.1. Signal Flow Graphs 

A SFG is a directed graph G = (V, E, D(e)), where Vis the set 
of nodes (vertices) and Eis the set of edges. Nodes model the compu­
tation and edges model the communication in a parallel algorithm. 
Each edge e has a non-negative integer weight, denoted as D(e), which 
represents the number of delays (D's) on the edge. Directed loops of 
edges with zero delays are disallowed. It is assumed that the 
computations in nodes and communication between nodes take zero 
time. A recursion is defined as the computation inside a SFG for a 
single set of input data. So, once a data set is input to a SFG in a 
recursion, it is assumed to go through the nodes instantly, except 
where blocked by delays (D's) on edges. If the data is blocked by a 
delay, it will stay in the delay (D) until the next recursion. Therefore 
the delays in the SFG have the function of separating two consecutive 
recursions, and keeping the state of the system. To start, all data in 
D's are assigned according to the initial conditions of the algorithm. 
With these observations, it is not difficult to see that the SFG actu­
ally displays the activities in one recursion of the algorithm. This 
simplifies the understanding of the complicated space-time activities 
associated with parallel processing. 

For illustration, an example SFG for matrix multiplication of 
two matrices, C =Ax Bis shown in Figure l(a). In each recursion, 
a new column of matrix A and a new row of matrix B are sent into 
the array. Each node will multiply the two data coming from up and 
left, and add it to the partial sum, which is fed back from itself by a 
delay edge. The operation of a node is shown in Figure l(b). 

b41 b42 b43 bu 

b31 b32 "33 b34 

bz1 b22 b23 b24 

bi1 bi2 bi3 bi4 

(a) 

(b) 

Figure 1 (a): SFG Array for Matrix Multiplication 
{b): Node Operations 
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1.2. Systolic Arrays 

The transformation of such a SFG description to a systolic 
array can often be accomplished automatically, via e.g. a cut-set 
retiming procedure.4• 8 Systolic arrays are very amenable to VLSI 
implementation and they have the important advantages of modular­
ity, regularity, local interconnection, highly pipelined multiprocessing, 
and continuous flow of data between the processing elements {PEs). 
They are especially suitable to certain classes of computation-bound 
algorithms and have a good number of digital signal processing appli­
cations. In fa.ct, they are often derived as a direct mapping of a com­
putational algorithm onto a processor array.5 

The disadvantages of systolic arrays lie in the fa.ct that the data 
movements in a systolic array are controlled by global timing­
reference "beats•. From a hardware perspective, global synchroniza­
tion incurs problems of clock skew, fault-tolerance, and peak power. 
The burden of having to synchronize the entire computing network 
will be intolerable for ultra-large-scale arrays. From a software per­
spective, in order to synchronize the activities in a systolic array, an 
exact number of additional delays are required. A simple· solution to 
these problems is to take advantage or the control-flow locality, as 
well as the data-flow locality, inherent in most DSP algorithms. This 
permits a data-driven, self-timed approach to array processing. Con­
ceptually, this approach replaces the requirement of correct •timing" 
by correct "sequencing". This concept can be realized in dataflow 
computers and wavefront arrays. 

1.3. Wavefront Arrays 

Interconnection and memory conflict problems remain very 
expensive in a general-purpose dataflow multiprocessor. Such prob­
lems can be greatly alleviated if modularity and locality are incor­
porated into dataflow multiprocessors. This motivates the concept of 
Wavefront Array Processors (WAPs).2 Moreover, there are many one­
or two- dimensional digital filters and parallel matrix algorithms 
which are generally expressed in a SFG form. Therefore, it is desir­
able to explore the relationship between the SFG forms and the 
corresponding wavefront arrays. 

Conventionally, the approach to deriving wavefront arrays is to 
trace the computational wavefronts and pipeline the fronts on the 
processor array. In this paper, however, we introduce a new approach 
based on converting a SFG array into a Data Flow Graph (DFG) 
array. The DFG is then converted into a wavefront array by properly 
imposing several key elements in data flow computing. To achieve 
this, we introduce a general methodology for the timing analysis of 
DFGs, and use it to optimize the conversions in terms of throughput 
and queue requirements. 

1.-\l. Data Flow Graphs 

Data Flow Graphs (DFGs) are used extensively in the area of 
computer architecture, perhaps most commonly in data flow 
research.II Our purpose is to use a DFG as a formal abstraction of a 
network of wavefront array PEs. To suit our needs, we use the fol­
lowing definition of a DFG. 

A basic DFG is a directed graph G = (V, E, D(e), Q(e)), in 
which nodes in V model computation, and directed edges in E model 
asynchronous communication. Each edge e has a queue capacity, 
represented by an positive integer weight Q(e). Each edge e is also 
associated with a non-negative integer weight D(e), representing the 
number of initial data tokens on the edge (initial state). The state of 
a DFG is represented by the distribution of tokens on its edges. Each 
edge may contain a nonnegative number of tokens that is less than or 
equal to its queue capacity. These token may be thought of as filling 
in a part of the edge queue. This leaves the remainder of the queue 
empty. Each empty queue slot is called a "space". Therefore, each 
edge e is also associated with a non-negative integer weight S( e ), 
representing the number of initial spaces on the edge. Obviously, the 
total edge queue capacity Q(e) is equal to D(e) + S(e), the sum of the 
initial tokens and spaces on an edge. Hence, the state of a DFG 
may also be represented by either the distribution of tokens or spaces 
on its edges. 

A node is enabled when all input edges contain a positive 
number of tokens and all output edges contain a positive number of 
spaces. The state of a DFG is altered by the firing of enabled nodes. 
The new state is determined by subtracting one token (and adding 

one space) from each input edge of the fired node, and adding one 
token (and subtracting one space) from ea.ch output edge. 

DFGs have the following propertiest: 

(1) Persistence - Once a node is enabled, it remains enabled until it 
is fired. 

(2) Conservation - In any nondirected loop, the sum of the total 
number of tokens on edges in one direction and the total 
number of spaces on edges in the opposite direction is 
unchanged by state transition. A special case of this is the 
directed loop, in which the total number or tokens (and the total 
number of spaces) remains constant. 

2. Equivalence Transformation Theorem 

2.1. The Equivalence Relation between SFG and DFG 
Theorem 1 : (Equivalence Transformation between SFG's and 

DFGs) Barring deadlock situations, the computation of any SFG can 
be equivalently executed by a self-timed, data-driven machine with a 
topologically identical DFG. The number of initial tokens assigned on 
each DFG edge is equal to the number of delays in the corresponding 
SFG edge.[] 

Proof: What needs to be verified is that the global timing in the 
SFG can be (comfortably) replaced by the corresponding sequencing 
of the data tokens in the DFG. Note that the transfer of the data 
tokens is now "timed" by the processing node. This ensures that the 
relative "time" between data tokens received at the node is the same 
as it was in the SFG, as far as that individual node is concerned. By 
induction, this can be extended to show the correctness of the 
sequencing in the entire network.:j: [] 

Remark: In the above transformation, any queue capacities 
greater than or equal to the numbers of initial tokens on the edges are 
acceptable, from the point of view of functional correctness. The dis­
cussion on throughput of any DFG equivalent of a SFG is presented 
in the next section. 

For convenience, we shall term this transformation the 
SFG/DFG Equivalence Transformation. The SFG/DFG 
equivalence transformation helps establish a theoretical footing for the 
wavefront array as well as provide insight towards programming tech­
niques. The transformation implies that all regular SFG's can be 
easily converted into wavefront arrays, making modularly designed 
wavefront processing elements very attractive to use. Based on the 
equivalence relationship, the correctness of the DFG is assured. 

The D's in the SFG locate the proper setting of the initial condi­
tions in the corresponding wavefront array. We stress that the initial 
data token distribution plays a very important role in assuring the 
correct sequencing in a data-driven computing network. The initial 
state assignment is straightforward: for each delay in the SFG there is 
an initial data token (regarded as an initial value) assigned to the 
corresponding DFG edge. We also note that an arbitrary length 
queue may be inserted on any edge without affecting the validity of 
the equivalence transformation. It may however, affect the deadlock 
situation, and may significantly influence the throughput rate, as dis­
cussed in Sections 3-5. 

2.2. Example: Linear Phase Filter Design 

To illustrate the role of the initial states and the correctness of 
data sequencing, as guaranteed by the equivalence relationship, let us 
discuss the SFG/DFG equivalence transformation via a linear phase 
filter example. Linear phase filters have two key features: they have 
a symmetrical impulse response function, i.e., h(n) = h(N-1-n), and 
they do not add phase distortion to the signal. Figure 2(a) shows a 
SFG which takes advantage of the symmetry property, and reduces 
the amount of multiplier hardware by one half. By the SFG/DFG 
equivalence transformation, the dataflow graph is derived as in Figure 
2(b). In order to ensure the correct sequen~ing of data, the W data 
should propagate twice as slowly as the Y data does. Note that the 
queues play the role of ensuring such a correct sequencing. 

Let us now explain the initial conditions shown in Figure 2(b ). 
Note that one initial zero-valued token is placed on each Y-data edge; 
and two initial zero-valued tokens are placed on each W-data edge. 

t These can be easily demonstrated b;y examining a simple Petri Net IO model of 
aDFG. 
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The first zero-valued token of the Y-data edge, when requested by the 
Y-summing node, will be passed to meet the V-data token arriving 
from the upper node. When the operation is done, the way is cleared 
for sending the next Y-data token from the right-hand PE. The situa­
tion is similar for the W summing node, but only one zero-valued 
token is "used" and the W-data is still one token away from meeting 
an X-data in the summing node. It will have to wait until the Y-data 
and the second "O" meet in the lower summing node. This explains 
why the propagation of W is slower than Y. (This is just what is 
needed to ensure a correct sequencing of data transfers.) 

x(n) 

y(n) 

x(n) 

y(n) 

h(O) h(l) h(2) h( ";") 

(a) 

(b) 

Notation for the DFG: 
An empty buffer ia denoted aa a bar on an edge, 

and a full buffer, a bar with a dot on it. 

Figure 2(a): Linear Phaae Filter SFG 
(b ): Linear Phaae Filter DFG 

3. Throughput Considerations and Examples 

h( ·:) 

Once the correctness of the DFG is assured, the questions of 
pipelining speed (i.e. throughput rate) should be explored. To facili­
tate these analyses, we shall incorporate the notion of time into our 
DFG model: 

Each node ill aaaigned a determinilltic computation time {poaitive 
number} and the node firea after it haa been enabled for ita computa­
tion time. Now a complete specification of a DFG consists of a 5-
tuple, G = (V, E, D(e), Q(e), T(v)), where each node vis assigned a 
positive number T(v), representing the computation time of the node. 
The persistence property of DFG results in a deterministic behavior 
of state transitions over time. 

3.1. An Example Showing the Effect of Queues on 
Throughput 

Figure 3(a) shows a SFG which has two directed paths departing 
at one end and merging at the other. On the other hand, two 
corresponding DFGs are shown in Figure 3(b) and 3(c). The operation 
times of the nodes are indicated by the numbers inside the nodes. 
With only one space on the lower branch in Figure 3(b), the DFG can 
accept input tokens at times 1, 6, 11, .... However, in Figure 3(c), an 
equivalent DFG with two spaces on the lower path can accept input 
tokens at times 1, 2, 6, 7, 11, 12, .... In Figure 3(d), we show a simi­
lar DFG (not corresponding to the SFG in Figure 3(a)), in which there 
is one space and one token on the lower path. And this DFG can 
accept input only at times 1, 6, 11, .... 

It is clear from this example that the queue capacities and token 
distribution on the edges play an important role in determining the 
pipelining period of the DFG. 

* The conclusion that the correctneaa of the computation is independent of the 
node computation times also follows from results derived by Karp and Miller." 

~, 
~ 

(c) 

Notation for the DFG: 

(d) 

The numhr in a node ia the operation time for that node. 

Figure 3(a): A SFG (b): Firat DFG correaponding to {a) 
(c): Second DFG correaponding to {a) (d): Another DFG 

4. Timing Analysis for General DFG Networks 

The previous example has demonstrated that the pipelining 
period depends heavily on the queue capacities of the DFG edges. In 
this section, we shall provide a complete timing analysis for general 
(i.e. acyclic and cyclic) DFG networks. Our objectives can be stated 
as twofold: (1) Given a DFG, with defined initial tokens and spaces 
on the edges, "is it deadlock free!" and "what is the average pipelin­
ing period!" (2) Given a desired pipelining period, "how to assign 
minimal queues on the edges of a DFG to achieve the maximal 
speed?" Both the questions may be answered by a unified approach 
based on a duality concept of "token" and "space". 

4.1. Duality of Token and Space 

Figure 4 (a) shows a directed loop with many spaces, but only 
one token. Since the number of tokens in a directed loop is con­
served, there will always be only one token in this loop. The token 
can traverse the loop repeatedly by a series of firing of the nodes in 
the loop, and each trip around the loop takes TL time, which is the 
sum of all node operation times in the loop. The pipelining period is 
TL . However, if we put one more token in the loop, then by the time 
one token traverses around the loop, the other one also finishes its 
own trip around the loop. So, the period is only half, TL /2. 

Suppose we keep putting more tokens into the loop. We can 
observe that the period decreases for a while, and then it increases. 
Let us look at a contrasting case in Figure 4(b). Here, we have many 
tokens, but only one space. Since the firing of a node requires at least 
one space on all output edges, we see that only one node can fire at 
any time. So, effectively, this space will traverse (in reverse direction) 
around the loop in TL time also. The pipelining period of this loop is 
again TL. By the same analogy, if we put in one more space in the 
loop, the period will become TL /2. Recall that the number of spaces 
in a directed loop is conserved. 

(a) (b) 

Figure 4(a): A directed loop with only one token. 
(b ): A directed loop with only one apace 

From this example we see clearly that tokens and spaces play a 
very similar role in firing nodes. They are both the "resources" to be 
used by the nodes in order to fire. They display a duality relationship 
which is quite analogous to the duality of "electrons• and "holes" in 
semi-conductors. More precisely, a space in one direction plays the 
same role as a token in the reverse direction. There have been some 
observations on the roles of tokens and spaces in a DFG,12, 13 but not 
to the extent treated here. 
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4.2. Augmented Flow Graph (AFG) 
Based on this key observation, we can simplify our discussion by 

adopting an augmented graph of the original DFG, which is termed 
the Augmented Flow Graph {AFG). The augmented graph is con­
structed by starting with the DFG and adding a reverse edge e' for 
every existing edge e. We leave the number of tokens on e 
unchanged. To e', we assign a number of tokens equal to the number 
of spaces one. This conversion is shown in Figure 5(a). In effect, we 
treat spaces as tokens in the AFG. 

Recall that, in a DFG, a node can fire only when there is at 
least one token on all the input edges and one space on all output 
edges. However, in an AFG, spaces are represented by dual tokens. 
Therefore, the firing rule of a node in an AFG is also modified to: a 
node ia enabled when and only when there e:riata at least one token on 
every input edge. (It then fires after it has been enabled for its com­
putation time.) It can then be shown that the operation of this AFG 
is the same as the original DFG. In particular, the throughput 
analysis will remain the same.t 

The DFG properties can be restated in terms of the AFG: 
(1) Peraiatence - Once a node is enabled, it remains enabled until it 

is fired. 
(2) Conaervation - The number of tokens in a directed loop remains 

constant. 
As an example of this conversion, we show in Figure 5(b) a 

DFG, which is a directed loop, and in 5(c), its AFG. Note that 
because of augmenting all edges in the original loop, we obtain two 
directed loops. The inner loop contains only tokens and the outer 
loop contains only spaces. We also show in Figure 5(d) a DFG, which 
is an undirected loop, and in (e), the AFG of (d). Notice that in this 
case the two directed loops in (e) contain both spaces and tokens. 
The tokens and spaces here play exactly the same role in the timing 
analysis, which will be explained in the following theorem. 

4.3. Pipelining Period 
Theorem 2 : Given a DFG with preassigned initial data 

tokens and spaces, the pipelining period a of the DFG is: 

a= Maz { Tv, Tp, ( DLC ~L SLCc ) ' (DLCcT: SLC) } (la) 

Where L is any undirected loop in the DFG, TL is the sum of all node 
operation times in loop L, DLC is the total number of tokens on edges 
in the clockwise direction in L, and SLC is the total number of spaces 
on edges in the clockwise direction in L. DLCc and SLCc are simi­
larly defined for the counter clockwise direction in L. T v is the max­
imum of the operation times of all nodes in the DFG. Lastly, Tp is 
the maximum of any sum of the operation times of a pair of nodes, 
which are connected by an edge with only one queue on it. [] 

The above theorem has an equivalent but somewhat simpler 
statement in terms of the more convenient AFG notation. 

Theorem 2 (Rephrased Version): Given an AFG derived 
from a DFG with preassigned initial data tokens and spaces, the pipe­
lining period a of the AFG (or DFG) is: 

a= Maz { Tv , ~:: } (lb) 

where DL is any directed loop in the AFG, TDL is the sum of all node 
operation time in loop L, KDL is the total number of tokens (includ­
ing dual tokens) in L, and Ty is the maximum of the operation times 
of all nodes in the AFG·* [] 

t With this dellnition, AFGs form a subclass of marked Petri Net Graphs, aug­
mented with node times. 
t Similar results have been reported by Reiter14 in the scheduling context and by 
Ramamoorthy and Ho16 Cor petri nets. Ramamoorthy and Ho's analysis, dealing 
with a class or petri nets that they dellne as "decision-f'ree, consistent, extended 
timed petri nets", is the closest to our own. However their treatment neglects 
the case where 

Mu { Ty } >Mu { ;~: } . 

In addition, their proof, while formally presented, utilizes some non-rigorous tech­
niques in the manipulation or inllnite terms. 
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Notation for the AFG: 
Tokens in the AFG are denoted as dots on the edges. 

Figure o(a): Rule for converting a DFG to an AFG 
(b): a directed loop DFG (c): its AFG 

(d): an undirected loop DFG (e): ita AFG 

Note that if DL is a clockwise directed loop in the AFG gen­
erated by the undirected DFG loop L, then KDL = DLC + SLCc. 
Likewise, for counterclockwise DL, KDL = SLc + DLcc. Therefore, 
the above two statements are the same in content and differ only in 
notation. For convenience, our proof will be given only in terms of 
the AFG notation. For this, let us first establish several useful lem­
mas. 

Lemma 1: The pipelining period of an AFG (or DFG) must be 
greater than or equal to every node operation time. [] 

Proof: This is obvious, since no internal pipelining is assumed 
inside a node. [] 

Lemma 2: Consider a directed loop L in the AFG. The pipe­
lining period aDL of this loop, when it is operating independently of 
the remaining part of the AFG, is: 

TDL 
aDL = KDL . (2) 

Proof: To show this, first recall that, from the conservation pro­
perty of an AFG, the number of data tokens in a directed loop DL is 
constant. H we mark one token which begins its trip around the loop 
at one particular node, it is clear that there will be KDL tokens fired 
at that particular node during the period when this marked token 
completes its loop trip. This marked token will need TDL in time to 
return to the starting node and this firing pattern will repeat at a 
period TDL, assuming that this loop operates independently of the 
rest of the AFG. So, we obtain the average period for that loop UL, 

which is TDL / KDL . Note also that all nodes in thia loop must operate 
at the same pipelining period. [] 

Lemma 3: All nodes in the AFG operate at a uniform period 
in the steady state. [] 

Proof: While all the nodes in the DFG are in general weakly con­
nected only, the nodes in the AFG are always strongly connected, i.e. 
there exist directed paths in both directions between any pair of nodes 
in the graph. Consequently, all nodes in the AFG have to operate at 
a uniform period in the steady state. Were this is not the case, some 
edges of the AFG will eventually have an unbounded number of 
tokens. Recall that there are only finite initial tokens in the AFG, 
and all tokens are contained in some directed loops. By the conserva­
tion of tokens in the directed loops, the number of tokens in the AFG 
remains finite. [] 

Proof of Theorem e: The proof of Theorem 2 has two parts: 
"necessity" and •sufficiency". 

Necessity: To prove the necessity part, we need to show that 
the DFG can not operate with a pipelining period less than the a in 
Eq. (1). Since the AFG is strongly connected, according to Lemma 3, 
all the loops will operate at the same period. Obviously, the slowest 



'loop will prevail; therefore, the pipelining period for the total system 
will be at least the maximum or all periods associated with the indivi­
dual directed loops. Thus, the necessity part is proved. 

Sufficiency: Here we want to prove that the DFG can operate 
at the period or a in Eq. (1). 

Consider two directed loops A and B. Assume that aA = aB, 
and loops A and B are coupled at some nodes. Then the pipelining 
period of both loops A and B together will be aA, except for some 
"phase difference• between A and B when both loops start computing. 
After some finite amount of time, both A and B will be synchronized 
at the period of aA. 

Now assume that aA > aB. We first modify the loop B into B' 
by adding extra operation time into nodes in loop B that are not also 
in loop A, such that the new period for loop B' becomes aA. This is 
always possible, since the number of tokens in a directed loop is con­
stant, and we can increase the period by prolonging the total node 
time around a loop. By step (2), now the two loops A and B' can 
operate at the period of a A • 

Comparing loops B and B', it is clear that any node time in B' 
should be greater than or equal to the corresponding node time in B. 
It is not hard to envision that the loop B can always operate at the 
speed of loop B', since the nodes of B are as fast or faster than their 
B' counterparts. Since loop B' can operate at the period of aA, it is 
straightforward to see that loop B can operate at this speed also. So, 
the resulting loops A and B can operate together at the period of aA. 

By induction, the above argument can be extended to any 
number of directed loops in the AFG. Namely, if the slowest period 
of all directed loops in the AFG is a, all nodes in the AFG will even­
tually operate at a period of a, and the time needed for the synchron­
ization of all loops will be finite, since there are only finite loops in 
the AFG. Thus, the sufficiency part is proved. Q.E.D. [] 

A special case of this formula concerns the effect of putting only 
one queue on an edge in a DFG. In Figure 6(a), we show a simple 
DFG with two nodes, and only one queue on the edge between the 
two nodes. In Figure 6(b), the corresponding AFG is shown. It is 
clear that an edge between two nodes in a DFG induces a small loop 
in its AFG counterpart. This results in a special effect for the case 
when there is only one queue on the edge. According to Eq. (lb), the 
pipelining period must be greater than or equal to T(l) + T(2). This 
implies that these two nodes can only operate sequentially, i.e., only 
one can operate at any instant. This is the reason that the term Tp 
appears in Eq. (la). 

~ 
la) lb) 

Figure 8(a): a DFG with one buffer on the edge 
(b): the equivalent AFG of {a} 

Another observation is that while there are many directed loops 
in the AFG, only some of them are simple directed loops, i.e. loops 
which visit nodes only once, except for the node where the loop 
"begins" and "ends". In Figure 7, there are two simple directed loops, 
denoted as (n 1 e 1 n2 e 3 n 1), (n2 e2 ns e4 n2)· An example of non­
simple directed loop is · ( n 1 e 1 n 2 e 2 n 3 e 4 n 2 e 3 n 1). Fortunately, 
we need to consider onl11 the simple directed loops for the pipelining 
period computation. This claim is proved in the following lemma: 

e 
3 

e 
' 

Figure 7: AFG Ezample 

Lemma 4: The pipelining period of a non-simple directed loop 
DL in an AFG is less than or equal to the maximum of the periods of 
all simple directed loops contained in DL. [] 

Proof: Without loss of generality, we can use Figure 7 as the 
AFG. We want to show that 

[
Tl= T(n 1) +T(n2) Kl= K(e 1) + K(es) 

For T 2 = T(n 2) + T(n 3) K2 = K(e2) + K(e4) 

Maz { !1_ ~} > (Tl+ T2) 
Kl' K2 - (K1+K2) 

Assuming 
T 1 T2 

that : -- > -- it is eaa11 aee that : 
Kl - K2, 

!1_> (T1+T2) 
Kl - (K1+K2) 

Other cases can be proved similarly. [] 
It can be deduced from this lemma that we can consider onl11 

the aimple directed loopa for the pipelining period computation. So, 
in Eq. (lb), we can assume that DL is a simple directed loop. 

4.4. Deadlock Analysis 
The issue of deadlock can be regarded as a special application of 

the above Theorem. The result is stated in the following Corollary: 
Corollary: The DFG is deadlock free if and only if there exists 

a finite solution a for Eq. (1). A finite solution for a exists if and only 
if the AFG contains no empty directed loops. [] 

Proof: It follows directly from Theorem 2. [] 
An example of deadlock is shown in Figure 8. 

la) lb) 

Figure 8(a): A deadlocked DFG (b): lta correaponding AFG 
Note that there are no tokena in the loop indicated b11 daahed edges. 

According to Eq. {lb}, there ezista no finite ao/ution for a. 

5. Optimization of Throughput 
Theorem 2 gives the pipelining period of a DFG when the initial 

token assignments and number or queues on edges are given. The 
dual problem of determining the assignment of minimum queue cape.­
cities on the edges in a DFG to achieve the minimum (or optimal) 
pipelining period a• is treated in the following theorem: 

Theorem 3 : Given a DFG with initial token assignment, (i) 
the minimum (or optimal) pipelining period and (ii) the minimum 
queue capacities on the edges to achieve that pipelining rate can be 
determined as follows: 

(i) The minimum pipelining period a• is 

a = Maz Ty , all --• { ToL } 
DoL 

(3) 

where DL is a aimp/e directed loop in the DFG, ToL is the total node 
time in DL, and DoL is the total number of tokens in DL. Ty is the 
maximum of the operation times of all nodes in the DFG. 

(ii) The assignment of the minimum queue capacities on the 
edges of the DFG requires that the queue capacities must be the 
minimum numbers satisfying the condition in Eq. (la) in Theorem 2: 

TL 
SLO :::: -.- - DLcc 

a 
TL 

SLcc :::: -.- - DLO 
a 

for an11 simple undirected loop L in the DFG. and, 

(4a) 

(4b) 
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Q (e) ::! r T(aource !;- T(aink) l 
Q(e) ::! D(e) 

for any edge e in the DFG. 0 

(4c) 

{4d) 

Note that a•, Ti , and DLc, Diec, Sic, and Bice, are defined 
in Theorem 2. And Q(e) is the queue capacity of an edge e, T(source) 
and T(sink) are the operation times of the source and sink nodes of 
the edge e. 

Proof: Note that the optimal pipelining period may be obtained 
by putting oo spaces on all edges in the DFG. Theoretically, it is 
clearly the best one can do in order to maximize the pipelining rate. 
In this case, for· all DFG undirected loops with both clockwise and 
counterclockwise edges (all but the directed loops), 
Sic = Bice = oo. As a result their individual pipelini;ng periods 
will be 0 (according to Eq. (2)), which can never adversely affect the 
overall pipelining period. Thus, such undirected loops may be 
excluded for the purpose of applying Eq. (1) for determining a'. 
Therefore, only those directed loops in the DFG remain to be con­
sidered. In this case, Eq. (1) becomes Eq. (3) and the Step (i) is thus 
verified. The validity of Step (ii) follows directly from Theorem 2 and 
Eq. (1). (Eq. (4d) is needed to insure spaces for the initial tokens.) [] 

In fact, the formula Eq.(4) in the step (ii) of this theorem is also 
valid for any given desired pipelining period which is greater than or 
equal to a• . In general, there are non-unique solutions to this assign­
ment. Among several possible approaches to deriving a feasible solu­
tion, we propose in the next subsection a simple cu~t procedure 4, 8 
to tackle this assignment problem. 

8. Linear Queue Assignment Algorithms 

8.1. Comparison with Retiming f'or Synchronous Systems 
In this section, we will present a cut-set retiming scheme to 

analyze the timing of an asynchronous system, i.e. a DFG. This cut­
set procedure basically extends the earlier timing analysis research on 
synchronous circuits. 6, 7 In order to deal with generalized asynchro­
nous data flow arrays, the DFG modeling is required to abstract an 
asynchronous circuit with initial conditions. Note that initial condi­
tions affect the optimal pipelining period a• . 

Moreover, compared with the systolic array, the wavefront array 
represents an effective means to deal with multi-rate processing ele­
ments. In systolic arrays, a common procedure is to adopt a uniform 
clock unit based on the slowest node, which is not a good scheme in 
terms of pipelining speed. It is also noted that, the DFG modeling, 
with queues accommodating initial tokens, has an important advan­
tage. It allows us to avoid the tedious (and sometimes impossible) 
procedure of initial tokens re&SS1gnment as required in systolic design. 

6.2. Cut-Set Procedure f'or Asynchronous Systems 
A direct approach to compute the optimal queue assignment 

would involve tracing all the simple loops - a very time consuming 
task. To avoid this, we propose a cut-set retiming procedure (to be 
detailed in the Appendix), to assign queues on the edges in the DFG. 
In short a cut-set retiming procedure consists of two basic transfor­
mations' of a computing network which preserve the functional 
correctness of the network. One transformation is time scaling, i.e. 
slowing down the clock rate. The other is the transferring of time 
delays along a cut-set of the computing network. The objective of 
cut-set retiming is to transform from the SFG in which nodes have 
zero-delays, to a retimed DFG in which the operation. time of. the 
node is assigned to its output edges. With these two basic operations, 
The eut-aet procedure determine& the optimal pipelining period of the 
DFG a•, and also aasigna to each edge e of the DFG an appropriate 
time 1delay, denoted as t(e), needed to aekiet1e tkia optimal period. This 
procedure is stated in the following theorem: 

Theorem 4 : After the cut-set procedure, the queue capacity 
Q!e), needed for the edge e in a DFG for optimal pipelining period 
a , can be computed as: 

Q(e)=Ma:i: { D(e), r(t(e)+)'(aink)) l} (5) 

where the • ceiling function" r :r 1 denotes the smallest integer greater 
than or equal to x. Also, t(e) and a' are defined as above (and 

derived in the Appendix). D(e) is the number of initial toke~ on edge 
e, T(sink) is the operation time of the sink node corresponding to the 
edge e. [] 

Proof: We want to show that the queue capacities obtained from 
Eq.(5) satisfy Eq.(4). According to the rule used in the cut-set ret~m­
ing procedure, t(e) should be greater than or equal to the operation 
time of its source node. (Note that in our retimed graph the node 
operation time has to be absorbed by its output edges.) Now, co~ider 
any undirected loop L in the retimed DFG. For the purpos~ of ~llus­
tration, an undirected loop and its retimed DFG are shown m Figure 
9. 

OA E 

8 

D 
I 

C (a) 

Figure 9(a): An undirected loop in the DFG. 
(b ): The retimed DFG. 

Let us first assume that there are no tokens in this loop. We 
want to assign queue capacities to the counter-clockwise {CC) edges 
first. From the cut-set procedure, the total time assigned to the 
counter-clockwise (CC) edges is the same as the total time assigned to 
the clockwise (C) edges. Note that the total time assigned to the C 
edges (or the CC edges) is greater than or equal to the sum of node 
times of nodes A, B, D, since they are the source nodes of the C 
edges. Therefore; if we add the total time of the CC edges and the 
total operation times of the sink nodes (in this case, they are nodes C 
and E) of the CC edges together, as implied by Eq.(5), the sum is 
greater than or equal to the loop time Ti . So, the queue assignment 
or the cc edges satisfies Eq.( 4b ), i.e. 

Ti 
SLCc ::! -.- - DLC 

a 

We can show that the queue assignment for the clockwise C 
edges satisfies Eq.(4a), follows basically the same argument except 
exchanging the roles of C edges and CC edges. 

Now let us consider the case when there are DLc tokens on 
some C edges in the undirected loop L. By the cut-set retiming pro­
cedure for each token on a C edge a time-delay a• is assigned on 
that edge initially. As a result, after the cut-set retiming, the total 
time of the CC edges is greater than or equal to (total source node 
times of the C edges) - a• DLc. If we sum up this total time and all 
the sink nodes time of the CC edges, the sum is greater than or equal 
to Ti - a' DLc. Therefore, Eq.{4b) is again satisfied. Of course, the 
counter-clockwise case can be proved similarly. Moreover, if the loop 
under consideration happens to be a directed loop, it can be simply 
regarded as a special case, and there is no need of any different treat­
ment. 

Next, we want to show that Eq. (4c) is also satisfied for all 
edges. This is true since t( e) is always greater than or equal to its 
source node time, T(source), and therefore t(e) + T(sink) is greater 
than or equal to T(source) + T(sink) of node e. It is then clear that 
Eq.(4c) is satisfied for all edges in the retimed DFG. Eq.(4d) is also 
satisfied because D(e) is included in the maximum operator in Eq.(5). 

Finally, we note that since the queue capacities have to be 
integers, this quotient is rounded up by the ceiling operation. It is 
obvious that the queue capacity Q(e) must be greater than or equal to 
D(e) in order to accommodate all the initial data tokens on edge e. 
Therefore, the maximum of the above two integers is taken for the 
queue assignment. Q.E.D. 0 

6.3. Linear Programming Formulation 

The cu~t queue assignment above is not minimal, in large 
part because the retiming is not unique. In general, there are many 
SFG retimings that will meet the constraint that each edge delay is 
greater than or equal to its source node computation time. To minim­
ize the queues, we would like the "minimal retiming", or the retiming 
that minimizes the overall sum of the edge delays. 
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To specify a particular retiming, we can use notation similar the 
notation introduced for the synchronous retiming case.6 This notation 
is equivalent to describing a complete retiming in terms of cut-sets 
around each individual node. A retiming is specified by a mapping R 
from graph nodes to numbers. The number assigned to each node 
corresponds to the delay added to the outgoing edges and subtracted 
from the incoming edges. The delay transferred to an edge by a 
retiming is R(source) - R(sink). Using this notation, we can reformu­
late the retiming as a linear programming problem as ,follows: 

The cost function is the sum of the edge delays after retiming. 
With initial edge delay of a' D (e ), the retimed edge delay is 
a' D (e) + R (aource )- R (aink ). Since a' D (e) is a constant, we 
need to minimize: 

E { R(aource)-R(aink)} 

'"'' 
under the constraint: 

For all edgea : 

(6a) 

R (aource )- R (aink) ~ T(aource )- a' D (e) (6b} 

Once the minimal retiming is derived, then queues are assigned 
by equation (5). 

7. Integer Programming Algorithms 
Since queues must have integer lengths, the "linearized" 

methods of the previous section do not necessarily yield the absolute 
minimal queue assignment. To eliminate this small quantization 
error, we can deal directly with the integer quantities, expressing the 
problem in an integer programming formulation. 

7.1. Simple Minimal Queue Assignment 
The assignment of the minimum queue capacities on the edges 

of the DFG requires that the queue capacities must be the minimum 
numbers satisfying the conditions in Eq. (7a,b,c,d), i.e. 

minimize E Q ( e ), under the linear constraints: 
e: edgea 

(7a) 

(7b) 

for any simple undirected loop L in the DFG. And, 

S(e) ~ r ( T(aource2.+ T(aink) 1-D(e) (7c) 

Q(e)~D(e) (7d} 

for any edge e in the DFG. 

The validity of this formulation simply follows Theorem 3. 
Note that here the variables are all integers, thus giving a integer 
linear programming formulation. 

7.2. Minimal Queue Assignment with Initial Token Redistri­
bution 

In some instances we find that part of the queue capacity of an 
edge, needed to accommodate initial tokens, is never used in the rest 
of the computation after the initialization stage. In these cases a 
smaller edge queue capacity can support the computation after initial­
ization. Use of this smaller capacity necessitates the redistribution of 
initial tokens so that all can fit into the reduced edge capacities. It 
turns out that this redistribution can be formulated along the same 
lines as we proposed for the integer programming formulation and can 
be integrated into a larger size integer programming problem to solve 
the real minimal queue assignment problem. Space limitations pre­
clude us from including the details. 

8. Applications of the Timing Analysis 

8.1. Improving Processor Utilisation 

It is clear from our timing analysis that any node in the DFG 
can at best operate at the optimal period, i.e. once in a' time. If a' 
is large compared to the node computation times, the utilization of 
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nodes is quite low. There are two ways to improve this situation. 
One way is to use the technique of proceaaor aharing,4 i.e. we use one 
real PE to simulate several nodes, so as to improve the utilization of 
PE's. For example, if the average node utilization in a DFG is only 
1/3, i.e. all nodes compute for only one third of time in average, it is 
possible that we can group 3 nodes into one real PE to obtain Cull 
utilization of PE's. It is not trivial to partition the nodes in an arbi­
trary DFG and assign them to real PE's to achieve maximal PE utili­
zation. 

Another way to get around this problem of low node utilization 
is to change a' by changing the node operation times in a DFG. Note 
that the operation of a node can be changed by using different 
hardware realizations. Then it is pO.ssible to reassign the node times 
of a DFG to obtain better a' , and thus better utilization. 

8.2. A Lattice Filter Example 

The SFG of a Lattice Filter is shown in Figure lO(a), and one 
equivalent DFG of the SFG is shown in Figure lO(b). The initial data 
tokens, queue capacities, and node operation times are also displayed. 

We first apply the main theorem to determine the pipelining 
period of the DFG in Figure lO(b). The augmented flow graph, AFG, 
is shown in Figure IO(c). And the loop which has the maximum 
period a is also shown in Figure lO(d). From this loop, we obtain a 
=11. 

(a) (bl 

(c) !di 

Figure lO(a): a Lattice Filter SFG (b): one equi11alent DFG of {a} 
(c): the AFG of {b) (d): the 11loweat loop in the AFG 

To assign minimum queues on the edges in order to achieve the 
optimal pipelining period, we first derive the retimed DFG of the Lat­
tice Filter by the cut-set procedure. The retimed DFG of the Lattice 
Filter is shown in Figure ll(a). The optimal pipelining period a' 
?btained by the cut-set procedure is 5.5. Applying Eq.(5) to all edges 
m the DFG, the assignment of minimum queues is shown in Figure 
ll(b). 

ID 

(a) 

(b) 

Figure ll{a): the retimed DFG 
{b )1 queue aaaignment for optimal period 



9. Conclusion 
We have presented a systematic approach of converting a paral­

lel algorithm described by a Signal Flow Graph to a functionally 
equivalent Data Flow Graph, which sets the stage toward its wave­
front array implementation. Based on the notion of token and space 
(and their intriguing duality property), pipeline timing analysis and 
optimal queue design of generalized datallow arrays are investigated. 
or the four algorithms we proposed for the optimal queue assignment, 
the cut-set procedure is computationally easiest; however, it does not 
give an optimal or minimal assignment. The linear programming for­
mulation gives closer approximation of the minimal solution at the 
expense of more computation. Finally, both integer programming for­
mulations with or without initial token redistribution yield true 
minimal assignments at the cost of even more computation. It is 
expected that datallow, wavefront, and fault-tolerant architectures 
will play a central role in the future VLSI or wafer-scale computing 
systems. It is our belief that, for these applications, the theorems and 
the timing analyses proposed in this paper will prove to be very use­
f ul. 

Appendix : Transforming a SFG to a Retimed DFG 

Let us for the time being assume that each node in the SFG 
actually takes some known amount of time (though each node may 
take different times). To analyze the queue assignment, we first intro­
duce a retimed DFG, in which the operation time of the node is 
assigned to its output edges. This is illustrated in Figure 12. 

Figure 12 : Aaaignment of node timea to output 
edges in the retimed DFG. 

In order to synchronize the operations among nodes in the 
retimed DFG, edges will also be assigned extra time delays to serve 
the synchronization purpose. This assignment is based on the cut-set 
retiming procedure.4 

A Cut-set Retiming Procedure 

We first define a cut-set for a SFG as: A cut-aet in a SFG is a 
minimal set of edges which partitions the SFG into two parts. The 
retiming procedure is based on two simple rules: 

(i) Time-Rescaling: All delays D may be scaled, i.e., D __,. a , 
by a single positive number a. Correspondingly, the input and 
output rates also have to be scaled down by a factor a. The 
time-rescaling factor (or, equivalently, the slow-down factor) a 
is determined by the slowest loop in the SFG array. 

(ii) Delay-Transfer: Given any cut-set of the SFG, we can group 
the edges of the cut-set into in-bound edges and out-bound 
edges, depending upon the directions assigned to the edges. The 
Rule (ii) allows advancing k time-units on all the out-bound 
edges and delaying k time-units on the in-bound edges, and vice 
versa. It is clear that, for a (time-invariant) SFG, the general 
system behavior is not affected because the effects of lags and 
advances cancel each other in the overall timing. Note that the 
input-input and input-output timing relationships will also 
remain exactly the same only if they are located on the same 
side. Otherwise, they should be adjusted by a lag of +k time­
units or an advance of -k time-units. 

The optimal a• for the retimed DFG is decided by the slowest 
loop in the SFG. In other words, a• should be the minimum 
number such that after time scaling, there are enough delays to be 
distributed for all loops. Note that when there are no directed loops 
in the SFG, the optimal time interval between two input data, 
namely, a• is the maximum of all node operation times. This is 
required because a pipelined system can not operate faster than the 
time needed for the slowest section in the pipeline. 

Procedure for Transforming a SFG to a Retimed DFG 
Array 

A retimed DFG array is derived from the original SFG by the 
following procedure: 

(1) Set initial er as the maximum of all node operation times. Scale 
all delays. 

(2) For each target edge (edge that does not have more or equal 
amount of delays as required by the node it incidents from), find 
a cut-set containing the target edge and such that after suitable 
delay-transfer along the cut-set, the target edge will have the 
exact amount delay it needs, and at the same time, no new tar­
get edges are generated by this delay-transfer. 

(3) If such a cut-set can not be found, a directed loop L which con­
tains the target edge will be found. Rescale the a, i.e. a = 

TL/DL. 
(4) Repeat the above step until there are no more target edges. 

The final a is the optimal pipelining period a• . [] 
The detailed algorithm for this has been previously published.8 

Only the important ideas have been outlined here. 
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Abstract -- This paper presents preliminary work on the 
analysis of dataflow algorithms. The focus is on 
developing techniques for modeling dataflow computa­
tion to obtain both theoretical and architecture­
dependent performance estimates. Operator nets pro­
vide the basic model of a computation. The dataflow 
language used is Lucid. An example from the field of 
digital signal processing is used to demonstrate a 
theoretical data dependency analysis, analysis on an 
operator net and Lucid program, and performance fig­
ures derivable in terms of dataflow architecture models. 

Introduction 
Dataflow is emerging as one of the important 

models of parallel processing, providing the potential to 
exploit the maximum concurrency inherent in an algo­
rithm without requiring explicit statement of the paral­
lelism. However, because the execution sequence is not 
expressed explicitly in the dataflow program, conven­
tional algorithm analysis techniques for predicting the 
performance of an algorithm are not immediately appli­
c· able. In this paper, we use examples of analyses on a 
digital signal processing algorithm to demonstrate some 
analysis methods that provide both theoretical and 
architecture-dependent performance estimates. 

Algorithm, Language, and Architecture Models 
Our model of a computation will be an operator net 

[2], which is a directed graph whose nodes represent 
operations or functions to be performed on the data 
items (datons) which arrive at the node via the incom­
ing edges. An operator net is built up from subgraphs 
which specify subcomputations. The dataflow language 
used is Lucid [7], which allows a direct linear 
representation of operator nets. Lucid is a functional, 
definitional language in which the values of variables 
are infinite time-varying sequences. The structure of 
Lucid programs resembles the mathematical statement 
of a function definition. The model of a Lucid program 
is a filter which processes a time-varying infinite input 
stream, with the output of the program being the out­
put stream which results from application of the filter 
to the input. Lucid programs therefore have a "built­
in" time index. The model is in many ways well 
matched with operations in digital signal processing. 

We will consider dynamic or tagged dataflow 
models [1, 7], in which each daton is associated with a 
tag, and the datons which are to be used together as the 
arguments of an operator or function are identified by 
matching their tags. The basic model of execution in 
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such architectures is a ring. Data-driven architectures 
(e.g., the Manchester Dataflow Computer [3, 7]) are 
modeled by a single ring; demand-driven machines (e.g., 
the Eduction Engine [4]) are modeled by two intersect­
ing rings, one for handling demands and one for apply­
ing operators to the results of demands; the hybrid 
Eazyflow Architecture [5] is modeled by intersecting 
data, demand, and application rings. The Eduction 
Engine and Eazyflow Architecture have been designed 
to perform direct execution of operator nets, expressed 
in linear form as Lucid programs. 

Analyses 
Three types of analyses are demonstrated. A data 

dependency analysis based on the theoretical statement 
of the computation exposes the available parallelism. 
Analysis of the operator net and/or Lucid code provides 
a means of determining the parallelism that can be 
extracted from the program. From these analyses, 
requirements on the architecture can be derived. 

The digit.al filtering computation 
p q 

Yn = E ak xn -k + E bk Yn -k for n ~ 0 {1) 
k =O k =I 

will be used to illustrate the analyses. We assume that 
the data arrival rate is S (in signal processing terms, a 
sampling rate of S ) , the sample period is 8, and that 
the data output rate matches the data input rate. (A 
faster data output rate is not possible; a slower rate 
implies eventual infinite buffering of inputs.) Except 
where specified otherwise, we will take the multiply­
accumulate, denoted mac, (sum= sum+ w*v, where 
sum, w, and v are scalars) as the basic operation per­
formed. In (1), xn = Yn = 0 for n < 0. 

Inh<·rent Parallelism 
Conventional analysis of the data dependencies in 

the computation defines the maximum degree of paral­
lelism attainable. Graphically, this can be represented 
by structures such as Petri nets. In many cases, this 
analysis can be performed directly on the mathematical 
statement of the problem. For example, in the digital 
filtering case, expansion of Eqn. (1) shows that each z. 
will be used in P =p +l terms and that each !/· will b~ 
used in Q =q terms. In any time interval o, th~n, it will 
be possible to initiate P +Q mac operations. Because 
of the associativity of addition the mac's can be per­
formed in any order, so the only constraint on the com­
putation is that imposed by the availability of the z. 's 
and !I; 's. The maximum degree of parallelism (the 
number of mac's that can be in progress simultaneously) 
will t~erefohre be a1 (P. +Q ), whe~ a= r tmar /81 and 
tmac 1s t e tota time to penorm one multiply-



accumulate. Depending on the architecture, tmac may 
represent only the actual time for the arithmetic opera­
tion or it may, in fact, include the complete cycle of 
instruction-fetch/ decode/ execute or token-match/ 
instruction-fetch/ execute. 

Operator Net and Lucid Parallelism 
The operator net and Lucid program provide 

equivalent representations of the computation. In addi­
tion to representing the data dependencies, these forms 
also incorporate temporal dependencies introduced by 
the language constructs used. In particular, the effect 
of the program strategy and data structures used can be 
derived from the operator-net/Lucid representation. 
Since Lucid programs implicitly operate on time-varying 
sequences, the notion of ''Lucid-time" is contained in 
operators such as first (which accesses the first element 
of the sequence), next (which yields the remainder of 
the sequence), is current (which temporarily freezes 
time with respect to a specified variable), asa (which 
selects a value as soon as a condition is met), and fby 
(which allows the construction of the time-varying 
sequences): and by built-in variables such as ind.ex 
(which is automatically incremented by one for each tick 
of Lucid-time). The operator net reveals the temporal 
relation between portions of the computation. Incor­
poration of timing constraints introduced by the use of 
Lucid-time constructs allows analysis of individual code 
blocks. Combining these analyses with information 
about data input arrival rates allows derivation of the 
potential parallelism in the Lucid program. 

Fig. 1 shows two different Lucid code segments to 
compute the steady-state output of Eqn. (1). Given the 
notion of data streams (and lacking the notion of 
stored, randomly accessible vectors) and the capabilities 
of Lucid, it is easier to access "future" data items in the 
input or output streams than to access "past" items, so 
the computation has been reformulated as 

Implementation Using Recursive Function Calls 

//input = z; zpad_z = z with P-1 zeros prepended 
//output= y; zpad~ = 'II with Q zeros prepended 

'II where 'II= zsum{c,zpad.-Z,P} + ysum{d,zpad_y,Q) 
where 

zsum(coeff,z,P} = 
f{coeff,z,first P} fby zsum(coeff,nezt z,first P}; 

ysum{coeff,z,Q} = . 
f(coeff,z,first Q} fby ysum(coeff,nezt z,f1rst Q}; 

J{w,v,N} = sum asa index eq N 
where sum = 0 Jby sum + w * v; end; 

end; 
end 

Non-Recursive Implementation 

//Afromlis<A1 ,A1 +1 ,A1 +2' · • · > 
'II where 

'II= g(c*X,P} + g(d*Y,Q} 
where 

I is current index; 
X = zpad___z J rom I; 
Y = zpad_y J rom I; 

end; 
g(s,N} = sum asa index eq N 

where sum = 0 fby sum + s; end; 
end 

Fig. 1. Portions of two digital filter algorithms. 
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p q -1 

'lln +q =Eck Zn +q -p +k + E dk 'lln +k for n ~ -q (2) 
k =O k =O 

where c. =a . for O~i ~p and d. =b . for O~i <q. 
~ p -I I q -I • f 

Zero-padding of z and 'II ensures correct alignment o 
the two sums (see Fig. 1). 

Fig. 2 shows the operator net for the zsum and 
ysum functions from the recursive version, where J can 
be specified by a subgraph representing the operator net 
for the function f. The operator net reveals the tem­
poral relation between the two major portions of the 
computation. In terms of the dataflow model, the com­
putation of f can begin immediately. After a delay of 
one time unit 6 (corresponding to advancing one time 
unit in the z or y data stream) the zsum (or ysum) 
function will be enabled, allowing another J computa­
tion to begin. The operation of J is constrained by the 
sequential character of the input and by the fby con­
struct to proceed linearly. (Thus, although the associa­
tive addition allowed accumulating the terms in any 
order in the theoretical analysis, the Lucid model 
imposes a linear order on the computation.) In general, 
then t1 =(1\' -l)6+t . Except for the case of N 
small and tma >>6, ~ac=>...V 6 for some >... Combining 
the analysis ot f with the enabling pattern of the zsum 
or ysum functions yields Fig. 3, where the length of the 
rectangles is >..No. Once steady state has been achieved, 
taking a horizontal cross section across the graph shows 
the number of instances of xsum (or ysum) that can 
proceed simultaneously. Including the addition that 
combines xsum and ysum gives an approximate steady 
state potential parallelism of >..(P +Q )+1. 

In the non-recursive implementation, the fact· that 
the filter moves across the signal is contained com­
pletely in the implicit advancing of Lucid-time. At eac.h 
time step I , time is frozen and an output y value 1s 
computed using X =zpad ___x1 ,zpad _x1 +J, · · · and 
Y =zpad _y1 ,zpad _y1 +l' · · · . As in the recursive 
implementation, a new computation can begin upon 
arrival of a new z value or completion of a new 'II 
value, i.e., at each interval 6. In function g, the fby 

Fig. 2. Operator net for function zsum. 



Fig. 3. Time sequence of xsum computations, 
shown for >.N =5, in time units of 6. 

forces linear operation, with execution time proportional 
to P (for g (c*X ,P )) or Q (for g (d*Y ,Q )). The 
analvsis is similar to that for f above. Combining the 
implicit advancing of the computations with the 
analysis of g yields the same execution characteristics 
as shown in Fig. 3 for the implementation using recur­
sive function calls. In the non-recursive case, the basic 
operations are additions and multiplications rather than 
multiply-accumulates. The asymptotic behavior will be 
the same for the two cases; specific differences will 
depend on factors such as how the recursion and how 
the tagging requirements arising from the is current 
construct are implemented. 

Architecture Analysis 
We consider analyses relating the dataflow archi­

tecture to the Lucid algorithm. The characteristics of 
the algorithm are used to derive requirements on the 
architecture in order to achieve the desired performance. 
This entails combining the constraints imposed by the 
input arrival rate, desired output rate, and the compu­
tational complexity characteristics obtained via the 
analysis of the Lucid program. The resulting model of 
the progression of the algorithm's execution can be com­
bined with the architecture model to derive the process­
ing rates required at each component of the architec­
ture. For simplicity, we use a data-driven model, shown 
in Fig. 4. The computation can proceed essentially as 
outlined above. Assuming equal data arrival and out­
put rates of S samples per second, the minimum 
required processing rates shown in Table 1 can be 
derived. The "S (P +Q +1)" terms are due to the com­
putation steps; the "S" terms account for the input. 
The fundamental operation is taken to be a 3-operand 
multiply-accumulate. If more basic arithmetic opera­
tions and 2-operand matches are used, the entries due to 
computation approximately double. 

Table 1. Processing Rates for Dataflow Ring (sec -l) 

Switch S P+Q+l +s tokens 
Token Queue S P+Q+l +s tokens 
Matching Store S P+Q+l +s matches 
Instruction Store S P+Q+l accesses 
Processors S P+Q+l operations 

The operations count in the processors implies that 
in time 6, P +Q +l operations must be performed. The 
parallelism analysis has shown that this may be done in 
as many as P +Q +l processors. Depending on 6 and 
tmac , fewer processors may suffice. The more stringent 
requirement is on the operation of the matching store. 
If P, Q, and S are such that the matching store can­
not function at the required rate, multiple submachines, 
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INSTRUCTION 
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MATCHI:\G 
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input 

output 
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QUEUE 

Fig. 4. Ring of a data-driven architecture [7]. 

such as those proposed for the Eazyflow Architecture [5] 
and the next generation Manchester system [3], could 
provide the needed capability. 

Sununary 
This paper addresses the problem of analyzing sig­

nal processing algorithms for dataflow architectures. 
The dataflow language Lucid differs significantly from 
traditional computer languages, just as the dataflow 
model of computation differs significantly from the von 
Neumann serial computer. Development of efficient sig­
nal processing algorithms for Lucid/dataflow execution 
therefore requires new algorithm approaches, program­
ming strategies, and analysis techniques. We present 
some analysis tools which allow us to obtain design 
parameters for dataflow architectures targeted for signal 
processing applications. 
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References 
[1] Arvind and K. P. Gostelow, "Some Relationships 

Between Asynchronous Interpreters of a Dataflow 
Language," in Formal Description of Programming 
Languages, IFIP Working Group 2.2, 1977. 

[2] E. A. Ashcroft and J. Jagannathan, "Operator 
Nets," in Fifth Generation Computer Architectures, 
J. V. Woods, ed., North Holland, Amsterdam, 
1986, pp. 177-201. 

[3] J. R. Gurd, C. C. Kirkham, and I. Watson, "The 
Manchester Prototype Dataflow Computer," 
CACM, Vol. 28, Jan. 1985, pp. 34-52. 

[4] B. M. Huey, A. A. Faustini, and E. A. Ashcroft, 
"An Eduction Engine for Lucid - A Highly Parallel 
Computer Architecture," 4th An. IEEE Phoenix 
Conf. Computers and Communications, Mar. 1985, 

[5] 

[6] 

[7] 

pp. 156-160. 
R. Jagannathan and E. A. Ashcroft, "Eazyflow: A 
Hybrid l\fodel for Parallel Processing," 1984 Int. 
Conf. Parallel Processing, Aug. 1984, pp. 514-523. 
W. \Y. \Yadge and E. A. Ashcroft, Lucid, the 
Dataflow Programming Language, Academic Press, 
London, 1985. 
I. \Vatson and J. Gurd, "A Practical Data Flow 
Computer," Computer, Feb. 1982, pp. 51-57. 



A MODEL OF QUAN'rl'l'ATIVE ANALYSIS FCR PERFORMANCE EVALUA'l'ION 
OF S'l'A'l'IC DA'l'A FLOW C<l'!PU'l'ERS 

Liu Gui-shong and Ci Yun-gu.i 
Department of Computer Science 

Changsha Institute of 'l'eclmology 
Changsha, Hunan, P.R. China 

Abstract -- First, a model of static data flow 
computer and a model of data now graph are pro­
posed, then a model of system is presented for 
calculating practical paralleliem degree with over­
head of instruction execution on data flow compu­
ters as its parameter. From the computation. we 
can conclude that the maximum practical parallelism 
degree of a program running on a static data now 
computer is determined with MP/OH (MP is the mean 
parallelism degree of a program, Oh is the over­
head of instruction execution on the computer ) • 
Therefore the overhead has great influence on the 
performance of a data now computer. 

Introduction 

'l'he main purpose of research on data now com­
puters is ezploi ting parallelism in programs and 
speeding up their running. Instructions on data 
now computers are driven by data, therefore data 
flow computers have great potential power in ex­
ploiting parallelism. However, progress in study­
ing data flow computers is not great. In recent 
years, some people have criticized the approach 
of data flow. '!'hey point out that one of its pro­
blems is the great overhead, such as cOllllllUDication 
overhead in packet switched networks, extra acces­
sions of memory, etc. While other people don't 
think the overhead is a problem. They consider a 
data flow computer as an asynchronous pipelined 
structure, and believe that if there are enough 
instructions available, each part of the computer 
can run efficiently even though the overhead is 
great. 

In this paper, an approach is presented for 
studying the overhead. First, a model is given 
for a class of static data now computers, then 
the relationship between the overhead of instruc­
tion execution and the parallelism degree on such 
a computer is established using the theory of 
stochastic process. The computed results show 
that for an user program, the practical maximum 
parallelism degree is only limited by the overhead 
of instruction execution. 

1. MODEL OF S'l'A'l'IC DATA FLOW COMPUTERS 
AND MODEL OF DATA FLOW GRAPH 

A typical structure Of static data nov compu­
ters is shown in fig. 1. This is in fact a macro 
pipeline consisting of several units performing 
different operations. In such a eystem, many 
auxiliary operations are introduced, such as fet­
ching instructions, sending them to processors 
through switched network, constructing result 
packets, sending packets back through network, 
storing packets into memory, and arbitrating whe­
ther instructions can be fired, etc. The so called 
EFFECTIVE OPERA'l'ION means the operation which 
directly do what the opcode of an instruction in­
dica tes. For example, the effective operations 
of arithmetic instructions are to perform ari th­
metic operations. The OVERHEAD of an instruction 
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execution is all of its auxiliary operations. 
In this paper, we suppose the effective operation 
of each instruction takes one unit of time. The 
overhead of instruction execution is measured in 
uni ts of time. In general, the overhead of in­
struction execution depends on what the instruc­
ti on is and what environment the instruction is 
executed in. Here, the overhead practically 
refers to the average value of overhe11td• ot all 
instructions. In the following, tbe overhead of 
instruction execution ia briefly called overhead, 
denoted by OH. 

The model of pipelined structure for studying 
overhead is shown in fig. 2. The N processors in 
the model, which represent N processors in a 
system, execute only effective operations of in­
structions in one unit of time. Then pipelines 
correspond to delays of auxiliary operations. The 
number of stages in each pipeline represents the 
corresponding value of overhead. Suppose the 
delay of one stage is one unit of time, then the 
number of stages of a pipeline is OH, 0HE{1,2.3. 
••• } • The memory in fig. 2 is an idealized unit 
with imlimi ted size and accessing time o. Its 
delay is considered as some of the stages of the 
pipelines. 

A data now graph is a directed cyclic graph. 
In fig. 3, a data flow graph for computing N! is 
depicted. In order to describe the dynamic beha­
viour of a program, the data now graph of the 
program should be unfolded to become an acyclic 
graph. That is, each fimction call should be 
replaced by its data flow graph and each loop 
should be unfolded. Therefore, no cycle exists 
in the graph obtained (the graph is an infinite 
one, if its program running will not stop). In 
such a graph, each node represents an instruction. 

A pseudo-node, which is named start node and 
denoted by sn, and which emits all arcs to nodes 
that input tokens from outside of the graph, can 
be added to an unfolded graph, as shown in fig. 5. 
Such a graph is called an extended data flow graph. 
In the flowing, we will only discuss this kind of 
graphs and call them data flow graphs(DFG) in 
brief. Suppose the length of each arc in such 
graphs is one. 

DEF.1.1 Level of a node. The level of the 
start node is 11ero, the level of any other node 
is the length of the longest path to it from the 
start node. 

DEF. 1. 2 Parallelism degree of level j of a 
program ( j is a positive integer) PD; is the num­
ber of nodes at level j in its extended data flow 
graph. Parallelism degree of a program, PP is 

{ .l1PD; /m m bhthe maximum level of PP o 1= t e graph-
= ~ .. ~1PD; /m if the graph is infinite 

DEF.1.3 :Balanced data flov graph. If there 
are two or more paths from the start node sn to 
a node in a data nov graph, then their lengthe 



are the same. Such a graph is a balanced data 
flow graph, otherwise it is an unbalanced one. 

When a balanced data flow graph is uFed to pro­
cess a set of data in a pipelined way, high effi­
ciency can be achieved. Unfortunately, most data 
flow gt-aphs are unbalanced ones. In order to 
transform them into balanced ones, some identity 
instructions (I), which only delay tokens by one 
unit of time, should be inserted in some short 
p11.ths, thus increasing their lengths. An unba­
lanced DFG is shown in fig. 5. We insert an identity 
instruction into it, so that it becomes a balanced 
one, as shown in fig.6, 

On balanced DFG, the nodes at level i receive 
data tokens only from level i-1. In other words, 
instructions at level i are only driven by tokens 
from level i-1. So, we propose an assumption. 

ASSUMPTION ON DRIVING LEVEL BY LEVEL. On extend­
ed DFG, instructions at level i.are only driven by 
tokens from level i-1. 

For any unbalanced DFG, it is possible that an 
instruction at level i receives tokens.not only 
from level i-1, but also from other levels. Because 
the tokens from level i-1 goes through the longest 
way from the start nod.e sn to the instruction, it 
is mostly possible that the instruction is fired 
by this token. Therefore, this assumption is 
reasonable in general. 

Let Object_No;.f denote the total number of 
result packets generated by all instructions at 
level j-1, and Operand_No; the total number of 
operands required by all instructions at level j, 
According to the previous assumption, we have 

Object_No;-t = Operand_No; jE{ 2,3,4 •••• ,m} 

A stochastic process PD;, j&{ 1,2,3, ••• } is 
used for describing the dynamic behaviour of 
parallelism degt-ee of a progt-am. Suppose that 
all PD s are independent, identically distributed 
random variables with distribution N(MP, D2), where 
MP and ~.1. are the mean and the variance of PD; 
respectively, PD; is the parallelism degree of 
level j. 

2. MODEL OF SYSTEM FOR COMPUTING 
PARALLELISM Dl!rniEE 

First, we make some assumptions on this system. 
Assumption 2.1. The syetem has n processors. 

In other words, the lllB%imum parallelism degt-ee of 
the system is n. LetN"= {0,1,2, ••• ,n} , is a set 
of all possible practical parallelism degt-ee of 
the system. 

Assumption 2.2. The maximum parallelism degt-ee 
of a progl'alll is PlllAx• Pma.x=MAX(Pr, Pz, ••• , Pll\.), 
P; is the parallelism degt-ee of level j, m is the 
maximum level. Let.P= {1,2,3, ••• , P11WC}, is a set 
of all possible parallelism degt-ees of the levels. 

Assumption 2. 3. The numbers of result packets 
produced by instructions at each level are inde­
pendent, identically distributed variables vi th 
revised Poisson distribution. 

Suppose the mean number of result packets 
produce by an instruction at level j is i\.j, the 
revised Poisson distribution Pt (Aj) is 

>c - I . . 
pt (J\..) = J\; • ->., 

1 (x-1)! 
x = 1,2,3, ••• 
"; E {1,2; 3, • • •, h111Alt} 

= MAX\J\.t, J\..i, • ··,JI.•) 
Assumption 2.4. Aey' result packet is trans­

mitted to each instruction at next lwel with 
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identical probability. 
Assumption 2. 5. The numbers of operands needed 

by instructions at each level of a progt'8111 are 
independent, identically distribut~ variables 
with ~ised Poisson distribution P (/'Ii), where 
f:Ji is the mean number of operands reqUired by an 

instructi.on at level j. 
DEF.2.1. A description vector of level i of a 

progl'am is a lG-tuple sequence M;, M;= (a;,, a;J., 
••• ,a;11 ), a;; f p , 1 ~ i:!S k, k = l\ 111A.t*MP. a;; 
is the number of inspctions requiring i operands. 
At beginning, PD;= 1~~;;. 

According to assumption 2. 5. 
R<i-1> , 

Let a · · = r. --- e - ; 
71 (i-1)! 
MjE~=!'" 

Let fr( = J>", called a set of description 
vectors. 

When a result packet is produced and passed to 
the next level, the Probe.bill ty vi th which the re­
sult is sent to a.II.set of instructions requiring i 
operands is a·; / .~ a;; according to assumption 
2.4. After t~t,'-!he number of instructions re­
quiring i operands decrements, whereas the number 
of instructions requiring (i-1) operands incre­
ment~. The description vector M; is transformed 
to M5. 

1 {(a;, ,aµ , ••• ,a;i-• +1,a;; -1, ••• ,a;") i>1 
M; = 

( a;1 -1,a;z,a;J , ••• ,a;,., ) i = 1 

When the result packet is transmitted to a set of 
instructions requiring only one operand (i=1).one 
instructions in the set can be fired. The number 
of instructions a;1 decrements (a,, -1), the total 
number of instructions at level j also decrements, 
and the number of instructions in the buffer in­
crements. In other cases, the instructions at 
level j does not decrease. Obviously, when.! i"';; 
result packets are received at level j, all •-1 

instructions at this level can be fired. 
From the assumption on driving level by level, 

PD;-t *J\;-1 =PD; *fl; then ';= '-;-1*PD;-1 /PD; 
DEF.2.2. The state of processors is an integer 

PR, OsPRen, n is the number of processors in the 
system. 

DEF. 2. 3. The state of the pipeline is a vector 
PI vi th OH elements, PI = ( 11.f ,nz, .... n o>1 ) , 
n; EN , 1~i=si;OH. PIE lf*N" .. • "N !: )(011 

O>I 
DEF. 2.4. The state of the buffer is an inte­

ger BU, BIJ&{0,1,2, ••• , m*P1M.x} 
DEF. 2. 5. A descriptor of a progt'8111 with m 

levels is am-tuple sequence PGn, PG•= (M 1 ,M1 , ••• , 

Ma), M;O't, 1:Ej:i;;m, PGn EM•M*"' •M :t:x"'. 
The model of system for computing parallelism 

degt-ee is shown in fig. 7, in which PR is the state 
of processors, PI the state of pipeline, BU the 
state of the buffer. The value of BU represents 
the number of instructions, which can be fired, 
but are waiting for free processors. The memory 
of the system is composed of two parts. One is a 
half infinite linear storage vi th locations 1, 2, 3, 

Each location can store a description vector, 
and location 1 stores M,, location 2 stores M.z, ••• 
location 11 stores M111, that is, m description vec­
tors are stored in order from location 1 to m. The 
second part of the memory is a pointer Point.which 
points to a location that can be read or written 



currently. Point can stay at the original place 
or move one location to the right. Its initial 
is at the first location. Except the m locations 
storing PG111, the locations in the memory all store 
blank vectors B, B = (b,b,b, ••• ,b), b is a blank 
character. 

DEF.2.6. The state of the system s for computing 
parallelism degree is a triplet (PR, PI, BU), in 
which PR, PI, and PU are the state of processors. 
the state of the pipeline, and the state of the 
buffer respectively (as def. 2.2,2.3,2.4). 

Let ?..5 be a set of system states, 
p,s = pg0H.,,. ( o, 1,2, ••• ,m*P""'"} , s e PS . 

DEF.2.7. The model of system for computing 
parallelism degree is a 5-tuple (PS, s.,>'(, B, d), 
in which ?.S is the set of system states, s. is the 
initial system state, so= (o, (o, ••• ,o),o), .Xis 
the set of description vectors of a program, B is 
the blank vector, and d is a map 

O: f',S 11 J1. - P.S •X" fL ,A J 
L means that the Point does not move 
A means that the Point advances one location 

to the right 
S is called the transfol.'!11 rule of the syFtem 
state. We shall describe it with the algorithm 
TRANS as follows. + 

Supposition 1. Poisson ( 71.) is a random number 
generator with revised Poisson distribution. 7\ is 
the mean of the random numbers. 

Supposition 2. U(M;) is also a random number 
generator, which give a positive integer i, 1 =:i 
=:;k, according to assumption 2.4. 

Algorithm TRANS 
if Mj = B then stop else 

if M;= (o,o, ••• ,o) then j:•j+1 else 
begin 
RN:==PR; PR:=PI ; 
for i 1=2 to OH-1 do PI; :=PI;+t ; 
if 1lU >= n then (Piowl= n; BU:=BU - n) 
else [PI0H1=1!U; BU:=O); 

Packet := O; + 
while RN> 0 do ( Packet:=Packet + Poisson 

( J\.j-1 ); RN:=RN-1 ) ; 
While (Packet>O and M;~ (o,o, ••• ,o)) do 

begin · 
i:=U(M;); a;i := a;; - 1; 
if i>1 then a;;-t :=a;;., +1 else 

BU:=BU+1 
end 

end; 

Suppose the system is executing instructions at 
level (j-1) in a data flow graph. After a unit of 
time, instructions in n processors of the system 
are all finished, each of which produces some re­
sul t packets randomly. The total number of these 
result packets are stored into a variable Packet. 
At the same time instructions at the first stage 
of the pipeline PI is sent into the processor PR, 
and some instructions are teethed into the last 
stage of the pipeline PI from the buffer BU. The 
result packets in Packet are passed to the instruc­
tions at level j with identical probability. The 
random number generator U(M; ) produces a number i, 
then one result packet is transmitted into one of 
the instructions at level j, which needs i operands. 
If i>1, then the description vector M;= (a,,a.z, ••• , 
a;. 1 +1,a; -1, ••• ,a" ); If i=1, then one or ins­
tructions can be fired, and is passed to the buffer 
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BU. After all the result packets (in Ppcket) are 
p11.ssed to the memory one by one, M j is changed to 
Mj , ]!(J to BU', and system goes into a new state. 

When the model is running, the values of PR 
and the number of steps of the system proceeded 
are accumulated, and then the practical parallel 
degree can be calculated as I:PR/steps. 

Before running the model, the mean of paralle­
liBJn degree of a program, its varience, and the 
overhead of instruction execution are set as 
parameters. When the system finishs, the rela­
tion among the overhead, parallelism degree, and 
the number of processors can be detennined. 

3. RESULTS COMPUTED AND DISCUSSION 

According to the model, some results computed 
for various parameters have been obtained. And 
two sets of curves are depicted in fig.a,9. 

In fig. 8, we suppose the communication over­
head is in proportion to log N, so OH= C1+C.zlog N, 
where C1 ,C.t are integers (c1 ,C.z> 0). Since packe1B 
pass through the networks two times, C.z eque.ls to 
two. 

Each curve in fig. 8 has a Jallximum value. After 
the maxi.mum value is reached, the practical paral­
lelism degree falls, the efficiency of processors 
decreases, although the number of processors N in 
system increases. 

The table 1. shows the relationship between 
the maximum practical parallelism degree and other 
variables. 

In fig.9, a set of curves of relations between 
practical parallelism degrees and parallelism de­
grees 01' systems with OH as parameter are shown. 
where on each curve there is also a maximum value 
of practical parallelism degrees. 

From the model of the system. we can see that 
in order to obtain high efficiency, the pipeline 
representing overhead must be filled up with OH*N 
enabled instructions. If MP <OH*N, all instruc­
tions at one level are not enough for filling the 
pipeline. As a result, the practical parallelism 
degree decreases. 

When MP of a program and OH of a system are 
given, the maxi.mum practical parallelism degree 
is equal to or less than MP /OH. In the 1'ollowing. 
we give the explanation on this. 

(1) Suppose MP<OH*N. 
Since MP instructions are executed during OH 

st9t1st practical parallelism degree is MP/OH; 
l 2 J Suppose MP ~H*N 
Obviously, the practical parallelism degree is 

the possible maximum parallelism degree of a 
system, N. Since MP>=OH*N, then N<=(MP/OH). 

Therefore, the practical parallelism degree is 
not greater thanMP /oH. Consequently, when paralle­
lism degree of a program is a constant, its prac­
tical maximum parallelism degree is only deter­
mined by the average overhead of instruction exe­
cuti on on a system, and have nothing to with the 
number of processors in the system. If we hope 
to speed up the running of a program on a system. 
only by means of increasing the number of proces­
sors, even at the cost of increasing the overhead, 
then the result may be countrary to our hope. The 
increasing of the overhead may cause the practical 
parallelism to be decreased, and the running time 
of programs increased. 

The practical parallelism degrees computed from 



the above model .is much less than MP IOH, because 
the execution of instructions enabled on data flow 
computers is in random order, which is not suitable 
for pipelines. 

From the above computation, we oan see that 
overhead ha.a great influence on the performance 
of a data flow computer. If we want to increase 
the parallelism degree of data flow computers, we 
must be sure that the overhead does not increase 
quickly. 

Obviously, although the conclution is obtained 
from static data flow computers, it is also useful 
for other types of multi-processor systems. 
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USING FACTS FOR IMPROVING THE PARALLEL EXECUTION 

OF FUNCTIONAL PROGRAMS 

Alberto Pettorossi 
IASI-CNR 
Viale Manzoni 30 
00185 Roma (Italy) 

Abstract -- We address the problem of improving 
the efficiency of the parallel evaluation of func­
tional programs. We assume that those programs are 
evaluated by a set of concurrent agents which. 
communicate with each other and cooperate together 
while the computation progresses. Communications 
among agents improve the perfonnance, because prop­
erties or facts about the functions to be computed 
are exploited. In particular we show that those 
communications may avoid redundant computations 
of intennediate results. · 

l.Introduction 

Functional languages have been advocated as a 
fonnalism for expressing algorithms which allow.to 
overcome the limitations imposed by the von Neumann 
computer architecture [lJ. Applicative expressions 
in fact, can be evaluated in a parallel way by a 
set of concurrent computing agents, because there 
is a unique value associated with any subexpres­
sion, independently from the context in which it 
occurs (by the referential transparency property). 
That context independence property allows us to 
compute the various subexpressions in a parallel 
way by assigning each of them to an individual com­
puting agent. 

In order to fix our ideas and to introduce 
our Hope-like notations [3J, let us consider the 
following simple program for computing binomial co­
efficients: 

BO: bin(n,n)=l {
bin(n,O)=l 

bin(n,m)=O if n<m 
bi n(n+l ,m+l)-;- bin(n ,m)+bi n(n ,m+l) 

if n> m 
The computation of the functionl>ln(n,m) can 

be informally described as a rewriting of sets of 
agents.(The formal definition of a generic compu­
tation will be given later). For the time being.an 
agent can be thought of as a pair consisting of a 
string, i.e.,the name of the agent, and an expres­
sion, i.e.,the expression which the agent has to 
evaluate. 

We may assume that initially there is the 
agent E::bin(n,m), which can be rewritten into the 
set of agents: 
{E:: .0+.1, O::bin(n-l,m-1), l::bin(n-1,m)} 

where n>m;;::l. 
In the rewriting we see that:i) new agents are gen­
erated by the recursive calls of the program equa-
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tions, ii) the left· and right sons of the initial 
agent E have names 0 and 1 respectively, and iii) 
.k denotes in any given expression the result of 
the computation of the agent whose name is k for 
k=O or 1. 

We assume that the convention for giving 
names to the agents is the following: the initial 
agent has name E, and if the agent x has k+l sons, 
i.e •• it uses for the rewriting a recursive equa­
tion with k+l recursive calls, the names of its 
sons are xO, xl •... , xk, respectively, according 
to the left-to-right order of those recursive calls. 

For our binomial function. in the second step 
of the computation the agents 0 and 1 generated by 
the agent E, can be rewritten independently from 
each other, so that the computation of bin(n,m) 
can be more precisely viewed as a nondeterministic 
and parallel rewriting of sets of agents into new 
sets of agents (see figure 1). The nondetenninism 
consists in choosing one (or more) agents to be re­
written, and parallelism consists in rewriting all 
agents which have been chosen, according to the re­
cursive equations of the program. 

{E: :bin(n.m)} 

l 
{E;: ,Q+,l, O::bin(n-l,m-1), 1: :bin(n-1.m)} 

......... / 
{E::,Q+.1, 
o:: .oo+.01, 
l::bin(n-1.m), 

OO::bin(n-2,m-2}, 
Ol::bin(n-2,m-1)} 

! 
{E::.0+.1, 
0::.00+.0l, 1::.10+.ll 

OO::bin(n-2,m-2), 
Ol::bin(n-2,m-1), 

lO::bin(n-2,m-1), 
11: :bin(n-2,m)} 

' 
figure 1. Possible rewritings of the parallel 

computation of bin(n,m) when n>m;;:,2. 

Notice that, according to the naming conven­
tion, each set of agents can be viewed as a tree­
structured set, and therefore we may say that the 
computation progresses as a nondeterministic and 
parallel rewritings of trees of agents. 

In this paper we will be concerned with the 
problem of improving perfonnance of the trees of 
agents for the parallel evaluation of functional 
programs. 



We will propose a method based on the discov­
ery or knowledge of some "facts" concerning the 
functions to be evaluated. Those facts will be im­
plemented as suitable communications among comput­
ing agents and the occurrence of those communi ca­
tions will realize the expected efficiency improve­
ments. 

Suppose. for instance. that we know the fol­
lowing fact about the binomial coefficients func­
tion: if n>m~2 then the left son of the right son 
of bin(n.m) is equal to the right son of the left 
son of bin(n.m). In the language of facts which we 
will formally introduce later. we write: 

bin(n.m)JOl = bin(n.m)JlO 
(see figure 2). 

bin(n.m) 

~ 
bin(n-r:;;:l) "l;in(n-1.m) 

A A 
bin(n-2.m-2) bin(n-2.m-l)=bin(n-2,m-1) bin(n-2,m) 

figure 2. A fact for the binomial coefficients 
function: bin(n.m)JOl=bin(n.m)JlO 
where n>m~2. 

In the rewriting of the tree-structured set 
of agents we may then avoid the expansion of the 
agent 10 and allow the expansion of the agent 01 
only. Once the value of bin(n-2.m-1) has been ob­
tained, the agent 01 may send it to the agent 10, 
and save its computation. We will see in the se­
quel how that communication takes place and how it 
can be implemented by associating a local memory 
with each agent. 

Avoiding the expansion of the agent 10 re­
duces the number of agents we need for performing 
the required computation of bin(n,m) and in most 
cases that saving is crucial,because in practice the 
number of available computing agents cannot be con­
sidered as unbounded. 

There is another reason why the knowledge of 
relevant facts about recursive functions may dras­
tically improve the efficiency. Suppose that during 
the computation of a given function we have used 
all the agents at our disposal. At that point we 
have to backtrack by deallocating the tasks from 
some agents which are leaves of the current tree 
of agents. The deallocation will make some agents 
available for the rewriting of other leaf agents 
and then more computation steps can be performed. 
It is desirable that backtracking steps are done 
in the most effective way, so to avoid, if it is 
possible. subsequent backtracking steps and at the 
same time, allow the maximum utilization of the 
agents at our disposal. Unfortunately the dealloca­
tion-allocation procedure in general cannot be op­
timized, if we do not know enough properties about 
the dynamical expansion of the trees of agents 
during the computation of the particular function 
we have to evaluate. In the binomial coefficients 
case, for instance, when computing bin(n.m) it may 
be better to expand the tree of agents so that we 
activate as soon as possible bin(m.m) or bin(n-m,O) 
because no extra agents are needed when computing 
those function calls. 
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In the Section 2 we will present a method for 
implementing facts about recursive functions and 
we will see how they can be translated into commu­
nications among agents. 

In the subsequent Sections we will give a more 
formal presentation of the ideas introduced in Sec­
tions 1 and 2. and we will study some properties of 
the communications among agents. 

2. The general scenario and a preliminary 
example 

We consider the functional programs written as 
a set of recursive equations in a language LO (to 
be defined later), and we assume that the program­
mer discovers or knows some useful facts about the 
functions to be computed. Those facts, written in 
the language of facts LF, are first submitted to a 
calculus which may or may not accept them. The role 
of the calculus is twofold: i) it makes sure that 
the facts are correct with respect to the given 
programs, and ii) it validates the efficiency im­
provements they determine, once implemented as com­
munications among agents. Those two aspects of the 
calculus are very important, because otherwise we 
may derive, as we will see. erroneous or ineffi­
cient programs. 

Facts which are accepted by the calculus are 
then translated by a translation algorithm, which 
produces a new set of recursive equations, written 
in a language Ll, where it is possible to denote 
communications among function calls. 

The general scenario of our approach is the 
one depicted in figure 3. 

Recursive Equations 
Programs (written 
in the language LO) 

Recursive Equations 
Knowledge Programs + Facts 

• (written in the 

Semantic 
Semo• ---\Translations 

\ 
\ 

\ 
\ 

\ 
\ 

\ 
\ 

"Parallel Programs" 
(Rewriting Rules for 
Communicating Agents) 

\ 
Seml 

1 anguage LF) 

I''""'"' , Recursive Equations 
Programs + Facts 
accepted by the 
Calculus C 

Facts 
Translation 
Algorithm tr 

Recursive Equations 
Programs + Communi­
cations(written in 
the language Ll) 

figure 3. The general scenario for improving 
the parallel execution of function­
al programs. 

The scenario we presented can be considered 
as an extension of the ideas of the transformation 
system of Burstall and Darlington [2]. However in 
our approach the knowledge the programmer has about 
the functions to be computed, is expressed in a 



language LF of facts (not as "eureka steps" [2J). 
Moreover. the presence of tile calculus: which deals 
with the facts and ensures their correctness and 
their usefulness for improving efficiency, avoids 
the problems inherent to the Burstall-Darlington 
approach, where it may be that during the transfor­
mation process correctness is not preserved [8] 
and efficiency is not improved. · 

Notice that we explicitly deal with functional 
programs executed in a para 11 el way. so that the 
facts discovered by the programmer may refer to the 
behaviour of the associated sets of computing 
agents, but we allow only facts which can be written 
in a high level language LF. In this language it is 
possible to describe properties of sequences of ex­
pressions generated by the standard rewriting tech­
nique.so that the programmer is not involved in 
all the peculiarities connected with the computing 
agents behaviour. The system can accept facts if 
they are "true" facts and "efficiency improving" 
facts. Accepted facts about functional programs 
are used for increasing the efficiency of their 
parallel execution. 

The semantics Semo and Seml are identified 
as 2 translation.s. ·Given a program Pin LO (or 11) 
Semo (or Seml) produces a correspo.nding parallel 
program P'. Indeed, SemO(or Seml) defines a set of 
agents for evaluating the functions defined in P. 
and a set of rewriting rules which specify the 
concurrent behaviour of those agents. 

The meaning of P' is given by a transition re­
lation which defines for any given finite set of 
computing agents, i.e .• a configuration, all pos­
sible future configurations.That transition rela­
tion is able to capture the nondeterministic and 
parallel execution of the program P' by construc­
ting a tree of configurations as indicated in fig-
ure 1. · 

We will show that the translation Semo from 
a program P to P' (or the translation Seml•tr from 
P with some additional facts to P') can be done 
automatically for some classes of programs and 
facts. 

The system is able. to· improve efficiency by 
automatically· introducing suitable communications 
among computing agents. Those communications are 
derived on the basis of the given facts only. 

It will be shown that the introduction of the 
intermediate language· Ll in which functional pro-· 
grams with communications are written, allows us 
to have a simple calculus for checking the· correct­
ness of the communications among computing agents. 

The language of parallel programs should be 
considered as a lower level language, which is un­
derstood by the system which realizes the parallel 
execution of functional programs via a set of com­
puting agents. 

The following example (given at schema level 
and taken from [4J)will clarify the main ideas we 
have presented so far. 

Let us consider the program schema P: 
P· ~(x) = a(x) if p(x)=true 

• f(x) = b(x,f(c(x)),f(d(x))) Otherwise 
et us suppose that we discovered that for 

any x s.t. p(x)=false we have f(x)JOl = f(x)JlO. 
That fact can be expressed as 

f(c(d(x)))=f(d(c(x))) 
and it means that the left-son call of the right-
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son call of f(x} is. equal to the right-son call of 
the left-son call of f(x). That fact is then sub­
mitted to the calculus (whose definition will be 
given later). If it is accepted as a "true"fact 
and an "efficiency improving fact", it will be in­
corporated into the program P by the translation 
algorithm which produces the following program Pl: 

{
f(x)=a(x) if p(x)=true 

Pl: f(x)=b(x, f(c(x) )(1 comm l). - · 
f(d(x})(O comm l))decl l otherwise 

The informal meaning of the expression "e W: 1" 
is that a temporary memory location l ,is kept dur­
ing the evaluation of the expression e. That loca­
tion is discarded when the evaluation of e is com­
pleted (see figure 4). 

:1 

f(d(x)) 

figure 4. The program for f(x) with communica­
tions via the location 1. 

The informal meanin$ of f(c(x))(l comm 1) (and 
analogously for f(d(x)){O comm 1)) is that the val­
ue of the right son of f(c{x)). i.e., f(c(d(x))) 
is stored in the location 1. To be more precise, 
f(c(x))(l c}rmn 1) means that i) during the evalua­
tion of f(x • the agent which has to compute 
f(c(d(x))) ~look at the content of the location 
l to get the result of its computation, and ii) at 
the end of the computation of f(c(d(x))), that val­
ue is stored in 1. If a computing agent looks at 
the content of a location l and there is no value 
stored in it, its computation continues by activa­
tion of recursive calls. 

From the informal description we have given, 
it is clear that efficiency improvements may take 
place, because before the end of the computation 
of f(d(c(x))), the corresponding agent may look at 
the location l and get the value it has to compute. 

In particular. that agent may simply wait for 
the result of its computation to be written in l 
by the companion agent, which has to compute 
f(c(d(x))). If it does so. the generation of redun­
dant agents is avoided. but we have to make sure 
that the agents do nof wait for each other and no 
deadlock occurs. 

Notice that the identification of a descen~ 
dant call of a function f(x) is done via a string 
in {0,1 ••.. ,k}*. f(x)Je denotes the function call 
f(x) itself. and f(x)Js.j recursively deno~es the 
j-th son call of f(x)Js, for S€{0,1, ••. ,k}* and 
Osjsk. 

The calculus used in our approach is based on 
the symbolic evaluation of functions and it makes 
sure that for the given functions c and d. we have 
indeed: f(c(d(x)) = f(d(c(x))). The efficiency im­
provements due to the realization of the facts, 
are guaranted by the property that when a communi­
cation occurs. it is like making many rewritings 
of trees of agents in one step only. 



The following new fact, called periodic redun­
dancy in [4J, can be discovered about the function 
f(x): 

f(x)Jon+l = f(x) nm+l for some m and n~o. 

where jn denotes the string of n j's. 
The above fact can be implemented as new ad­

ditional cortinunications between computing agents, 
and we get the following program P2:. 

{

f(x)=a(x) if p{x)=true 

P2: f(x)=b(x,f(c(x)}(l .£2!!Jfil. ll}(On ~ 12.), 

f(d(x))(O comm ll)(lm £Q!!!!!!. 12))) 
~ 11,12 otherwise 

Notice that the programmer, when he discovers 
new facts, has only to suggest them to the system, 
and their translation into new recursive equations 
with communications is done automatically by the 
translation algorithm (at least for the facts we 
considered here. i.e., the ones which can be ex­
pressed as equality of functions calls). Indeed it 
is not difficult to see that one can derive the 
communication expressions of the form: 

s £Q!!!!!!.. 1 and ~ 1 
starting from the strings denoting function calls 
in the language of facts. 

The goal of our project is to build a system 
for recognizing different cl asses of facts· con­
cerning functional programs, and exploiting those 
facts for improving efficiency. 

3. Parallel programs 

In this section we introduce the notion of 
parallel programs [8-lOJ. 

AExp, MExp, Exp.are sets of terms constructed 
in the standard way from constants, variables and 
function symbols.(The sets of constants, variables 
and function symbols are fixed in our consider~ 
ations.) The elements of the sets AExp, MExp, Exp 
are called agent-name expressions, message expres­
sions and expressions, respectively. If T is a set 
of terms then by CT we denote the subset of T s.t. 
teCT iff t is a term without variables. 

An agent expression is a triple 

< agn,msg >:: e 

where agneAExp. msgeMExp, eeExp. 
A compytjng ~ (or simply an agent) is an 

agent expression without variables. 
Confjgyratjons are finite sets of agents. By 

CON we denote the set of all configurations. 
A .r:u.1e.. (or recursive equation) is an expression 

of the form: 
lh <= rh if cond 

where lh,rh are finite-Sets of agent expressions 
and cond is a boolean expression. 

By r(xl., .. ,xk) we denote the rule r in which 
xl, •.. ,xk are the only variable occurrences.If 
al, •.• ,ak are constants {of suitable types) then 
by r(al, ... ,ak) (or r or lh. <= rh· if cond) we de­
note a concrete instance of r whTcilwe<i"erive by 
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substituting al, ... ,ak for xl, ... ,xk in r. 
A parallel program is any non-empty finite set 

of rules. 
Let c,c'ECON and let r be a concrete instance 

of the rule r and let us assume that: 

c ~ c' holds iff cond is true and lh 5 c 
r and c'=(c-lh.)u J:!!.. --=-- is called the transition relation of .r:. 

The transition relation corresponding to a 
given sequences= rl, ... ,rk of instances of rules 
is defined as the composition of the transition re­
lations: 

rl rk d 't . d d b s - , .•. , - an i is enote y -;:.. . 
The transition relation of a program P (denot-

ed by ..f.....) is defined as follows: 

c ~c' holds iff there is a non-empty fi­
nite sequence s of instances of rules in P (de­
rived by the same substitution)s.t. for an arbitra­
ry pe.rmutation s' of s we have: , 

c ..L...c•. 
As an example, let us consider the parallel pro­

gram BO' for computing the binomial coefficients.BO' 
is a set of rewriting rules which implements BO. 

{<x,E>::bin(n+l,m+l)}<={<x,E>::.xO+.xl, 
<xO,E>::bin(n,m), 
<xl,E>::bin(n,m+l)} 

if n>m 
{<x 1 E>:: .xO+e, <xO,E>: :n}<={<x:f>: :n+e} 

BO': {<x,E>: :e+.xl, <xl,E>: :n}<={<x,E>: :e+n} 
{<x,E>::bin(n,O)}<~{<x,E>::l} 
{<x,E>::bin(n,n)}<={<x,E>::l} 
{<x,E>::bin(n,m)}<={<x,E>::O} if n<m 
{<x,E>::n+m}<={<x,E>::k} where k=n+m 
{<x,E>::n-m}<={<x,E>::k} where k=n-m 

where E is the empty message.The messages will play 
significant role in others examples, here they do 
not. 

We see the above rules in action in the fol­
lowing computation of bin(3,2), where we write 
x: :exp instead of <x,E>: :exp and by --> we denote 
the transition relation of BO'. 
{e:::bin(3,2)}---> {e:::.0+.1,0::bin(2,1), 
· l::bin(2,2)}---> 
{e:::.0+.1,0::.00+.0l,OO::bin(l,O).Ol::bin(l,1), 

1: :ll--> 
{e:::.O+.l,0::.00+.01,00::1,01::1}---> 
{e::: .0+1,0: :l+ll-->{e:~: .0+1,0: :2}--> 
{e:: :2+1}-->{e:: :3}. 

4.The translation functions Semo and Seml. 

This section is a technical section where we 
formally define the language LO in which prelimi­
nary program versions are written, the language LF 
in which facts as equality of terms are written, 
and the language Ll in which recursive programs 
and facts are translated. We also present methods 
for translating prqgrams in LO (or Ll) into paral­
lel programs. 

Wewill define a <calculus.fact-translation> 
pair for which facts accepted by the calculus can 
be correctly translated into communications among 



recursive calls. A correct fact-translation tr is 
the one which makes the diagram of fig.3 commute. 

We will give an explanation of the various 
notions by discussing the problem of computing 
the binomial coefficients. 

The language LO in which the functional pro­
gram for computing binomial coefficients is writ­
ten is a Hope-like language [3J. An expression e 
of LO is defined by 

e::= nlxlg(e •.•. )lf(e, ... } 
where neConstants. xeVariables, geBasic_Functions 

and feRecursive_Functions. 
A program P in LO is a set of recursive equa­

tions each of which is of the form: 

or 
f(e, ••. )=n (base case) 

f(e, ... )=e' with f occuring in e' (recursive 
case). 

For LO expressions we assume a parallel and 
distributed evaluation using computing agents [9]. 
The translation Semo of functional programs in LO 
into parallel programs is defined by the following 
list of rules: 

1. Generation of sons. 

f(eO, ••. ,ek)=g( ••• ,f(e, ..• ), .•. ,f(e', ... ), •.. ) 
produces: 0 p 
{ <X»E>: :f(eO,, •. ,ek)}<={ <X ,E>: :g( •.• , . xO, ... , . xp • ... ) , 

<XO,E>::f(e, ... ), ••• , 
<xp,E>::f(e', •.. )} 

2. Base configurations. 

f(eO, •.• ,ek)=n produces: 
{<x.E>::f(eO, .•.• ek)}<={<x,E>::n} 
3. alues to fathers. 
{<x,E>: :g •.• ,.xj , ..• ) ,<xj .E>: :n}<= 

{ <x,E>: :g( •.. ,n, ..• )} 
4. Basic functions evaluation. 
{ <x,E>: :g(nl, ... )}<={ <x .E>:: m} if m=9(nl .... ) 
Initial agent.For computing f(nl, •.. ) the initial 
configuratian {<e:,E>::f(nl, .•• )} is generated .. 

E is the empty message. It will play a signif­
icant role in Seml, here it does not. 

One can check that our parallel program BO' 
is the result of the above translation applied to 
BO. 

In order to produce an improved version of 
the program BO we may use our system by supplying 
it with "facts", i.e., properties of the computa­
tion of bin. We will restrict our attention to 
facts which can be expressed as equalities of 
agent expressions. They can be discovered by sym­
bolic evaluation. · 

The syntax of the language LF of facts is as 
follows: 

e: := ••• (as in LO) I eJs with se{0,1 •.•. ,k}* 
fact::=f(e, ••• )Jsl=f(e, ••• )Js2. 

A fact is checked by a Calcylys and, once 
accepted, a Translation algorithm produces from it 
an improved version of the given program. 

The Calculus for checking facts is given by 
the rewriting rules, which we will present for any 
program PO in Ll with one recursive case only. Let 
PO be: 

{f(e, ••• )=nl, .•• ,f(e', .•• )=nk (base cases) 
f(e, ••• )=e' (recursive case). 
The rules for the Calculus are: 
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1. eJe:l-->e 
2. n]Sl-->error if sre: 
3. xJsl-->error iT sre: 
4. g(eO, .••• ek}Jj~I---> if Osjsk thiUl ejJs 

else error 
5. f(eO, .•• ,ek)Jst--->if f(eO, •.. ,ek)=e is an 

instance of the recursive 
case then eJs else error. 

We write: 
eJs e'Js' 

iff it is possible to reduce eJs and e'Js' to the 
same expression (different from error) after 
applying to them a finite number of times the 
rules 1-5 and the rules of the Basic_Functions 
algebra. 
For instance, in the program BO we have for 

n~2 and m~2: 
bin(n,m)JOl1-->bin(n-l,m-l)Jl1--->bin(n-2,m-1) 
bin(n,m)Jl01-->bin(n-1,m)JC*-->bin(n-2,m-1),and 

bin(n,m)JOl=bin(n,m)JlO. 
The program produced by the translation is 

written in the following language Ll. The ~ of 
Ll is like that of LO, with the following addi-
tions: . * 

e::= ... le(s comm 1) with se{0,1, ... ,k}, 
-- leLocations. 

The r.h.s. of an equation can be of the form: 
e or e decl 1. 

The parallel prograiiiS"Which we will get after 
the translation of programs in Ll have a special 
form of messages. 

Messages are~ E, i.e.the empty message 
.Q!' em=L, where: 

i) em is the empty elementary message ~ or a 
a constant elementary message neConstants, 

ii) L is a set of names of son agents which may 
read or write the associated elementary mes­
sage. Lis represented as the list [sl, •.• , 
snJ,where each sie{0,1, ... ,k}*. 

For instance, if the left son of an agent has 
to read/write the message of its father, that mes­
sage will initially be: ~=[OJ. 

Now we are ready to define the translation of 
the set of programs in Ll into the set of parallel 
programs. 

A program P in Ll is translated as a program 
in LO (i.e. ,rules 2~4 and the ·initial a9ent rule 
for Seml are like those for Semo) with the follow­
; ng additions and cha.nges: 

1! Generation of sons with communica ions. 
f(eO, ••• ,ek =g .•• ,f e, .•• , ••• , 

0 
{(e~ ••. )(s £.Q!!!!L 1}, •.. )decl 1 

produces: J 
{<x,E>::f(eO, •.• ,ek)}<= 

{ <x,~=L>: :9( ... ,.xO, •.••• xj, .•• ), 
<XO ,E>: : f ( e .... ) ••••• <Xj ,E>: : f( e ~ ••• ) •.•. } 

where L={js I s .£Q!!!!!. 1 occurring in the j-th 
recursive ca 11}. 

3. Values to fathers. 
{ <x,m>: :g( ..• , .xj, .•• ), <xj ,m'>: :n}<= 
{ <x ,m>: :g( ..•• n, ••• ) ,<xj ,m' >: :n}. 

Notice that contrary to the previous case.after 
reporting to its father a son agent remains pre­
sent. It may need to conmunicate its value to a 
message location. 

5.Writing a message location. 



{<x,~=L>::e,<xs,m>::n}<={<x,n=L-{S}>::e,<xs,m>::n} 
if se:L 

Notice that after writing a location a son agent 
remains present because afterwards it may have to 
return its value to its father. 

6. Readin a messa e location "readin om­
muni ca 1ons 

{<x,n=L>::e,<xs,m>::el}<= 
{<x,n=L~{s}>::e,<xs,m>::n} if se:L. 

The Calculus and the Translation algorithm 
enjoy the necessary properties with respect to cor­
rectness and efficiency of the derived programs, 
as the following results show. 

Let PO be the class of all programs in LO 
with 1 recursive definition only and let P1 be the 
class of all programs in Ll. We consider the class 
TR of translations from PO into P1 such that if 
tre:TR then tr adds s comm 1 and decl l annotations 
only. -- --

Correctness Theorem for Communications. If 
for every pro~ram POe:PO and s ~ 1, s 1 £Q!!l!!L 1 oc­
curring in tr(PO) in the recursive call at position 
j and j' respectively, we have in our Calculus: 

f( ••• )Jjs = f( •.• )Jj's' 
then tr is correct, i.e. for every POe:PO the paral­
'i'e'l"programs SemO(PO) and Seml(tr{PO)) compute the 
same function. D 

Remark. Seml(tr(PO)) is more efficient than 
SemO(PO) if some reading communications take place. 

Ll: 

Bl: 

Let us consider the following program Bl in 

bin(n,O)=l 
bin(n,n)=l 
bin{n,m)=O if n<m 
bin(n+l,m+-l)=bin{n,m)(l comm 1) + 

+bin{n,m+-lf[O-c.amm. l)~ 1 
if n>m~l 

bin(n,l)=n if n>l 
The program Bl is equivalent to BO, i.e., 

the parallel programs SemO(BO) and Seml(Bl) com­
pute the same function bin.This follows from the 
Theorem above and from the fact: 

bin{n,m)JOl = bin(n,m)JlO 
accepted by the Calculus when n>m~2. 

The following parallel program Seml(Bl) is 
the result of translating Bl: 
{<x,E>::bin(n+l,m+-l)l<={<x,~=[01,lOJ>::.xO+.xl, 

. <xO,E>::bin{n,m), 
<Xl,E>::bin(n,mtl)l 

{<x,mes>::bin{n,O)}<={<x,E>::l} 
{<x,mes>::bin(n,n)}<={<x,E>::l} 
{<x,mes>::bin{n,l)}<={<x,E>::n} 
{<x,mes>::bin{n,m)}<={<x,E>::O} 
{ <x,mes>: :ntm}<;..{<x ,E>:: kl 
{ <x ,mes>: :e+ .xl ,<xl ,mes l>:: n}<= 

if n>m~l 

if n>l 
if n<m 
if k=ntm 

{<x,mes>: :e+n,<xl,mes 1>: :n} 
{<x,mes>:: .xO+e,<xO,mesl>: :n}<= 

{<x,mes>: :n+e,<xO,mesl>: :n} 
{<x.~=[01,lOJ>::e, <xOl,mes>::n}<= 

{<x,n=[lOJ>::e,<xOl,mes>::n} 
{<x,~=[01,lOJ>::e, <xlO,mes>::n}<= 

{<x,n=[OlJ>::e,<xlO,mes>::n} 
{<x,n=[OlJ>::e, <kOl~mel>::el}<= 

{<x,n=[J>::e,<xOl,mes>::n} 
{<x,n=[lOJ>::e, <xlO,mes>::el}<= 

{<x,n=[J>::e,<xlO,mes>::n}. 
Let us consider an example of computation of 
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the program Seml(Bl) with the initial configuration 
{<e:,E>::bin(5,3)}: 

{<e:,E>: :bin(5,3)}-> 

{<e:,~=[01,~0+.~ 

<0,E>: :bin(4,2). <l,E>: :bin{4,3)}-> .•. -> 

{<e:,~=[01,10]~::.0+.1 ;_.:.-;--:.-- '-.. 
<0,~=[01,10J>::3+.0l <l,~=[01,lOJ>::.10+1 

<0~=[01,10]>::3 <10~{3,2)} 
A 
-> {<e:,3=[10]>::.0+.I :-:------ '-.. 
<O .~=[OI, lOJ>: :3+. OI <l ,~=[01,lOJ>::. IO+I 

<01-:;:[01,10]>::3 <I0~{3,2)} 
~ 

{ <e:,3=[]>:: .O+ .1 

<O~ '::I,~=~:.IO+l 
<IO,E>: :3} 

In the transition A the value computed by the agent 
01 is communicated to the agent e: and in B this 
value is communicated to the agent 10 {by the 
agent e:). That communication avoids the com­
putation of bin(3,2) by the agent 10. 

Let us consider now a program FIB in LO: 

ffib{O)=I 
FIB: fib{l)=l 

fib{n+2)=fib{n+l)+fib{n) 
and a program FIBI derived from FIB and the fact 

fib{n)JOI = fib{n)JIO (n>l) 

~fib{O)=I FIBI: fib(I)=I 
fib{n+2)= (fib{n+l) (0 f.2!!!!!1. l )+ 

fib(n)W(e: comm l ))decl l 
where we use the annotation W to tell the system 
that the newly generated computing agent with the 
task fib(n) is forced to wait until the correspon­
ding value appears in the location 1. 

The reader can easily modify our language Ll 
and the fact-translation algorithm for coping with 
the new-kind of annotations. 

Fact. Let FIBI' be the result of application 
of that new translation algorithm to FIBI.The par­
allel program FIBI' uses a linear number of com­
puting agents {with respect to n) in the computa­
tion with the initial configuration 

{<e:,E>: :fib(n)}. 
The length of this computation is a linear func­
tion of n. D 

In the <calculus,fact-translation> pair we use, 
it is possible to express facts as equality of 
terms, so that repeated evaluations of common sub­
expressions are avoided. The calculus is based on 
the unfolding rule [2J and the symbolic evaluation 
technique. The associated translation realizes com­
munications among concurrent agents and improves 



the efficiency of their computations. 

5. Another class of facts. 

In this Section we will consider a new class 
of facts which turn out to be very useful for de­
riving efficient versions of parallel programs. 
As an example we will derive a program for finding 
the connected components of undirected graphs. 

Some facts can be viewed as making "jumps in­
to the future". They improve efficiency by identi­
fying several subexpressions which can be evaluat­
ed in a parallel way. and by allowing us to know 
in advance the results of some concurrent compu­
tations. 

Other facts have more sophisticated structure. 
but all of them can be discovered by analysing the 
behaviour of the given functiona 1 programs, maybe 
using a little induction. 

We think that by developing more techniques 
similar to those presented in this paper it will 
be possible to construct advanced systems which 
(semi)automatically derive parallel programs with 
high performances (at least for some specific clas­
ses of problems). 

In this Section we will not give all the tech­
nical details. We leave them to the reader. 

We will suggest the construction of another 
<calculus.fact-translation> pair for the facts of 
the form "jumps into the future".The calculus is 
based on symbolic evaluation and induction, while 
the translation algorithm in most cases reduces to 
a straightforward inclusion of the discovered facts 
as new rewriting rules for the computing agents 
(see for instance, the following facts Fl and F2). 

Let us derive the program for computing the 
connected components of a given graph.We are given 
the following functions: 
dee succ: nodes -> set nodes 
- succ(n) computes {n}us, wheres is the set of 

nodes adjacent to n. 
~ f: set nodes-> set nodes 

f is the extension of succ to a set of nodes. 
f(nilset)=nilset 
f({n}us)=succ(n)uf(s) where u denotes disjoint 

union. 
Given a graph G, that is, a particular function 

succ, we may use the following function F to com­
pute the connected components of G, by taking as in­
put for F the set of singletons of the nodes in G. 
~ F: set set nodes -> set set nodes 

F(ni l set)=nil set 
F({a}uX)=F({f(.a)}uX) if f(a);a 
F({a}OX)={a}uf(X) if f(a)=a 
F({a,b}OX)=F({aub}uX) if anb7'nilset. 

For instance, given the graph: 

lc2 6<13 
4 5 7 

where the nodes a re denoted by natural numbers. 
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we get: 
F{{{ 1}' ... ,{7}} )= .•. 

=F{{{l,2,4},{2;1},{3,6,7},{4,5,l},{5,4},{6,7,3}, 
{7,6,3}})= ... 

~{{1,2,4,5},{3,6,7}}. 
The reader can observe that if he translates 

the functional program defining F into a parallel 
program by applying the algorithm Semo, he will not 
get an efficient implementation. 
It is easy to see that the following fact holds: 

(Fl) F({a,b}tiX) = F({faufb}uX) if fanfb7'nilset. 

By using that fact we can simplify the rewriting 
of the expression: 

F({{l}, ... ,{7}}). 
The system can implement that fact as a special 
rule of the fonn: 

{x: :al. .• a •.. ak, y: :bl. •• b ••. bm}<= 
{x: :al. .• faufb ••• ak, y: :bl ..• ~ ••. bm} 

ii fanfb; nilset 

where we omitted some set brackets and ~ denotes 
the erasing of b. 

The computing agents with names x and y can 
communicate if fanfb7'nilset, and if this communi­
cation takes place, the result can be computed much 
faster. Also the following fact F2 holds: 
(F2) F({al, ... ak}) = F(ffal, .. ,fak}) 

where f is equal to for it is the identity. 
The translation of that fact can improve the 

effi£.}ency, because it allows the computations of 
the fai's in a parallel way. However, in order to 
avoid the repeated evaluations of common subexpres­
sions it is advisable to activate as often as pos­
sible the communications which derive from the fact 
Fl. In a sense a good implementation of the pro­
gram for F should balance the requirements from 
facts Fl and F2. 

That objective can be achieved by implementing 
the following fact F3 [13]. 

Let us define first the following operation: 

g(X,Y) = {aubl fanfb ; nilset and aEX,bEY} 

u {aEX .fanfb = nilset for all bEY} 

u {bEY fanfb = nilset for all aEX} 

where X,Y are families of finite sets of nodes. 
We define also the operation C on finite sequences 
of families of finite sets: 

C(Xl,X2,X3,X4, •.• )=[g(Xl,X2),g(X3,X4), ... J. 

Finally we can formulate the following fact F3: 

(F3) F({{nl},. .. ,{nk}}) = CP({{nl}},. .. ,{{nk}}) 

where p=f' 1 og kl . 
2 

Now we are ready to present the parallel pro­
gram in which facts Fl, f2 and F3 are tmpl eme.nted. 
As usual we will write it as a set of rewriting 



rules for computing agents. 
Connected Components Program 

1. {xO al ... a ... ak, xl : : bl. .• b ... bm}<= 

{xO .• al. .. faufb ... ak, xl :: bl. .. ta ••• bm} 

if fanfb t- nilset 

2. {x al. .• a •.• b ... ak}<= 

{x :: al. .. aub ... ta ••• ak} 

if anbfnilset 

3. {xO :: al. •• ak, xl :: bl. .. bm, x:: .xOu.xl}<= 

{x : : al. .. ak bl. .. bm} 

if rules 1. and 2. cannot be applied 

4. {x .. F({al, ... ,ak})}<={x :: .xOu.xl, 

xO F({al, •.. ,afl</21}), 

xl .• F({afk/21+1, ... ,ak})} 

5. {x : : F({a} )}<={x : :{a}} 

where instead of <x,m>:: we write only x:: because 
messages are not used. a,b,al, ... ,ak,bl, ... ,bm·are 
finite sets of numbers {i.e. ,nodes of graphs). 

6. Conclusions 

Through some examples we presented various 
kinds of facts for improving the efficiency of the 
parallel evaluation of functional programs. We also 
presented the structure of a system which is es­
sentially a <Calculus ,Fa<:t-trans 1 ation> pair for 
making those improvements in· an automatic way.Facts 
a.re to be accepted by the Calculus and then they 
are .used by the translation algorithm to produce 
efficient parallel implementations of the function­
al programs to which they refer. We think that more 
work should be done in the direction we indicated 
here. In particular it would be important to de­
velop a theory for the automati.c improvements of 
functional programs and their implementations. 

In a sense we follow the program deriva-
tion technique ~ la Burstall-Darlington, and we 
pro vi de a framework for overcoming some di ffi cul­
ties encountered by those authors.In particular we 
propose an intermediate "language of facts",used 
by the programmer for writing some properties or 
facts of the program to be improved. Facts accept­
ed by the calculus are indeed bound to increase 
the efficiency. and in this way we can 
make sure. contrary to the original Burstall­
Darlington approach, that efficiency is improved 
when new versions are derived. Moreover the lan­
guage of facts gives to the programmer freedom for 
expressing intuitions or discoveries, while the 
"eureka steps" a la Burstall-Darlington need to be 
expressed into the recursive equation language 
used for programs. Similarly, in our approach, the 
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language of the new versions of the program may be 
be different from the language of the old versions. 
Therefore, efficiency improvements may also derive 
from better compilers one can construct for the 
language of the new versions. Our approach allows 
a 1 so for the incremental discovery of the facts to be 
incorporated into old program versions. Most of 
those facts can be interpreted as establishing 
some communications among computing agents, so that 
they work in a cooperative way while the computa­
tion progresses. 
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A Nml STRUCTURING MECHANISM FOR SUPPORT 
OF SPATIALLY REDUNDANT DISTRIBUTED COMPUTATION 
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Abstract--Spatial redundancy denotes 
computation characterized by simultaneous 
execution of redundant program elements on 
separate computing channels, This paper 
presents a mechanism called molecular activity 
for the support of spatially redundant 
distributed computation. It is shown that 
molecular activities extend the domain of 
existing software fault-tolerance techniques to 
include applications constructed as sets 9f 
communicating processes and involving access to 
global data. Molecular activities also allow 
exploitation of high-level parallelism in a 
large class of applications. particularly in 
the area of artificial intelligence. 

I. Introduction 

Spatial redundancy is a term used to 
describe computation characterized by the 
simultaneous (or concurrent) execution of 
redundant program elements on separate 
computing channels. Some mechanism for 
reaching agreement smong the redundant elements 
is employed to facilitate decisions regarding 
the results produced by the computation. 

The concept of spatial redundancy has been 
employed to achieve tolerance of software 
failures through a notion known as a design 
diversity and a technique called n-versron­
programm1ng [1]. In a broader sense. spatial 
redundancy could also be used to exploit 
parallelism in the solution of certain 
important types of problems. Many 
computationally difficult problems are 
characterized by the existence of alternative 
algorithms or heuristics for obtaining a 
desired solution. Examples include certain 
planning problems in the field of artificial 
intelligence. as well as various VLSI design 
problems involving heuristic search of a large 
solution space. Although it is known that one 
algorithm or heuristic may perform 
significantly better than another for a 
particular instance of the problem (in terms of 
execution time or solution optimality). there 
is typically no way to determine a priori which 
one will perform best. Spatial redundancy __ _ 
could potentially be employed to carJ:y out 
alternative strategies in parallel. with some 
mechanism being used to select the desired 
result (and perhaps preempt other 
still-executing alternatives). 

0190-3918/86/0000/0624 $01.00 © 1986 IEEE 624 

J.G. Kuhl 
Department of Electrical and 

Computer Engineering 
University of Iowa 

Iowa City. Iowa 52242 

In a distributed system environment. 
spatially redundant computation should ideally 
allow a redundant program element to be 
structured as a set of communicating processes 
residing at various nodes of the system. This 
would allow for exploitation of concurrency and 
parallelism within the individual program 
elements. 

Thus. the implementation of spatial 
redundancy could lead to the existence of 
multiple distinct sets of communicating 
processes. each set representing one of the 
redundant elements, If it is allowed that 
several different distributed computations 
(each employing spatial redundancy) might exist 
simultaneously in a distributed computing 
system. the situation may become quite 
complex. Clearly. some technique for 
structuring the interactions between these 
computations is necessaJ:y. 

In this paper we discuss mechanisms for 
structuring spatially redundant distributed 
computations. It will be shown that the 
conventional mechanism for enforcing data 
consistency among concurrent computations. the 
atomic action. is insufficient for supporting 
general spatially redundant distributed 
computation. New mechanisms known as atomic 
activities and molecular activities ar_e __ _ 
proposed for this purpose. It is argued that 
these new mechanisms are necessaJ:y in order to 
extend the usefulness of existing techniques 
for structuring redundant computations. such as 
n-version programming. to cover a wide range of 
distributed applications. 

II. The Need for a New Structuring Mechanism 

Distributed computation is characterized by 
programmed actions on data objects that may be 
located at various nodes of a distributed 
system. Data objects accessed by a distributed 
computation can be classified into two 
categories: 

1. Local Data Objects--These are objects 
declared in. and local to. the program 
that specifies the computation. Their 
lifetime coincides with that of the 
computation, 



2. External (global) Data Objects--The 
lifetime of these objects supercedes 
that of the computation. They may 
represent permanent or semi-permanent 
information that exists independently 
of the various computations which 
access and manipulate them. The 
collection of data objects in a 
distributed database provides an 
example of external data objects. 

One of the fundamental differences between 
internal and external data objects lies in the 
ability to statically determine which objects 
will be accessed and/or modified by a 
computation. Since local objects are declared 
within. and belong to. a computation. it is 
possible to enumerate all of the local objects 
that will be accessed by computation at the 
time when the program specifying the 
computation is written. However. the external 
data objects to be accessed. and the nature of 
that access. may be determined. at least in 
part. during the execution of the computation. 

For instance. consider an application 
concerned with routing certain connections 
during the design of a VLSI circuit. This 
application must access a large database 
representing the layout of the circuit. 
However. the specific portions of the layout 
data to be traversed during an instantiation of 
the routing application. and the portions to be 
modified. can be determined only during the 
execution of the router. 

The basic mechanism for maintaining the 
consistency of external data objects operated 
upon by concurrent computations is the atomic 
action [2]. An atomic action is some ~~~ 
program-specified computation that reads or 
modifies the state of one or more data objects 
and appears as an indivisible operation from 
the point of view of computations outside the 
atomic action. 

Built-in atomic actions greatly simplify a 
programmer's task in coping with unplanned 
concurrency and failures. The programmer of an 
atomic action can write his software without 
bothering about other computations and failures 
that may affect the data that his program 
manipulates. In recent years. a number of 
distributed systems supporting atomic actions 
have been implemented. However. the 
intoduction of spatial redundancy into 
distributed computation introduces new problems 
in consistency maintenance that cannot be 
addressed by the simple use of atomic actions. 

Consider an example of two distinct 
computations. Cl and C2. in a distributed 
system that may access and modify common 
external data objects. Let us suppose that 
those two computations are entirely logically 
independent and that they may reach execution 
concurrently (perhaps on different nodes of the 
system). For example. in the VLSI design 
example mentioned earlier. they might represent 

625 

different design operations being carried out 
upon the database representing·a partially 
completed circuit. Structuring each of these 
computations as an atomic action would allow 
them to execute in a correct and serializable 
fashion. However. suppose that design 
diversity--for instance. in the form of 
n-version programming--was used to implement 
each of the computations in order to enhance 
software reliability. 

Now. consider the atomic action 
representing the spatially redundant 
computation Cl. Note that the external data 
objects used by each of the n-versions must be 
copied into a local data space for that 
version. before execution and modifications are 
made to the local copy. This is done because 
the versions must execute in isolation. and 
hence must not independently modify the actual 
external environment. At the conclusion of the 
execution of the n-versions. a vote is taken on 
the modifications to (copies of) external 
objects. and based upon the outcome. the actual 
modifications are made to external data 
objects. 

There are a number of problematic aspects 
to this scheme. including: 

1. It may not be possible to determine a 
priori which exte'rnal objects will be 
accessed by a version of the 
computation. Even if it is possible. 
the number may be too large to 
effectively or efficiently copy into n 
different local data spaces. For 
example. duplicating the huge state 
space of a large artificial 
intelligence problem might not be 
practical. (Note that other schemes. 
such as the use of logging in each of 
the versions in lieu of copying 
external state space into local states. 
are possible. but these suffer from 
similar problems.) 

2. Since the n versions may be executed 
concurrently on distinct processing 
nodes. and since external data objects 
may also be distributed among nodes. a 
run-time structure must be constructed 
to coordinate and synchronize the 
copying of external objects to the 
local data spaces. the final voting 
upon results. and the copying of 
results back to the external data space 
of the global atomic action for C1. 
This structure is over and above that 
required for the support of atomic 
actions. 

III. Atomic and Molecular Activities 

In this section we propose a new 
structuring mechanism. called a molecular 
activity. intended to deal with problems of the 
type illustrated in the above example. This 
mechanism provides a general way of structuring 



spatially redundant distributed computations 
that access external data objects. As such. it 
is applicable not only to n-version programming 
problems of the sort described above. but also 
to supporting other constructs for design 
diversity. such as the parallel execution of 
recovery blocks or conversations [3-5]. It is 
also appropriate for supporting the parallel 
execution of alternative strategies in order to 
speed up the solution of computationally 
difficult problems. The mechanism 
automatically manages the consistency of 
extern81 objects accessed by spatially 
redundant computations without requiring that 
the objects be identified in advance. In 
addition. the mechanism provides the support 
for committing final results of the spatially 
redundant computation. 

We define an atomic activity as a 
program-specified computation whose 
computational steps are executed such that the 
intermediate state of data objects manipulated 
by an atomic activity are not visible to any 
computation outside the atomic activity. An 
atomic activity that constitutes a molecular 
activity 1118¥ be specified by a sequential or 
concurrent program. and hence. the computation 
of an atomic activity 1118¥ be represented by 
either a single sequential process or a set of 
interacting processes. 

A molecular activity is defined as a 
collection of one or more atomic activities 
that may execute concurrently such that. from 
the point of view of computations outside a 
molecular activity. it appears as an 
indivisible operation whose effect on the state 
of the data objects in the aystem reflects the 
actions of at most one of its component atomic 
activities. The indivisibility of molecular 
activities implies that the concurrent 
execution of any two molecular activities is 
equivalent to the sequential execution of the 
two molecular activities in sane order. Thus. 
during the execution of a molecular activity. 
objects whose values are read by steps in the 
atomic activities constituting a molecular 
activity cannot be modified by any computation 
outside the molecular activity. Al.so. 
intermediate states of data objects that arise 
during the execution of a molecular activity 
will never be observed by computations outside 
the molecular activity. In fact. even for the 
computations within the molecular activity. 
modifications made to the data objects by one 
atomic activity will not be visible to other 
atomic activities constituting the molecular 
activity. 

Let SM denote the set of data objects 
accessed by the computations in the molecular 
activity M. Let A= Ai• A2••••• An denote 
the set of atomic activities defining the 
molecular activity M. The initial state I of M 
is defined by the values of the data objects in 
SM before they were modified by any computation 
within M. The final state F of M is defined by 
the values of the elements in SM after the 
completion of the molecular activity M. 

From the definition above. it is clear that 
the final state F of M is determined by the 
transformation on I performed by the 
computation of at most one of the atomic 
activities in A. Now. the criterion for 
determining which. if any. of the atomic in A 
is to be chosen to reflect the execution of the 
molecular activity M is application dependent. 
It is specified by a set of user-defined 
procedures encapsulated within a construct 
called a decision module. which is associated 
with each atomic activity of the molecular 
activity M. 

The informal definition of a molecular 
activity given above provides only an abstract 
description in terms of the effect of its 
execution on the state of the system and 
ignores details of the internal structure of a 
molecular activity. A more formal model of 
atomic activities and molecular activities is 
presented in [6]. 

IV. Molecular Activities--Implementation 
Issues 

The implementation of a system supporting 
molecular activities must satisfy the following 
requirements. 
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R1: Let Mr denote the initial state of a 
molecular activity M that is composed of 
atomic activities Ai• A2• •••• An· Then. 
the concurrent execution of Ai. A2• •••• An 
should be such that each atomic activity ~ 
in M is oblivious to the transformations on 
Mr made by any other atomic· activity of M. 
We call this the isolation requirement. 

R2: After the completion of the molecular 
activity M. the final state MF of M should 
reflect the transformations on Mr made by 
at most one of the atomic activities of M. 
We call this the global data consistency 
requirement. 

R3: The transformation from the initial 
state. MI• to the final state. MF• of the 
molecular activity M appears as an 
indivisible and primitive step to all 
computations outside M. Requirement R3 can 
be refined as follows: 

R3a: During the execution of the 
molecular activity M. the intermediate 
states of objects accessed by 
computations in M should not be visible 
to computations outside M. 

R3b: If Ai. A2• •••• J\i represent 
atomic activities belonging to 
different molecular activities. the 
concurrent execution of Ai• A2• •••• An 
must be equivalent to the sequential 
execution of Ai. A2• •••• J\i taken in 
sonie permutation. 



To satisfy requirements Rl and R3 we need a 
mechanism that controls access to data 
objects in the system. We call this 
mechanism the synchronization mechanism. 
To ensure requirement R2 we need another 
mechanism. which we call the committment 
mechanism. The implementation of these 
mechanisms in a distributed system is 
presented in [6]. 

V. Concluding Remarks 

In this work we have described a mechanism. 
called a molecular activity. for the support of 
spatially redundant distributed computation. 
This mechanism allows each redundant element to 
be constructed as a set of distributed 
communicating processes known as an atomic 
activity. Multiple molecular activities can 
execute simultaneously in a distributed system. 
and they can access and modify a common global 
data space without loss of consistency. 

Molecular activities allow the domain of 
application of existing constructs for 
achieving software fault tolerance to be 
extended to include applications constructed as 
sets of communicating processes and involving 
access to global data. No methods have 
previously existed for allowing n-version 
programs to share global data. and no explicit 
work has addressed the viability of versions 
constructed as sets of communicating processes 
in a distributed environment. With respect to 
other proposed constructs for design diversity 
[4.5). molecular activities can also be used to 
support parallel execution of the interacting 
sessions of a conversion. Details are given in 
[6]. 

The potential use of spatial redundancy to 
allow simultaneous application of alternative 
algorithms or heuristics for solving a 
computationally difficult problem is largely 
unexplored. An extended example of this 
approach applied to a planning problem in 

artificial intelligence is given in [6]. The 
example demonstrates the viability of this 
technique. Spatial redundancy employed in this 
fashion exploits parallelism at a ve:cy high 
level. The molecular activity construct allows 
each activity to consist of a set of 
distributed processes. Hence. the use of 
spatial redundancy does not mitigate the 
exploitation of parallelism within individual 
versions of the algorithm or heuristic. 
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Abstract-This paper describes a technique for retargetting Poker, 
. the first complete parallel programming environment, to new parallel 
architectures. The specifics are illustrated by describing the retarget 
of Poker to CalTech's Cosmic Cube. Poker requires only three fea­
tures from the target architecture: MIMD operation, message passing 
inter-process communication, and a sequential language (e.g. C) for 
the processor elements. In return Poker gives the new architecture a 
compiete parallel programming environment which will compile Poker 
parallel programs, without modification, into efficient object code for 
the new architecture. 

Introduction 

Software portability for sequential computers became an issue in the 
early sixties as higher-level languages began to supplant the machine 
specific assembly languages and as machine varieties proliferated; it 
was a much harder problem than originally supposed and it remains 
a serious problem today. By comparison, portability of a parallel 
program should be substantially more difficult because: 

• architectural differences among parallel computers are much more 
fundamental than among sequential machines, and 

• the characteristic that makes portability difficult - the depen­
dence of programs on machine specific features - arises often in 
parallel computation in order to get good performance. 

We say "should be more difficult• because to date there is little expe­
rience: There is little production parallel software and there are few 
truly parallel languages, and few parallel machines. But in spite of 
the potential problems, there is some reason for optimism. 

The Poker[l] language has been retargetted from the Pringle Par­
allel Computer [2] to the CalTech Cosmic Cube [3]. Thus, programs 
written for the CHiP [4] family of computers can run on one of the 
cube family of architectures without modification. This· is possible 
because 

• the Poker language uses a reasonably universal program abstrac­
tion, 

• Poker programs have a (unique) structure that is both visible and 
simple, and 

• the Poker language and environment is structured to make retar­
getting simple. 

There is no impediment to porting the Poker language to other parallel 
computers as this paper will explain. 

The benefit of portable parallel software is obvious: Programs can 
be written without regard for the underlying architecture. However, 
portability only guarantees that programs will function. With Poker, 
we are making a stronger claim: Poker programs will run with an 
efficiency that is comparable to that of programs which were specif­
ically written for that architecture. This leads to a key point about 
the reta.rgetable Poker parallel programming environment: 

Poker requires a small set of system functions of the host 
architecture and can thus serve as the. definition of the basic 
software support required of a ne'1f 'parallel computer. 

Simply by creating the few basic interface systems that Poker requires, 
an architecture automatically inherits the available Poker programs 
and a complete software environment. This vastly reduces the soft­
ware development efforts for new parallel machines. 
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Overview 

Before explaining the details of the retarget, some familiarity with 
the Poker system must be acquired. Towards this end we present first 
a high level view of the Poker system pointing out some of the key com­
ponents and their interactions. Later, we discuss the relevant software 
and hardware pieces, devoting a section each to: the Poker program­
ming environment, the Cosmic Cube, and the new cross-compiler. 
Finally, we connect all the pieces and discuss the effects of the new 
extended system. 

Figure 1 shows the relationship between the Poker Parallel Pro­
gramming Environment and the parallel computers which can be pro­
grammed with it. Poker is a sequential system that makes extensive 
use of a relational database to represent programs. It is written in 
C(5] and built on top of UNIX«». 

To see how Poker works, focus on two components of the sys­
tem: the cross-compiler and the debugging environment. The cross­
compiler accepts a Poker program as input and produces an object 
version suitable for execution on one of three machines: the Pringle, 
the Cosmic Cube, or a simulator/emulator of a parallel machine that 
runs on whatever sequential machine is hosting Poker itself. The com­
piled version is then down-loaded to the target parallel computer and 
executed. During execution, the run-time support of the machine 
sends tracing information back to Poker's debugging environment so 
that the programmer can view the execution of the program within 
the Poker environment. 

Thus, one writes and runs programs from an environment that pro­
vides flexible interactive graphic support and a view of the program · 
consistent with its definition. During the program debugging activ­
ity there is communication between the front-end processor and the 
back-end parallel machine to facilitate program tracing. When the 
program is debugged, no tracing is requested and Poker serves as the 
operating system for the back-end machine, running the program "flat 
out.• 

Thus, Poker is both a language and an environment: A sequen­
tial system from which to compile, execute, and debug programs on 
parallel computers. A "port• of the Poker language entails retar­
getting the cross-compiler and constructing the run-time software to 
·support the communication between the Poker environment and the 
parallel computer. Only the Poker programs and run-time system 

·get ported to the new machine; the Poker environment runs on a se­
·quential computer.lb) This paper will detail the activities required in 
crossing the vertical line of Figure 1. 

The Poker Programming Environment 
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The Poker programming environment is built a.round a program­
ming abstraction that is common to non-shared memory parallel al­
gorithms, as described in the next section. However, Poker's interface 
to the abstraction is quite non-standard. The section on Concrete 
Poker Programs outlines the structure and semantics of Poker pro­
grams. As we shall see, this formulation of parallel algorithms lends 
itself to easy reta.rgetting for new parallel architectures. 

Abstract Poker Programs. 

A non-shared memory parallel algorithm is conceptualized as a fi­
nite graph'. The graph's vertices are lab.eled with process names corre-

(•)UNIX is a trademark of AT&T Bell Laboratories 

(6) c.m....tly, the Poker environment runs on a number of computere, including 
Vaxee, Vax-1tation1, Sun workltationa, IBM PC/RTs, and HP-9000.. 
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tree: parent<- max ( myValue, leftValue, rightValue) 
leaf: parent <- myValue 

Figure 2: The Maximum Algorithm. 
sponding to sequential programs. The graph's edges are of two types: 
Edges between vertices are communication paths between processes, 
and edges "dangling" oft' of the graph are channels through which 
streams of data pass to or from the graph. (Technically, graphs can­
not have dangling edges, of course, but it is convenient to abuse the 
definition.) 

For example, Figure 2 shows the maximum algorithm. The graph 
is a binary tree. The vertices are labeled with one of: the name of 
the leaf process, which passes its local value to its parent, or the 
name of the tree process, which receives two values from its children, 
finds the maximum of these values and its local value, and passes the 
result to its parent. The dangling edge is a stream containing a single 
output value produced at the root. 
A problelll is not generally solved by a single algorithm of this 

form. Rather this form is usually one "phase" of a computation. The 
problem is partitioned into a series of phases, each possibly with a 
different graph structure. Inter-phase communication is permitted 
only among those that share the same "location• as described by a 
one-to-one mapping function. Values from previous phases may be 
inherited by the vertex executing in the corresponding vertex in the 
next phase. 

Concrete Poker Programs. 

Unlike a C or Pascal program, a Poker ph.ase program is not a 
monolithic piece of text. Rather, it is composed of five components 
that correspond closely to the abstraction just presented (Figure 3 
shows the five components of the maximum algorithm encoded as a 
Poker phase program). 

• Communication Graph.: A finite graph with dangling edges. The 
boxes correspond to processes and thus will be the vertices of the 
graph. The circles, which are switches for the CHiP computer 
[4], can be ignored for the present discussion. 

• Procesa Definition: A (usually small) set of processes written in 
a sequential language, in this case a slightly modified version of 
C[5]. These can be thought of as standard procedures with formal 
parameters called at the beginning of a phase. 

• Procesa Assignment: A labeling of the vertices of the graph with 
the names of the processes and actual parameters, if any, to be 
executed at that processing site. 

• Port Name Asaignment: A labeling of the edges of the graph, 
but from the point of view of the vertex, i.e. each edge has two 
names, one for each end, or "port•. 

• Stream Name Assignment: A labeling of the dangling edges of 
the graph giving names to the input and output streams; these 
names will subsequently be bound to files. 
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The correspondence of the five Poker program components to the 
phase abstraction given above should be clear. 

A Poker program is composed of a finite set of phase programs 
together with an execution scheduler that describes the sequence in 
which they are to be invoked. Those vertices of di:fl'erent phases which 
occupy the same location in the Switch Setting View may communi­
cate across phases through the use of inter-phase variables. 

Inter-phase variables live for the duration of the Poker program 
and exist separately from the variables declared local to a phase. The 
local process codes may access the values of inter-phase variables by 
the import and export statements: 

import local from inter-ph.ase 
export local to inter-ph.ase 

Import copies the value of the inter-phase variable into the local vari­
able. Export copies the value of th~ local expression into the inter­
phase variable. This is the only way to pass information between 
phases. It provides a well-defined interface to inter-phase commu­
nication and lets process codes load from and store to inter-phase 
memory during the course of computation. 

Two other features of :Poker C are the trace list and inter-process 
communication. The optional trace list found in the declaration sec­
tion of each routine specifies the variables whose values will be traced 
in the debugging environment, if a traced execution of the program 
is requested. Trace "variables• are not restricted to the conventional 
"variables• of Poker C. They may include variables, labels, and other 
items such as the current procedure and depth of recursion. 

Process input and output, respectively, are given by expressions of 
the form: 

variable <- port 
port <- variable 

The values transmitted are simple scalar val~es from the.language, and 
arrays and structures not containing pointers. Messages are tagged 
with their type so that process 1/0 may be type checked using struc­
tural type equivalence. 

The Programming Environment. 

The Poker system is the set of facilities that assist the programmer 
in writing and running Poker programs. Poker uses two displays: One 
is a bit-mapped display having the general form shown in Figure 4 and 
used for interactive graphical programming of the parallel aspects of 
the program. The second terminal is used with a standard editor to 
write the sequential C process text. 

Poker stores programs as a database, displaying the program in 
one of several views [6]. Figure 4 shows the display for the Switch 
Setting View; the other views are analogous, with the appropriate 
Poker program constituent displayed in the lower half of the screen. 
The seven views are 

• Switch. Setting View: Used to define the Communication Graph 
(Figure 3); the programmer uses a mouse or keypad to draw a 
picture of the graph by connecting the boxes with lines. 

• Code Na.mes View: Used to define the Process Assignment (Fig­
ure 3); the programmer moves from box to box entering the 
names of the process and actual parameters, if any. 

• Port Name11 View: Used to define the Port Name Assignment 
(Figure 3); the programmer moves from box to box entering the 
names of the ports. 

• IO Na.mes View: Used to define the Stream Names Assignment 
(Figure 3); the programmer enters the names of-the streams and 
their directions. 

• Command Request View: Used to compile, assemble, link, load, 
etc. Poker programs. The bottom of the display shows the prog­
ress of the computation. 

• Trace View: Used to display the execution of the Poker program; 
the programmer can start, stop, and single step the program 
while watching the successive changes of the traced variables. 



0 
0 
0 
0 
0 

Communication Graph 

0 
0 
0 
0 
0 

000000000 

Process Assignment 

1 
Tleaf , Traot 2 1 1eaf 3 T leaf 4 

I-

l l I 
2 tree -i: Ttree ~ Ttree ~ Ttree "I 

1--1 1--1 

l I I I 
3 1eaf -ii •tree ~ -a-tree ~ •1eaf 4 

l I 
4 leaf • -.-leaf ii -..-leaf ~ 4 1eaf' 

T 

par en 

l 

Process Definition 

code tree; 
trace ayValue; 
common ayValue; 
port• parent, left, right; 
begin 

lat lllJYalue, value; 

value <- left; 
if (value > ayYalue) then 

lllJ'Value :• value; 

value <- right; 
if (value > lllJValue) then 

ayYalue :• value: 

parent <- lllJ'Value; 
encl. 

Port Name Assignment 

I , 
Tparen "11 T , 

rfgh~ 1--jparen 
•fdd 

l 

left par en 

J l 

" 

~left , Tparen "1 T ~ 2 rfght 'II 
1--pareij left 

paren 1~ ~ !Jaaren rfg 

rfght rfght left 1.- left 

I T l _I 
-a-paren ""11 Tparen ~ •paren """"! "paren 4 

left rfght 
rfght left 

T T 
4 "'T paren "'Tparen ;i 4 4 

parer par el' 

Stream Name Assignment 

STREAM DESTINATION 
PAQl NAME IINDEMDIR. PORT NAME JilIRECTION CODE NAME liTJ 

::.!jresuJ!:s ::I J.IOUt~ par~ jftOl"tl1 !root T'Jl""l 
I J ] ] 1 11 

..v 

~ 
Figure 3: The five parts of a Poker program. 

631 



D D D D~---'-""_•_1_1_ •• __ VJ_EV_. _ .. _1t_c1o_11ot_u_,._-_ .. _'_' __ _ ~ -· a IMT PE: l I MVED PE: -

DODD 
DODD 
DODD-----

0 
0 
0 
0 
0 

0 
0 
0 
0 
0 

o o o o o o o o ·o 
Figure 4: The Poker Display showing the Switch Setting View. 

• CHiP Parameters View: Used to describe the logical CHiP ar­
chitecture being programmed. This includes parameters such as 
the number of processors in the processor grid (16 in Figure 3). 

Notice that the display of most of the program constituents includes 
information defined in other program views; two examples (see Fig­
ure 3) are the graph shown in the Code Names View (Process Assign­
ment) which is derived from the graph defined in the Switch Settings 
View (Communication Graph), and the material in the right half of 
the table of the IO Names View (Stream Name Assignment) which is 
gathered from the other views. 

The Cosmic Cube 

The Cosmic Cube [3] provides flexible processing facilities that eas­
ily adapt to hosting the more structured Poker abstraction. Each 
Cosmic Cube program is also a graph: a set of processes, with non­
shared memory, communicating through logical links mapped onto the 
underlying hardware ]7]. However, instead of the static graphs of the 
phase program found in Poker, the Cosmic Cube programs consist of 
a single, perhaps dynamically changing, graph. Processes may create 
new communication links (edges), if the creator knows the address(cl 
of the other process, or destroy old links in order to build the best 
graph for the moment. This gives the Cosmic Cube programs more 
flexibility than we need. 

This abstraction is implemented on a MIMD non-shared memory 
computer with a binary n-cube interconnection; the processors and 
their local memory, or •nodes•, sit at the comers of the n-dimensional 
cube while the edges of then-cube are formed from physical wires con­
necting the node processors. Ea.ch node may host zero or more pro­
cesses, living in separate address spaces, communicating by message­
passing over the physical wires connecting adjacent nodes. The oper­
ating system automatically forwards messages between non-adjacent 
nodes, preserving the message order between the sending and receiv­
ing processes. 

A Cosmic Cube program starts as a single process on the host 
ma.chineCciJ connected to one corner of the Cosmic Cube. This host 

<•>on the Coemic Cube a proc ... • address conaiats of two numbers: the number 
of the phyaical node in which it resides, and Ila proceaa number on that node. 

(d) A typical hoat machine ia a Sun Microsyatema workstation. 
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process •spawns• th~ processes in the initial program graph, placing 
them on the nodes of the cube and establishing the graph edges by 
forwarding process addresses to the processes on the cube. These 
processes may then spawn more processes of their own or create new, 

communication links by sending known process addresses to other 
processes. 

Typically, process codes are written in Cosmic Cube C, a version 
of the C programming language [5) extended with calls to routines 
in the Cosmic Cube's operating system, or one of the other extended 
sequential languages supported for the Cosmic Cube. 

The Poker to Cosmic Cube Cross-Compiler 

Retargetting the Poker language and porting the run-time system 
to the Cosmic Cube changed nothing in the existing Poker environ­
ment; neither the Poker programs nor the Poker environment needed 
modification (process codes written in XX [2] are preprocessed into 
Poker CJ. Instead we only needed to (1) retarget the cross-compiler to 
translate Poker C process codes into a single Cosmic Cube C program, 
using the information in the database to determine the configuration 
of the resultant graph, and (2) extend the run-time software on the 
Cosmic Cube to include a few routines interfacing to, and control­
ling, the Cosmic Cube program. This Cosmic Cube C program from 
the translator is then treated as any other Cosmic Cube C program, 
compiling, loading, and executing it using the facilities provided for 
the Cosmic Cube. The difference is that the extra interface routines 
know about the Poker system, so that the user of Poker need not 
know which underlying architecture is executing the user program -
no matter which target architecture is used, the creation and execu­
tion of the program will be the same. This retarget and run-time 
system port is the topic of the remainder of this paper. 

Converting Poker C to Cosmic Cube C. 

The first task of the cross-compiler is to convert the Poker C process 
codes into a form acceptable for the processors of the target architec­
ture. There are at least three ways to support a sequential language 
on the processors of a new architecture. One is to directly generate 
object code for the target machine's processor elements. A second 
method is to provide a kernel that runs on the processors of the new 
architecture and interprets the sequential language (or an interme­
diary language derived from it). This method could easily support a 
number of interpretive languages such as LISP [8] and Prolog [9]. The 
third approach is to translate the source process codes into a language 
already supported on the new architecture. This last approach works 
best when the languages are similar in structure, as is the case with 
Poker C and Cosmic Cube C. 

Translating one sequential language into another, source-to-source 
translation, is well understood. In our case, the only major translation 
problems come from tracing the variables in the trace list and from 
reducing all of the Poker phase graphs into one more general and less 
structured Cosmic Cube graph. 

Trace variables are handled by the first part of the cross-compiler 
which uses a Yacc [10] based C-to-C compiler to insert calls to a 
run-time trace routine after every instance of a traced variable. The 
C-to-C compiler does not look for aliases; instead it only inserts a 
trace command after each assignment whose left-hand-side is an in­
stance of a literal in the trace list. H aliases are a concern, Poker will, 
at the user's discretion, insert a special trace call after each suspect 
assignment, exhaustively checking for any changes in the traced vari­
ables. Exhaustive traces are expensive at run time but, presumably, 
a great benefit for de bugging. 

The C-to-C compiler also replaces instances of the Poker's inter­
process communication statements 

variable <- port 
port <- e:i:pression 

with calls to the Cosmic Cube send() and receive() routines. 



The C-to-C compiler is more complex tha.n a simple pre-processor 
such as UNIX's cpp. To see why, consider tracing a variable that is 
modified twice in a single expression. We wa.nt to trace both changes, 
but to capture both values of the traced variable we have to insert 
trace calls into the expression. We cannot simply append a trace call 

. onto the expression since the value of the expression may be needed 
for a.n assignment or conditional test. Instead, we have to store the 
expression value in a temporary variable, trace the changed trace vari­
ables, a.nd then append the temporary variable to return the expres­
sion value. 

For instance, given the variables 

float f; 
inti, j;, 

and a request to trace f and j, the C-to-C compiler converts the 
conditional expression 

into 

(((f +• 4.3) < 10) ? 
f++ + j++, i-- : 
f--) 

(((_tempint • ((f += 4.3) < 10)), _Trace(lf, FLOAT), 
_tempint) ? 

f++ + j++, _Trace(lf, FLOAT), _Trace(&j, INT), i-- : 
((_tempfloat = f--), _Trace(lf, FLOAT), _tempfloat)) 

where _Trace is a trace routine taking a pointer to a value a.nd a 
constant telling it the type of the value and _tempint and _tempfloat 
are reserved variables declared in the enclosing routine. 

In the first line, _tempint determines which of the next two expres­
sions to execute: the comma expression before the colon, or the simple 
expression after the colon. We have to insert a trace of f immediately 
after the < expression, since if we waited to trace the value of f until 
after executing the entire conditional expression, we would miss the 
first value of f. 

For the same reason we needed _tempint, the value of the expression 
was used outside of the expression, we also need to use _tempfloat 
to save the value of the conditional expression before tracing f's new 
value. 

Clearly, this is not a simple textual substitution. Before we insert a 
temporary variable, we have to know the type of the expression. This 
requires keeping a symbol table, to hold the types of the variables, a.nd 
using a parse tree to calculate the types of expressions. In other words, 
the C-to-C compiler is truly a compiler even though the languages it 
consumes a.nd generates are nearly identical. 

The end result of the C-to-C compiler is two code segments from 
each of the Poker C process codes. One segment contains information 
about the inter-phase variables imported to, and exported from, that 
process code. The other segment contains the routines defined for that 
process code. These code segments are used by the cross-compiler, as 
discussed in the next Section. 

Compiling the Poker Database. 

The second part of the cross-compiler combines the pieces of the 
newly translated code with the rest of the information in the Poker 
program's database to create a single Cosmic Cube C program. The 
first problem here is to figure out how to collapse the phases of the 
Poker program into one graph, while maintaining efficient inter-phase 
communicationC•l. This is easily achieved by the technique suggested 
in Figure 5. When the phases are stacked as in Figure 5 the processes 
above one another are exactly those processes that share inter-phase 
variables. Combining them into one •aggregate" process keeps the 
Poker processes in a single process space. Inter-phase variables are 
globally declared for that process so that inter-phase communication. 
requires no extra computation. 

<•>Keeping efficient inter-pnx:eu communication is a much more complex issue, 
discull88d in the Results. 
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Building these aggregate processes is done as follows. The cross­
compiler computes the inter-phase data space of each aggregate pro­
cess from the inter-phase variables required by each of the Poker pro­
cesses being placed into the aggregate process. The main() routine 
of each aggregate process is simply an infinite loop containing a call 
to the controlling host process asking for the number of the phase to 
execute, followed by a switch statement to call the main routine of 
the appropriate phase (see Figure 6). Since Poker C does not allow 
externally declared variables, the only potential source of name con­
flicts among different phases come from the routines, typedef's, and 
externally defined structures and unions. Prefixing these names with 
a unique phase ID eliminates any possible name conflicts. Linking 
the main() code with the routines from the phases a.nd routines sup­
porting the calls to receive(), send(), a.nd the like, results in the 
Cosmic Cube C code for the aggregate process. 

The last problem with the aggregate processes is mapping the edges 
of the different phases onto one graph. Since the Cosmic Cube does 
not have a.ny restriction on the degree of the vertices (processes) in 
its program graph, we can project all of the phase graphs onto one 
graph. In actuality, each aggregate process gets a different logical 

interconnection map for each phase. The map holds the eight pairs 
of (process address, port number) that correspond to the terminal 
ends of the wires connected to the ports of the process for that phase. 
Since process addresses are known only after the processes are placed 
on the Cosmic Cube nodes, these tables are initialized at run time. 

This packing results in extremely efficient inter-phase communica­
tion and phase change. One of the advantages of Poker programs is · 
that the phase graphs are known at compile time so that the processors 
do not have to expend any run-time effort constructing or modifying 
the program graph or dynamically allocating more processes. 

After spitting out the aggregate vertex codes, the cross-compiler 
runs them through the Cosmic Cube C compiler to get executable 
versions ready to be placed on the Cosmic Cube. 

Figure 5: Collapsing the phases of a Poker program to create the 
aggregate processes. 



Extending the Cosmic Cube's Run-time System. 

The third task of the cross-compiler is to augment the operating 
system of the target computer with special processes implementing 
the features we need for the source language. In the case of Poker, we 
have three such.special processes: the File Server providing file system 
support, the Spawner acting as the controller, and the Trace Handler 
providing debugger support. All three of these special processes live 
on the host computer attached to the Cosmic Cube. 

• Spawn.er: The Spawner has two tasks: 

- Initializing a Poker program onto the Coamic Cube. This 
includes: 

• Mapping aggregate procesaea to Coamic Cube nodes. 
Currently, the aggregate processes are mapped naively 
onto Cosmic Cube nodes, with no attention to the in­
terconnection between the processes. Better allocations 
are often possible, but the realization of one of these is 
a complex matter discussed in the Results. 

ood9for 
phass 1: 

ood9for 
p/JaS82: 

Vertex Codes: 

!""Ciiiieiiiias&i;······ ............................. - ... ·-··· 
i trace phase1 .I, phase1 .foo; 
i ports In, out; 

I main() 
i { 

... !
I ::~::~ f~ fuobas; 

sub1(foo); 
r rest of main(), phase 1 code*/ 

I } 

sub1(val) 
int val; 

Int temp; 

r computation .•. */ 
export temp to result; 

code 

main() 
{ 

r code for main(), phase 2 ., 

sub1() 
{ 

r code for sub1 (), phase 2 */ 

• Placing the aggregate procene• on the Co•mic Cube 
node•. The Spawner, takes the executable codes for 
the aggregate processes and places (•spawns•) them on 
the Cosmic Cube nodes. · 

• Initializing the edge map• of the "aggregate• processea. 
After the Spawner places all of the aggregate processes 
on the Cosmic Cube the Spawner sends each aggregate 
process a message containing the addreBBes of the pro­
ceBBes on the other end of its edges, so that the aggre­
gate processes can initialize their edge mapping tables. 
The Cosmic Cube operating system provides these ad­
dresses as a result of the Spawner placing the aggregate 
processes. 

- Controlling ezecution order of the phase•. The Spawner is 
the Master Control Program that sends meBSages to all of 
the aggregate processes telling them which phase to execute. 
When each aggregate process finishes its phase code, it sen~ 
a •none!• meBSage to the Spawner. The Spawner waits to 
hear the •none!• messages from all of the processes before 
sending the next •Execute phase n1• message to all of the 
aggregate processes. 

Aggregate Vertex Code 

r phase-global variables • , 
Int _global_foobar, _global_result; 

main() 
{ 

while(TRUE) 
{ 
receive (SPAWNER, nextPhase); 
switch (nextPhase) 

{ 
case 1: r phase 1 */ 

phase1(); 
break; 

case 2: /* phase 2 */ 
phase2(); 
break; 

case EXIT: r terminate */ 
_ExitFromProgram(); 

} 

·---------- ......................... , 
. phase1() 
: { 

Int I, foo; 

foo = _global_foobar; /* import */ 
_Trace(&foo, INl); 
sub1(foo); 
/* rest of main(), phase 1 code * / 

:> 
: J>1_sub1(val) 

Int val; 
: { 

Int temp; 

I* computation .•. */ 
_global_result =temp; 

: } ............ . 
/*export*/ 

· phase20 
: { r code for main(), phase 2 ., :} 
· J>2-sub1 () : { 

/* code for sub1 (), phase 2 */ 

. ! ..................... : 

Figure 6: Packaging the Poker C process codes into a Cosmic Cube 
C aggregate process. 
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• File Server: Processes access Poker's file system through dangling· 
edges. The File Server keeps "input• edges filled with values from 
files and stores values from "output• edges into files. All messages 
on dangling edges route through this File Server.Ul 

• Trace Handler: Trace variables are variables whose values are al­
ways known to the outside world where a programmer may view 
them in a special Trace View within Poker. The Trace Handler 
collects messages from the processes indicating new values for the 
traced values and sends them to Poker's debugging environment. 
These values come from aend () statements that the C-to-C com­
piler inserts after each assignment to a traced variable. 

The Cosmic Cube Poker Program. 

In summary, the Cosmic Cube program corresponding to a Poker 
program consists of the aggregate processes on the Cosmic Cube 
nodes and three special processes running on the host computer: the 
Spawner, the File Server, and the Trace Handler. These processes 
implement the run-time support, while Poker provides the program­
ming environment, traces program execution via the Trace Handler, 
and cross-compiles the Poker program to create the Spawner, the File 
Server, and the aggregate processes that run on the Cosmic Cube. 

Machine dependencies. Most of the Poker system is machine inde­
pendent. The machine dependent pieces fall into three parts: 

• The Crosa-compiler. The C-to-C compiler inserts calls to run­
time routines for inter-process communication, inter-phase com­
munication, tracing, and execution control. Changing these calls 
requires slight changes to the C-to-C compiler. H the target 
processors support C, the C-to-C compiler should not need any 
changes. However, if the target language is not C, the C-to-C 
compiler may need major reworking. 

• The Run-time ayatem. The routines supporting the interface be­
tween the Poker environment and operating system of the target 
processors are highly machine dependent. Large parts of these 
may have to be written from scratch. 

• The mapper from logical to physical interconnections. Not only 
is this the least efficiently implemented feature of the system, as 
described below, but it also is extremely machine dependent. 

Changing these three parts is sufficient to retarget the Poker lan­
guage to a new architecture. 

Mapping interconnections. When the programmer defines a com­
munication graph in Poker and it is run on the Pringle (or, one day, 
the CHiP Computer), the graph is "directly implemented• in the sense 
that the figures produced in the Switch Setting View will be quite lit­
erally compiled into the object code of the machine. This is because 
the machines are configurable: The switches route messages according 
to the interconnection drawn in the Switch Set View. For any fi.xed­
interconnection machine, such as the Cosmic Cube, the situation is 
different: The communication graph, which will be considered the 
logical communication structure, must be mapped onto the physical 
interconnection structure of the architecture. Of course, programmers 
implicitly perform this mapping when programming in other parallel 

. languages. 

. As described in the section on extending the Cosmic Cube's run­
; time system; the mapping is done by the Spawner using an arbitrary 
: allocation. H the programmer defined a logical cube graph, the system 
!might not, as things now stand, allocate it so that logically adjacent 
vertices are physically adjacent. In general, the best allocation is ~ot 

(/)Thill is, of courae, a potential bottleneck. Multiple File Serven could be used, 
I but the architecture of the Cllllllic Cube 1till reqW- all meuagea between the 
i Cllllllic Cube and the halt machine, llDd thus the 6le l)'ltem, to p- throuch the 
'llincle ph71ical edp connecting the bolt computer to the COIJllic Cube. Without 
· additional hardware or a difrerent buic 10 delip1., CClllllic Cube program1 risk 
· b~minl IO_ bound even with "reuonable" I~ owrhead. 

635 

so obvious, yet the system should try to minimize the distance be-
. tween communicating processes. The problem of automatically find­
ing an optimal allocation instead of our ad hoc allocation remains 
unsolved. Moreover achieving optimality is complicated by multiple 
phases with the one-to-one correspondence of vertices between phases; 
a good mapping for one phase may be quite poor for another phase 
of the same algorithm. We are hopeful that the work of Berman and 
colleagues [11] will lead to an automated solution, though the retar­
getting in no way depends on Berman's software; it only improves the 
quality of the end result. Presently, we advocate a programmer as­
sisted mapping, but we have not yet provided the software for it. No 
matter what enhancement is chosen, there is an entry point in Poker 
for the appropriate software. 

Conclusion 

We have shown that it is easy to port Poker to a new parallel archi­
tecture, the Cosmic Cube, in such a way as to produce object code as 
efficient as any written for that architecture. Furthermore, Poker can 
easily be ported to any parallel computer simply by providing three 
basic features for the new architecture: 

• MIMD operation, 

• message passing facilities, and 

• a compiler for the process codes. 
These are very modest requirements considering that a small amount 
of work would then provide the new architecture with a complete, easy 
to use programming, debugging, and cross-compiling environment, as 
well as all of the existing Poker parallel programs. It is for this reason 
that we claim that Poker can be the definition of the basic software 
support required by a new parallel computer. 
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Abstract 
A mathematical model for predicting the performance of the 

direct binary n-cube interconnection scheme in a packet switched 
environment is presented. These predictions are checked against 
simulations of a comparable system. The results for the network 
are compared to known results for indirect interconnection schemes 
like the crossbar and indirect binary n-cube networks. Several 
modes of operation of the network are analyzed and, it is shown 
that the direct cube performs better than its indirect counterpart 
for reasonable sizes of switches in the latter. 

1. Introduction 
In the current climate of increased focus on large concurrent 

computer systems, it is recognized that one critical segment of 
such systems is the communication network used to connect the 
processing elements together. Various network schemes have 
been proposed for this purpose, including crossbars, indirect 
binary n-cube networks (also referred to as omega networks 
[Lawr75] [Peas77]), and direct binary n-cube networks [Seit85) 
(also referred to as the hypercube connection scheme). These 
interconnection schemes can be classified as direct or indirect. 
A direct interconnection scheme is one in which nodes (process­
ing elements) are connected together by point-to-point links. In 
an indirect interconnection scheme on the other hand, the net­
work is a separate entity with inputs and outputs; processors and 
memories are connected to the inputs and outputs respectively 
(most commonly in a shared memory architecture), or processors 
are connected to both inputs and outputs of the system (message 
passing architecture). Examples of the direct interconnection 
scheme are the ring, mesh. and binary n-cube architectures. 
Examples of the indirect interconnection scheme, other than the 
crossbar, are various multistage interconnection networks of the 
omega type, listed above. 

Indirect binary n-cube type networks have been analyzed 
extensively in the literature ([DiJu81], [Pate81], (KrSn83]) for 
various aspects of their performance under different operating 
conditions. In this paper we analyze the performance of an 
important direct connection scheme, the direct binary n-cube 
network, in a packet switched mode of operation. We develop 
several mathematical models for the network, provide simula­
tion results, and compare its performance with that of the 
indirect binary n-cube network. 

2. Principles of Operation 
The binary d-cube [Peas77] consists of N = 2d nodes connected 

together using dedicated edges. If the nodes are numbered 0 to 
zd -1, then the d-cube connection is defined by the statement 
that two nodes whose binary representations differ in exactly 
one bit position are connected together. The graph of such a 
svstem has de2ree d. See f Peas77] and [Seit85) for detailed 
discussions of the binary d-cube interconnection scheme. 

Each node in the d-cube consists of a processing element (PE) 
and a (d +l)x(d +1) crossbar switch as shown in Figure la. An 
input-output line pair constitutes an edge in the binary d-cube 
and the switch is connected to d of its neighbors using d such 
pairs. (See Figure lb for the implementation of a binary 2-
cube.) When a switch receives a message, the message's destina­
tion address is compared to the current node address. If there is 
a match, then the switch will attempt to route the message to the 
node's PE. Otherwise, the message will be routed to one of the 
node's neighbors, chosen at random from the bit positions that 
differ between the message and node addresses. When the 
switch attempts to route multiple packets to a single output line 
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at the same time, either the multiple messages must be buffered 
at the output or all but one will be lost. We will analyze the per­
formance of the network with and without buffers at the switch 
outputs. 

Two versions of the switch will be considered for analysis: the 
single-accepting PE scheme, (Figure la) where one message can 
be accepted by the PE each cycle, and the multiple-accepting PE 
scheme, where multiple (up to d) messages can be accepted by 
the PE in a single cycle. The latter is more realistic in a scheme 
where the routing is done in software (SEIT 85] and the PE 
takes on the switching functions. 

For simplicity of analysis, all nodes will be assumed to be 
identical. Furthermore, in Sections 3 and 4 each node will be 
assumed to generate requests for other nodes in an egalitarian 
fashion. As the traffic is being generated by identical nodes, for 
uniform destinations, it is reasonable to conclude that at each 
node the traffic received from any neighbor is identical to that 
received from any other neighbor. (In Section 5, we generalize 
the results to arbitrary distributions of message destinations.) 

Let us define m8 to be the message generation rate at each PE. 
(It is also equal to the probability of receiving a message from 
the PE in each cycle.) The rate at which messages arrive from a 
particular neighboring node is defined to be m. (m is also the 
probability of receiving a message from a particular neighbor in 
a cycle.) Also, let the rate of messages going to the PE be 
defined as m0 • (If the single-accepting PE model is used, then 
m0 is also the probability of a message being accepted by the PE 
in a cycle.) Furthermore, let P, (the probability of termination) 
be the probability that a message received from a neighboring 
node is for the PE. 

3. Analysis of t:nbuffered Networks 
The performance measures we are interested in are the proba­

bility of acceptance of a generated message, and the bandwidth 
of the network as a whole. When multiple messages for the 
same output line are received at a switch in an unbuffered net­
work, one randomly selected message "wins", and the rest of the 
messages are blocked. All blocked messages are lost from the 
system. 

Let PA be the probability that a generated message is ulti­
mately accepted. The total number of messages generated in the 
cube in one cycle is Nm8 • The total number of messages 
accepted in the cube in one cycle is Nm.. Thus 
PA = Nm0 /Nm8 = m.fm8 • Network bandwidth is simply Nm0 • ma 
is computed in the following two sections. 

3.1. Calculating the termination probability, P, 
We define the distance between two addresses on a cube to be 

the number of cycles needed to travel from one node to the 
other. This is exactly the number of differing bit positions in the 
two addresses. Hence the distance between any two node 
addresses is an integer between 0 and d. Given a node address, 
the number of node addresses that differ by exactly k bits is (~). 
Let the distance between the message destination and the 
current node be defined as the hopcount of the message. 

Starting with an empty network, on cycle 1 each PE can gen­
erate a message that will have hopcount i with probability 
( ~}(N -1). At all subsequent cycles, this will also be the distri­

bution of messages coming from each PE. lid of these messages 
will be sent to each of the neighboring nodes where it will be 
combined with ·the messages from d-1 other nodes. Let us 
define P0 , the probability that a (non-terminating) message 



received from a node is successfully passed on to another node, 
to be 
p = Messages going out to the nodes dm 

a Messages trying to go out to the nodes dm(l - P,)+mg 

(Recall that m is the rate at which messages arrive at an input to 
the switch.) At the end of cycle 2 the distribution of messages 
sent to the neighboring nodes will be as follows: 

Hops: 0 i-1 d-1 

Prob: 
Pa (1)+P} c ~1) 

A 

where A = P.2(N-l-d)+Pa(N-l). The first term in each proba· 
bility is contributed by the PE on cycle 2, and the second term is 
contributed by the d neighboring nodes. In general, at the end 
of cycle i, messages from node distance i-1 away (O<i-l<d), 
can have hopcounts from 0 to d -i. (This is because a message 
can travel no further than distanced.) After d cycles, the distri­
bution reaches steady state. This distribution is given by 

d d d 
Pr[hopcount = i-1) = {l:; ( ~)i'/-i+l} / { l:; l:; ( ~YaJ-k +1} 

j •I J k •1 j•k J 
Thus the probability of receiving a message with hopcount = 0 
(i.e., the termination probability) can be derived to be 
P, = {(P.-1)((1 + P.)d - l)} I {P.((1 + P.)d - N)} . 

3.2. Calculating message rates m and m0 

Given a message from some other node, it terminates at this 
node with probability P,. Otherwise, it is passed to one of d-1 
other nodes as it is never passed back to the node it came from. 
Therefore, with probability (1-P, )/(d-1) a message is routed to 
one particular output line. (Actually, the message is routed to 
one of k outputs, where k is the number of differing bit positions 
between node and message addresses. However, this is a reason­
able assumption, as comparisons with simulations will show.) 
The probability of getting a message from the PE is simply mg. 
This message is routed to one particular output line with 
probability lid. 

Considering one particular output, the probability that no 
message arrives at this output is (1-mg/d)(l-m(l-P,)/(d-l))d-l, 
Since the output line of this node is the input line for some other 
identical node, the rate at which messages leave the node must 
be equal to the rate messages arrive at the node. Thus, 
m "" 1 - (1 - mgld)(l - m(l-P, )/(d-l))d-l . 

Using the single-accepting PE model and employing a similar 
argument, 
ma = 1 - (1-mP,)d . 

When the multiple-accepting PE model is used we obtain: 
ma =dmP, . 

3.3. Unbuffered network results and discussion 
These results, along with corresponding simulations are 

presented in Figures 2 and 3. Figure 2 plots the probability of 
acceptance of a message in a direct binary cube as a function of 
the message generation rate for various network sizes. (A 
multiple-accepting PE model is assumed.) The model and the 
simulations agree to within 5% in all cases. The performance of 
the direct cube compared with that of the crossbar and indirect 
binary cube networks is presented in Figure 3. (Fairly standard 
models are considered for the crossbar and indirect binary cube 
networks, as for instance [KrSn83] and [Pate81].) Since the 
crossbar and indirect cube networks are by definition single 
accepting networks, a single-accepting PE model is assumed for 
the direct network figures in these graphs. Indirect networks 
can be constructed out of switches of different sizes and the 
choice of switch size affects both cost and performance. Figure 
3 considers indirect binary n-cube networks constructed using 
switches of size 2, 4, and 8. We notice that it takes a switch size 
of about 8 in the indirect network to equal the performance of 
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the direct network. 
Various measures of cost for these two types of networks are 

shown in the table below (where the symbol "k" means multi­
plied by 1024). 

Network Size 
Switch Size 
Switches 
Lines 
Crossjloints 

Direct binary fT Indirect binary 
n-cube 11 n-cube 

256 1024 4096 IT 256 1024 1 4096 

256 lk 4k I lk : 256lT Sk ~ 1280 I i24k 1 6k 12k 
2304 m S2k 112304 , 1280 i jllk 1 6k 

1
1 i52k ] 2sk I 20k 

20736 12lk 676k U 4k _l 4k _li;!Ok j 20k [ [96k 96k ' 128k 

The ability of the direct binary cube to outperform its indirect 
counterpart comes at the expense of increased hardware (using 
any of the cost measures), as the table illustrates. However, the 
hardware is not used in the most effective manner, as a com­
parison with the indirect cube using 8x8 switches shows. (The 
two networks have similar performance.) Thus it would seem 
that given a certain amount of hardware (essentially a number 
of switches and PEs), it would be preferable to connect them in 
the form of an indirect binary cube. It should be pointed out 
that this observation applies to the equiprobable reference 
model where a PE wishes to talk to any of the others with equal 
probability. To our knowledge, this is the mode in which 
existing implementations of the system software for direct cube 
architectures operate (for example, the Intel Hypercube). A 
more complex allocation of tasks to PEs, utilizing knowledge 
about locality of communication, would improve the perfor· 
mance of the direct binary cube. 

4. Analysis of Buffered Networks 
In a buffered network, multiple messages heading for the 

same output in a cycle are saved up in a queue at the output side 
of the switch. The line going to the PE needs a buffer only in 
the single-accepting PE model; the multiple-accepting PE model 
assumes some mechanism of giving up to d messages to the PE 
at once. In the first part of this analysis, the queue lengths are 
assumed to be infinite; finite length queues are analyzed in Sec· 
tion 4.5. 

When infinite buffers are assumed, no messages are lost. 
(PA = 1, and bandwidth = Nmg.) A good measure of network 
performance in this case is T, the mean message delay time. 
This time is defined to be the average time a message spends in 
the system before reaching the destination PE. 

4.1. Calculating the termination probability, P,, and message 
rate, m 

By following an analysis similar to that for unbuffered net­
works (setting Pa to 1) we obtain P, = (2N - 2)/(dN). 

To derive expressions for m and m0 , we observe that with 
infinite length queues, no messages can be lost. Hence, ma =mg. 
If we allow multiple messages to be accepted by the PE, then 
ma = dmP,. Therefore, 
m = mgl(dP,) = Nmgl(2N-2). 
If the PE accepts only single messages in each cycle, then the 
above expression for m is still valid if we consider dmP, to be the 
rate at which messages are sent to the PE's buffer. 

4.2. Multiple-accepting model 
In order to determine T for the multiple-accepting model, we 

first must determine the length of the buffers at the switch out· 
puts of each node. Consider a single output queue and associ­
ated output line. We say this system is in state i (with probabil­
ity b1) when there are i messages in the system. Examining first 
only the messages received from outside the node, the probabil­
ity of receiving i messages at a particular output line of the 
queue is given by 

q (i) = ( d ~ 1)(1 - m(l-P, )l(d-l))d-l-i (m(l-P, )/(d-1))1 

for 0 s i < d. (We assume that a message does not go back to 
the node it came from.) Considering generated messages also, 
the probability of getting i messages at an output line is given 



by: l(l - mgld)q(O) 

a;= (1 - mgld)q(i)+(mgld)q(i-1) 

(mgld)q (d -1) 

0 

i=O 

O<i<d 

i=d 

i>d 

Given these arrival rates at an output queue, the state distri­
bution for the queue are 

i 

b; = 'J,ajbi-j+l +a;bo. 
j--0 

Then the mean number of messages in the system can be shown 
to be 
b = m + {m 2(d(l - P, 2) - 2(1 - P,))} I {2(d - 1)(1 - m)}. 

Using Little's identity, the mean time a message spends at an 
intermediate node is given by him. As an average message goes 

through ~ l;j (d) = J__ nodes, the delay to reach the desti-
N 1 i•L J P, 

nation node is b!(mP, ). Including an additional cycle for the 
message to be transferred to the PE from the switch, the total 
delay is obtained as 

T = 1 + b!(mP,). 

4.3. Single-accepting model 
Now we consider the case where only one message can be 

accepted at the PE at a time. We need to determine the length 
of the PE's buffer and this can be done in the same manner as 
before. For the PE's queue, the arrival rates are given by 

af = (1)(1- mP,)d-i(mP,)i 

for Osisd, and a; = 0 otherwise. The probability of being in 
state i is bf. Using this and following the same procedure as 
before the mean message delay can be derived as: 

T = bl(mP,) + mg(d-1)1(2d(l-mg)) + 1. 

4.4. Buffered network results and discussion 
Figure 4 presents the results in the infinite buffered model 

and compares them with the same model for indirect binary 
cube networks. Figure 4a verifies the accuracy of the analytical 
model vis a vis simulations. We notice that with the multiple­
accepting model, about a 30% increase in delay results from a 
fully saturated network. With a single-accepting PE model how­
ever, (Figure 4b), the receiving queue at each PE does blow up 
in size with increasing generation rates just as in the case of the 
indirect network. However, at high request rates, the difference 
between the direct and indirect networks is substantial. As in 
the case of the unbuffered networks, we notice that a switch size 
of at least 8 is needed before the indirect networks can exceed 
the performance of the direct network. The cost-performance 
discussion in Section 3.3 for unbuffered networks holds for buf­
fered networks also. 

4.5. Finite buffers 
We now consider buffered systems where the queue lengths at 

the outputs of switches are finite. We define Q to be the length 
of the queue. Recalling our definition of state from section 4.2, 
such a queue and associated output line has Q + 1 states. The 
expressions for a; and b; in section 4.2 still apply (b; = 0 for 
i > Q); however, the rest of the analysis in that section is partic­
ular to the infinite buffer case. For the finite buffer case, we 
still must derive an expression form (and P,). Since the associ­
ated output line emits a message whenever the system is not in 
state 0, m = 1 - b0 • ho may be calculated by solving the· system 
of linear equations described by the state transitions. (When 
Q = 0, m = 1 - a 0 which corresponds to section 3.2.) Given this 
value form, P, and Pa may be calculated using the expressions of 
section 3.1. 

For the multiple-accepting PE model, m. = dmP, just as in sec-

638 

tion 3.2. When using the single-accepting PE model, 
ma = 1 - ho, where {bl} is the state distribution for the PE's 
queue. (As before, when Q = 0, m. = 1 - a0 which corresponds 
to section 3.2.) 

Figure 5 displays the results for the finite buffered network 
for varying values of Q. Note that fairly small buffer sizes yield 
more than 90% of infinite buffer performance. The perfor­
mance difference between the single-accepting and multiple­
accepting models is due to a bottleneck at the node to PE con­
nection in the single-accepting model. This bottleneck is most 
constraining when the message generation rate approaches 1 and 
message delays increase (refer to Figure 4b). The behavior of 
the finite buffered direct cube is similar to that of the indirect 
binary cube network, as presented in (DiJu81]: small buffers cap­
ture the effective performance of the infinite buffers, in all but 
the saturated mode of network operation. 

4.6. Saturation value of message generation rate, m6 

In Section 3.3 we observed that while a direct binary n-cube 
network had more hardware then 'V1 indirect network, there was 
not a corresponding performance· gain. If we let mg = 1, we 
obtain m = N/(2N - 2) (Section 4.1). For maximum utilization 
of the network links, m should approach 1, and this happens 
when mg approaches 2(N - 1)/N [AbPa86]. Thus, a multiple­
accepting PE requires a multiple-generating PE to allow full utili­
zation of all the network links. 

5. General Distributions 
It is possible to generalize our expressions in the previous sec­

tions to arbitrary reference patterns [AbPa86]. Let h; be the 
probablility that a message generated at a node will have hop­
count i. Figure 6 shows the message delay for three distributions 
of hopcount. h; = 11 d corresponds to a uniform distribution of 
hopcounts, while the Jiarmonic reference pattern is given by 

h; = l!ai, where a= 'J, l/i. Clearly, exploiting the locality of 
i•l 

reference in a program results in substantial performance 
increases. 

6. Summary and Conclusions 
We have presented in this paper an analytical model and simu­

lation results for the performance of the direct binary n-cube 
interconnection scheme for multiprocessors. The results show 
that with the equiprobable reference model for interprocessor 
communication, the direct cube performs better than the 
indirect cube networks constructed using switches of size less 
than 8 for all modes of operation that we have considered. The 
indirect networks require fewer switches, especially as the 
switch sizes begin to increase. However, it is possible in the 
direct case, for each processing element to take on some or all 
of the switching function at each node. In the latter case, the 
direct binary n-cube performs especially well in a mode called 
the multiple-accepting PE mode of operation. Furthermore, this 
multiple-accepting PE mode, coupled with a multiple message 
generating PE will fully utilize all the network bandwidth; this 
bandwidth is greater than that of the indirect cube networks, 
due to the presence of more links in the direct cube. 

Results regarding buffering of packets at nodes generally are 
similar to known results in the indirect network case: not buffer­
ing packets leads to a significant loss of packets in the network, 
and a small buffer size (1 or 2) dramatically reduces loss of 
packets. When processor allocation is done intelligently to 
exploit locality of communication, our analysis shows that signi­
ficantly better performance can be realized. This will have to be 
done for the performance/cost ratio to be better in the direct 
cubes than in their indirect counterparts. 
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Abstract 

High communication bandwidth in standard technologies 
is more expensive to realize than a high rate of arithmetic 
or logic operations. The effective utilization of communica­
tion resources is crucial for good overall performance in highly 
concurrent systems. In this paper we address two different 
communication problems in Boolean n-cube configured multi­
processors: 1) broadcasting, i.e., distribution of common data 
from a single source to all other nodes, and 2) sending person­
alized data from a single source to all other nodes. The well 
known spanning tree algorithm obtained by bit-wise comple­
mentation of leading zeroes (referred to as the SBT algorithm 
for Spanning Binomial 7Tee) is compared with an algorithm 
using multiple spanning binomial trees (MSBT). The MSBT 
algorithm offers a potential speed-up over the SBT algorithm 
by a factor of log2 N. We also present a balanced spanning tree 
algorithm (BST) that offers a lower complexity than the SBT 
algorithm for Case 2. The potential improvement is by a fac­
tor of! log2 N. The analysis takes into account the size of the 
data sets, the communication bandwidth, and the overhead in 
communication. We also provide some experimental data for 
the Intel iPSC/dr. 

1. Introduction 
Broadcasting of data from a single source to all other 

nodes in a multiprocessor system is an important operation. 
It is used in many parallel algorithms, for instance, in matrix 
multiplication, the solution of irreducible linear systems, and 
forming transitive closure. Examples of a variety of algorithms 
using specific forms of cominunication are contained in (6, 12, 
11]. The reverse operation, reduction, occurs, for example, in 
computing inner products, solving linear recurrences, [14], and 
parallel prefix computation. A different situation occurs if the 
source node distributes personalized information to all other 
nodes. In this case no replication of information takes place 
during distribution {or reduction in the reverse operation). The 
collection of data to a single node and distribution of person­
alized messages to all other nodes is a useful operation for the 
solution of tridiagonal systems under certain combinations of 
start-up times for communication, communication bandwidth, 
and problem sizes [13). Matrix transposition is another exam­
ple of personalized communication in that every node sends 
different data to every other node [11). 

Data communication in Boolean cubes has r.eceived signifi­
cant interest recently due to the success of the Caltech Cosmic 
Cube project [20) and the availability of Boolean cube con­
figured concurrent processors from Intel Scientific Computers, 
NCUBE, Ametek, Floating-Point Systems and Thinking Ma­
chines Corp. [7). The embedding of complete binary trees is 
treated in [22, 11, 18, 3, 2). Wu also discusses the embedding 
of k-ary trees, and Bhatt the embedding of arbitrary binary 
trees. Efficient routing using randomization for arbitrary per­
mutations has been suggested by Valiant [21) . Broadcasting of 
data from a single source to all other nodes is studied in [18). 

0190-3918/86/0000/0640 $01.00 © 1986 IEEE 

We propose a lower bound algorithm that offers a speed-up of 
a factor of log N 1 over the algorithm in (18]. We also present 
lower bound algorithms for personalized communication. We 
give routing algorithms, and analyze the complexity in detail. 
The analysis is compared with experimental data. 

A Boolean n-cube has N = 2n nodes, diameter log N, 
(10~ N) nodes at distance i from a given node, and log N disjoint 
paths between any pair of nodes. The paths are either of the 
same length as the Hamming distance between the end points of 
the paths, or the Hamming distance plus two [19). The fanout 
of every node is log N, and the total number of communication 
links is l N log N. Any spanning tree can be used to broadcast 
data from a single source to all other nodes.2 A node replicates 
the data as many times as correspond to the out-degree of the 
node in the spanning tree. In broadcasting one element (or 
packet), the minimum number of routing steps is log N. Any 
spanning tree with height log N can achieve this lower bound, 
if each node can send out data through all the links connected 
to it during one step. In case each node can send or receive 
data through only one link during one step, then only the class 
of spanning binomial trees can attain the lower bound, since 
after each broadcasting step the number of nodes that own the 
desired data is at most twice that of the previous step. The 
log N lower bound is attained only if the number of nodes that 
own the desired data doubles at each step. This is exactly the 
definition of a binomial tree. A 0-level binomial tree has only 
1 node. An n-level binomial tree is constructed out of two 

· (n - 1)-level binomial trees by adding one edge between the 
roots of the two trees, and by making either root the new root, 
(1, 4). It follows from this recursive construction that: 
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1. An n-level binomial tree has (7) nodes at level i. 
2. Then-level binomial tree is composed of n subtrees3 each of 

which is a binomial tree of O, 1, ... , n-1 levels respectively. 
The k-level subtree has 2k nodes. 

3. An n-level binomial tree can be obtained from a k-level 
binomial tree, k < n, by replacing each node of the k-level 
binomial tree by an {n - k)-level binomial tree. The child 
nodes of a node in the k-level tree become children of the 
root of the replacing (n - k)-level binomial tree. 

Since an n-level binomial tree can be embedded in an n-cube 
as a spanning tree, we call it a Spanning Binomial 7Tee (SBT). 
Note that the number of nodes at each level i of the binomial 
tree is equal to the number of nodes at distance i from a node 
in an n-cube. 

In broadcasting M elements using. a packet size of B el­
ements, and by pipelining the communication from the root 
towards the leaves along any log N height spanning tree, the 
number of routing steps becomes r *l + log N - 1, which is 
not optimal. Since each node has a fanout of log N, a lower 

'log N = log2 N throughout this paper. 
2In particular, a Hamiltonian Path is also a spanning tree. 
•In this paper "subtree" refers to •subtree of the root" unless stated otherwise. 



bound for the number of routing steps is r ~ l + log N - 1. 
In order to achieve this lower bound, the daia set has to be 
split into log N subsets, each of which is communicated over 
a distinct communications link from the source node. It fol­
lows that the nodes adjacent to the source node must be roots 
of subtrees spanning all but one node of the cube (the source 
node). The depth of the subtrees is log N, and a tight lower 
bound for the number of routing steps, assuming concurrent 
bi-directional communication, is r ~ l +log N. 

In sending personalized informat~on from a single source 
to all other nodes, no replication of information takes place 
and the total number of packets that the source must send 
is r (N J:lM l for M elements per destination node. The num­
ber of routing steps for the Spanning Binomial Tree algorithm 
(SBT) is log N if the maximum packet size is sufficiently large 
(NM/2); even so, the communication bandwidth is poorly uti­
lized since the transfer time is at least proportional to N M/2. 
In the SBT, half of the nodes belong to one subtree, one quarter 
to another subtree, etc. A Balanced Spanning Tree (BST) is de­
fined in that each subtree has approximately lo~N nodes. The 

data transfer on any link is limited to approximately lo NNM. 
The BST algorithm offers a potential log N speed-up ov~r the 
SBT algorithm in sending personalized information from a sin­
gle source to all other nodes. In fact, lower bound algorithms 
for broadcasting from every node to every other node and send­
ing personalized data from every node to every other node on 
a Boolean cube can be attained by using N BST's rooted at 
each node concurrently. See [8) for details. 

In section 2 we introduce the notation and some definitions 
used throughout the paper. Section 3 considers broadcasting 
from a single source to all other nodes, and section 4, person­
alized communication from a single source to all other nodes. 
Experimental results on the Intel iPSC/d7 are presented in 
section 5. 

2. Notation and Definitions 

In the following, N denotes the number of nodes in the 
Boolean n-cube and n = log2 N the dimension of the cube. 
Nodes in the cube are assigned binary addresses such that ad­
jacent nodes differ in precisely one bit. Address bits are num­
bered from 0 through n - 1 with the lowest order bit being bit 
0. Node i is the node that has a binary address equal to i, 
i.e., i = (an-Ian-2 ... ao). Let$ be the bit-wise exclusive-or 
operation. The j'h port of a node i connects to the node k that 
differs from i in the j'h bit, i.e., i E£) k = (00 ... 01;0 ... 0). There 
is a port for each address bit, and ports are numbered from 0 
through n - 1. Let Iii denote the number of bits with value 
one in the binary number i; hence Ii$ ii denotes the Hamming 
distance between the binary numbers i and j. 

Let i = (an-1an-2 ... ao). Define R to be the right rotation 
function, i.e., R(i) = (aoan-1an-2 ... a1), and Ri = Ri-1oR to 
mean a right rotation of j steps. The rotation of a graph with 
binary node addresses is accomplished by applying the same 
rotation function to all its addresses. This is similarly the case 
for the translation of a graph. Clearly, adjacency is preserved 
under rotation and translation. The period of a binary number 
i, P;, is the least j such that i = Ri(i). For example, the period 
of (011011) is 3. A binary number is cyclic if its period is less 
than its length; otherwise it is non-cyclic. A relative address of 
node i in a spanning tree rooted at nodes is i$s. A cyclic node 
is a node with cyclic relative address.4 If one binary number 

4 A cyclic node is defined in terms of a spanning tree. 
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can be derived by rotating another binary number, then they 
are in the same generator set G (or necklace [15]). For example, 
(001001), (010010) and (100100) are in the same generator set. 
The number of elements in the generator set G; of i is P;. 

In the graph model of the Boolean cube there is a node 
(vertex) for each node (processor with local memory) of the 
cube, and a pair of directed edges for each pair of nodes that 
differ in precisely one bit. The directed edges between a pair 
of nodes form a communication link. A source node, or a root 
node, is a node that only has edges directed away from it. A 
sink node, or a leaf node, only has edges directed to it. Nodes 
that are neither source (root) nor sink (leaf) nodes are internal 
nodes. The root of a tree is at level 0 and traversing the edge 
away from the root increases the level by one. The height of 
a tree is equal to the label of the last level. The MSBT and 
BST are constructed out of n subtrees labelled 0 through n - 1 
(from left to right in the Figures of this paper). 

The communication is assumed to be packet switched. M 
denotes the number of elements to be received by a node, tc 
the transfer time for an element, and T the start-up time for 
the communication of a packet of maximum B elements. With 
concurrent bi-directional communication we assume that a pair 
of adjacent nodes can exchange a pair of messages during the 
same communication step, or cycle. In a port-oriented routing 
algorithm, all information to be communicated over a port is 
sent before any communication is performed on any other port. 
In packet-oriented communication, a piece of information cor­
responding to a packet is communicated on all ports before a 
second packet is sent on any port. 

3. Broadcasting 

In this section, we will describe and compare routing al­
gorithms for broadcasting based on a Spanning Binomial Tree 
(SBT) and Multiple Spanning Binomial Trees (MSBT). We 
first define the SBT and MSBT topologies, then state the com­
munication complexity of the routing algorithms for the two 
topologies, assuming communication on only one port at a time 
(which, effectively, is the case with the Intel iPSC), and on all 
log N ports concurrently. 

3.1. Spanning Binomial Trees 
The familiar spanning tree rooted at node 0 of a Boolean 

n-cube contains the edges that connect a node i with the subset 
of its neighbors having addresses obtained by complementing 
any bit of leading zeroes of the binary encoding of i, [5, 11, 
16, 18, 19). For an arbitrary source node s the spanning tree 
is simply translated by a bit-wise exclusive-or operation on all 
addresses with the address of the source node; i.e., c = i $ s 
is formed. Complementation of those bits of i that correspond 
to the leading zeroes of c defines the edges of the translated 
spanning tree. More precisely, let s = (sn-1Bn-2···so), i = 
(an-lan-2···ao), and c = (cn-1Cn-2···co), where Cm= Sm$ am. 
Let Ck = 1 and Cm = 0, 'rim > k with k = -1 for c = 0, i.e., k 
is the highest order bit of c that is 1. Let children(i, s) be the 
set of child nodes of node i in the SBT rooted at node s and 
.MsBT(i $ s) = {k + 1, ... ,n - 1}. Then, 

childrensBT(i, s) ={(an-lan-2 ... am ... ao)}, 

'rim E .MsBT(i $ s) 

In implementing the routing algorithm for the SBT topol­
ogy it is also convenient to introduce the inverse function, i.e., a 



function that for each node defines its parent. Let parent(i,8) 
be the parent of node i in the spanning tree rooted at node 8. 

Then 

parentsBT(i,8) = { "'c' _ ) Bn-1Gn-2 .• • ak ••• ao , 
i = 8; 
i =F 8. 

It is easy to verify that the parent and children functions 
are consistent. Figure 1 shows a spanning tree generated by 
the children (or parent) function for the root located at node 
0 in a 4-cube. 

S.2. Multiple Spanning Binomial Trees 
. The Multiple Spanning Binomial Trees (MSBT) graph can 

be 'viewed as being composed of log N SBT's with one tree 
rooted at each of the nodes adjacent to the source node. The 
SBT's are rotated such that the source node of the MSBT 
graph is in the smallest subtree of each SBT. The MSBT graph 
is then obtained by reversing the edges from the roots of the 
SBT's to the source node. After the edge reversal each SBT 
becomes an ERSBT (Edge Reversed Spanning Binomial Tree). 
The MSBT graph is not a tree. The diameter of the MSBT 
graph is logN + 1, since the source node is adjacent to all the 
roots of the SBT's used in the definition of the MSBT graph, 
and each SBT is of height log N. The total number of edges in 
the log N SBT's is (N - 1) log N, which is log N less than the 
total number of directed edges in the cube. Hence, if the log N 
SBT's are edge-disjoint, then all edges are used, except the 
edges directed from the roots of the SBT's towards the source 
node. The SBT's used for the construction of the MSBT graph 
can be obtained by translation and rotation of the SBT defined 
before. We refer to the SBT rooted at node (00 ... 01;0 ... 0) as 
the j'" SBT of the MSBT graph. The j'" ERSBT is obtained 
from the;'" SBT by reversing the edge directed to node 0 (the 
source). 

Let ·i = (Bn-1Gn-2 ••• Go) and k be such that Gk= 1, and 
Gm= O, Vm E MusBT(i,j) where MusBT(i,j) = {(k+l) mod 
n,(k+2) mod n, ... ,(j-1) mod n}. Hence, kisthefirst bit to 
the right of bit j, cyclically, which is equal to one, if k =F j. For 
the special case of i = 0 we define k = -1. -For the ;'" ERSBT 
of the MSBT graph with source node O, the set of child nodes, 
and the parent node, of node i are defined as follows: 

childrenusBT(i,j,O) = 
if"k = -1; 

{ (Bn-1 Bn-2···iim···Bo) }, 
Vm E MusBT(i,j) U{j}, if Gj = 1, k =F j; ! (Gn-1Bn-2···iij···OO), 

{(Gn-1Gn-2···iim···Go)}, 
Vm e MusBT(i,j), if Gj = 1, k = j; 

if Gj = 0, k =F -1. 

"'· parentusBT(i,j,O) = 

{"'· (Gn-1Gn-2···ii; •.• Go), 
(a..-1 a..-2···iik···ao), 

if k = -1; 
if Gj = O,k =/: -1; 
if a;= I.· 

All nodes with bit j equal to zero are leaf nodes of the 
i'" ERSBT, except node 0. Conversly, all nodes with Gj = 1 
are internal nodes of the i'" ERSBT. Figure 2 shows an MSBT 
graph with source node 0 in a 3-cube. 

It can be shown that the log N directed ERSBT's are edge­
disjoint and the height ofthe MSBT graph is minimal among all 
possible configurations of log N edge-disjoint spanning trees[ SJ. 

0000 

Figure 1: A spanning tree in a 4-cube . 

000 

oo~lOO 
011 /'\101 110A11 101A110 

lll /\ l m/\ I lll/\ I l o;o 100 l 100 001 I 001 010 

. . . 
110 101 011 

Figure 2: Three edge-disjoint directed spanning trees in a 
3-cube. 

For an arbitrary source node 8 an MSBT graph is defined 
by translating the MSBT graph rooted at node 0. The only 
difference in the definition of the parent and children functions 
is that k is determined from c = i E9 8. Hence, for a source node 
8, k is such that Ck = 1, and Cm = O, Vm E MMSBT(i E9 8,j). 
For the special case of c = 0, k = -1. 
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childrenMSBT(i,j,s) = ! (Gn-1Bn-2···ii'; ... ao), if k = -1; 
{(Gn-1Gn-2···iim···OO)}, •. 

Vm E MMsBT(i E9 s,j) U{j}, if c; = 1, k =Fi; 
{(Gn-1Gn-2···iim···Go) }, 

Vm E MMSBT(i E9 8,j), if c; = 1, k = j; 
t/J, if c; = O,k =/: -1. 

parentMsBT(i,j,8) = 

(Gn-1Gn-2···ii'; .•• ao), {"'· 
(Gn-1Gn-2···ii'k···ao), 

if k = -1; 
if c; = 0, k =F -1; 
if c; = 1. 

S.S. Communication Complexity of SBT- and MSBT-based 
Broadcasting 

3.S.l. Spanning Binomial Trees 
With the communication restricted to one port at a time 

the data is first sent to the node that is the root of the largest 
subtree. Since the binomial tree is composed of two ( n-1 Hevel 
binomial trees, the broadcasting operation is now reduced to 
the broadcasting of data in two same-sized, disjoint, subtrees 
of the cube. The process is repeated log N times and the .com­
plexity is T = f ~ l( T + Btc) log N. Clearly Bop1 = M and 
Tmin = logN(T+Mtc)· The data transfer time is independent 
of the packet size, but the number of.start-ups decreases. 



With a capability of concurrent communication on all ports, 
pipelining can be employed extensively. The propagation time 
to the node farthest away from the source is at least log N ( T + 
Bt0 ). When this node has received all packets the broadcast­
ing is terminated. Hence, T = ff *l + logN - l)(T + Bt0 ), 

Bop1 = Ji.(lo>;N-l)' and Tmin = (~ + VT(logN - 1))2. 
The communication complexity estimates for the SBT are also 
given in (18) and are included here for easy reference. 

3.3.2. Multiple Spanning Binomial Trees 
We consider the cases with communication restricted to 

one send or one receive operation at a time, one send and one 
receive operation concurrently, and concurrent communication 
on all ports. The minimum number of routing ~teps to broad­
cast,log N packets is 2 log N with communication restricted to 
one send and one receive operation at a time. To realize this 
lower bound it is required that a routing algorithm be found 
that allows concurrent communication within all subtrees with­
out violating the constraint on concurrent communication. We 
describe such a routing algorithm in terms of labelling the 
MSBT graph with the least label being O. A valid labelling 
for the restriction of one receive and one send operation con­
currently (per node) and allowing pipelining every log N cycles, 
requires that the following three conditions be satisfied: 

1. For any node of each subtree the least label on the output 
edges is greater than the label on the input edge. 

2. For any cube node the labels on its input edges are distinct 
modulo log N. (If there is more than one packet per subtree 
then the root can send out a new packet to every subtree 
every log N cycles.) 

3. For any cube node the labels on the output edges are dis-
tinct modulo logN. 

Let i = (an-1an-2···ao) and /(i,j) be the label of the input 
edge of node i in the i'" subtree for an MSBT graph with source 
nodes. Let c = iE9s, c,. = 1 and Cm= 0, 'rim E MMSBT(iE9s,j). 
If c = 0 then k = -1. Define 

{ 
<P. if k = -1; 

I (. ") _ j + n, if c; = 0, k # -1; 
i,J - k, if c; = 1,k ~ j; 

k+n, ifc;=l,k<j. 

It can be proved that function f satisfies these three con­
ditions(8]. From the labelling scheme, the largest label of all 
the input edges is 2n- 1, i.e., broadcasting the first log N pack­
ets (one packet per subtree) can be done in 2logN steps. The 
MSBT graph allows M elements to be broadcast in r 1f l +log N 
routing steps under the constraint of one receive operation con­
current with one send operation. This is a strict lower bound 
for * > 1(8). Figure 3 shows an MSBT graph for a 3-cube 
labelled by the function f defined above. 

00~100 
011 A101 uoAu 101Auo 

111 '/'\. I\ui\_ J\ui'\. I 5 

, 010 . 100 41 100 001 1 001 010 

1;0 101 oi1 

Figure 3: Routing in an MSBT graph with communication 
on one port at a time. 
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For communication restricted to one send or one receive 
operation per node, we can transform each previously defined 
cycle into two cycles. Notice that in the previous routing al­
gorithm, all the communication links are used in only one di­
rection during the first n routing steps, and in the last routing 
step. Hence the MSBT graph allows M elements to be broad­
cast in 2 r * l + log N - 1 routing steps under the constraint 
of at most one receive or one send operation during each step. 
This is a strict lower bound for * > 1(8]. 

With a maximum packet size of B and one receive opera­
tion concurrent with a send operation the communication com­
plexity for MSBT-based broadcasting is T =ff *l+logN)(T+ 

Bt0 ), which is minimized for Bop1 = J,Jf,;N· Tmin = (y'M't;+ 

y'T'IOgN)2. Restricting the communication to one send or one 
receive operation at a time, T = (2r*l + logN - l)(T + Bt0 ) 

and Tmin = (.../'iMt; + \./T(log N - 1))2. 
For the case in which communication on all ports can 

take place concurrently the communication complexity is T = 
ff Bl~N l +log N)(T + Btc). With optimal packet size Bopl = 

1 [ii; T.. -( ~+-~2 IOg"N' y ..,.- ' mm - y IOg"N' v T .og • • I • 

3.4. Comparison and Conclusion 
In the following, we also compare the MSBT algorithm 

with the one based on a Two-rooted Complete Binary Tree 
(TCBT) [2] or a Hamiltonian Path (HP) as a broadcasting tree 
respectively. Table 1 shows the propagation delay of various 
algorithms. Interestingly, broadcasting through a Hamiltonian 
Path on a hypercube may be faster than broadcasting based on 
the SBT or even the TCBT, depending on the values of M, t 0 , 

T and N. With communication on all the ports concurrently, 
the MSBT-based algorithm can send out logN distinct packets 
every cycle while the SBT- and TCBT-based algorithms can 
only send out one distinct packet every cycle. Table 2 compares 
the number of cycles per distinct packet for various algorithms. 
Some variations exist, such as using two Hamiltonian paths 
with opposite directions sending distinct data, or using one 
Hamiltonian path such that the source node is at the center of 
the path. However, these variations only affect (either increase 
or decrease) delays, and the number of cycles per packet, by at 
most a factor of two. 

The complexity estimates are summarized in Table 3. A 
potential for concurrent communication on all ports reduces 
the number of sequential start-ups and the bandwidth require­
ment by a factor of approximately log N for an arbitrary packet 
size in both SBT- and MSBT-based broadcasting. TCBT­
based broadcasting does not fully utilize the bandwidth of a 
cube. The reduction in communication complexity for concur-

Algorithm 1 s or r 1 sand r all ports 

HP N-1 N-1 N-1 
SBT logN logN logN 

TCBT 2logN-2 2logN - 2 logN 
MSBT 3logN- l 2logN logN + 1 

Table 1: Propagation delays. 

Algorithm 1 s or r 1 sand r all ports 

HP 2 1 1 
SBT logN logN 1 

TCBT 3 2 1 
MSBT 2 1 l/logN 

Table 2: Number of cycles per distinct packet. 



Algorithm T B'!l!! Tmin 

HP, 1 s or r (2r1fl + N - 3)(r + Btc) _ii_ 2MT 
{N-3)1. (J2Mt0 + J(N - 3)T)2 

HP, 1 s & r er~l + N - 3)(r + Btc) ~MT (..,/Kift. + J(N - 3)r)2 "{N-3)4 
SBT, 1 port (!il logN(r + Btc) M log N(Mtc + r) 

SBT, log N ports er 1fl +log N - l)(r + Bt0 ) .i MT {logN-ljt0 
(..,/Kift. + Jr(logN - 1))2 

TCBT, 1 s or r (sr~l + 2logN-5)(r+ Btc) ~ 3MT {2 Iog N -5)tc (J3Mt0 + Jr(21ogN- 5))2 

TCBT, ls& r 2er1fl + logN- 2)(r + Btc) :1 MT {logN-2Jlc 2(..,/Kifi. + Jr(log N - 2))2 

TCBT, log N ports er1fl +logN- l)(r+Btc) .i MT 10 {logN-lJ (..,/Kift. + Jr(logN- 1))2 

MSBT, 1 s or r (2r 1f 1 +log N - l)(r + Bt0 ) j__ 2MT 
lc{logN-1) (J2Mt0 + Jr(logN -1))2 

MSBT, ls& r er1fl + logN)(r + Bt0 ) _ii_ MT 
;;rogN ( ..,/Kift. + Jr Jog N) 2 

MSBT, log N ports er Bl~N 1 + logN)(r + Btc) 1 rj_M• logN --,; cj_1~';. + JTTc)gN)2 

Table 3: Communication Complexity based on various graphs. 

Communication Algorithm one lf » logN B= Bopt, B = Bopi, 
Assumption packet rlog N » Mtc rlogN « Mt0 

1 send or recv SBT/MSBT logN 
iOirN+I !IogN 1 !IogN 

1 send or recv TCBT/MSBT To!fF+f 1.5 2 1.5 

1 send and recv SBT/MSBT ~ 
liiK:N+l logN 1 logN 

1 send and recv TCBT/MSBT ~ liiK:N+l 2 2 2 

logN ports SBT,TCBT /MSBT lo o~+l logN 1 logN 

Table 4: Communication complexity compared to the MSBT routing. 

rent communication on all ports is a factor of 2 or 3. Opti­
mizing the packet size for each situation brings the number of 
start-ups to 0 (log N), irrespective of whether communication 
on one port or log N ports at a time is possible. 

The MSBT-based broadcasting always offers a reduction 
in the bandwidth requirement for individual communication 
links by a factor of approximately log N over SBT-based broad­
casting. With communication on all ports concurrently, the 
MSBT-based broadcasting has a communication complexity 
that is lower than that of TCBT-based broadcasting by a fac­
tor of log N. Even with communication only on one port at 
a time, MSBT-based broadcasting still is faster than TCBT­
based broadcasting by a factor of 1.5 or 2. The communication 
complexities of broadcasting based on the SBT and the TCBT 
are compared with that based on the MSBT in Table 4.5 

4. Personalized Communication 

In personalized communication no replication of informa­
tion takes place during distribution, nor is there any reduction 
during the reverse operation. In broadcasting, the bandwidth 
requirement grows with the distance i from the source node 
precisely as the number of nodes grow. In personalized commu­
nication the bandwidth requirement instead decreases in pro­
portion to the number of nodes less than or equal to distance i 
from the source. The root is the "bottleneck" in personalized 
communication. In this section we define a pruning strategy 
for the MSBT graph that generates a balanced spanning tree 
(BST) of height log N. If concurrent communication on all 
log N ports (of the root) is possible, then a lower bound for 
the transmission time is 1o:NMt0 , and a lower bound for the 
number of start-ups is log N. The BST makes possible per-

5Notice that the entry for the last column and the last row in the table is 
based on the assumption that B = Bop1, T Jog2 N < Mt 0 • 
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sonalized communication in a time corresponding to this lower 
bound. 

4.1. A Balanced Spanning Tree 
In the SBT topology a node i belongs to the j 1h subtree iff 

a;= 1, aA: = 0, k < j. In the MSBT graph a node is an internal 
node of the jlh ERSBT if a; = 1. Bit j can be considered as a 
base for j 1h subtree. For the BST we define the base as follows: 

Let J; = {ji,h, ... ,jm}, where i1 < i2 < .. . Jm, Ru(i) = 
Rv(i), u, v E J;, and Ru(i) < R1(i), u E J;, l ¢ J;. IJ;I = 
n/P; where P; is the period of i. Then base(i) =Ji and node 
i is assigned to subtree ji, i.e., the value of the base equals 
the minimum number of right rotations such that the rotated 

number has a minimum value among all the rotated values.6 

For example, base((OllOlO)) = 3 and base((110110)) = 1. The 
period of (011010) is 6 and the period of (110110) is 3. For 
ease of notation we omit the subscript on j in the following. 
For the definition of the parent and children functions we first 
find the position k of the first bit cyclically to the right of bit j 
that is equal to 1, i.e., aA: = 1, and am= O, Vm E MMSBT(i,j), 
(k = j, if every bit but j is 0). For i = O, k = -1. Then 

parentBsT(i,O) = 
{ q,, if i = O; 

(an-1an-2···a1: ... ao), otherwise. 

childrenBsT(i,O) ;= 

{ 
{(an-1an-2···am ... a!!.)}, Vm E {O, 1, ... , n - l}, 
{qm = (an-1an-2···am···ao)}, 

Vm E MMssr(i,j) and base(qm) = base(i), 

ifi = O; 

ifi:;i: 0. 

6 The notion of 611,,. is similar to the idea of distinguished node used in (15] in 
that baae = 0 distinguishes a node from a generator set (necklace). 



The parentssT function preserves the base, since for any 
node i with base j, a1; is the highest order bit of Ri(i). Comple­
menting this bit cannot change the base. It is also readily seen 
that the parentssT and childrenssT functions are consistent. 

Figure 4 shows the spanning tree generated by the algo­
rithm above for the root located at node 0 in a 5-cube. 

For an arbitrary source nodes we translate the BST rooted 
at node 0 to node s by performing for each node the bit-wise 
exclusive-or function of its address and the address of the source 
node. The base of a node is determined from c = i El) s, and 
the children and parent functions are readily modified. 

Let J;,, = {j1,j2, ... ,jm}, where j1 < J2 < .. . jm, Ru(c) = 
Rv(c), u,v E J;,., and Ru(c) < R1(c), u E J;,., l ¢ J;,,. 
Then base(c) = j1. Then k is defined by c1; = 1 and Cm = 
O, Vm E MMsBT(i El) s,j) with k = -1 if c = 0. 

parentssT(i,s) = 

{ tP, if c = O; 
{an-1an-2 ... a1; ... ao), otherwise. 

childrenssT(i,s) = 

{ 
{(an-1an-2 ... am ... a~)}, Vm E {O, 1, ... ,n - l}, 
{qm = (an-lan-2 ... am ... ao)}, 

Vm E MMsBT(i El) s,j) 
and base(qm El) s) = base(i El) s), 

if c = O; 

if c # 0. 

Lemma 4.1. The number of nodes in a subtree is of order 
0(1o:N ). 

Proof. With A cyclic nodes there are at least { N - A)/ log N 
nodes in a subtree. Denoting the number of generator sets for 
cyclic nodes by B it follows that the maximum number of nodes 
in a subtree is (N-A)/logN+B-1. To derive bounds on A we 
use the complex plane diagram used by Hoey and Leiserson [9] 
in studying the shuffle-exchange network. Leighton[15] shows 
that B = O(v'N). 

Full necklaces, i.e., non-cyclic nodes, are mapped to cir­
cles. Degenerate necklaces, i.e., cyclic nodes, are mapped to the 
origin. In the context of the shuffle-exchange graph each node 
that is mapped to the origin of the complex plane is adjacent 
(via an exchange edge) to a node at position {1,0) or (-1,0). 
Hence, for every full necklace of log N nodes there are at most 
2 cyclic nodes. Node 0 is adjacent to a node of a full necklace, 
and so is node N - 1 (for log N > 2). It follows that an upper 
bound on A is 2~;1~:J: and the number of nodes in a subtree 
is at least 2.fiJi?N. The relative difference in the number of 
nodes in the maximum and minimum subtrees approaches 0 
for N-+ oo. 

I 
00000 

01011 10110 01101 

01111 
11110 11101 11011 10111 

11111 

Base 0 1 2 3 4 

Figure 4: A balanced spanning tree in a 5-cube. 
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n BSTimaxI (N- iJilogN ratio 

2 2 1.50 1.33 
3 3 2.33 1.29 
4 5 3.75 1.33 
5 7 6.20 1.13 
6 13 10.50 1.24 
7 19 18.14 1.05 
8 35 31.88 1.10 
9 59 56.78 1.04 
10 107 102.30 1.05 
11 187 186.09 1.00 
12 351 341.25 1.03 
13 631 630.08 1.00 
14 1181 1170.21 1.01 
15 2191 2184.47 1.00 
16 4115 4095.94 1.00 
17 7711 7710.06 1.00 
18 14601 14563.50 1.00 
19 27595 27594.05 1.00 
20 52487 52428.75 1.00 

Table 5: A Comparison of maximum subtree sizes of the 
Balanced Spanning Tree and values of (N-1)/logN. 

Table 5 gives the sizes of the maximum subtrees generated 
according to the definition of the BST for up to 20-dimensional 
cubes. The relative difference approaches 0 rapidly. The last 
column contains the ratio of BST(max) to (N - 1)/ log N. 

Some properties of the BST are listed below. For detailed 
proofs see [8]. 

1. The height of one subtree is log N, and the height of all 
other subtrees is log N - 1. 

2. The m~imum fanout of any node at level i in a BST is 
r10':-•1 for 1 $ i $ logN. 

3. Let <P(i,j) be the number of nodes at distance j from node 
i in the subtree rooted at node i. Then, ¢(i,j) ;::: ¢(k,j) 
where node k is a child of node i.7 

4. Excludi'ng node i El) s = (11 ... I), all the subtrees of the 
BST are isomorphic if log N is a prime number. 

5. Subtrees P to log N -1 contain no cyclic nodes with period 
P. 

6. Any cyclic node is a leaf node of the BST. 

4.2. The Complexity of Persona!izP.d Communication Based on 
the SBT and BST Topologies 

4.2.1. Spanning Binomial Trees 
For SBT-based distribution restricted to communication 

on one port at a time, the communication complexity for a 
maximum packet size of Bis T !::::: {N - l)Mt0 + r(NM/B + 
logr~l - 1), M $ B $ NM/2, which is minimized for 
B = NM/2 yielding T = (N - l)Mt0 + rlogN. For B $ M, 
T !::::: (NM/B - l)(Bt0 + r). There exist several algorithms of 
this complexity. One such algorithm sends the cumulative data 
for the largest subtree to the root of this subtree first. Both 
nodes then recursively execute the same algorithm in their own 
(n - 1)-subcube. 

Lemma 4.2. In distributing data from the root in a level-by­
level order starting from level log N, the time to complete the 

7 This property is required in deriving the communication complexity for the 
BST routing. 



distribution is determined by the root, which terminates the 
distribution in a time proportional to the lower bound for a 
sufficiently large packet size. 

Proof. With potential concurrent communication on log N 
ports, the root can send data for level log N - i during step 
i, O $ i $ log N - 1, assuming a sufficiently large packet 
size. The amount of data sent from the root during step i 
to the largest subtree is (10g~-1)M. The amount of data sent 
during the same step from the node at level j to its largest sub­
tree, which is the largest subtree at that level, is (1°s~_;1-i)M, 
where 1 $ j $ logN - 1. Since (1°s~- 1) ;?: (10s~_j1 -i) for all 
i, j ;?: 1, and any other subtree rooted at level j is isomorphic to 
a subgraph of the highest subtree rooted at level j, the transfer 

time is determined by the transfer time of the root. For a suf­
ficiently large packet size, i.e., B ;?: c~~~:!)M ~ NM , 

2 y'2ir(logN-l) 
Tmin = N/2Mtc + logNr. 

I 

With a potential for concurrent communication on log N 
ports, a reduction in the transfer time by a ·factor of 2 is 
possible compared to communication on one port at a time. 
We conclude that for SBT-based algorithms the packet size is 
of greater importance than concurrent communication on all 
ports. 

4.2.2. Balanced Spanning Trees 
With BST-based personalized communication restricted to 

one port at a time the root can send data to the subtrees cycli­
cally. With a maximum packet size B > M, data for several 
nodes can be merged into one packet. The receiving node has 
sufficient time to retransmit pieces on all its ports, should that 
be required, since a new packet only arrives every log N cycles. 
The root requires a time of T ~ (; 1c,1Jf/ ( T + Btc) log N, which, 
if the data to the most remote nodes ~s transmitted first, is also 
the time to completion. For B = M, T = (N - l)(r + Mtc), 
i.e., the same as in the SBT algorithm. For B ;?: lo~NM 
the root of the BST need only perform one communication 
per subtree, and it completes the communication in a time 
of T = rlog N + (N - I)Mt0 • But, unlike the SBT algo­
rithm, the communication is not terminated when the root is 
done. The message to the last visited subtree needs to traverse 
log N - 2 communication links. The bandwidth requirement 
of each subtree can be shown to be ~ 2N:~:~sN (see [8] for 
detailed proof). An upper bound on the time for personalized 
communication based on the BST with unbounded packet size 
is T = (2logN - 2)r + N(I + 21~§ 1"JN)Mtc. The number of 
start-ups is almost twice that of t~e SBT-based personalized 
communication, and the total transfer time is higher by a lower 
order term. The time for personalized communication based on 
the BST is minimized for B > rcf!NM. 

With a potential for co;m~nication on log N ports at a 
time, the time for personalized communication based on the 
BST topology is T ~ (;1c,~l,lf (r + Btc) for B $ M and T ~ 
L,~°,!lN U('o~N) B,t:gN l + B;tc), B; = min(B, r('o~N) B·t:gN l) 
for B > M. This complexity estimate is valid if data fo~ nodes 
at distance i are sent during step log N - i, 1 $ i $ log N. If 
B = M then T ~ 1~jt(r + Mtc)· The communication time is 

minimized for B ;?: log8% NM by using a level-by-level algorithm 
as in lemma 4.2. By property p3 of the BST, _it follows that 
the amount of data sent from the root to any subtree during 
step i is no less than the amount of data sent from any node 

during the same step. Hence, Tmin = r!ogN + f-};Mtc, the 
minimum possible. og 

4.3. Comparison and Conclusion 
With communication on one port at a time, if the fixed 

maximum packet size B $ M holds, then the complexity of 
SBT- and BST-based personalized communication is the same. 
For B > M, the SBT-based routing algorithm yields a lower 
complexity than the BST-based routing. For a sufficiently large 
maximum packet size the SBT-based algorithm has log N start­
ups compared to 2 log N - 2 start-ups for the BST-based al­
gorithm. The transmission times are comparable, though the 
transmission time for the BST routing is higher. Note that, 
as in broadcasting, the minimum number of start-ups can be 
accomplished for sufficiently large maximum packet size. 

With concurrent communication on log N ports the num­
ber of start-ups and the transmission time of BST-based rout­
ing is lower than that for the SBT by a factor of ! log N for a 
maximum packet size B $ M. With a sufficiently large packet 
size all routings yield a minimum of log N start-ups, but the 
BST routing has a total transmission time that is lower than 
that of SBT by a factor of! log N. Moreover, it is achieved at 
a maximum packet size of ~1 f12 M, compared to a maximum 1og•1• N 

packet size of y'2ir(I~ N-l) M for the SBT routing. We conclude 

that if communication can be performed on all log N ports con­
currently, the communication complexity of the BST routing 
may be lower by a factor of ! log N compared to the SBT rout­
ing. Table 6 lists the communication complexity for optimal 
packet size. The timing for TCBT routing is also included for 
easy comparison. See [8] for detailed analysis. 
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Algorithm Tmin 

SBT, 1 port (N - l)Mt, +log Nr 
SBT, logN ports N/2Mt,+logNr 

TCBT, 1 port < (2N - 2 log N - l)Mt, + {2 log N - 2)r 
TCBT, logN port [f N - l)Mt, +log Nr 

BST, 1 port ::; N(l+ ~)Mt,+ (21ogN-2)r 
BST, logN ports "'(N-1)/logNMt.+logNr 

Table 6: Communication complexity of personalized commu­
nication. 

5. Experimental Results 

5.1. Single Source Broadcasting Based on the SBT and MSBT 
Figure 5 shows the measured time to completion of a 

broadcasting operation based on the SBT topology for cubes of 
various dimensions and a number of different external packet 
sizes. As expected, the communication time increases almost 
linearly for external packet sizes below lk bytes. Figure 6. shows 
the measured time of SBT- and MSBT-based broadcastmg for 
a message of 60k bytes with each packet being lk bytes and 
for cube dimensions ranging from 2 to 6. Figure 7 shows the 
speed-up of broadcasting based on the MSBT topology over 
the SBT topology. The measured speed-up is approximately 
log N, as predicted. 

5.2. Single Source Personalized Communication 
In implementing the SBT routing on the Intel iPSC, the 

root processes the data in descending order starting with the 
relative address N - 1. This order implies that data is trans­
mitted over ports in an order corresponding to the transitio.n 
sequence in a binary-reflected Gray code(17]. Hence, port 0 IS 
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Figure 5: Broadcasting using SBT. 

SET and MSBT (Broadcasting) 2500 ~~~~~~~~~~'---~~~~~..:=;;~~ 

2000 

--e 1500 

1J 1000 
E=: 

500 

SBT 

~---x---)(---~---~ MSBT 

B 

Cube Dimension 
Broadcasting 60K bytes message in 2-cube to 6-cube 

Figure 6: Broadcasting using SBT and MSBT. 

used every other cycle, port 1 every fourth cycle, etc. Internal 
nodes retransmit a message on a port chosen from among the 
ones that correspond to the leading zeroes in its relative ad­
dress. The choice is made according to a binary-reflected Gray 
code on the leading zeroes. 

For the implementation of the BST-based algorithm the 
routing order needs to be determined for each subtree of the 
root. Excluding cyclic nodes, the subtrees are isomorphic. The 
root only needs to keep one table of length ~ 1o:N with each 
entry of size log N bits. The order of the entries corresponds 
to the transmission order for each port. The table entry points 
to the messages transmitted over port 0. The pointers for the 
other ports are simply obtained by (right) cyclic shifts of the 
table entries. The cyclic nodes can be handled by finding the 
period P for each cyclic table entry, and not transmitting the 
message corresponding to this table entry for ports with index 
j"?::.P. 

For each subtree a depth-first or a reversed breadth-first 
order are viable transmission orders. With reversed breadth­
first order we mean a breadth-first traversal of the subtree 
starting from the last level (log N - 1 or log N - 2 depending on 
subtree). The source node determines the order, and internal 
nodes can either route according to the destination address if 
it is included, or by the use of tables. If tables are used, then in 
the case of depth-first communication order it suffices for each 
internal node to keep a count for each port. Since the number 
of ports used in each subtree is at most 10\N, and the number 
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Figure 8: Personalized communication using BST and SBT. 

of nodes in the entire subtree is approximately lo:N, a bound 
on the table size in each node is log2 N bits. A breadth-first 
communication order can be implemented by internal nodes 
keeping a table of how many nodes there are at a given level in 
each of its subtrees. The table has at most log2 N entries. An 
upper bound for the number of nodes in a subtree at any level 
is ~, and the total table size in a node is approximately 

log•t• N 

log3 N bits. Hence, without a more sophisticated encoding the 
depth-first communication order is more effective with respect 
to table space. The measurements presented in Figure 8 are 
based on an implementation using a depth first order. 

With communication on one port at a time the expected 
time for personalized communication based on the SBT topol­
ogy or the BST topology is the same. The observed advantage 
of the BST- over the SBT-based communication is due to the 
fact that the BST can take better advantage of the overlap be­
tween communication on different ports. In the SBT case, the 
node with relative address (00 ... 01) is not yet finished retrans­
mitting the last packet received when a new packet arrives. 
In the BST a subtree receives a packet once every log N cy­
cles, and full advantage of the 20% overlap in communications 
actions is taken. 



6. Conclusion 

We have shown that the Boolean n-cube topology allows 
for the embedding of n edge-disjoint binomial trees, and we 
presented routing algorithms for broadcasting that have a com­
plexity equal to the lower bound both for communication re­
stricted to one port at a time and for concurrent communica­
tion on all n ports of a node. We have also defined a balanced 
spanning tree for personalized communication. Each subtree of 
the balanced spanning tree we have defined has approximately 
lo:N nodes. For communication on one port at a time, per­
sonalized communication based on the balanced spanning tree 
has the same complexity as personalized communication based 
on a binomial tree for certain maximum packet sizes, and has 
at most a factor of 2 higher complexity in other cases. With 
concurrent communication on all ports, the routing based on 
the balanced spanning tree is superior by a factor of ! log N 
for a variety of combinations of maximum packet sizes, start-up 
times, transfer rates, and data sizes. 

Experimental results on the Intel iPSC/d7 confirm the re­
sults of the analysis. 
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Abstract 

A new homogeneous computer architecture 
developed by FPS combines two fundamental 
techniques for high-speed computing: parallelism 
based on the binary n-cube interconnect, and 
pipelined vector arithmetic. The design makes 
extensive use of VLSI technology, resulting in a 
processing node that can be economically 
replicated. Processor nodes incorporate high-. 
speed communications and control, vector-oriented 
floating-point arithmetic, and a novel dual-ported 
memory design. Each node is implemented on a 
single circuit board and can perform 64-bit 
floating-point arithmetic at a peak speed of 16 
MFLOPS. Eight nodes are grouped together with a 
system node and disk support to form modules. 
These modules, housed in cabinet-sized packages, 
are capable of 128 MFLOPS peak performance and 
make up the smallest homogeneous units of larger 
systems. The new FPS system achieves a careful 
balance between high-speed communication and 
floating-point computation. This paper describes 
the new architecture in detail and explores some 
of the issues in developing effective software. 

Introduction 

The quest for increased computational power in 
scientific computing and the limits of physical 
electronic devices have lead to the exploration of 
new architectures as alternatives to traditional 
monolithic designs [9,2]. Multiprocessor designs 
hold the promise of tremendous performance in­
creases, provided the interconnection network can 
support the parallelism inherent in the compu­
tation. Vector pipelines provide significant 
performance increments, exploiting finer grainec 
parallelism. Further advantage is gained by usins 
parallel functional units to overlap address 
calculations with memory references, floating­
point adds, and floating-point multiplies [l]. 

Large scientific applications are sometimes­
easily partitioned among processors using a shared 
memory, yet most are just as amenable to 
distributed memory de8igns [3,4]. Shared memory 
systems are expensive when scaled to large 
dimensions because of the rapid growth of the 
interconnection network; the distance from memory 
to the processing elements also degrades per­
formance by increasing latency [8]. Large syste~ 
configurations are most readily reaLi,zed with 
distributed memory based on a limited form· of 
interconnection, such as the pyramid or binary 
n-cube [5). Memory latency can be greatly reduced 
when each processor has its own high-speed store. 
Moreover, the cost of switching and the time to 
route messages is much smaller on such statically 
configured systems. With this view, much current 
computer architecture research has focused on the 
use of ensembles of identical processors in homo­
geneous configurations that employ message passing 
over limited forms of static interconnects [7,8]. 
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Floating Point Systems (FPS) has developed a 
homogeneous computer, the FPS T Series, based on 
the binary n-cube interconnection scheme. The in­
dividual nodes are 64-bit floating-point computers 
that combine vector arithmetic, dual-port memory, 
and fast communications links between nodes. The 
peak performance of these nodes is 16 MFLOPS. The 
FPS T Series is built from modules containing 
eight of these nodes connected to each other and 
to a system support ring. These modules, with an 
aggregate performance of 128 MFLOPS, may be 
combined to form even larger systems that promise 
·orders of magnitude increases in computing speed 
per dollar over today's supercomputers. 

Processor Node Architecture 

An individual processor element is called a 
node. It contains a control processor, floating­
point arithmetic, dual-port memory, and communi­
cation links to other nodes. The FPS T Series 
design provides all of these functions on a single 
printed-circuit board. Each of the major elements 
of the node has been implemented with advanced, 
cost-effective VLSI technology, in contrast with 
more traditional bit-slice designs. 

Control 

The ability to interpret and execute programs 
resides in the central control unit. The T Series 
control unit is a 32-bit CMOS microprocessor with 
the following functional features: 

• 7.5 MIPS instruction rate 

• Byte addressability (4 GByte address space) 

• 2048 bytes of on-chip RAM (single processor 
cycle) 

• 3-cycle minimum access time for off-chip 
memory 

• Four bidirectional serial communications 
links 

• Sta.ck-oriented instruction set with variable 
operand sizes 

• Two-level process priority and interrupt 
services 

The control processor executes system and user 
applications code and it als.o serves to arrange 
vector operands to be sent to the vector arith­
metic hardware. The control processor can execute 
integer arithmetic and gather/scatter operations 
in parallel with the vector unit, and it provideB 
inter-node communications via the serial links. 
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Figure 1. 

Control Processor 
2 It 

The FPS T Series processor. 

All features of the microprocessor are 
directly accessed through a high-level language 
called Occam. Occam differs from languages like 
Pascal or C in that it directly provides for the 
execution of parallel, communicating processes• 
Channel commands can make direct data transfers 
between concurrent processes. A single process 
can be constructed from a collection by specifyint 
sequential, alternative, or parallel execution of 
the constituent processes. This combination of 
program structure and integrated communicatioia 
allows Occam to describe the control and data flow 
for virtually any scientific computing algorithm, 
and to control the high-level operation of th~ 
vector arithmetic unit (see below) . 

An essential feature of a computer's archi­
tecture is its central memory, which supplies both 
instructions and operands to the processing units. 
~he main memory of each FPS T Series node consists. 
of 1 MByte of dual-ported dynamic RAM. The con­
trol processor and communications links read and 
write 32-bit words through a conventional random­
ecces s port, while the vector arithmetic unit 
11akes use of a collection of vector registers 
closely coupled with main memory. A vector 
register can be loaded with an entire 1024-byte 
row of memory, in parallel (see Figure 1), in the 
same time that it would have taken to read or 
write a single 32-bit word. There is one parity 
bit for each byte in memory. 

The control processor views the memory as a 
single bank of 256K words (32-bit) . The vector 
srithmetic unit views memory as two banks of 
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vectors, with 256 vectors in one bank and 768 vec­
tors in the other, aligned on 1024-byte bound­
sries. Thus, for 32-bit operations, the vectors 
sre 256 elements long, while for 64-bit opera­
tions, the vectors are 128 elements in length. 
The division of memory into two banks permits two 
inputs in parallel to the arithmetic unit on each 
cycle (125 ns) . The output of the arithmetic unit 
shifts results into either or both banks. Hence, 
operations such as SAXPY, Vector Add, and Vector. 
Multiply proceed at the full speed of the 
arithmetic components, without being limited by 
available memory bandwidth. This dual-bank memory 
organization allows the node to function without 
the need for auxiliary data registers or cache. 

The control processor can access a 4-byte word 
in 400 ns. Its effective bandwidth is therefore 

(4 bytes) I (0.4 µs) • 10 MB/s 

A primary use for the control processor is to 
gather operands into a contiguous vector, and 
scatter results back to random locations in 
memory. To move a 64-bit operand from one memory 
location to another requires two 32-bit reads and 
two 32-bit writes, which take a total of 1.6 µs. 
This is the gather-scatter time within a node. 
For 32-bit operands, it is 0.8 µs per element. 

An entire row of data can be moved to or from 
a vector register in only 400 ns; this means that 
the effective bandwidth between memory and a 
vector register is 

(1024 bytes) I (0.4 µs) - 2560 MB/s 

An application might make use of this 
extraordinary speed by moving data physically, 
tather than keeping linked lists of pointers to 
\rectors, as for example, in pivoting rows of a 
11atrix or sorting records. 

Control Memory 

Figure 2. Processor bandwidths. 

The vector registers each supply data to the 
arithmetic unit at a maximum rate of one 32-bit 



word every 62. 5 ns, or one 64-bit word every 
125 ns. The vector register bandwidth supports 
two vector inputs and one vector output every 
125 ns in 64-bit mode. Thus, its bandwidth is 

(3 words)x(B bytes/word)/(0.125 µs) = 192 MB/s. 

Arithmetic; 

The ability to perform high-speed arithmetic 
is essential in scientific computing. The arith­
metic hardware in the FPS T Series consists of a 
floating-point adder, floating-point multiplier, 
interconnection hardware, and some sequencing 
hardware. The adder and multiplier each can pro­
duce a 32- or 64-bit result every 125 ns, yielding 
peak performance of 16 MFLOPS per node. 
Floating-point operations are performed using the 
proposed IEEE floating-point standard format; 
however, gradual underflow is not supported. In 
64-bit mode, the mantissa has approximately 15 
decimal digits of precision and a dynamic range of 
roughly lo-JOB to lo+Jos. 

The arithmetic units operate in pipelined 
mode. The adder has a six-stage pipeline. It can 
perform floating-point addition and subtraction in 
32- and 64-bit modes, comparisons and data con­
versions. The multiplier is five-stage in 32-bit 
11ode ·and seven-stage in 64-bit mode. These pipe­
line lengths are appropriate for the vector access 
described above. Scalar operations can be effi­
ciently performed by grouping like operations for 
level-order evaluation. 

The arithmetic parts are supervised by a pre­
programmed micro-sequencer, that implements a 
collection of vector arithmetic operations re­
ferred to as vector forms. The programmer only 
needs to describe the input arid output vectors and 
the vector form desired. This frees the control 
~rocessor for other tasks while vector operations 
are being executed. Scalars can be held in the 
input registers on each floating-point part, and 
outputs from the parts can be fed directly back as 
inputs to perform operations such as dot products 
and sums. This provides a wide range of useful 
vector forms without memory reference limitations. 
rhe complete arithmetic unit operates in parallel 
with the node control processor. The arithmetic 
unit only interrupts the controller when a vector 
operation has completed, or an error has occured. 

Communications 

In a distributed computer system, communi­
cations channels are required for passing data 
between processors participating in a common 
computational process. The control processor of 
the FPS T Series contains drivers for four serial, 
bidirectional communications links each with a 
nomi- nal rate of 0. 9375 Mbyte/s. Every 8-bit 
byte is sent with two synchronization bits and one 
stop bit, and requires two acknowledge bits from 
the receiver. This results in a maximum effective 
unidirectional bandwidth of over 0. 5 MB/s per 
link. The total bandwidth of the four links is 
thus over 4 MB/s. With all links operating, the 
control processor performance is degraded only 
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slightly. The links operate via DMA transfers 
with a startup time of about 5 µs. 

Each link is multiplexed four ways to provide 
a total of 16 bidirectional sublinks per node. 
With software support, these sublinks divide the 
available bandwidth. Two sublinks are used for 
system communication, and two will often be 
utilized for mass storage and/or external I/0. 
This will typically leave 12 sublinks available 
for connection to other compute nodes. 

A convenient way to interpret the relative 
bandwidths is with respect to the arithmetic 
processing time for 64-bit operations: 

(ArithmeticTime): (GatherTime) :(LinkTransferTime) 
.125 µs 1.6 µs 16 µs 

that. are.in the approximate ratios 1 : 13 : 130. 
fhus, a vector should enter into about 13 
bperations while gathering the next vector into an 
iligned, contiguous order. With this provision, 
:he control processor can completely overlap the 
Jather time with vector arithmetic, and the node 
=an approach peak speed. Of course, if vectors 
i.re always aligned and elements contiguous, no 
3uch restriction applies. Similarly, roughly 100 
)perations should result from every 64-bit word 
:hat must be moved between nodes over a link. 

System pesc;ription 

The T Series consists of a number of node pro­
=essors connected as a binary n-cube. There are 
2n processors, with n connections per node. Num­
oering the processors from 0 to 2n-l, each pro­
=essor is directly connected to all others whose 
numbers differ in only one binary digit. The 
binary n-cube can be mapped onto many important 
applications topologies, including meshes (up to 
dimension n), rings, cylinders, toroids, and even 
~FT butterfly connections of radix 2 (5,6]. Since 
the maximum number of connections between any two 
processors is· n, long-range communication costs 
grow only as O(log2n). 

N=O N=l N=2 N=3 N=4 

Figure 3. Binary n-Cube Mappings. 

Mgdulea and System Ring 

A processor node is constructed on a single 
etched circuit board. Eight nodes are combined 



with disk storage and a system board to form a 
module. Such a module has 128 MFLOPS peak 
floating-point performance, and 8 MB of user RAM. 
The local inter-node communications bandwidth is 
over 12 MB/s, while the system board can support 
0.5 MB/s to an external connection. 

The system board provides input/ output and 
management functions. It is connected to the 
nodes by a thread of communications links that 
traverses the eiqht processor nodes. The svstem 
boards are directly connected by communications 
!inks to form a system ring that is independent 
of the binary n-cube network (connecting the pro­
cessor nodes). The primary function of the system 
disk is to record memory "snapshots" which 
checkpoint computations for error recovery, and to 
backup snapshots from other modules. The user is 
able to specify the interval between snapshots. 
About 10 minutes provides a good compromise 
between time spent to record memory and interval 
between restart points. It takes about 15 seconds 
to take a snapshot, regardless of configuration. 

The module requires three links for intra­
module hypercube network communications, while the 
system board connections require two links from 
·~ach processor node. This reduces remaining links 
to 11 for hypercube and external communications. 

Two modules (16 nodes) form a cabinet, or 4-
cube (a tesseract) . A cabinet is modular and 
self-contained in a standard 19-inch rack-mounted 
assembly. With power supplies, system disks, and 
air cooling fans, it does not require any special 
"computer room" facilities. Larger systems are 
simply assembled from these units by 
interconnecting cables. Connections up to 40 feet 
can be made without special consideration. 

Laiger Configurations 

A four-cabinet (64-node) system has an aggre­
gate peak speed of 1 GFLOP and total user memory 
of 64 MBytes. Eight system-disk units provide 
backup and restart capability. This configuration 
of the FPS T Series can be located in many labor­
atory and computing facilities. The air-cooled 
unit requires no special facilities beyond normal 
air conditioning, and the power requirements are 
supplied by typical 220 VAC services. 

There are enough links per node to permit a 
14-cube to be constructed as the largest T Series 
configuration. Using two links per node for exter­
nal I/O and mass storage systems, a maximum-sized 
12-cube consists of 4096 nodes arranged as 256 
cabinets ( 4-cubes) . Such a system has over 
65 GFLOPS peak processing performance and 4 GBytes 
of primary RAM storage. Special facilities would 
be required to house the largest configurations. 

Because the system is homogeneous, i.e., each 
module is identical and contains identical con­
nections to other modules, programming is greatly 
simplified. This homogeneity also insures that 
the balance between computing speed, main storage, 
mass storage, and external I/O can be preserved as 
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configurations become large. The specifications 
of any sized FPS T Series can be derived from the 
properties of the individual modules. 

Conclusion 

The incorporation of high-speed vector pro­
~essing into a homogeneous parallel architecture 
.'las resulted in a scientific computer with per­
formance scalable over three orders of magnitude. 
rhe use of a dual-ported dynamic RAM achieves a 
'lew level of processor integration that eliminates 
the need for separate data :registers or cache. 
?arallel floating-point adders and multipliers, 
~ccessed by standard vector operations, provide a 
=lose match to scientific computing algorithms. 

With nodes organized into eight-processor 
nodules, each with system disk and I/O services, 
the new architecture can be viewed as a truly 
homogeneous system. The FPS T Series, incor­
porating VLSI components to make the system both 
cost-effective and compact, provides a careful 
balance between processor speed, memory access, 
and interprocessor communications bandwidth. 
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Abstract: The implementation of massively parallel com­
puters based on hypercube architectures is discussed in this 
paper. It is argued that such machines offer an alternative to 
traditional supercomputers at far lower cost. The rationale 
for using hypercube machines for supercomputing applica­
tions is examined, including cost, node performance, com­
munication speed, packaging, reliability, and programming 
requirements. These issues are illustrated by a recently 
introduced commercial hypercube supercomputer, the 
NCUBE/ten. The major design decisions underlying the 
NCUBE/ten's implementation technology, system architec­
ture and operating system are described. 

1. Introduction 

A hypercube or (binary) n-cube computer is a multipro­
cessor characterized by the presence of N = 2" processors 
interconnected as an n-dimensional binary cube. Each pro­
cessor P; forms a node (vertex) of the cube and is a self­
contained computer with its own CPU and local main 
memory. P; has direct communication paths to n other 
processors (its neighbors), which correspond to the edges of 
the cube that are connected directly to P;. 2" distinct n-bit 
binary addresses or labels may be assigned to the processors 
so that each processor's address differs from that of each of 
its n neighbors in exactly one bit position. Figure 1 illus­
trates the hypercube topology for n < 4; note that a zero­
dimensional hypercube is a conventional SISD computer. An 
n-dimensional hypercube Q,. for n ~ 2 can be defined 
recursively in terms of the graph product operation X as 
follows [4], where K 2=Q 1 is the complete 2-node graph: 

Q.=K2 xQ._1 

As illustrated by Fig. 1, Q,. is composed of two copies of 
Q,._1• Every node P 0,, in one copy of Q,._1 is the neighbor 
of a node P 111 in the other copy. 

For some time, it has been known that the hypercube 
structure has a number of features which make it a useful 
architecture for parallel computation. For example, meshes 
of all dimensions and trees can be embedded into a hyper­
cube so that neighboring nodes are mapped to neighbors in 
the hypercube. The communication structures used in the 
Fast Fourier Transform and Bitonic Sort algorithm can simi­
larly be embedded into the hypercube. Since a great many 
scientific applications use mesh, tree, FFT, or sorting inter­
connection structures, the hypercube is a good candidate for 
a general-purpose parallel architecture. Even for problems 
with less regular communication patterns, the fact that the 
hypercube has a maximal internode distance (the graph 
diameter) of n=log2 N means any two nodes can communi­
cate fairly rapidly. This diameter is larger than the unit 
diameter of a complete graph KN, but is achieved with 
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nodes having only degree or fanout of log2N, as opposed to 
the N - 1 degree of nodes in KN . Other standard architec­
tures with small degree, such as meshes, trees, or bus sys­
tems, either have a large diameter (N 112 for a 2-dimensional 
mesh) or a resource which becomes a bottleneck in many 
applications because too much communication must pass 
through it (as occurs at the apex of a tree, or at a large 
shared bus). Thus, from general topological arguments it 
can be concluded that hypercube architectures offer a good 
balance between node connectivity, communication diame 
ter, algorithm embeddability, and programming ease. This 
balance makes them suitable for an unusually wide class of 
computational problems. 

Based on various considerations of the foregoing kind, 
proposals to build large hypercube computers have been 
made for more than twenty years. In 1962, Squire and Palais 
at the University of Michigan, motivated by the hypercube's 
rich interconnection geometry and programming ease, carried 
out a detailed paper design of a hypercube computer (13,14). 
They estimated that a 4096-node (12-dimensional) version of 
their machine would require about 20 times as many com­
ponents as the IBM Stretch, one of the largest and most 
complex contemporary computers. Around 1975 IMS Associ­
ates, an early manufacturer of personal computers, 
announced a 256-node commercial hypercube based on the 
Intel 8080 microprocessor, but its design details were not 
published and the machine was never produced. In 1977, 
Sullivan et al. presented a thorough analysis of hypercube 
architectures, and a proposal to build a large hypercube 

n=O n=I 

n=2 n=3 

Fig. 1. n-dimensional hypercube for n=0,1,2,3. 



calicd CHOPP (Columbia Homogeneous Parallel Processor) 
containing up to a million processors (15,16). In the same 
year, Pease published a study of the "indirect" binary n­
cube architecture, in which a multistage interconnection net­
work of the omega type is suggested for implementing the 
hypercube topology (8). A number of other interesting archi­
tectures closely related to the hypercube have also been pro­
posed, for example, the cube-connected-cycles structure (11). 

It is clear that the early hypercube designs were 
impractical because of the the large number of components 
(logic and memory elements) they required using the then 
available circuit technologies. The situation began to change 
rapidly in the early 1980's as advances in VLSI technology 
allowed powerful 16/32-bit microprocessors to be imple­
mented on a single IC chip, and RAM densities moved into 
the 105-106 bits/chip range. A working hypercube com­
puter was not demonstrated until the completion in 1983 of 
the first 64-node Cosmic Cube at Caltech (12). For the 
hypercube node processor, it uses a single-board microcom­
puter containing the Intel 8086 16-bit microprocessor and 
the 8087 floating-point co-processor. Since then, Caltech 
researchers have built several similar hypercubes, and suc­
cessfully applied them to numerous scientific applications, 
often obtaining impressive performance improvements over 
SISD machines of comparable cost (3). 

Influenced primarily by the Caltech work, a number of 
commercial hypercubes have been developed since 1983. In 
.July 1985, Intel delivered the rll'St production hype~cube, thP 
128-node iPSC (Intel Personal Supercomputer) which has a 
16-bit 80286/287 CPU as its node processor. Assuming a 
peak performance of 0.07 MFLOPS per node, the 128-node 
iPSC has a potential throughput of about 8 MFLOPS, far 
below that of a traditional vector supercomputer such as the 
Cray-I (160 MFLOPS). Other commercial hypercubes were 
also introduced in 1985 by Ametek Inc. and NCUBE Corp. 
The Ametek System/14 hypercube can have up to 256 
nodes, which employ an 80286/287-based CPU similar to 
that of the iPSC, with the addition of an 80186 processor for 
communication management. The NCUBE/ten can accom­
modate up to 1024 nodes, each based on a VAX-like 32-bit 
custom processor with a peak performance of 0.5 MFLOPS. 
Thus a fully configured NCUBE system has a throughput 
potential of around 500 MFLOPS. This high performance 
level is supported by extremely fast communication rates 
(both input/output and node-to-node) making the 
NCUBE/ten a true supercomputer. NCUBE machines have 
been installed at several beta test sites, including the Univer­
sity of Michigan, since early 1985, and have been in general 
production since December 1985. Several other hypercube­
style machines with supercomputing potential are presently 
under development, including the Caltech/ JPL Mark III (9) 
and the Connection Machine (5). Much faster successors to 
the current commercial hypercubes can also be expected to 
appear over the next few years. Because of the effort being 
devoted to the development of hardware and software for 
these machines, and their relatively low cost, hypercube 
supercomputers seem likely to provide an increasingly attrac­
tive alternative to conventional pipelined supercomputers for 
many applications. 

This paper explores the architectural and technological 
issues influencing the design or supercomputing hyper­
cubes, with the NCUBE/ten serving as an example. Particu­
lar attention is devoted to the influence of component pack-
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aging, reliability, communication speed, and the operating 
system environment on the system implementation. Section 
2 discusses the general design requirements of hypercube 
supercomputers, while the specific design decisions made for 
the NCUBE/ten are covered in Sec. 3. Software issues are 
discussed in Sec. 4. 

2. General Design Issues 

Supercomputing performance requires extremely high 
integer and floating-point execution rates, as well as 
extremely high I/O throughput. Very large primary (RAM) 
and secondary (disk) memory spaces are also usually 
required. For the principal user base of scientific 
programmers, the programming environment needs to pro­
vide FORTRAN, and a powerful operating system such as 
UNIX. Low cost and high reliability imply minimizing the 
component count at all levels, particularly the numbers of 
chips and boards used. Some degree of fault tolerance is also 
very desirable. Since a very large amount of RAM storage is 
needed, memory fault detection and correction via an error­
correcting code (ECC) is an important consideration, despite 
the fact that it increases the chip count. Reliability is 
increased, and operating cost decreased, by employing an 
air-cooled configuration suitable for a standard office 
environment. Based on an examination of various existing 
computer systems, it can be concluded that the air cooling 
limits the machine complexity to under 50,000 chips. orr­
the-shelf parts decrease costs and usually increase reliability. 
If custom chips are needed, then computer manufacturers 
who rely on outside suppliers should use conservative design 
rules which will be accepted by multiple silicon foundries. In 
large-scale numerical calculations, the possibility of large 
error accumulation forces the individual calculations to be as 
accurate as possible. Numerical accuracy can be increased 
by adhering to the IEEE 754 floating-point standard and 
providing double-precision floating-point operations. 

A key decision in the design of a parallel computer is 
the choice of the interconnection network to be used. Mul­
tistage interconnection networks have been advocated as 
simplifying the programming process by providing a global 
shared memory, but it did not seem possible to build a large 
multistage network using the technology available in 1983 
without suffering significant delay in passing information 
through the network. Since this strongly affects perfor­
mance, it was felt that to achieve supercomputer perfor­
mance it would be necessary to use a direct connection net­
work with local memory at every node. Many direct inter­
connection schemes have been analyzed and implemented 
but, as discussed in Sec. 1, the hypercube structure has a 
number of inherent advantages. The ease with which effi­
cient application programs were developed for the hyper­
cubes at Caltech has also shown the hypercube to be supe­
rior to .alternative architectures such as meshes or trees. The 
neighbor-to-neighbor links of the hypercube provide almost 
the same communication capabilities as a complete graph, 
while using nodes with only a logarithmic degree. The 
achievable degree is constrained by a variety of packaging 
considerations, but with current technology it is possible to 
build hypercubes with thousands of nodes. In contrast, a 
complete graph connection of a few tens of nodes may not be 
possible. 

There are additional features of the hypercube that are 
particularly useful in designing a supercomputer, but have 
not been previously exploited. For example, the hypercube 



is homogeneous in that all nodes look the same, hence it is 
natural to attach an 1/0 channel to each node. This pro­
vides the potential of extremely high system 1/0 rates. Also, 
since there are numerous ways to divide a hypercube into 
subcubes, it is easy to support multiprocessing where each 
user has a dedicated subcube. These subcubes can be allo­
cated so that all processor-to-processor and 1/0 communica­
tions occur without using processors or communications lines 
in other subcubes. Further, by writing programs in which 
the size of the subcube is a user-defined parameter, it is pos­
sible to develop programs in small subcubes and then do 
production runs in larger subcubes. This partitionability 
also makes it easier to tolerate faults, since the operating 
system can allocate subcubes which avoid faulty processors 
or faulty communication lines. 

As discussed in Sec. 1, technology developments have 
enabled a hypercube computer to be built reliably with a 
large number of processors. A fine-grained supercomputer 
architecture, i.e., one with a large number (over 1000) of 
very simple processors, has a high ratio of communication to 
computation. The Connection Machine is an example of a 
fine-grained hypercube-class computer, but its suitability for 
scientific computations is unclear. A very coarse-grained 
architecture with, say, 10 to 100 large and fast processors, 
requires that the nodes achieve extremely high performance. 
For example, to achieve 109 instructions/sec with 10 proces­
sors requires processors capable of 108 instructions/sec. The 
Caltech/ JPL Mark III will be an example of a coarse-grained 
hypercube. It was felt by the designers of this machine that 
achieving 109 instructions/sec is best done with 1000 proces­
sors running at 106 instructions/sec. 

Experience with the Caltech machines has demon­
strated that a medium-grain MIMD hypercube architecture 
can attain high efficiency on a variety of scientific problems, 
with a tolerable amount of revision of serial code and algo­
rithms (3). This can be contrasted with the much greater 
amount of program and algorithm redesign required of users 
of fine-grained SIMD machines such as the MPP (10). 
MIMD machines require each node processor to perform 
instruction fetching, decoding, and other functions that are 

.not performed by SIMD nodes. Distributed-memory MIMD 
machines must supply a program to each node, so that 
MIMD machines may pay a large penalty in chip area and 
chip count. In general, for the same chip area and number of 
chips one can build more SIMD processors and have a 
greater potential system throughput; however, the gain in 
programming simplicity obtained by using an MIMD 
machine more than compensates for this, except for a narrow 
range of applications in which almost any penalty can be 
tolerated if it yields the required speed. Furthermore, MIMD 
machines can accommodate multiple independent users, 
while SIMD machines cannot. 

Since there may be hundreds or thousands of nodes in a 
hypercube supercomputer, their chip count is the most signi­
ficant component of the total system chip count. Using the 
densest possible memory chips available is the key factor in 
decreasing the number of chips. The NCUBE/ten, for exam­
ple, uses 256K DRAM chips to implement the local memories 
of the hypercube nodes. The next most significant reduction 
in chip count can be achieved by putting all node functions 
onto a single chip. This implies that the processor chip must 
perform all communication, memory management, noating­
point operations, and other data-processing functions. Unlike 
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RAMs, there is not yet widespread market pressure to pro­
duce standard processor chips of this type, consequently, 
they are not available off the shelf. In 1983, when design of 
the NCUBE/ten started, the only way to achieve supercom­
puter performance with a one-chip node processor was to 
undertake the risky step of custom-designing such a complex 
chip. INMOS made a similar decision with the Transputer 
processor chip, with the important difference that the initial 
version of the Transputer does not provide floating-point 
operations, and has four rather than eleven I/O channels [6). 
The performance and functionality demands on the NCUBE 
processor chip are quite severe, and numerous tradeoffs were 
needed to enable it to be built with current technology. 

3. NCUBE/ten Architecture 

The overall goal of the NCUBE designers was to use 
massive parallelism to build an inexpensive and reliable 
range of software-compatible machines achieving supercom­
puter performance at the high end. The largest model in the 
series, the NCUBE/ten, is a IO-dimensional hypercube con­
taining 1024 powerful 32-bit processors of custom design, 
each with a 128-Kbyte local memory. Up to eight front-end 
host processors are used to manage I/O operations under 
control of a multiuser UNIX-based operating system. An 
unusually high level of system integration is employed that 
allows 64 processors with their memories and interconnec­
tions to be placed on a single printed-circuit board. A 
maximum-sized NCUBE/ten system is composed of 16 pro­
r,,.ssor and 8 1/0 boards (including host processors) and i• 
housed in a small air-cooled enclosure. 

The NCUBE node processor provides the functions of a 
32-bit supermini-class CPU, including a full floating-point 
instruction set, and all the logic needed for memory manage­
ment and interprm;essor communication on a single VLSI 
chip; see Fig. 2. The design of the processor was started by 
NCUBE in 1983, constrained by the desire to use conserva­
tive design rules acceptable to several silicon foundries. The 
chip was designed using 2 µm (approx.) nMOS design rules, 
and contains about 160,000 transistors. It is housed in a 
pin-grid-array package with 68 pins. Combined with six 
256K-bit DRAM chips (each of which is organized as 64K x 
4 bits), an entire NCUBE/ten node requires only seven chips. 
Because of this, a 6-dimensional hypercube with 64 nodes 
and 8 Mbytes of memory can be packed into a single 
1611 X 2211 board, a photograph of which appears in Fig. 
3. The backplane connections are rather formidable since 
e«eh node has off-board bidirectional channels to four more 
processors of the hypercube, plus one bidirectional channel 
to an 1/0 board, resulting in 640 backplane connections just 
for communication channels. 

The instruction set of the NCUBE/ten is conventional 
and quite orthogonal, being similar to the VAX instruction 
set without the latter's 3-address addressing modes (7). 
There are three main classes of information: addresses 
(unsigned integers), integers and floating-point numbers 
(reals). Addresses are 32 bits long, but the current node 
implementation only supports a 17-bit physical address 
space. Integers can be 8, 16 or 32 bits long. Floating-point 
numbers can contain either 32 or 64 bits, and conform to the 
IEEE 754 floating-point standard. There are 16 general­
purpose registers of 32 bits each. A variety of addressing 
modes are available, including literal (immediate), register 
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direct, autodecrement/increment, autostride, offset, direct, 
indirect, and push/pop. The instruction set contains a full 
complement of logical, shift, jump, and arithmetic operations 
(including square root). One instruction of particular use in 
hypercube routing is Find First One, which finds the bit 
position of the first 1 in a word, via a right-to-left scan. 
Using a 10-MHz clock, nonarithmetic instructions can be 
executed at about 2 MIPS, with single-precision fioating­
point operating at 0.5 MFLOPS, and double-precision at 0.3 
MFLOPS. (These performance figures assume that register­
to-register operations predominate.) A 32-byte instruction 
cache allows loops of up to 16 bytes to be executed directly 
from the cache. The node processor has a vectored interrupt 
facility, and generates different interrupts to indicate pro­
p-am exceptions such as numerical overfiow or address 
faults, software debugging commands such as breakpoint 
and trace, 1/0 signals such as input ready, and hardware 
errors such as correctable or uncorrectable memory errors. 

Pin and silicon space limitations forced a number of 
design compromises in the selection of the width of various 
system data paths. The node memory supplies data in 16-bit 
halfwords, plus an extra byte containing ECC check bits. 
The processor performs single-error correction and double­
error detection (SECDED) on all memory words, generating 
an interrupt in case of an error. This is an example of a 
situation where the pin limitations affect performance, for it 
requires two memory fetches to obtain a full 32-bit word. It 
also increases the number of memory chips required, since 
the SECDED code used for 32-bit data could be supplied by 
five RAM chips organized as 32K X 8 bits, if such chips 
were available. 

Communication with other nodes is performed via 
asynchronous DMA operations over 22 bit-serial 1/0 lines. 
The 1/0 lines are paired into 11 bidirectional channels, 
which permit formation of a IO-dimensional hypercube, and 
also allow one connection to an 1/0 board. Each node-to­
node channel operates at 10 MHz with parity check, yielding 
a data transfer rate of about 1 Mbyte/sec per channel in 
each direction. A channel has two 32-bit write-only registers 
associated with it: an address register for the message buffer 
location in the node RAM, and a count register indicating 
the number of bytes left to send or receive. There is also a 
ready flag and an interrupt enable flag for each channel. 
Once a send or receive operation has been initiated by a pro­
cessor checking its flags and setting the appropriate regis­
ters, the processor can continue with other operations while 
the DMA channel completes the internode communication 
operation. Interrupts can be used to signal when a channel is 
ready for a new operation. For general applications, this 
requires less processor overhead than would occur in a pol­
ling communication protocol. An interrupt is also generated 
if there is a channel overrun, which can occur only on an 
input operation if more than 9 channels are transmitting 
data into the node. To reduce DMA activity, a broadcasting 
feature is supported which transmits the same data word 
along an arbitrary set of output channels in a single DMA 
operation. 

The NCUBE/ten's 1/0 boards provide the connections 
between the hypercube and the external world. Each system 
must have at least one host board, and may have as many 
as eight. The host board uses an Intel 80286 to run the 
operating system, and has 4 Mbytes of RAM used as a 
shared memory by the various processors on the host board. 
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It has support for a variety of different peripherals, including 
eight ASCII-standard terminals, four SMD disks (which can 
currently be as large as 500 Mbytes), and three Intel iSBX 
connectors that can accept daughter boards for functions 
such as graphics control or networking. Miscellaneous func­
tions found on the host board include a real-time clock, and 
temperature sensors for automatic shutdown on overheating. 
Besides the host board, other 1/0 boards currently available 
are a graphics board with a 2K X lK X 8-bit frame buffer, 
an intersystem board to connect two NCUBE systems, and 
an open system board with about 75% or the board left for 
custom design. 

A distinguishing feature of the 1/0 boards in the 
NCUBE/ten is the fact that each has 128 bidirectional chan­
nels directly connected to a subcube of the hypercube; see 
Fig. 4. This permits extremely high 1/0 data-transfer rates 
into the hypercube enabling, for example, a single 1/0 board 
to transfer 1024 X 1024 X 8-bit images at video rates (30 
frames per second). To accomplish this, each 1/0 board con­
tains 16 NCUBE processors chips, each of which serves as an 
1/0 processor and is connected to eight nodes in the main 
hypercube. Like the hypercube node processors, an 1/0 pro­
cessor has a 128-Kbyte RAM which occupies a fixed slot in 
the 80286 host's 4-Mbyte memory space. An input operation 
from the outside world, e.g., a disk read, is performed by 
first transferring the input data to the host's 4-Mbyte 
memory. Then the data is transferred through the DMA 
channels or the 1/0 processors directly to the target hyper­
cube nodes. Output operations are handled in a similar 
fashion. In addition to sharing access to the host's memory, 
the 16 1/0 processors on each 1/0 board are interconnected 
as two disjoint 3-dimensional cubes, (this disjointness occurs 
because each node has only 11 bidirectional channels.) Note 
that in a maximum-configuration NCUBE/ten system, the 
hypercube nodes do not have to redistribute 1/0 data to 
other nodes. This is not the case in smaller NCUBE systems 
where fewer channels are available for external 1/0 opera­
tions. 

An NCUBE system has from one to eight 1/0 boards 
(at least one of which must be a host board), from one to 16 
processor boards, and attached peripheral devices. All the 
1/0 and processor boards of a fully configured system, along 
with their fans and power supplies, fit into a single enclosure 
that is less than 31 on each side. A full-sized system dissi­
pates about 8 kW, and can be housed in a standard air­
conditioned environment. A peripheral enclosure is about 
31 X 21 X 31 and contains a 65-Mbyte cartridge tape drive 
and up to four disk drives. A minimal standalone NCURR 
~ystem consists of one host board and one processor board 
containing a 6-dimensional hypercube, and can handle up to 
8 user terminals. By adding a second processor board, one 
obtains a 7-dimensional hypercube. Since the operating sys­
tem can allocate subcubes of arbitrary size, it is possible to 
have a number of processor boards which do not form a 
complete hypercube. For example, three boards provide a 
7-dimensional and a 6-dimensional hypercube, which could 
also be allocated as three 6-dimensional hypercubes or as 
numerous smaller hypercubes. A full-sized system (Fig. 4) 
contains a IO-dimensional hypercube (which explains the 
"ten" in NCUBE/ten). The 1024 processors of such a sys­
tem together have a potential instruction execution rate of 
about 2 billion instructions/second, or about 500 MFLOPS. 
The total amount of memory in the nodes is 128 Mbytes. If 
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all or the 1/0 boards are host boards, it is possible to sup­
port 64 terminals, and provide as many as 16 billion bytes of 
storage. A host board can provide input or output at up to 
90 Mbytes/sec, giving a system input or output rate of 
about 720 Mbytes/sec. 

Figure 5 summarizes the results of some performance 
experiments designed by D. Winsor at the University of 
Michigan, which compare the NCUBE node processor to two 
other representative CPU's with Ooating-point hardware: the 
Intel 80286 (the NCUBE host processor served for this} and 
Digital Equipment Corp.'s VAX-11/780. The measurements 
were made with the NCUBE node and host processors run­
ning under 8 MHz clocks. Extrapolated figures for the 10 
MHz version of the NCUBE node processor now nearing pro­
duction are also given, assuming no wait states. Two widely 
used synthetic benchmark programs were employed in this 
study, the Dhrystone and the Whetstone codes (2,18). The 
Dhrystone benchmark is intended to represent typical sys-
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accelerator 

tem programming applications and contains no Ooating­
point or vectorizable code. The original Dhrystone Ada code 
[18) was translated into a FORTRAN 77 version with 32-bit 
integer arithmetic that attempts to preserve as much of the 
original program structure as possible. This entailed changes 
such as replacing Ada records by FORTRAN arrays which 
produce a substantial performance degradation compared to 
Dhrystone benchmarks in Ada, Pascal or C. However, any 
such degradation here appears to apply uniformly to all pro­
cessors considered, since all were given the same FORTRAN 
source code and used very similar FORTRAN compilers. 
The Whetstone benchmark, which aims to represent scien­
tific programs with many Ooating-point operations, was used 
in a single-precision FORTRAN 77 version that closely 
resembles the original ALGOL code (2). The Dhrystone 
results in Fig. 5 are reported in "Dhrystones per second," 
each of which corresponds roughly to one hundred FOR­
TRAN ·statements executed per second. The Whetstone fig­
ures represent the number or hypothetical Whetstone 
instructions executed per second. It can be concluded from 
the data of Fig. 5 that the NCUBE node processor is quite 
fast and fully meets its performance targets cited above. 

4. S;yetem Software 

The emergence of several commercial hypercube com­
puter has demonstrated the feasibility of constructing low­
cost massively parallel machines. The focus of research can 
now be expected to shift to the issue of how these machines 
can be programmed effectively. Indeed, the recent report on 
the Supercomputing Research Center concludes that the 
absence of appropriate parallel programming languages and 
software tools is the single biggest impediment to the suc­
cessful use of parallel machines (1). The operating system is 
also a major design issue, since memory management and 
interprocessor communication are critical to the functioning 
of the programming languages. Three software issues need to 
be considered. The first is the operating system that is used 
for developing application programs for the hypercube. The 
second is the operating system that provides run-time sup­
port for application programs running on the hypercube 
nodes. The third is the set of application languages to be 
used. 

FORTRAN 
Dhrystones/sec 
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FORTRAN 
Whetstones/sec 

381,000 

476,000 

101,000 

426,000 

Fig. 5. Summary of processor benchmark results. 
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An attractive choice for a development operating sys­
tem that provides the kind of environment al!lllociated with a 
"programmer's workbench" is UNIX. Unfortunately, there 
are two dirrerent versions of UNIX (System V and bad 4.2), 
and a large number of lesser-known variants. This leaves 
the system designer with something of a dilemma: OD the one 
hand UNIX orrers a proven development environment that is 
widely known; on the other hand a UNIX standard has yet 
to emerge. The solution chosen by NCUBE was to develop a 
UNIX-like operating system called AXIS (7) that embodies 
the features common to the major UNIX dialects. Subse­
quent change or additions can be readily made to AXIS 
when a true UNIX standard is agreed upon. There are two 
features of AXIS that we shall elaborate on here because 
they are pertinent to the management or a very large hyper­
cu be. The first is the ability to share files, and the second i11 
1 he way in which the main cube array is managed. 

AXIS runs on the 80286 host procel!lllOr that acts as the 
CPU for each 1/0 board. (Recall that up to eight 1/0 sub­
systems can be accommodated in a 1024-processor 
NCUBE/ten). It provides the large number of utilities for 
editing, debugging and file management that one has come 
to expect in a UNIX-like operating system. Consistent with 
the UNIX philosophy, the file system is the most prominent 
feature of AXIS, and almost all of the system resources are 
treated as files. Massively parallel systems require high 1/0 
bandwidth if they are to be useful for applications that are 
not simply computation-intensive. This problem of 1/0 
management was not foreseen in the earlier generation of 
massively parallel machines, and has proved to be a great 
limitation (10). The ability to incorporate up to eight 1/0 
subsystems in the NCUBE/ten ia intended to avoid this 
problem. However, it introduces the potential for eight 
separate file systems. To avoid this, AXIS provides the 
capability to organize the eight file systems as one distri­
buted file system; AXIS further allows complete systems to 
be networked through iSBX connections to provide a single 
multiuser file system. The principal mechanism for doing 
this is the device directory pointer (ddir). ddirs are items 
that can be placed in a file directory. Instead of represent­
ing a file name, they are pointers to disk drives. Each disk 
drive has a unique device identifier, which includes a •fl•fem 
number, an 1/0 board number, and a drifle number. Within 
a disk drive, the files are organized as a typical UNIX tree. 
ddirs can be placed in the root dinctory or a disk to point to 
the root of the other drives. This permits file sharing across 
all physically connected NCUBE systems. Figure 6 illus­
trates how the directory structure for two host boards, each 
having two physical disk drives, might be organized, if logi­
cal diskO and disk4 are shared systemwide. Typically, the 
device directory of a physical diskO (called "//")will contain 
the following: 

1. 

2. 

3. 

4. 

The name of another directory which acts as the real 
root of the file structures on diskO ("cbO" on host O) 

ddir's for the other drives connected to the same host 

ddir's or disk directories on any other host board in the 
system 

ddir's for disks on any other physically connected 
NCUBE system. Since 1g1tem number ia one of the 
components of a ddir, it can refer to disks on other 
NCUBE systems. 

AXIS manages a hypercube of node procel!lllors as a dev-
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Fig. 8. Distributed files on the NCUBE/ten. 

ice, which is simply one type of file. It can be opened, 
closed, written to, and read from as if it were a normal file. 
AXIS permits users to allocate subcubes that have the 
appropriate size for their application. Thus, one or two 
large problems, or several small problems may share the 
hypercube. This fiexibility greatly increases the system effi­
ciency, and gives a hypercube supercomputer a significant 
advantage over conventional supercomputers. Partitioning 
the main hypercube into subcubes is simplified by the fact 
that each subcube is protected from access by any other sub­
cube. 

VERTEX, the operating system for the hypercube node 
processors, is a small nucleus (ICl!lll than 4K bytes) that is 
resident in each of the NCUBE/ten nodes. Its primary func­
tion is to provide communication between the nodes, in the 
form of send and receive functions that transfer mel!lllages 
between any two nodes in the hypercube. The node proces­
sor has instructions that are used as primitives in the VER­
TEX communication calls, nwrite and nread, which imple­
ment the intemode send and receive functions, respectively. 
The messages transferred by nwrite and nread are arrays 
of bytes having four associated attributes: source, destina­
tion, length and type. The first two attributes are numbers 
in the range 0 to 1023, and indicate the logical nodes being 
used for source and destination. The length attribute is the 
number of bytes in the message; messages as long as 64K 
bytes are supported. Finally, the type attribute can be used 
to distinguish messages, and so permit their selective recep­
tion at a destination node. 

The subroutine nwrite may be represented as 
nwrite {length, meHagea, dell, tgpe, atatua, error} 

where length is length of the outgoing mel!lllage in bytes, me•· 
aage is the name of the buffer from which the message is to 
be taken, de1t is the logical number or the node in hypercube 
that is to receive the mel!lllage, '• ia the type number or the 
message, lfatu. indicates when the mel!lllage has left the 
burrer, i.e. when the burrer is reusable, and error is an error 
code. MCl!lllage. transmission breaks the mel!lllage into packets 



of 512 bytes (or some other user-defined size), and sends 
them to the destination node using the following routing 
algorithm. Assume that in an rt-dimensional cube, the logi­
cal number of the source node is 8• 8a-t •• .8 28 1 and that of 
the destination is d. d._1 ... d 2d 1. The bit-wise exclusive-or 
x,. x,._1 ••• x 2x 1, of the two numbers is formed as follows: 
Xj =si@di for i = 1, ..• ,n. The values of the Xj 's are used 
to control the routing process. Those values of i for which 
Xj =1 indicate the dimensions that must be traversed to 
transfer a message from source to destination. The routing 
algorithm was chosen for its simplicity; however, as noted by 
Valiant [17), there is a potential for congestion in some situa­
tions. He defines an alternative routing algorithm that 
avoids congestion by routing each message to a randomly 
chosen node; from there the message is forwarded to its ori­
ginally intended destination. The randomization assures 
that message congestion at nodes will be dispersed. Unfor­
tunately, Valiant's router does not perform as well as the 
straightforward algorithm in many routine parallel process­
ing tasks, and its more complex implementation require­
ments discouraged use of it in the initial NCUBE/ten design. 
Future insights into the behavior of parallel algorithms may 
change this, however. 

In addition to determining the routing path, VERTEX 
must perform the store-and-forward function at each node 
along the path. At the destination node the message is 
placed in a queue that is allocated from a heap of 20K bytes. 
The receive function, which can be represented by 

nread {length, meuage, aource, twe, 1tatu1, error) 
looks for the first message from aource of type twe in the 
input queue, and copies it to buffer meaaage. Don't care 
conditions are indicated for aource or type by setting these 
parameters to -1. This allows the next message from a par­
ticular source to be received regardless of type, it allows the 
next message of a particular type to be received from any 
source, and it allows the next message of any type from any 
source to be received. Messages with negative types other 
than -1 are system messages for VERTEX and are used for 
process control at a node, e.g., for node program debugging. 
In summary, the calls nwrite and nread provide a fast 
intemode message communication mechanism. The main 
contributers to this speed are the machine instructions pro­
vided explicitly for intemode communication, and the fact 
that messages enter nodes through DMA channels. 
Measurement of the intemode communication performance 
of the NCUBE system is presently under way. 

The current NCUBE/ten application languages, apart 
from the node and host assembly languages, are FORTRAN 
77 and C. The choice of FORTRAN 77 and C was made 
because the computer is targeted for a user community 
interested primarily in scientific problems; this group has 
traditionally programmed in FORTRAN. Compilers for 
other languages, including Occam, are presently being 
developed. The programming model adopted for the initial 
set of languages (FORTRAN and C) is a simple extension of 
the conventional uniprocessor model. Each node is treated 
as a separate processor. No symbols are shared between 
nodes: the naming scope is contained within a node. Values 
of variables are shared by calls to the VERTEX subroutines 
nwrite and nread. 

6. Conclusion 

Hypercube architectures are well suited to implement-
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ing massively parallel supercomputers, given the constraints 
imposed by current technology. They offer an unusually 
good combination of high node connectivity, software fiexi­
bility, and system reliability. The NCUBE/ten is an exam­
ple of a new generation of low-cost and compact hypercube 
machines with the capability of supercomputing perfor­
mance. Unlike earlier machines, it exploits the inherent 
homogeneity of the hypercube to provide a multiuser UNIX­
like programming environment, along with support for 
extremely high 1/0 data-transmission rates. 
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Abstract 

The concept of scalability is important for the next 
generation of super-multiprocessors. Two aspects of 
scalability of an architecture are resource scalability and 
application scalability. Both types of scalabilities are 
qualitative measures of goodness of an inductive architec­
ture [4]. The application scalability measures the utilization 
of resources and the efficiency of execution of application. 
The resource scalability is a measure of growth rate of ar­
chitectural properties. 

In this paper, the resource scalability characteristics of 
the hypercube architecture are assessed and the concept of 
application scalability is applied to it in the context of a bi­
nary tree structured application graph. The criterion used 
is the utilization of processing nodes. Results are also 
derived for a modification of the application graph. A 
logN1 time complexity distributed algorithm that can be 
used to set up the modified structure is outlined. This algo­
rithm is shown to be useful for handling a single node fault 
in the architecture as well. 

1 Introduction 

An important consideration in designing an architec­
ture for a super-multiprocessor system is its scalabilities 
(4,5]. We recognize two types of scalabilities: resource 
scalability and application scalability. 

By resource scalability we imply the asymptotic 
growth rates of architectural properties and their associated 
costs. The smaller the cost, the better scalable is the ar­
chitecture. For example, the multistage interconnection net­
works such as the omega, the banyan and the baseline are 
preferred for multiprocessor systems over the crossbar for 
the reason that these networks scale better than the 
crossbar. The hardware cost increases as NlogN for these 
networks compared to N2 for the crossbar, for N intercon­
nected resources. 

Application scalability is a measure of utilization of 
architectural resources and efficiency of execution for a par-

1Throughout this paper, unless otherwise specified, logN is used 
as short for log2N. 
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ticular application under asymptotic growth in their size. In 
other words, it is a measure of optimality of mapping be­
tween the application and the architecture for all sizes. 
This concept is of relevance for inductive architectures [4], 
which are regular in structure and have the number of 
processing resources as a parameter. Some examples of in­
ductive architectures are TRAC [13], PASM [14], Hypercube 
[3], CHiP [15] etc.. For these, the mappings can be 
evaluated as a function of size. By evaluating their applica­
tion scalability, we can predict the asymptotic execution be­
havior of an application. 

Consider an application mapped on a given architec­
ture. The mapping results in certain utilization of resources 
and execution efficiency. If, when the architecture and the 
application are equally increased in size, the same utilization 
and execution efficiency is achieved, the architecture is con­
sidered to be well scalable with respect to that application. 
Of course, in some cases, a drop in execution efficiency can 
be allowed if it is the result of increased hardware delays. 

It is not sufficient for a super-multiprocessor architec­
ture to have good resource scalability; it must also have 
good application scalability for a number of applications. 
For instance, a bus oriented architecture has excellent 
resource scalability, but its bandwidth is exceeded for even 
modest communication requirements per processor, as the 
number of processors is increased beyond a certain value. 
The evaluation process should therefore account for ar­
chitectural constructs embedded in software as well as 
hardware. These include, but are not limited to, software 
communication switches, polling routines, priority encoders, 
data translators, etc.. If these constructs are not accounted 
for, they may result in bottlenecks and degraded perfor­
mance as the application grows in size. 

The evaluation of application scalability of an ar­
chitecture involves mapping of an application graph on the 
architectural topology. Conventionally, the mapping im­
plies embedding of an application graph within the resource 
graph of the supporting architecture. The mapping problem 
arises because the two graphs are topologically non­
isomorphic [6]. The solution results in assignment of one or 

· more computation nodes of the application graph to a 
processing node in the system such that the processing and 
storage requirements are satisfied. 



We have chosen an application graph which has the 
structure of a balanced binary tree. Binary tree graphs are 
fundamental structures and appear in several computation 
graphs. They naturally result from divide and conquer 
methodology of formulating parallel algorithms for sorting, 
merging and min-max problems. A binary tree based algo­
rithm is used for the recursive doubling method of comput­
ing a global histogram [7]. The Dictionary Machine of Atal­
lah and Kosaraju uses a binary tree structured machine ar­
chitecture [8]. Binary tree structures result from search 
trees in inference systems. Horowitz and Zorat suggest ap­
plication of binary tree shaped interconnection networks for 
multiprocessor systems [9]. It would therefore be interesting 
to see how such an important computational topology is 
supported on a popular architecture. 

Recently, substantial attention has been given to the 
hypercube architecture for multiprocessors [l, 2]. Many ap­
plications have been successfully implemented on it and im­
pressive speed-ups have been obtained [3]. Most previous 
architectures have failed to furnish respectable speed-ups for 
more than just a few applications. On the other hand, the 
hypercube architecture seems to have lived up to its promise 
of being a good supporting architecture for a wide variety of 
application areas. This effectiveness of the hypercube ar­
chitecture is seen to derive from the rich internode connec­
tion topology afforded by the underlying graph. But, before 

hypercube topology can be considered as a defining topology 
for a future generation super-multiprocessor, its resource 
scalability should be evaluated. Also of consequence to its 
applicability for a dedicated high performance computing 
engine is its application scalability for the targeted use. Bi­
nary tree structured algorithms being so common in the area 
of parallel processing, we focus here on their scalability on 
the hypercube. 

2 Resource Scalability of Hypercube 
Architectures 

A boolean or binary hypercube graph of order n 

(alternately called n-cube) has 2n nodes connected with 
edges as defined in Appendix I. Figure 1 shows an example 
of a hypercube of order 3. In a hypercube based mul­
tiprocessor, nodes of the graph are occupied by independent 
processing elements. The edges between the nodes represent 
the point-to-point communication links between the proces­
sors. Each link or edge is dedicated to the corresponding 
node-pair. In some architectures, like the Intel's iPSC Sys­
tem, there is a separate processor called the Cube Manager 
to coordinate the parallel execution of a job [10]. The Cube 
Manager is connected to the processors in the cube by a 
broadcast bus for global communication, I/O and control. 
However, the concepts of Cube Manager and the global bus 
are not inherent to the hypercube architecture, and we will 
therefore ignore them. We will use the well-known rectan­
gular, multistage, single-sided interconnection networks 
(MSINs) such as banyan, omega and baseline as a reference 
when comparing properties. These networks have been 
shown to be topologically isomorphic in [18]. We assume in 
this paper that the MSINs have logN stages of N/2 switches 
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each, and that switches allow "turn-around". Thus a mes­
sage going from one processor to another travels a certain 
number of levels into the network and then turns around 
and travels to the destination in the reverse direction. 

2.1 Communication Interface Costs 

Each processing element in an n-cube has communica­
tion links to n other processors. If we focus on the number 

of processors, N = 2n, in the cube, then there are logN 
communication interfaces on each processor. Thus the total 
communication interface cost of the network is NlogN. This 
is the same as the cost of the MSINs, although there is one 
minor difference: when the size of the hypercube is doubled, 
each of the original nodes has to be modified to allow one 
more communication link. The nodes of the original cube 
could be provided with ports for extra links, and when the 
cube is doubled, one of these could be utilized. However, it 
is important to remember that modification is necessary 
throughout the original system in the case of hypercube; 
whereas in the multistage network architectures, the 
modifications are localized to the boundary of the original 
system. 

2.2 Communication Reliability 

The communication reliability of the hypercube 
(n ~ 3) is better than that of the MSINs. For them, un­
less extra stages are specifically provided for [16, 17], there 
are a constant number of disjoint paths (= out-degree of a 
node) between two processing nodes. On the other hand, in 
the hypercube architecture, there are (logN) disjoint paths 
available for any given pair of nodes [11]. 

Note that, in the hypercube architecture, the number 
of contingent paths and the reliability of interprocessor com­
munication increases with logN, while those for the MSINs 
remain constant. Thus for the hypercube architecture, the 
communication reliability also scales better than that for 
the multistage networks. 

2.3 Interprocessor Distance 

The diameter of a network can be defined as that of 
the underlying graph structure in which the processing 
resources and switches are represented as nodes and the 
communication paths are represented as edges. For a graph, 
the diameter is the maximum distance between any pair of 
nodes. For the MSINs, the diameter is equal to twice the 
number of stages in the network; that is 2logN. For a hy­
percube network, the message passes at most logN links be­
fore reaching the destination [12], since for any given node, 
there is one node which is at distance logN from it. So for 
the hypercube, the diameter scales as logN. 

It can be shown that the average distance from a given 
node, of all nodes including itself, is 2(logN-l) + 2/N, for 
MSINs. The same is logN/2 for a hypercube. Thus, under 
asymptotic growth, although both scale as logN, the hyper-



cube has a better scaling coefficient2. 

3 Application Scalability for a Binary Tree 

For the sake of this analysis, we will assume that the 
binary tree application is the sole task being executed in the 
system. Under this condition, we would like to execute the 
largest possible size of the application. Ideally, we would 
like to utilize the hypercube architecture fully, so that when 
the architecture and the application are scaled, no wastage 
results. If that is not possible, a constant resource overhead 
is allowable since the percentage of overhead would diminish 
with equal increase in the application size and architecture. 
The overhead that grows linearly with the number of nodes 
in the hypercube is unacceptable. 

Let us consider mapping a binary tree on an order n 
hypercube. A balanced binary tree with n levels of nodes 
(called in this paper an n level tree), has a total of N-1 
nodes of which N/2 are at the leaf level. It should therefore 
be possible to map an n level binary tree on an n-cube. This 
would result in all but one of the nodes being utilized and 
would represent constant under-utilization. If such mapping 
is possible for all n, the binary tree application could be con­
sidered well-scalable on a hypercube architecture. We ask 
precisely this question: Is such mapping possible? 

It is possible to map a two-level binary tree on a 2-
cube that has a square topology (See Figure 2). For all 
n ~ 3, it is impossible to map an n level binary tree on a 
hypercube of order n. Appendix I contains the proof for this 
result. For n ~ 3, the largest sized binary tree that can be 
mapped on an n-cube is of n-1 levels. Thus the tree oc­
cupies only about half (2n-l_1) nodes out of the 2n available. 

Resultant under-utilization of computing resources is 2n-1+1 
nodes, which is slightly more than 50%. In terms of the to­
tal computing resource available in the system, the overhead 
is linear and therefore unacceptable. 

Proof that an n-1 level binary tree can be mapped on 
an n-cube forms a part of Appendix II. In fact, two n-1 
level binary trees can be simultaneously mapped on an n­
cube. 

The result obtained in Appendix I tends to question 
the suitability of hypercube topology for super­
multiprocessor architecture on the grounds that it cannot 
support the scaling of a fundamental application. A ques­
tion we may ask is: Is it possible to modify the application 
graph such that the new structure scales well on the hyper­
cube architecture without introducing overheads that grow 
inordinately? 

Appendix II shows that it is indeed possible to slightly 
modify the original tree graph and make it well-scalable on 
the cube. That is, a modified n level tree is optimally map-

2Certain other multi-tree networks, like the KYKLOS (19], are 
known to offer average interprocessor distances which are better 
than that for the MSINs. 
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pable on an n-cube. By the introduction of a single two­
degree node as a son of its root, and thereby stretching (or 
equivalently double-rooting) it, the tree can be made to util­
ize the cube completely (see Figure 3b). The extra node so 
introduced is used only for communication between the root 
and one of its sons. It is interesting to note that only one 
such node is required for any n. This node therefore 
represents a constant overhead for all n ~ 3 which 
diminishes in percentage as n becomes larger. 

Since each processing node in the cube accommodates 
a single computation node of the tree, equal increase in sizes 
of both application and architecture does not change the 
computational load on an individual processor. Upon scal­
ing, the links between the processors continue to correspond 
to edges between neighboring nodes in the tree on a one-to­
one basis and handle the same level of traffic as before. 
This ensures that the computational efficiency of the ap­
plication too does not drop significantly, although a con­
stant time is added because of the communication through 
the spacer node. 

4 A Distributed Tree Set-Up Algorithm 

In the previous section we saw that an n level 
stretched binary tree can be mapped onto a hypercube of or­
der n. In order to prove that result, we have introduced 
transformations of the node labels. It is possible to use 
these transformations, namely FT3 and BT3, to obtain a 
distributed algorithm to set up the referred mapping. This 
algorithm has practical importance for executing a binary 
tree shaped application on a hypercube. It is used first to 
set up the communication topology among the processors of 
the cube, and then the application is executed. The algo­
rithm does not require that the entire system be configured 
as a tree. It works as well within any subcube of the overall 
system. The algorithm is explained below. 

The algorithm is executed by each processor in the hy­
percube. It is divided into two phases; namely compute and 
distribute. During the first phase, the nodes of the cube 
compute the loci of the mapped trees as they are trans­
formed and merged to form larger trees. In the second 
phase, the port configurations of the nodes forming the final 
tree are sent to the appropriate nodes of the cube. 

The algorithm starts by setting up initial 2n-3 three 
level trees having a predetermined configuration. That is, 



every node in the cube is a member of a three-level tree; its 
position in the tree is determined by the least significant 
three bits of its ID. Each three-level tree is defined over a 
set of eight nodes which have identical n-3 most significant 
bits. The configuration of these trees are shown in Figure 5. 
The labels of the nodes of these mapped trees are henceforth 
referred to as virtual addresses. At each successive itera­
tion of the algorithm, trees are merged to form larger trees 
until eventually the final tree is attained. These inter­
mediate trees are not realized by activating links between 
appropriate nodes in the cube. However, the cumulative in­
formation available in the cube is sufficient to make this 
possible. 

At the outset, the virtual address of a tree node cor­
responds to the label of the physical node in the cube to 
which it is mapped. After this, the physical nodes compute 
the loci in the n-cube of these initial tree nodes as the map­
pings are transformed and merged to form larger trees. At 
the end of the compute phase of the algorithm, each physi­
cal node holds the node label to which the virtual address 
would eventually be mapped, and also the port assignments 
required at this final node to configure the tree properly. 
These port assignments are relayed to the final node during 
the distribution phase of the algorithm. 

For an n level tree in an n-cube, O(logN) iterations are 
required, and if we assume no collisions during the distribu­
tion phase, it too is O(logN) long, since each node in the 
cube emits one message. It therefore implies that the algo­
rithm is of O(logN) time complexity. The algorithm is 
given in Appendix III. 

6 Tree Mapping in Presence of a Node 
Fault 

We consider here the mapping of a stretched binary 
tree topology in presence of single node faults. We make an 
assumption while formulating the strategies: the knowledge 
of this failure is global. That is, all processing nodes know 
before hand the label or Id of the failed node. This prior 
knowledge is not essential, and an algorithm to distribute 
the labels of the failed nodes can be formulated if necessary. 

We will first consider a multiple step approach where 
each step represents one mapping of a portion of the com­
putation graph and its subsequent execution. Clearly, an 
n-1 level sub-tree with a spacer node occupies 2n-l nodes 
and thus is mappable into half of a hypercube of order n. 
By utilizing this partitioning of the cube, the corresponding 
computational graph must be segmented into three com­
ponents: the root, the left sub-tree and the right sub-tree. 
In this way, each sub-tree segment of the graph can be 
mapped onto the valid half partition of the cube in which no 
nodes are faulty, while the faulty node is isolated to the 
other half. 

Because the proof in Appendix II works inductively for 
successively higher order cubes, the reverse fragmentation to 
lower cubes follows directly, provided the cube partition is 
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done on a dimensional boundary. Remembering that each 
successively higher order cube adds one bit to the node ad­
dresses, a mapping partition can consist of all nodes whose 
high order bit is the complement of that of the faulty node. 
In this way the problem is reduced to that of mapping a 
sub-tree to a subcube. Figure 6 shows the valid half of the 
cube as those nodes with the high order bit in their labels to 
be 1 since it is assumed that the faulty node has a 0 as the 
high order bit of its label. 

The disadvantage with this approach, however, is that 
it may lead to a three-step process of map-and-execute (left 
tree, right tree and then root), and additionally, because of 
a single faulty node, 2n-l_1 nodes are left unutilized. This 
seems a high price to pay to avoid a fault. We now address 
the question of whether one can map-and-execute in a single 
step. 

A three-level tree with the spacer node is shown in 
Figure 5. In this figure, we can see that the root of the tree 
occupies physical node ID 000 and the spacer node ID is 100. 
After mapping, only one node within the cube has no cor­
responding computational requirement in the stretched tree. 
We observe that the spacer node (8100 in Figure 4a) has as 
its only responsibility, the communication of results from 
the right sub-tree to the root. Certainly, this communica­
tion is an essential part of the computation graph. But, 
8100 is not the only node linking 8000 and 8110 within the 
hypercube, and because the node 8010 likewise links them, 
it could be used instead. 

Let us assume for the moment that we have a means 
to "force" the faulty node to be 8100. In this way, all com­
putation nodes are mapped to working processors and 8010 
doubles as both a computation node and an alternate link 
from the right sub-tree to the root (see Figure 9). In all of 
the tree algorithms discussed, at the time when this com­
munication is needed all members of the right sub-tree have 
completed their computation and gone idle. This implies 
that no timing conflict arises as a result of this dual role for 
8010. 

The remammg open question concerns the ability to 
•force" the faulty node to the spacer node. We answer this 
question via an example of a 3-cube. The method can be ex­
tended easily to an n-cube. 

We will assume a single fault at node 001, which ac­
cording to the mapping in Figure 7, is a computational 
node. We assume that the faulty node address (001) is 
available to all nodes in the cube. We now provide a means 
to remap the initial three level tree such that the fault will 
map to a logical node 100 and all other nodes will be trans­
formed through three dimensional space conserving their ad­
jacency relationships. 

Figure 8 shows that an XOR bit mask controls the 
reflection or non-reflection of each bit in the node label. If 
the bit in the mask is 0, no reflection occurs; but if it is a 1, 
then a pair of node labels are swapped in that dimension. 



Thus, a remapping of the labels occurs, but adjacency is 
preserved. This mask can be generated by taking the ex­
clusive OR(XOR) between the fa.ult node id a.nd the spacer 
id {100). The XOR of this mask and each node id create 
virtual addresses which force the fault to be mapped to the 
spacer node as shown in Figure 9. 

The above method can be extended to an n-cube if we 
can designate a particular label as that of the spacer node. 
The tree set-up algorithm of Appendix III always produces a 
spacer node at SlOO, where S is a string of n-3 zeros. Thus, 
in the case of an n-cube, all nodes use their own physical 
labels as virtual addresses to start with. Subsequent to the 
tree set-up algorithm, the resultant virtual addresses are 
XORed with the mask to obtain an appropriate tree with a 
spacer node mapped onto the faulty physical node. 

6 Summary and Conclusions 

In this paper the concept of application scalability was 
introduced and applied to an example of a hypercube ar­
chitecture and a binary tree application. For inductive ar­
chitectures like the hypercube, application scalability is an 
indicator of how well a given application will be supported 
with increasing sizes. The parameters of interest, while 
evaluating application scalability, are utilization of 
hardware resources and efficiency of execution. The first of 
the parameters is evaluated by mapping a maximum sized 
application graph onto the architecture graph and perform­
ing a calculation of the utilization as a. function of size. The 
second is analyzed by measuring the growth of computation 
and communication delays as a function of size. 

It was concluded that a balanced binary tree is not 
well scalable on a hypercube. It was also proved that a 
stretched binary tree results in a scalable mapping giving 
near 100% utilization of processing resource in the architec­
ture. In addition, an O(logN) distributed algorithm was 
derived to generate a stretched binary tree in the hypercube. 
The tree construction algorithm was also shown to be 
adaptable to generate a mapping in presence of a single 
node fault by augmenting it with a subsequent fault­
avoidance step. 

Of the two approaches evaluated for executing the tree 
application in the presence of a single node fault, one 
provides complete utilization of fault-free nodes for an n 
level tree in an order n hypercube. Thus, even with single 
node fault, the binary tree application can be mapped and 
run with virtually no degradation in performance. 
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Appendix I 

Definition: A hypercube of order n (an n-cube) is an un­

directed graph with 2n vertices labelled 0 through 

2n-1. There is an edge between a given pair of ver­
tices if, and only if, the binary representation of their 
labels differ by one and only one bit. Hypercube of or­
der 3 is shown in Figure 1. 

Definition: Parity of a node is odd or even and is deter­
mined by the number of 1 's in the label of the node. 

Lemma 1. If nodes a and b a.re connected by an edge, a and 
b have opposite parities. 

If we try to map a binary tree on a hypercube, we can 
observe the following lemma: 

Lemma a: The node parities alternate over the levels of a 
mapped binary tree. 

We now count the number of odd and even nodes 
necessary to map a binary tree, and the number of odd and 
even nodes available in a hypercube: 

By symmetry, the number of odd and even nodes available 
in the hypercube is the same and is half the total number of 

1 
nodes, that is i<2n) = 2n-l. For a binary tree, we get the 

following values: 

Case 1: n is even. 
1 

Number of even nodes= 2°+22+ .... +2n-2 = a{2n-1) 

1 3 2n-l :i.,n l) Number of odd nodes = 2 +2 + .... + = 3'~ -
Case 2: n is odd. 

1 
Number of even nodes= 2°+22+ .... +2n-l = a(2n+l_l) 

2 
Number of odd nodes = 21+23+ .... +2n-2 = a(2n-1-I) 

In both cases the number of even and odd nodes required by 
the tree do not match those of the cube. This completes the 
proof. 

Appendix II 

Figure 3a shows a binary tree of n=3. The figure also 
shows the even and odd levels of the tree, assuming level 0 
of the tree is at an even level. Figure 3b shows the con­
struction of a 4-level tree out of two 3-level trees using an 
extra node at level 1 of the right hand subtree. The resul­
tant tree has equal number of odd and even nodes which can 
be matched by those in a 4-cube. The following is a con­
structive proof that such a mapping is possible for n ~ 3. 

Definition: An n-cube is said to be k-dimensionally trans-
formed when k bits in the la.be! of each node of the 
cube are transformed according to a transformation. 
(Note that the bits undergoing transformation need 
not be contiguous.) 



We define two 3-dimensional transformations, FT3 
and BT3, as shown in Table 1. The x., x. and xk are the 

""al 1 l J origm va ues of the bits, and y., y. and yk are the cor-
1 J 

responding resultant values.3 

Definition: Distance between a pair of nodes in a graph is 
the minimum number of edges that have to be 
traversed when going from one node to the other. For 
an n-cube, this is also equal to the number of bits by 
which the binary representations of labels of the two 
nodes differ [11). The adjacency in an n-cube is the 
distance relationship of a node with the rest of the 
nodes in the cube. 

We state the following two theorems proved in (12). 

Theorem 1: The FT3 preserves cube adjacency. 

Theorem~ The BT3 preserves cube adjacency. 

We can now state the following corollaries: 

Corollary !:. Nodes with distinct labels map to distinct 
resultant labels. 

Corollary ~ Ir two nodes are neighbors and thus have 
labels differing in one bit position, their new labels 
after the transformations also differ in one bit posi­
tion. Thus, neighborhood between the two nodes is 
preserved. 

Theorem!;, A graph G mapped on an n-cube remains un­
changed in structure after the transformations. 

~ The proof follows as a direct consequence of corol­
laries 1 and 2, and is given in [12). 

We can therefore state the following corollary: 

Corollary !;, The transformations FT3 and BT3 preserve a 
tree structure mapped on an n-cube. 

Theorem 1:. A stretched binary tree (of the form shown in 
Figure 3b) of n levels can be mapped on an n-cube, for 
n ~ 2. 

~ The case for n=2 is trivial. The case of n=3 is 
shown in Figure 5. The construction of a four level 
tree from a pair of 3-cubes can be found in [12). We 
will now describe the inductive step. We assume that 
an n level stretched binary tree, as shown in 
Figure 4a, is mapped on an n-cube. To obtain an n+l 
level tree in an n+l-cube: 

• Duplicate the cube and the mapping. See 
Figure 4b. 

3The two transformations define two of the many rigid trans­
formations of a 3-cube. The rigid transformations include rota­
tions and reflections of the original cube structure which preserve 
the adjacency between its nodes. 
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• Apply FT3 to the duplicate mapping using bit-2 
as xi, bit-1 as xj and bit-0 as xk to obtain a new 
mapping as in Figure 4c. 

• Form an n+l-cube by connecting the nodes with 
like labels in the two n order subcubes. Append a 
0 to the left of labels in the original subcube and 
a 1 to the left of those in the duplicate subcube 
(see Figure 4d). 

• Deallocate links: OSlOO-OSllO and lSlOO-lSOOO, 
and allocate links: OS~lSOOO, OSllO-lSllO and 
OSlOO-lSlOO. See Figure 4e. 

•Apply the BT3 to the n+l cube to obtain an n+l 
level stretched binary tree rooted at OSOOO. 
While applying the BT3, use the most significant 
bit as xi, the third least significant bit (bit-2) as 

xj, and the least significant bit (bit-0) as xk. 
Replace the string OS by S' to obtain a structure 
similar to the base structure we started with. See 
Figures 4f and 4g. 

Appendix ill 

The tree set-up algorithm uses the following variables: 

current-port: Every node in the cube has logN ports, each . 
corresponding to a bit position. This variable keeps a 
running pointer to the current bit position being con­
sidered. 

physical-id: Original label of a node. 
current-id: A node label during current iteration. 
port-relation(l..logN): An array of values specifying the 

current active connections of a node. All are initial­
ized to •null• (inactive). 

Following values are assigned to port-relation{i) vari­
able: 

No active connection. 
Connection to •father• node. 

The following is the compute phase of the tree set-up algo­
rithm. This is followed by a distribution phase during 
which the connectivity information is sent to the ap­
propriate physical node specified by the current-id variable. 

for-all nodes do 
begin 
current-id= physical-id; 
{Set up 2n-3, 3 level trees.} 
case current-id( bits: 2 .. 0) of 

0: port-relation(O) = port-relation(2) = •s•; 
1: port-relation(O) = 11f•; 

port-relation(!)= port-relation(2) = •s•; 
2: port-relation(2) = 11 f•; 
3: port-relation(!)= •f0 ; 

4: port-relation(!)= 0 s 11 ; 

port-relation(2) = •f0 ; 

5: port-relation(2) = 11f•; 
6: port-relation(O) = port-relation(2) = •s11 ; 

port-relation(!)= •f•; 
7: port-relation(O) = 0 f•; 



end-case 
for current-port= 3 to logN-1 do 

begin 
{Form larger trees iteratively.} 
if (current-id( current-port)= 1) then 
begin 
Apply FT3 to current-id's bits 2, 1 a.nd O; 

end 
if (Bits 3 through current-port-I a.re 0) then 
begin 

case current-id( bits: current-port, 2, 1, O) of 
0: port-rela.tion(2) = •f0 ; 

port-relation(current-port) = •s•; 
4: port-relation(2) = •s 0 ; 

port-relation(current-port) = •sn; 
port-relation(!)= "null•; 

6: port-relation(!)= "null•; 
port-relation(current-port) = 0 f•; 

8: port-relation(2) = •null"; 
port-relation(current-port) = •f•; 

12: port-relation(2) = •null"; 
port-relation(current-port) = •f•; 

14: port-relation(current-port) = •s•; 
end-case 

end 
Apply BT3 to bits current-port, 2 a.nd 0 of current-id; 
end 

end 

[l] 

[2] 
(3] 

(4] 
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ABSTRACT 

We present systolic frf'P a.rchit~rtures for data structures 
such as stacks. queues, pnorit y qu("U("s1 deques and dictionary 
machines. Except for the dictionary machine, all data structures 
have a unit response time. In ear h node of the tree the mechanism 
for controlling the transmission and distribution of data is a finite 
state machine. The depth of a tree with n data elements is O(log 
n). For stacks, queues. and deques. no compress signals are 
required. 

1. Introduction 

Several researchers have explored systolic machines for 
implementing data structures. Leiserson [LEl79l. and Guibas and 
Liang [GUI82I have given linear syst.olic array implementMions of 
priority queues. stacks and queues. Ottman et. al. IOTT821, Atal­
lah and Kosaraju'ATAl\5. and Somani and Agarwal ISOM85: 
have shown that dictionary operations can be implemented on a 
tree. These schemes require additional clock cycles[LEl79llGUl82]. 
or extra connectionslOTT82.. or storage of several addresses 
(ATA8.'i'. 

This paper presents a r"lat.ively uniform approach t.o han­
dling several types of dat.a structures. All the data struct.ures use 
finite stat<' control. and with exception of the dictionary machine, 
have a unit. response time. The response time of the dictionary 
machine is O(logn). The input and output in these machines is 
done through the root of a tree Throughout. this paper, n is the 
number of data elements rn the tree We will first present a tree­
based implementation of st arks. queues and deques. Using a dif­
ferent approach. a priont.y queue and a dictionary machine are 
developed with a wide repertoire of operations. Compress cycles 
are necessary in the second approach to allow successive deletions. 

2. Stack, Queue, Deque 

An output restricted deque(Knuth[KNU68]), shown in Fig­
ure 1. is a dat.a struct.ure which permits insertions to both the front 
and the rear. Delet.ions. however. are only permitted from the 
front. The output-restricted deque is a generalization of both the 
st.ack and thP queut- since restrirting insertions from the rear 
makes this a stack while restrirt.ing deletions from the front makes 
this a queue. 

Consider a binary tree each of whose nodes has a data 
register for storing data. a buffer for pipelining instructions to its 
children, and two flags. The root of the tree corresponds to the 
front of the output. restricted deque An instruction entering a 
node is executed. and the instruction to be pipelined is stored in 
the buffer of the node In the next cycle, the buffer contents is 
sent to either the left rhild or the right child. 

l Research support .. d in part by NSF Grant MCS 8S-04.7S6. 
2 Research supported in part by GE and DEC. 
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There are two insert inst.ruction'- a Stack Insert (SI) and a 
Queue lnsert(Ql). A Stark Insert into a node causes the inserted 
value to be storPd in tht> node. while the previous contents are 
directed to one of th<' children. A Queue Insert causes the inserted 
data to be pipelined '"' one of the rhildren while retaining the con­
tents of the data register. Each node has t.wo binary flags, a queue 
flag(QF) and a stark flag(SF). When an empty node receives an 
insert instruction. its flags are assigned 0. In every non-empty 
node a stack insertion is directed towards the left(right) subtree if 
the SF is 1(0). A queuP insert is d1rert.ed left(right} if the Queue 
Flag(QF) is 0(1). A deletion is from the left(right) subtree if the 
SF is 0(1). The SF is complemented if either a Stack Insert or a 
Delete enters a node. while the QF t> complemented if there is a 
Queue Insert. Th<> behaviour of the output restricted deque is 
given in Table 1. Figure 2 shows the evolution of the out.put res­
tricted deque under a sequence of instructions. A deque can be 
implemented by combining two output restricted deques [CHA85]. 
The complete implementation of the stack and queue is also 
described in iCHA85i. 

3. Priority Queue 

In our tree implementation of a priority queue and a dic­
tionary machine. each node stores upt.o three data elements. Data 
is 'snaked' as in IATA8Sl. Balancing the tree is achieved by a. flag 
at each node. All operations can be pipelined. 

First let us consider the priority queue. Our implementation 
supports Deletemax and Deletemed in addition to Insert and 
Deletemin. Deletemin. Deletemax and Deletemed applied to a 
node x remove the smallest. largest and the fn/ 21th smallest (i.e. 
median) elements from the list of data elements contained in the 
subtree generated by x. 

Every node x has three storage regist.ers (L(eft), M(iddle) 
and R(ight)), the contents of which are denoted by x.L, x.M and 
x.R. Each non-leaf node x has x.L. x.M and x.R as the smallest, 
median and largest data elements respectively in the subtree gen­
erated by x. A non-leaf node is called "balanced" if the number of 
data elements of its left subtree is equal to that of its right sub­
tree. A node is called "right biased" if its right subtree has one 
more data element than its left subt.ree. Every node is either "bal­
anced" or "right biased" which is denoted by a flag. If a node x 
does not contain three data (i.e. it is a leaf nude), insert and delete 
operations at that node are obvious. For example, if x has two 
data. elements, x.L and x.M, and if I\Y] is to be executed, we only 
need t.o adjust x.L, x.M, and x.R. accordingly. No instruction will 
be pipelined further. 

Consider operations on a node x which has three data ele­
ments. First consider IiYJ applied at a node x with the left child y 
and the right child z. Temporarily. we ignore the balancing. 
(case 1) If Y· x.L. x sends l[x.Li to its left child y and sets x.L to 
Y. 
(case 2) If x.L< \, x.M, x sends I Yi to its left child y. 
(case 3) If x.M' Y· x.R. x sends I!Yi t.o its right child z. 
(case 4) If Y>x.R. x sends I!x.RI t~ its right child z and sets x.R 
to Y. 



Now we consider the balancing. If a node is balanced and 
sends an insert instruction to its right child, or if it is right biased 
and sends an insert instruction to its left child the node simply 
changes its flag. Otherwise, thr trer needs to be balanced. To sim­
plify the description, we assume that. if a leaf node w has only one 
element. then w.L~w.M. Also, if a leaf node has two data ele­
ments, they are stored in the registers Land R, accordingly. 
(i) If node x is balanced before the insertion I[Y] is applied and 
Y <x.M, an insert instruction must be sent to its left child (as in 
case 1 and 2) above. The following modification is therefore 
required. 

1. x sends IJx.M] to its right child z and sets x.M to 
max(Y,y.R). 

2. If Y <x.L, x sends an instruction IRJx.L] to the left 
child y and sets x.L to Y. (The instruction IR[b] 
when applied to a node y will delete y .R and insert 
bat y). 

If x.L<Y <x.M and Y ;·y.R, then no instruction is sent 
toy (note that x.M is set to Y). 

If x.L< Y <.: x.M and Y < y .R., then x sends IR[Y] to its 
left child y (note that x.M is set to y.R) 

3. x changes its flag to 1. 

(ii) If x is right. biased before I[Y] is applied and Y>x.M, then the 
following modification is necessary because an insert instruction 
must be sent to its right child. 

1. x sends I[x.M] to its left child y and sets x.M to 
min(Y,z.L). 

2. If Y>x.R, x sends an instruction IL[x.R] to its right 
child z and sets x.R to Y. where an instruction IL[W] 
applied at node z will delete z.L and insert W at z. 

If x.M<Y <x.R and Y <..z.L. then no instruction is sent 
to z (note that x.M 1s set t.o Y). 

If x.M<Y <x.R and Y ·z.L. then x sends ILJY] to its 
right child z. 

3. x changes its flag to 0. 

As shown above, some insert instructions may generate 
instructions IL and IR in the next stage. Let us consider the pro­
cess of ILJY] at node x. IR[Y] can hr executed similarly. If node x 
is a leaf node, IL[Y] simply deletes x.I, and inserts Y into node x. 
Consider an IL[Y.] to a nonleaf node x with left child y and right 
child z. 
If Y <y.L, x.L is set to be Y and no further processing is necessary. 
Otherwise, x sets x.L toy.Land does the following process: 

(a) lfy.L<Y<x.M, x sends IL1Yi toy. 
(b) If x.M<Y <z.L, x sends IL[x.M) toy, sets x.M to Y. 
(c) If z.L<Y<x.R, x sends ILix.Ml toy, sets x.M to z.L and 
sends ILJY] to z. ' . 
(d) If Y>x.R, x sends ILJx.MJ and IL[x.R[ to y and z respec­
tively, and sets x.M to z.L and x.R to Y. 

Note that neither IL nor IR instruction changes the flag of the 
node. The case when node x has only one child can be handled in 
a similar way. Figure 3 shows the data distributions after a 
sequence of insert operations are done. 

A Deletemin instruction at node x with left child y and 
right child z causes the following actions. First, x sets x.L to y.L. 
If x is balanced (before Deletemin is applied), x sends Deletemin 
to its left child y. If x is right biased, x sends ILJx.M] toy, sets 
x.M to z.L and sends Deletemin to z. Then, x changes its flag. 
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Similar operations can be derived for Deletemax and 
Deletemed. /CHA85] Note that each delete operation must be fol­
lowed by a compress cycle so that when a delete operation is 
applied at a non-leaf node x, x must have three data elements 
after the operation. 

4. Dictionary Machine 

The dictionary machine, in addition to the above priority 
queue operations, permits Delete[Yj, which removes the key Y 
from the dictionary and is denoted by D[Y]. First, we discuss the 
action taken at each node as a result of each operation under the 
assumption that no redundant operation is allowed. Later the issue 
of redundancy is considered. D[Y] applied at a leaf node can be 
handled in an obvious way. Suppose that D!YJ is applied at node x 
with left child y and right child z. 

(i) If x.L= Y, x sets x.L to y.L and sends down Deletemin to its 
left child y. If node x is balanced (before D[YJ is applied), no 
further processing is necessary for balancing. If node x is right 
biased, t.hen x sends ]ix.Mi together with Deletemin to its left 
c.hild y. sets x.M t.o z.L and sends Delet.emin to its right child z. 

(ii) If x.L<- Y<x.M. D!Y1 must be sent to the left child y. If xis 
balanced, no further process at node x is necessary for balancing. 
If x is right biased, x sends I[x.M: together with D[Y] to its left 
child y. sets x.M to z.L and sends down Deletemin to its right 
child z. 

(iii) If x.M=Y and x is balanced, x sets x.M to y.R and sends 
Deletemax to its left child y. If x.M=·Y and x is right biased, x 
sets x.M to z.L and sends Deletemin to the right child z. 

(iv) If x.M<Y <x.R, DIYJ must. be sent to the right child z. If x 
is right biased, no further process is needed at node x for balanc­
ing. If x is balanced, x sends Ijx.M] together with D!YJ to its 
right child z, sets x.M to y .R and sends Delete max to its left 
child y. 

(v) If x.R=Y, x sets x.R to z.R and sends Deletemax to its right 
child z. If x is right biased, no further process is needed at node 
x for balancing. If x is balanced, x sends I[x.M](together with 
the Deletemax) to its right child z, sets x!M to y.R and sends 
Deletemax to its left child y. 

In each of the above cases, node x changes its flag. 

. As described above, a delete instruction at a node may 
require the node to send a pair of instructions to its child in the 
next stage. The execution of an instruction pair is very similar to 
the execution of the instructions IL and IR generated in a priority 
qu~u~. Also, the processes that take place for an instruction pair 
arr1vmg at a leaf node or a node having only one child can be 
des~ri~ed in an o~vious way. Figure 4 shows the configurations of 
a d1ct1onary machme before and after a deletion. 

When re~undant. insert and delete are allowed, we need 
e~tra O(log n) time cycles to check the redundancy. Each instruc­
t10n has three phases: broadcasting phase, verifying phase and exe­
c~tion phase. During the broadcasting phase, the given instruction 
will be broadcasted down the tree. The verifying phase starts when 
the instruc_tion arrives at thr leaf nodes. During the verifying 
phase, the mstruction arriving at a leaf node moves up to the root 
by checking data stored in nodes and the instructions which are in 
~he exe~utio~ phase. Thus. at tlie root node, the redundancy of the 
ms~ruct1on is ~m~lly verifie.d. For example, the instruction IjXJ 
which follows 11X1. and D;X1 which follows DIXj should be flagged 
as redundant. Sper 1al rare must be t.aken to consider the two 
cases. 

(i) I[Xj is in the execution phase and t.wo D!X; instructions are in 
the verifying phase. The first D[X] should be non-redundant. 
(ii) D[X1 is in the execution phase and two IJX] are in the verifying 
phase. The first. I[X] is non-redundant. 
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Abstract 
This paper identifies equivalences between two 

systematic methodologies for the design or systolic arrays 
and illustrates the benefits of understanding these 
relationships. The methods are the parameter method of Li 
and Wah and the dependency method of Moldovan and 
Fortes. After a review of the core ideas, models and 
parameters of each method, mathematical relations between 
them are derived. The usefulness of these relationships is 
illustrated by showing how (1) optimization procedures for 
the parameter method suggest similar procedures for the 
dependency method, and (2) new systolic equations for the 
parameter method result from the knowledge of equivalent 
equations in the dependency method. Also, systolic designs 
for convolution, obtained through different methods, can be 
mathematically proven to be identical (5). 

I - Introduction 
In this paper, two proposed methodologies for the 

systematic design of systolic arrays are comparatively 
studied. They are the data dependency method of 
Moldovan and Fortes, [1)-[3), and the parameter method of 
Li and Wah (4). We find and expose the recondite 
relationships and equivalences between the two 
methodologies and use this information to improve them 
and verify similar designs. 

Section II provides a short description of both 
methodologies. Section III establishes equivalences between 
the mathematical expressions used to systematically design 
systolic arrays in the two methods. The equivalences of 
section III are used in section IV to propose optimization 
procedures and improvements for both methodologies. 

n - Introduction to the Parameter and Data 
Dependency Methods 

2.1 Parameter Method [4) 
This methodology considers the design of optimal pure 

planar systolic arrays for a class of linear recurrences which 
take the gener"'rform 

z;~ = f lz;~ + 6 , xi(i,k) , Yy(kj)], 6 = ±1 (2.1.1) 

where / is the function to be executed by each cell of the 
array and x(i,k), Y(k,j) are linear indexing functions for the 
two-dimensional input variables X and Y. In the following 
presentation, the coefficients of i,j, k are either 1 or -1. 
One-dimensional recurrences have the general form 

z;k = ![z;k+6 , xi(i,k), ai(t)], 6=±1 (2.1.2) 

Three sets of parameters are used to characterize a 
systolic array: velocities or data ft.ow, data distributions, and 
periods of computation. The velocity of a datum :i: is the 
directional distance passed by that datum in one clock cycle 
and is denoted by xd. The distance between two PEs is 
defined to be one. Thus, X.i must be less than or equal to 
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under Grant DMC-84197 45 and in part by the Innovative Science and 
Technology Office of the Strategic Defense Initiative Organization and 
was administered through the Office of Naval Research under contract no. 
00014-85-k-0588. 
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one because broadcasting is not allowed in pure systolic 
arrays. 

Data distributions are defined using row and column 
displacements. For two-dimensional input and output 
matrices, the elements along a row or column are arranged 
in, a straight line and the distance between adjacent 
elements in a row or column remains constant as the data 
Hows through the array. To define the row displacement of 
array X, suppose that the row and column indices of X are 
i and j, respectively. The row displacement of X is the 
directional distance between xi(i,j) and xi(i +l i) and is 
written as x;,. Similarly, the column displacem'.ent is the 
distance between xi(i,j) and xi(i,j+l) and is written as Xjr 

Periods of . computation are described using two 
functions, r0 and ra. r0 is defined as the time at which a 
computation is performed, whereas ra defines the time at 
which a variable is accessed. The periods of i and j for 
two-dimensional outputs are defined as 

(2.1.3) 

(2.1.4) 

(2.1.5) 

It will be assumed that tk is positive. If this is not true 
for a given recurrence, the recurrence can be rewritten to 
satisfy this condition. In computing z;~, xi(i,k) and Yl(t,j) 
are accessed and two additional periods can be included to 
describe this interaction. They are 

t1cx = r .. (xi(i,k+l)) - r .. (xx(i,k)) 

tty = ra(yj(k+l,j)) - ra(Yt(t,j)) 

(2.1.6) 

(2.1.7) 

Depending on the order of access, ta and tty may be 
negative. Since operands to be used in a computation must 
arrive at a PE simultaneously, the magnitude of the periods 
must equal tb i.e. ,it must be true that 

(2.1.8) 

The periods are independent of the indices i, j, and k, 
and they must be greater than or equal to one to prevent 
broadcasting. 

These parameters (velocity, data distribution, and 
periods) can be combined into a set of equations which 
describe the operations of a systolic array. These equations, 
for the two-dimensional case, are 

tkx°X.i + Xto = tazd (2.1.9) 

ttyfd + Yto = ttyzd (2.1.10) 

t;Xd + x;, = t;Yd (2.1.11) 

tild + ... = t;fd (2.1.12) 

tjfd + Yi• = tfi(d (2.1.13) 

ti•d + 'ij. = tixd (2.1.14) 

For the one-dimensional case, the last two equations are 
removed from the set or systolic equations given above. 



The optimal systolic array for a given recurrence can 
be found by systematically enumerating the possible 
solutions using a search order that guarantees that the first 
feasible solution found is, in fact, the optimal one. Consider 
optimizing T, the total time needed to complete the 
computation. First set the magnitudes of the directional 
distance traversed by the variables equal to 1, i.e., 
k1 = k2 = k3 = 1 [4]. Then, set the magnitudes of the 
periods t; , ti , and tk equal to one and determine if a 
feasible solution exists. If a feasible solution is found it is 
the optimal solution for T because T is a linear function of 
the periods that increases monotonically with increases in 
the magnitude of these periods. If no feasible solution is 
found with t; =ti = tk = 1, one of the periods is increased 
by one and the search for a feasible solution repeats. If no 
feasible solution can be found with k1 = k2 = k3 = 1 , one 
of the k;, l:=;i:=;3, is increased by one and the search begins 
again. A flowchart describing this optimality procedure is 
shown in (5). A similar procedure is used to optimize the 
AT2 measure [4),(5). 

2.2 Data Dependency Method [1]-[3] 
The essence of the data dependency method is the 

representation of the dependency structure of an algorithm 
in concise, matricial form. That is, the dependencies 
between computations are condensed into an matrix that 
can be easily understood and manipulated. 

Let zn denote the nth Cartesian power of Z, the set of 
nonnegative integers. To describe an algorithm A, a five 
tuple A = (Jn' c 'D 'x' Y) is used where JD c zn is 
the index set, C is the set of computations, D is the set of 
dependence vectors, X is the set of input variables, and Y is 
the set of output variables. The data dependencies describe 
the structure of the algorithm and are given as a set of 
triples (d,v,}) such that the computation il!_dex~d by r 
requires the variable v, generated at index j - d, as an 
operand. 

Linear indexing functions [3] describe how variables are 
referenced. A linear indexing function F:JD -+ zm is 
defined by an equation of the form F( T) = Co + er where 
C0 E z(mxi) is called the index displacement and C E z(mxnl 
is called the indexing matrix. For example, the variable 
a(j, - h i2 + h - 1, h - h) has a linear indexing function 
for which 

C = ~ ~l ~1 and C0 = 1~01 
-1 0 1 

A transformation matrix T can be used to describe a linear 
bijection which transforms the dependency matrix and index 
set of an algorithm so that it can be executed in a VLSI 
array. T can be partitioned into two matrices, ir and S: 

T = [;] 
The ir matrix defines the time transformation whereas S 
defines the space transformation to be applied to the 
dependence matrix and index set of an al~rithm. The time 
at which a COll!J>Utation indexed by j is executed is 
determined by ll' j, while S j specifies which processor is to 
execute this computation. Of course, ll' and S must satisfy 
certain conditions if they are to be considered valid 
transformations. Let m be the num her of columns in the 
d~endency matrix. Time tr~sformations must satisfy 
ll'd; > 0 , i=l,2,. . .,m, where d; is a column vector in the 
dependence matrix. This constraint results from the 
requirement that a variable must be generated before it is 
used in a computation. 
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The space transformation S maps the computation 
indexed by J into processor Sj. This assumes a processor 
array model consisting of a grid which has the 
dimensionality of the array Each point of the grid 
corresponds to a processor and the coordinates of the point 
are the index of the processor. Certain restrictions must be 
placed on possible solutions for S due to the limited 
interconnections available in VLSI arrays. These restrictions 
can be embodied in the P and K matrices. The P matrix 
describes the interconnection primitives available within an 
array, i.e., the vector differences between indices of 
connected processors. The utilization matrix K describes 
the interconnections used by the transformed algorithm 
during execution. The relationship between K, P, S, and D 
is 

SD= PK (2.2.1) 

where the entries of K must satisfy the following constraint 
r 

L;k;i ::; 71'd; , i=l, ... ,m (2.2.2) 
j=I 

This last constraint requires that the time between the 
generation and use of a variable must be greater than or 
equal to the number of interconnection primitives needed by 
the datum to travel from the PE in which it was generated 
to the PE in which it will be used. Optimization procedures 
for the dependency method are given in [2],[3). 

m - Equivalences between the Parameter and Data 
Dependency Methods 

Lemmaa 1-3 provide equivalences between the different 
parameters of the two methods, while Lemma 4 describes 
the form of the dependency matrices for algorithms 
considered in the data dependency method. These lemmas 
are then applied in Theorem 1 to show that the space 
equations and systolic processing equations are equivalent. 
The proofs are omitted here but can be found in (5). 

The first lemma gives expressions for the data 
distribution and velocity vectors of the parameter method in 
terms of the transformations and indexing matrices of the 
data dependency method. 

Lemma 1 
Let S, 11' be as defined previously in section 2.2, and let 

11 be any of the variables z, y, z as given for the parameter 
method. Also, let cv represent the indexing matrix for 
variable 11. Then the following relationships hold for the 
two-dimensional case: 

s[~T' 
±1 

= v;. , s[~l' ~11 0 = vi• , 
0 

s[~l' ~ l = v, 
±1 

For the one-dimensional case, the following 
relationships apply: 

The following lemma describes the relationship between 
the ir vector of the data dependency method and the periods 
t;, ti, tk of the parameter method. The relationship is 
remarkably simple. 



Lemma f! 

r=[t;tjtk] 

Thus, the periods of the parameter method are the 
elements of the ll' matrix. The next lemma relates the 
elements of the data dependency method's K matrix and 
the constants, le; (1 S i S 3), as defined in (4); i.e., 

LtklJ•dl = k1 , ltd IYdl = k2 , ltil lxdl = k3. 
et k; be the single nonzero entry of the i'th column of K. 

Lemma 9 

k; = le; 

The next lemma describes the form of the dependency 
matrices for the class of recurrences considered in the 
parameter method. 

Lemma -I 
The dependency matrices for the class of recurrences 

considered in the parameter method have the following 
structure: 

Two-dimensional Recurrence: 

±1 0 0 

D = O ±1 0 

0 0 ±1 

One-dimensional Recurrence: 

[
±1 0 I C1 I - -] 

D = 0 ±1 I C2 I d1 ... d, , I Ct I = I C2 I = 1 

where d1, ... ,d, are dependency vectory which are a 
function of the recurrence, as is r, the total number of these 
additional dependencies. 

The following theorem states that the equations used in 
both methods to describe the operation of a systolic array 
are equivalent. 

Theorem 1 
The constraint equations (2.1.9 - 2.1.14) of the 

parameter method are equivalent to the space equations, 
SD = PK, of the data dependency method. 

IV - Optimization Procedures and Examples 

4.1 Optimization Procedures 
Optimization procedures for the parameter method 

were discussed previously in section II. By directly 
translating the parameters and constraints of this method 
into the corresponding elements of the dependency method, 
we can devise a similar procedure which is applicable to the 
recurrences considered in (4). However, by using a slightly 
different approach, it is possible to propose a related 
optimization procedure applicable to all cases for which 
dispr=l in the dependency method. Note that dispr refers 
to the number of parallel wavefronts in the array. It differs 
from that proposed for the parameter method in that it 
checks all possible values of K before considering longer 
execution times (i.e., different r's). The flowchart of Figure 
1 describes the new optimization procedure. In words, it 
starts by finding all transformations "' which minimize 
execution time. This is relatively easy, since only the case 
dispr=l is considered and execution time is therefore a 
monotonic function of the entries of "'· Hence, one can start 

674 

with all entries of "' being zero and progressively increase 
their absolute values considering all possible combinations of 
signs and magnitudes (while, of course, checking for the 
validity of each 11'). Possible ir's, which might result from 
further increases in the absolute value of the entries of a 
particular 11' for which execution time is larger than the 
known minimum, need not be considered due to 
monotonicity property mentioned above. Thus, the search 
space is finite, and, in fact, rather small for most cases. 
Once the set of 11''s is known, it is necessary to check if there 
exists a solution to the equation SD=PK for at least one of 
the possible values of K. If a solution is found, then the 
corresponding ir (as well as the design determined by ir and 
S) is optimal with respect to execution time. Otherwise, a 
new set of ir's must be found which increase execution time 
by the least amount and the process is repeated again. The 
procedure always terminates, since, in the worst case, serial 
execution is reached as a feasible solution. 

A similar reasoning can be used to optimize measures 
combining area and execution time, e.g., AT or AT2• Figure 
2 illustrates such a procedure. It differs from that of figure 
2 in that the search space is reduced to the set of ir's which 
result in execution time bounded above by a constant factor 
(4). In this finite space, all valid values of ll' and S are 
considered and those which optimize the combined measure 
of area and time determine the optimal solution. This is 
exactly the same approach used in the parameter method. 
The key idea consists of limiting the search space by 
choosing bounds for ir and, thus, for the execution time. 

4.2 New systolic equations 
Convolution can be expressed 

recurrence equation 
as the following 

y;0 = 0 1 Si Sn 

1 S k S m, Xj = 0 for j > n (4.1) 

Another possible description with the order of access of the 
input terms reversed is 

Yik = Yt-"1 + 3m-k+1Xm-k+i 1 S i S n, 

1 S k Sm, n > m (4.2} 

Theorem 1 showed that the systolic equations of the 
parameter method are equivalent to the space equations, 
SD = PK, of the data dependency method. Systolic 
e<I!lations for the one-dimensional case are equivalent to 
Sd1 = P[1 aEd SCI a_:= Pk., respectively. The subscripts on 
the vectors k and d indicate which variable is associated 
with a particular vector. Thus, the Sdx = Pkx space 
equation is not contained within the systolic equations of the 
parameter method for the one-dimensional case. 

The systolic equations for the z dependency will take 
the general form 

(4.3) 

(4.4} 

where /a and / 1 are linear functions of t; and tk. To 
determine the functions /a , / y , the equivalences defined in 
Lemma11 1 and 2 are applied to (4.3-4.4} resulting in 
/a= -(t; + tk), / y = (t; + tk) and these equations become 

-(t; + ~)&d + &, = -(t; + tk)Xd 

(t; + tk)Yd + Y. = (tk + t;)X.i 



The above analysis was applied to the recurrence of equation 
(4.2). A similar analysis of the recurrence expressed in 
equation (4.1) results in fa== (t1i: - t;) and f y == -(t1i: - t;) 
in equations (4.3) and (4.4). This new set of systolic 
equations, derived from the data dependency method 
through the equivalences described in Section III, can be 
added to the set of systolic equations. From this new set, 
only four equations are needed to provide equivalent 
solutions to those derived from the original four equations. 
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ABSTRACT 

In this paper we propose several data 
structures partitioning and transforma­
tion schemes, in order to get an effi­
cient execution of various matrix 
algorithms without any size restriction. 
The following matrix operations are 
considered: 

Matrix-Matrix multiplication 
Triangular matrix equations. 
L-U decomposition and 
Inverses of triangular and dense 
matrices. 

All these algorithms are to be 
executed on a problem-size independent 
spiral systolic array processor. The 
array topology is fixed, and a simple 
feedback and control are needed. For all 
the algorithms that have been conside­
red, the PE' s utilization tends to the 
maximum possible value. 

1. lllTTRODOCTIOR 

With the advent of VLSI, cheap 
processors can be nowadays designed to 
solve at very high speed one subset of 
numerical or symbolic applications. An 
interesting class of systems are the 
systolic array processors (SAP) /1/ ,/2/. 

In a strict sense, a SAP allows the 
hardware implementation of an algorithm 
which settles the functions to be 
performed in every PE, the number of PEs 
and the system topology. Many systolic 
algorithm implementations have been 
proposed: /2/, /3/. Nevertheless, a 
clear trend exists towards the 
realization of SAP connected to a host, 
in order to execute several algorithms. 

This work was supported by Ministery 
of Education of Spain (CAICYT) under 
Grant Number 2906-83 C03-03 and by CTNE. 
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Two important problems arise when this 
kind of processors is considered: the 
PEs operation and sometimes the 
interconnection topology must be 
programmable, and computations on 
different sized data structures must be 
executed in a fixed number of PEs. In 
order to get the maximum efficiency of 
the global system, the partitioning 
algorithms must impose the lower 
overhead possible with respect to the 
execution time spent by the complete 
problem, the extra control needed to 
modify the PEs functionality, their in­
terconnections, and the access from the 
boundaries PE to the data structures. To 
evaluate the system efficiency, the 
utilization factor of the systolic 
array, or the number of time units (T) 
needed to execute the algorithm in the 
system can be used. 

In this paper, some data structures 
partitioning and transformation schemes 
are proposed, in order to get an 
efficient execution of various matrix 
algorithms, with no size restriction, on 
a fixed dimension single array 
processor. All the algorithms are to be 
executed on a contraflow hexagonal SAP 
with w-by-w PEs (see fig. 1). The array 
topology includes connections to 
recirculate and feedbacking of PEs with 
partial results (SAP with this 
interconnection topology has been named 
spiral SAP, (SSAP) /4/). Some of the 
boundaring PEs must be able of executing 
several functions as those to be 
described in section 2. 

The notation to be used in the rest of 
this paper is explained in the following 
lines: 

Capital letters A, B, C, D, X, Y, ••• 
denote matrices and capital letters N, 
M, P,... the dimension of those 
matrices. 

Without any loss of generality, the 
matrices dimensions are supposed to be 
multiples of w. When this assumption 
is not true, we extend the matrix with 



a sufficient and minimum number of 
rows and/or columns formed with zero­
valued elements. Accor~ingly, we 
define: N = N/w, M = M/w, P = P/w. 

• ~egar~ing the partitioning, if A is an 
N-~y-M !atrix, we shall consider it as 
a N-by-M block matrix. And now A is 

i,j 
the (i,j) block with w-by-w elements. 
The following submatrices of A are 
defined: 

k 
Ai *=(Ai 1 'Ai 2' • •. Ai k) for 

' , ' ' 
l(k(M and l(i(N. A~ * is a 

' block-row matrix with w-by-kw 
elements. 

k T 
A*,j=(Al,j'AZ,j'"""Ak,j) for 

- - k 
likiN and lijiM. A*, j is a 

block-column matrix with 
kw-by-w elements. 

k k k k T 
A* *=(Al *'AZ ., ••• ,Ak *) = 

' ' ' ' k k k 
=(A* 1 ,A* 2 , ••• A* k) for 

' - ·- k ' likimin(N,M). A* * is a k-by-k 
' block matrix. 

Every Ai,j is, in turn, decomposed 

into the following matrices: 

Ai,j ALi,j + ADi,j + AUi . = 
,J 

ALDi,j+ AUi,j ALi . + ADU" . • J l. 'J 

where: AL (AU) are strictly lower 

(upper) triangular matrices, AD is a 

diagonal matrix, and ALD (ADU) are lower 

(upper) triangular matrices. 

The outline of this paper is as 
follows: in section 2 the concepts of 
partitioning and transformation of a 
dense problem into an equivalent band 
problem is introduced; in section 3 the 
problem D=A.B+C is solved, and the 
solution presented there is reused in 
subsequent sections;insection 4 the 
methodology to solve triangular matrix 
equations is applied; in section 5 the 
LU decomposition without pivoting is 
solved; and in section 6 operation of 
inverting triangular matrices and 

A-l=u- 1 .L-l is presented. Finally, in 
section 7 the main conclusions of this 
work are summarized. 

2. PARTITIONING ARD DATA RESTRUCTURATIOR 

Several partitioning algorithms of 
matrix problems have been recently 
proposed. These algorithms are intended 
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to work on SIMD array processors, 
pipeline vector supercomputers /5/, 
Modular VLSI arithmetic systems /6/, or 
systolic array processors /7/, /8/. 

It is imperative to attain a good 
matching between the resulting partitio­
ned submatrices and the array processing 
system, because the maximum utilization 
of the SAP PEs is desired. The data res­
tructuration serves to define the se­
quence to chain the execution of subpro­
blems in a SAP. This function must ensu­
re the correctness of the solution and 
must allow a simple control and a maxi­
mum PEs utilization. Overlapping of a 
subproblem loading with the unloading of 
the precedent, is an adequate feature to 
maximize the system utilization. 

In our work a contraflow SAP is used. 
This SAP constitute a good solution to 
problems requiring the computation of 
recurrences (e.g. a linear triangular 
system solving, LU decomposition ••• 
/9/). 

A triangular partitioning, and various 
types of data restructurations to 
transform dense to band matrices, are 
proposed in /10/. Those transformations 
yield to maximum efficiency of the PEs 
utilization. Such a methodology is 
applied to matrix-matrix and matrix­
vector multiplications. 

To achieve this goal, each N-by-M 
matrix A is partitioned into N-by-M 
block matrices. Each w-by-w block 
matrix Ai,j is split into two triangular 

matrices ALDi,j and AUi,j (or ALi,j and 

AUDi,j). The optimal restructuration is 

attained by juxtaposing these triangular 
submatrices, by means of different 
algorithms, in order to obtain a 
NM+l-by-NM (NM-by-NM+l) block lower (or 
upper) band matrix, A. Maximal 
efficiency is achieved because the A 
band contains only elements from the 
original matrix, A, with no empty 
positions. 

When problems that 
product operations 
several considerations 
be taken into account. 

include inner 
are appointed, 
to obtain A must 

a) :or likiNM, if Akk =ALDi, j, 

Ak+l k must be equal to AU j 
' - p, 

any p such that lipiN· 

then 

for 

b) :or 2ikiNM, if Ak,k-l=Aui,j then 

Ak k must be equal to ALDi for 
' - ,p 

any p such that lipiM· 



c) Obviously, dependencies in the 
computational sequence needed by 
some alg~rithms must be 
respected. 

We shall name this type of 
transformations as Dense to Band Matrix 
Transformation by Triangular block 
Partitioning, (DBT). -

The PRT /11/ and PCT /12/ 
transformations, proposed by R.w. 
Priester et al., can be regarded as 
particular cases of the DBT. The 
transformation of a N-by-N dense matrix 
into a band matrix with bandwith w=N is 
proposed in the mentioned papers; they 
attain a 50% reduction of the number of 
PEs in the SAP, with no overhead in the 
algorithm time under certain conditions. 

Our DBT method serves to transform all 
the algorithms mentioned above, and the 
obtained algorithms are to be executed 
on a single hexagonal SSAP with w-by-w 
PEs (fig. 1). The feedbacking needed to 
recirculate all partial results 
introduces a delay of w cycles, except 
in the case of the main diagonal which 
is 2w cycles. As the SSAP must execute 
various algorithms, some PEs must be 
able of executing several pperations, 
according to the precise algorithm and 
the precise cycle. In figure 2, the 
elementary processor is shown, as well 
as the types of operations needed, named 
OP(A), OP(B)etc .• The PEs(i,j), 2<i,j(w, 
perform only OP(A), which corresponds-to 
the type of inner product step processor 
/19/. The PEs(l,j), with 2(j(w, must 
perform OP(B) and OP(D). The PEs(i,l), 
with 2(i(w, must perform OP(A) and 
OP(F). Fi~ally, the PE(l,l) performs all 
types of operation. 

3. MATRIX-MATRIX MULTIPLICATION 

We consider now the operation: 

D :=A • B + C (1) 

to be performed on a w-by-w systolic 
array. When A,B and C are M-by-N, N-by-P 
and M-by-P matrices, the problem is 
partitioned into MP disjoint 
subproblems, according to the algorithm: 

Algorith• 1: 
For m:= 1 to M do 

For p:= 1 to P do 

D := AN BN 
m,p m,* *,p + c 

m,p (2) 

Each one of the subproblems in (2) is 
solved sequentially by the SAP. Every 
subproblem is of the type: 

678 

D := A . B + C (3) 

where A,B and C are, respectively, 
w-by-N, N-by-w and w-by-w matrices. We 
focus our attention on the execution of 
one of these subproblems. 

By means of DBT transformations on the 
dense matrices A and B, the problem ( 3) 
is mapped onto a banded problem (see 
fig. 3) 

D := A B + C (4) 

To define the transformed problem, 
partitioning of A=(A 1A2 ••• Aj ••• AN) and 

T 
B=(B 1B2 .•. Bi ••• BN) into w-by-w triangu-

lar submatrices 
Aj ALDj + AUj 

Bi = BDUi + BLi 

is reguired, 
l _$.j.$_N 

l<i<N 

as follows: 

Applying one DBT to A, A is obtained. 
A is a (N+l)-by-N block lower t!o-diago­
nal matrix, with w-by-w blocks Ai'j: 

Fig. 1. Spiral Systolic Array Processor. 

N 

"tc OP(A) OP(B) 

W E NW..,.SE+N*W N4--5£*W 

54-fl Nw .... o 

SE 
E- s .... -se•w 

s h-W 

OP(C) OP(D) OP(E) OP(F) OP(G) 

N4-SE/W NW4-SE·N*W N .... se NW4-0 NWt-0 
NW+-0 5.,_ .. N w .... 1 W+-SE * N W,._SE/N 
5._.5£/W h-W 5 .... 115e 5._N Sf-1 /N 
e .... 11w E<-1 e .... se * N E<-SE/N 

Fig. 2. PE's ports and operations. 



for l<i<N+l and l~j_~N 

rDj if i=j 

Ai. j = :Uj 
if i=j+l 

if i)j+l or i(j 

In a similar way, we define another 
DBT on B, yielding ii which is a 
N-by-(N+l) block _upper two-diagonal 
matrix with blocks Bi'j. 

for l(i(N and l~j_~N+1 

-rDUi if j=i 

Bi'j - BLi if j=i+l 

0 if j)i+l or i(j 

We define now C as a (N+l)-by-(N+l) 
block tridiagonal matrix: 

i c if i=j=l 
ci'j 

0 otherwise 
for l~i, j~N+1 

Then D is a (N+l)-by-(N+l) 
tridiagonal matrix. 

block 

Dl, 1: = ALDl • BDUl + C 

for 2<k<N 

Dk,k:= AU(k-1) " BL(k-1) + ALDk • BDUk 

~N+l,N+1== AUN • BLN 

~Lk,k+l:= ALDk "BLk 

~Uk+l,k:= AUk • BDUk 
Di'j:= 0 

for l<k<N 

for l<k<N 

for j(i-1 orj)i+l 

Figure 3.a shows the triangular blocks 
decomposition for problem (3). Figure 
3.b shows the _resulting band problem 
(4). Matrix D can be efficiently 
obtained on a hexagonal array with 
w-by-w PEs, similar to the one proposed 
by H.T. Kung in /19/. This can be 
accomplished in the w-by-w SSAP, by 
programming all the PEs with OP(A). The 
D matrix is the result of the orig_inal 
problem, and can be found from D by 
means of the following computation: 

N 

D = £' (Dk k + DLk,k+l + i5Uk+l,k) 
k=l • 

+ i5N+l,N+1 

This computation may be performed 
inside the array by using the spiral 
systolic array feedbacks, causing no 
calculation time overhead. 

To specify the required feedback, we 
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define two matrices: I (input) and O 
(output), which are (N+l)-by-(N+l) 
tridiagonal block matrices. I contains 
data and partial results which must come 
in through the SE ports of the South and 
East PEs. 0 contains the partial results 
coming out through the NW ports of the 
North and West PEs. 

We have, consequently, the following 
inputs to the array: 

for 2 < i < N + 1 

i-1 i-1 
r: 
k=l 

D +t:i5 
Lk,k k=l Lk,k+l 

i-1 i-1 
1ui i:= OUi i-1 • • 

r: i5 c 
k --l Uk,k + DUk+l,k k=l 

a) B 

Fig.3. a ) Particioning D =A *B + C in triangular submatrices 
b) Band problem originated through a DBTtransformation 



for 1 < i < N 

i i-1 

IUi+l i:= 0ui i - t: DUk,k + ~ 0uk+l,k 
• ' k=l k=l 

And the last output from the array is 
the desired result for (3): 

:N+1 :N 
0u:N+l N+l :=~ Dkk+t: (DLk k+l+DUk+l k)'"D 

• k=l k•l ' ' 

Remark that the elements of the output 

submatrices, OU or o1 , are required in 

the SE input ports w cycles later than 
their appearance at the output NW ports. 
The elements of OD must be delayed by 2w 
cycles, instead. 

To compute D:•AB+C, when A and B are 
w-by-N and N-by-w matrices, in the SSAP, 
the elapsed time is T = 3N+4w. When A 
and B are M-by-N and N-by-P matrices, 
respectively, the resulting MP subpro­
blems must be chained, originating a 

2 computation elapsed time: T = 3MPN/w + 
+ 3MP/w+w. The value of T can be 

diminished by 3(MP-w2 )/w time units if 
the DBT algorithm presented in /10/ !!! 
used, because a total chaining of the MP 
subproblems is attained. 

4.TRIANGULAR MATRIX EQUATIONS 

One of the basic problems in linear 
Algebra is the solving of a linear 
system of equations. A matrix equation 

AX = B (5) 

is a multiple set of linear systems, all 
working with the same matrix, A, and 
different column-vectors. If the main 
submatrices of A are all non singular, 
then there exist a unique lower­
t r iangular matrix L with lkk=l, and a 

unique upper-triangular matrix so that 
A•LU /24/. As a consequence, (5) is 
equivalent to LUX=B, yielding to a 
decomposition into two triangular matrix 
equations: 

and LY = B 
ux = y 

(6) 
(7) 

In this section we consider the 
solution of the lower triangular matrix 

680 

equation (6). The solving of equation 
(7) shall be briefly commented at the 
end of this section, as it resembles the 
solution of (6). Let us consider that L 
is a N-by-N lower triangular matrix, and 
Y, B are N-by-M matrices. Th~ problem is 
first partitioned into M disjoint 
subproblems, according to the following 
algorithm: 

Algorith• 2.:_ 
For m:=l to M do 

N 
Compute Y* ,m 

from: BN 
*,m - L YN - 0 (8) 

*,m 

Each subproblem (8) is solved by the 
array in a sequently fashion. We focus 
our attention, now, in the resolution of 
one of these subproblems, e.g. the first 
one (m:=l} 

(9) 

The direct solution of (9), by forward 
substitution, is again decomposed as 
follows: 

Algorith• 3: 
Compute Yl,l from:B 1 , 1-L 1 , 1 Y1 , 1=0 (10) 

for n:=2 to N do 

B • =B 
n, 1 · n, l 

n-1 
L * n, 

n-1 
y* 1 • 

( 11) 

Compute Y from: B -L Y =0(12) n,l n,l n,n n,l 

The submatrices, y 
n,l 

appearing in (10) and (12) 
an equation as: 

B - LY = 0 

with 

must satisfy 

(13) 

where L, Y and B are w-by-w matrices. 

To find the Y matrix satisfying (13) 
using the SSAP, the problem (13) must be 
decomposed into subproblems with 
triangular matrices structures: 

BDU - (LYnu>nu .. 0 

B1 - (LYDU)L - LYL = 0 

(14) 

(15) 

If the boundary PEs are programmed i~ 
a way such that a) PE(l,l} performs 
OP(C) (see fig. 2), b} PEs (l,j} 2<j<w 
perform OP(B) and c) the rest perform 
OP(A), the SSAP can solve equations of 
the type 

B - L y (16) 

where L is a w-by-w lower triangular 
matrix, Y is a w-by-2w upper band matrix 
with bandwidth w, and B and C are 
w-by-2w band matrix with bandwidth 2w-l. 
In order to get the desired solution, L 



must be input through the W, ports of 
the west boundary PEs, and B through the 
SE port! of the south and west PEs. The 
result Y is obtained at the ports of the 
north PEs, and the following equations 
are ~atisfied_: !oul, l - (L Y l, l >ou = 0 

and BLl, 2 - L Y1 , 2 = O. Besides, matrix 

C is obtained at the NW ports of the 
North and West PEs, with: CDUl 1 = 

= CLl 2 = 0 and CLl 1 = BLl l:(LYl l)L. 
• - .a.. - , ' 

By making L = L and B1 1 = B, YDU can be 

obtained to satisfy '(14), and Y1 1 , 
• 

CL 1 1 - . are attained as: Y1 1 • 
= YDU and 

CLl 1 - . = BL - (L You>L· If, in 

BLl, 2 
submatrix 

CLl,l' the Yl,2 
is equal to the YL 

that satisfies (15). 

addition, 

resulting 

submatrix 

To complete the solution of problem 
(9) according to algorithm 3, the 
subproblems (11) must be solved. These 
subproblems consist in a block-row ma-

n-1 
trix (Ln *) by block-column matrix 

n-1 ' (-Y1 ,*) multiplication with accumulation 

of B1 • Each one of these subproblems 
,n 

can be solved in the array just like has 
been described in section 3, except that 
now the PEs(l,j) l(j(w must perform 
OP(D) to change the- sign of the 

n-1 previously calculated matrix, Y1 *" 
• 

The chaining of the subproblems to be 
executed in the SSAP, according to 
algorithm 3, is shown in fig. 4. This 
figure shown the I/O block-data stream 
at the W, N, SE ports of the West, 
North, South and East PEs, respectively, 
for the case N=3. The blocks labeled as 

(12) 

(11) 

(12) 

(11) 

(10) 

Fig.4. 110 block • data stream to solve matrix 
equations ( with N = 3 ). 

r 
n=3 

1 
l 

n=iZ 

1 
n = 1 
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f indicate that the corresponding data 
come from the feedback links. 

The computational time of one 
subproblem (8) is 

T = 3N2 /2w + 3N/2 + w (17) 

The computational time of the M 
subproblems needed to solve the matrix 
equation LY=B where L is a N-by-N lower 
triangular matrix, and Y, B are N-by-M 
matrices is 

T = 3MN2 /2w 2 + 3MN/2w + w (18) 

The problem ( 7) is solved by back 
substitution, that is through reordering 
of matrices and solution by forward 
substitution of the problem 

X' U' = Y' (19) 

where X' and Y' are block-row matrices 
with x'i = xN-i+l for liiiN and y' 1 = = 

YN-i+l for liiiN; and U' is upper 

triangular, with u'i,j = uN-j+l,N-i+l 

for lii, JiN • 

If equation (19) is transposed, we 
arrive to the problem 

which is 
previously 
section. 

of type 
analyzed 

of problem 
in this 

(20) 

(6), 
same 

Normally, problem (7) is solved after 
performing a LU decomposition. In this 
case, as will be shown in the next 
section, the final results of matrix U 
are obtained at the North boundary PEs. 
Consequently, in the execution of (20) 

we shall consider that matrix U'T is 
available at the North boundary PEs, and 

X'T is obtained at the West boundary 
PEs. In order to get the solution, in 
those cycles where the PE(l,l) performed 
OP(C), the OP(G) must be performed now; 
and in the cycle where PEs ( 1, j) 2(j(w 
performed OP(B), now the PEs (i,T) 
2(i(w must perform the OP(F), instead. 
The- value of T for problem (7) are the 
same as for (6). 

S. LU DECOMPOSITION 

In this section we consider the LU 
decomposition 

A = L U (21) 

for a N-by-N matrix in the w-by-w SSAP. 
The partitioning method and the 
execution sequence of the resulting 



subproblems are specified in 
following algorithm: 

Algorith• 4: 
Compute Ll,l and Ul,l from 

Al 1 = Ll 1 Ul 1 
' - ' ' For n:= 2 to N do 

n-1 n-1 n-1 n-1 
Compute U* from: L* * U* = A* ,n , ,n ,n 

n-1 n-1 n-1 n-1 
Compute L * from L* * U* * A * n, , , n, 

A n-1 n-1 
A := - L * U* n,n n,n n, ,n 

Compute L and U from A n,n n,n n,n 
= L U n,n n,n 

the 

(22) 

(23) 

(24) 

(25) 

(26) 

The subproblem (22) 
LU decomposition of 
A , l(n(~. This n,n 

and (26) involve a 
a w-by-w matrix, 
can be directly 

accomplished in the w-by-w SSAP (without 
need of any transformation), by 
programming the boundary PEs in such a 
manner that PE(l,l) perform OP(E), The 
PEs (l,j) 2(j(w perform OP(B), and the 
PEs (i,l) 2~"1_§, perform OP(F). 

Every subproblem (24) implies to find 
n-1 a block-column matrix, U* n' that 
' satisfies the lower triangular matrix 

equation 
n-1 n-1 = An-1 

L* * U* n *,n 
' ' 

Every subproblem (28) implies to find 
n-1 a block-row matrix L *' that satisfies n, 

the upper triangular matrix equation 

n-1 n-1 n-1 
L * U* * = A * n, , n, 

Both types of subproblems, and their 
solution in a w-by-w SSAP, have been 
presented in section 4 of this paper. 

The subproblems (25) involve a block­
n -1 row matrix (L *) by a block-column 

1 n, 
matrix (-Un- ) multiplication, with 

*,n 
accumulation of A This was conside-n, n 
red in section 3. 

Therefore, all the subproblems present 
in the partitioning algorithm 4 have 
been solved. The chained execution of 
these subproblems can be seen in fig. 5. 

The computational time of the LU 
decomposition of a N-by-N matrix on the 

w-by-w SSAP is T=N3 /w 2 + N2 /2w + N/6 + w 

6. MATRIX INVERSION 

In most cases, the computation of 
inverse matrices can be avoided. 
Nevertheless, in some statistical and 
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engineering applications, this 
calculation is mandatory. 

Let us consider the case of obtaining 
-1 

the inverse A , of a N-by-N matrix, A, 
which has previously suffered an LU 
decomposition. We have 

(27) 

The matrix equation L X = I must be 

solved, to find L-l, 

N-by-N identity matrix, 
unknown matrix, X. 

where I is the 

and L-l is the 

This computation can be performed in a 
w-by-w SSAP, taking into account that 

L-l is also a lower triangular matrix; 
in this case 

T = N3 /2w 2 + 3N2 /2w + N + w (28) 

In a similar way, by means of the 
solution of the matrix equation YU=I we 

Fig.5. 110 block - data stream for i\.,LU 
decomposotion problem (with N = 3 ). 



obtain 
-1 

Y=U ; taking into account 

U-l is upper triangular, Tis (28). 

that 

To find A-l from (27), the algorithm 
of section 3 may be used eliminating the 
multiplications by blocks O. Then, we 

have T = N3 /w 2 + 3N 2 /2w + N/2 + w. There 
fore, the elapsed computational time to 
calculate the inverse of a N-by-N 
matrix, A, by using the LU decomposi­
tion, inverting the triangular matrices 
and multiplying, is: 

T = 3N 3 /w 2 + 5N 3 /w + 8N/3 + 4w 

7. CONCLUSIONS 

In this paper, an efficient execution 
of several matrix algorithms with 
variable dimensions on a single systolic 
array of fixed size, has been presented. 
The processor is a SSAP with w-by-w PEs. 
Each PE is of the hexagonal type, and 
some of them must be able to perform 
several different operations. The array 
topology is fixed, and simple feedback 
and control are needed. 

A partitioning method to divide the 
problem into subproblems matching the 
array size and characteristics, has been 
developed. Further conditions have been 
defined for the transformation algorithm 
that maps the original problem onto a 
different problem, which has been 
solved. The algorithms that have been 
described in this paper are: matrix 
multiplications, matrix equations, LU 
decomposition and calculation of the 
inverse matrices. 

The array control is very simple and 
regular, indeed. Every partial result 
obtained in one boundary PE, that must 
be reused, is input through that same 
PE. The ordering of production and reuse 
of these data, follows a FIFO policy by 
blocks. No storing of intermediate 
results outside the systolic array is 
needed. The feedback networks utilizes 
storage elements to transmit, in 
pipelined fashion, the partial results. 

For all the algorithms, the PE's 
utilization tends to the maximum possi­
ble value ( 1/3) and the computing time 
to the minimum. Nevertherless, with an 
adequate implementation PE's utilization 
approaching 1 can be obtained. 
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Abstract -- The need for fast solutions of a 
class of linear systems has led to the design of a 
special purpose parallel processor. The SOR 
(successive overrelaxation) iterative algorithm 
allows a high degree of parallelism in 
computations, and is well suited to certain types 
of problems. An architecture is de.scribed which 
executes this algorithm efficiently, and achieves 
parallel operation at several levels. A small 
scale prototype of this architecture has been 
constructed. Simulation results for the complete 
system and test results for the prototype are 
outlined. 

INTRODUCTION 

There are many applications for linear 
systems which are large (involving thousands or 
tens of thousands of variables) and sparse, with a 
symmetric positive definite (SPD) matrix (since 
its entries represent some physical quantity such 
as resistivity or elasticity which is isotropic), 
for which solutions must be computed quickly. For 
example, Kim et al. [l] devised a finite element 
model of the human body for use in impedance 
imaging. In this technique, an iterative process 
consisting of the solution to Laplace's equation 
along with several other steps is repeated up to 
several hundred times. The finite element method 
[2] converts Laplace's equation to the type of 
linear system described above. Since hundreds of 
linear system solutions are required for image 
reconstruction, each instance of solving Laplace's 
equation must be done quickly in order to produce 
images in a reasonable length of time. A parallel 
processor can potentially provide the required 
speed. 

Gauss-Seidel iteration with successive over­
relaxation, known as the SOR method (3], is a good 
algorithm for this application. In this method, 
the system Ax b is solved iteratively. 
Successive iterations of each component xi are 

computed from a combination of the previous value 
of that component, the corresponding component of 
vector b, and products of matrix entry a· . and 

Th . 1 . l.,J 
xj. is a gorithm allows for a high degree of 
parallelism of computation. For example, the 
computation for a variable can begin with the 

·available values of xi and bi. As values of x· 
become available, products involving them can bl 
computed and added to the summation. With careful 
node ordering, such computations can be in 
progress for many nodes simultaneously. 

;;:~~~-~~;~~-~:-~::-:~-~~:-;:;~~-:;-;~~:~~~~:1 
Engineering, US Air Force Academy, CO 80840. 
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THE ParSOR ARCHITECTURE 

We have devised an architecture which 
implements the SOR algorithm efficiently. We call 
this the ParSOR (for Parallel· SOR solution) 
architecture. 

Since the SOR algorithm allows computation to 
proceed for many of the variables at the same 
time, separate processors for each variable in the 
system can be utilized efficiently. The value xi 
computed in each processor is needed for the 
computations in several other processors, so the 
processors must be arranged to allow efficient 
inter-communication. 

The "one processor per variable" assumption 
requires that each processor be inexpensive, so 
that the system can be applied to problems of 
reasonable size. Therefore, the architecture is 
designed for implementation in VLSI, with each 
processor requiring a single chip. This limits the 
number of I/O pins for each processor, as well as 
the die area which can be dedicated to various 
functions. 

Since matrix A is sparse, most elements 
(ai,jl are zer~es, so corresponding values xj need 
not be communicated to compute xi. For example, 
in the finite element method, ai j is non-zero 
only if i and j are node numbers' of nodes in a 
common element. For typical two-dimensional 
finite element models with triangular or 
rectangular elements, each node is connected by 
common elements to 6 - 8 others. In such problems, 
each processor will almost always need to 
communicate with its nearest neighbors. In other 
cases, some longer communication paths will be 
required, depending on how well the problem can be 
mapped onto the grid of processors. 

Thus, the communication scheme must be 
capable of routing data to distant processors, but 

should be optimized for communicating over short 
distances. To enhance parallelism, it should be 
possible to communicate with several nodes at the 
same time. Finally, since data required in a 
computation can arrive at the processor while 
another portion of the computation is in progress, 
it should be possible to perform communications 
without interfering with the computation. These 
requirements must be weighed against the limited 
number of I/O pins and die area available in the 
single chip processor. 

Based on all these considerations, we 
selected a simple nearest neighbor rectangular 
grid for communication between PEs, as shown in 



Fig. 1. Data to be sent to more distant PEs is 
routed through intermediate nodes. This 
arrangement provides very short data paths for 
regular finite element grids, and the flexibility 
to handle longer communications paths. In order 
to minimize the impact of inter-processor 
communication on the performance of the system, 
each processor is partitioned into an Arithmetic 
Unit (AU) and a Communications Unit (CU) (Fig. 2), 
which can operate independently. 

The Arithmetic Unit at node i receives data 
consisting of values xj and associated matrix 
elements ai,j from the Communications Unit, 
performs the multiplications and additions 
necessary to compute the next iterated value of 
xi, and sends this result back to the CU. To do 
these tasks, the AU needs a multiplier, an adder, 
a few registers, and a small amount of logic to 
keep track of when it has finished an iteration. 

When an iteration is finished, the result 
(xi) is sent to the nodes which need that value. 
In order to use this value, the receiving nodes 
need to know which value it is, i.e., the 
subscript i, so this value is appended to the 
message. Some means of routing the message to its 
destination is also needed. In the SOR algorithm, 
the structure of matrix A and the mapping of 
variables onto processors determines where the 
messages must be sent, so a number of rows (R) and 
a number of columns (C) of displacement in the 
network can be precomputed to specify this 
routing. Thus, a complete message would consist 
of xj, j, Rand c. 

For a message arriving at node i, two 
separate activities are required. The value of 
the index j must be examined to determine whether 
the value Xj is needed for the iteration 

computation at node i. Also, the values of R and 
C must be examined to determine whether the 
message should be sent on to other nodes, and 
updated to reflect the fact that the message has 
moved one step closer to its ultimate destination. 
These two determinations are independent of each 
other, and so can be performed in parallel. To 
prevent these activities from interfering with the 
iteration computations, they are performed by the 
Communications Unit. 

The CU is partitioned into four separate 
Communication Processors (CPs) (Fig. 2), each 
dedicated to communication with one neighboring 
node in the network. This allows messages to be 
sent to or received from several nodes 
simultaneously. Each CP can determine whether the 
data is needed by the AU and/or other nodes, and 
route the data on as required, with no 
intervention from the AU. Figure 3 shows the 
basic architecture of one CP. This processor is 
divided into six autonomous functional units: 

External Bus Interface - This unit provides 
. the communication with another processing element. 
Control lines are used to allow the processors to 
coordinate their use of the data lines efficiently 
and prevent conflicts. In order to reduce the 
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number of input/output pins, the data lines are 
multiplexed. 

Associative Memory - This unit examines the 
value of the index, j, of the incoming message to 
determine whether the data is needed by the AU. 
If the value of j, as received by the External Bus 
Interface, is stored in this memory, it signals 
that the data (xj) is needed by the AU for this 
node, and retrieves matrix entry ai,j· 

RC Update - This unit examines the values of 
R and C received in the message. If either of 
these is nonzero, the message must be sent to 
another node. This unit signals the fact that the 
message must be sent on, updates the value of 
either R or C to reflect the fact that the message 
has moved to this node, and determines which of 
the other 3 CPs in this node should send the 
message out to the next node in its path to the 
specified destination. 

Internal Bus Interface - This unit provides 
communication with other CPs in the same 
processing element via a single shared bus. This 
communication is required when the message 
received by the External Bus Interface of a CP 
must be sent on to another node in the network. 

AU Interface - This unit receives data 
consisting of an x value and a matrix entry from 
the Associative Memory, and sends this data to the 
Arithmetic Unit. All the CPs share a single data 
path to the AU, and the AU uses this same path to 
send results to the CPs. In order to send data 
over this bus, the CPs must request and be granted 
access. However, the AU need not be granted 
access, since it is not possible for the AU and 
the CPs to send data over this bus at the same 
time (this is caused by the data requirements for 
each step in the SOR iteration and the fact that 
the A matrix is symmetric). When the AU finishes 
an iteration, it sends the new value to the AU 
Interface of all four CPs. 

Message Generator - When a result is received 
from the AU, this unit generates new messages to 
carry that value to the other processing elements 
which need it. 

This architecture achieves parallelism at 
several levels - e.g., between computations at 
different nodes, between computation and 
communication, and between the various aspects of 
message routing and handling. Thus, it can 
implement the SOR algorithm with high efficiency. 

SIMULATION and PROTOTYPE 

A finely detailed, parameterized model of 
this architecture was constructed using the SIMULA 
language. We used this model to measure the 
number of clock cycles needed to complete each 
iteration, in order to obtain a performance 
measure which is independent of the technology 
used to implement the system. 

The performance of the system depends in part 
on the number of interconnections between 



variables. More interconnections require more 
computations at each node, and cause data to be 
communicated over longer paths. For most of our 
runs, we simulated a network of 15 nodes, arranged 
as a 3 x 5 finite element grid with triangular 
elements, with some additional connections between 
more distant·nodes added. This model provided a 
reasonable degree of complexity, so the results 
would not just represent the best possible 
performance. 

System performance also depends on 
assumptions such as the number of cycles required 
to send a message over the external bus, and the 
time required to complete multiplications. 
Assuming nominal values of such parameters, we 
determined that this system can complete each 
iteration in approximately 330 clock cycles. 
Processors in the interior of the grid achieve 
efficiencies (i.e., percent of time when the AU is 
performing computations) of over 70%. 

A hardware prototype of the processing 
element was constructed to validate these results, 
and further refine the details of the 
architecture. The complexity of the design, and 
the size of the data paths, made it impossible to 
build an entire processing node, so the prototype 
was scaled down substantially. We eliminated the 
Arithmetic Unit completely, and constructed two 
CPs. The AU and neighboring nodes in the grid are 
simulated by a microprocessor (Motorola 68000). 
Extensive testing of this prototype verified the 
operation of the communication processors and 
supported the conclusions of the simulation 
programs. 

CONCLUSIONS 

Problems in this architecture such as how to 
load data into the processors, control the 
stopping of the iteration, and retrieve the 
results have been addressed [4]. Evaluation of 
these results suggests that this architecture is 
capable of solving linear systems involving tens 
of thousands of variables in less than one second. 

[ 1] 

[2] 

[3] 

[4] 
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Abstract 

A parallel algorithm to generate optimum test-and­
treatment decision trees is presented. Constructing such trees is 
NP-hard. The algorithm is designed for a machine whose 
number of connections· is 3p /2, where p is the number of pro­
cessing elements(PEs), and where the PEs are simple enough 
such that a machine with 22!l PEs is currently implementable and 
a 230 PE machine is feasible. A speedup of 0 (p /logp ) over a 
sequential dynamic programming algorithm for this task is 
achieved, by paying careful attention to the communication 
problem. This algorithm is realized on the Boolean Vector 
Machine, a cube-connected-cycle system with 220 PEs which is 
currently running in prototype form, with 512 PEs. The algo­
rithm is concrete, in that all processor allocation and other con­
trol issues have been solved. The particular NP-hard problem is 
of independent interest; jt generalizes the binary testing problem 
by introducing treatments on an equal basis with tests. Applica­
tions of this test-and-treatment problem are found in medical 
diagnosis, systematic biology, machine fault location, laboratory 
analysis and many other fields. 

1. Introduction 

1.1. The Test and Treatment Problem 

The test-and-treatment(TT) problem originally defined by 
D.W. Loveland is a generalization of the binary testing problem 
studied by many researchers(see [1][2][5][6][7]). This problem is of 
independent interest since it finds applications in numerous real­
world applications. 

The test and treatment problem requests the selection of a 
"best" test and treatment procedure under a minimum expected 
cost criteria. The problem specification consists of a universe 
U = {0,1,. . .,k-1} of k objects, each with an associated weight 
P; , and a set of tests and treatments { T; , 1 ::; i ::; N } , each 
with an associated cost. The T; , 1 ::; i ::; m , denote tests, and 
the T;, m < i ::; N, denote treatments. We.assume that only 
one object is actually faulty, its identity is unknown, and each 
object i has a priori likelihood P; of being the faulty object. 
Each test and treatment is specified by a subset of the universe· 
if the ·unkno~n object is in the test or treatment set then the te$~ , 
responds positively, or "is successful", or the treatment is suc­
cessful. If the test is successful, the objects not in the test set 
are eliminated from consideration (and if negative, the test set of 
objects is eliminated), while a successful treatment ends the pro­
cedure. A failed treatment means the processing must continue. 
A successful TT procedure must provide for each object to be 
treated; a TT problem specification is adequate if there exists a 
successful TT procedure. With each test and treatment T; a 
cost t; . of executing that test or treatment is given with the prob­
lem specification. 

From the above description we see that a TT procedure is 
a_ binary ~~~on -~ee, with both test and treatment nodes. A 

* Work reported herein is partially supported by the Air Force 
under grant number AFOSR 81-0221 a.nd AFOSR 83-0205. This 
paper is a shortened version ot a paper submitted for publica-
tion. 
•• As in the C language[4], %, /, &, [, • are the modulo, integer 
division, and, or, and exclusive·or operations respectively. 

0190-3918/86/0000/0688 $01.00 © 1986 IEEE 688 

typical TT procedure is given in Fig: i, where a single-line arc is 
used for both test outcomes (the positive outcome to the left by 
convention) and a treatment failure, and a double-line arc 
denotes a treatment set. (The double-line arc is for emphasis 
only since every branch of a successful TT procedure must ter­
minate in a treatment set.) 

U ={0,1,2,3,4,5}, P; =1/6 for all i, 
T 1={2}, T 2={0,4}, T 3={0,1}, T 4={0,1,3}, 

T 0={4}, T 6={0,2}, T 7={5}, m =3 
t; =1 for all i. 

Fig. 1. 

The TT procedure tree has an expected cost defined as: 
Cost (Tree ) = E (cost of all tests and treatments encountered 

iEU 
if i is the faulty object) · P;. The desired solution is the pro­
cedure which mm1m1zes this cost. Thus 
Cost = min Cost (Tree ). 

all treu 

It has been shown[3] [5] that finding optimal solution to the 
binary testing problem is in general NP-hard. Since the test­
and-treatment problem generalizes the binary testing problem, 
the test-and-treatment problem is also NP-hard. A parallel algo­
rithm for this problem is presented which is implemented on the 
Boolean Vector Machine(BVM). We are able to achieve t.ime 
complexity 0 (ks (k +logN)) using p =0 (N2k) processors, 
where k is the size of the universe of objects containing the mal­
functioned one, s is the precision required, and N is the total 
number of tests and treatments available. This result represents 
a speedup of 0 (p /logp ), with regard to the known sequential 
algorithm which could be obtained by modifying the backward 
induction algorithm given by Garey[l]. 

1.2. The Boolean Vector Machine 

The BVM is a CCC[S] parallel machine. Logically the BVM 
can be viewed as a bit array. Each row of bits forms a register. · 
Each column forms a PE. The registers are denoted R[OJ, R[l], 
R[2], .. ., and are termed the PE's "memory". Each PE also con­
tains 2 non-memory registers A and B which act like 1-bit accu­
mulator. Let r be a positive integer and Q =2' , there are a 
total of 2' +Q PE's, as required by a complete CCC network. 
The address of a PE can be represented by ( i , j) with the first 
component being the cycle number and the second the address 
within the cycle. Within cycle i PE ( i, j) is only connected to 
its predecessor (i ,(j +Q-1)%Q )" and its successor 
(i, (j +1)%Q ). In addition each PE (i ,j) is connected to its 
lateral neighbor ( i ·2;, j ), thus connecting the cycles together. 



The BVM is a bit-oriented machine. Only Boolean function 
operations are allowed. Each of its instructions involves possibly 
register A and Band at most one another register. Its instruction 
has the form: 

{A or R[j]}, B = f, g(F, D, B) {IF or NF} <set>; 

Two assignment operations will be simultaneously per­
formed by executing this instruction. The first assigns f(F, D, B) 
to either A or R[j]; the second assigns g(F, D, B) to B. f and g 
are any Boolean functions of three arguments. F may be A or 
R[j]. D may be A.N or R[j].N. N denotes a neighbor PE of PE 
(c ,p ). It can be: 

S: successor PE {c ,(p +1)%Q ); 

P: predecessor PE (c ,(p +Q-1)%Q ); 
L: lateral PE ( c ·2P ,p ); 

XS: even successor exchange PE (c ,p ·2°); 

XP: even predecessor exchange XP=P if p is even; XP=S if 
p is odd; 

I: input one bit to PE (0, 0), PE {2Q -1,Q-1) outputs one bit 
at the same time. All other PEs get bits from their prede­
cessors except PEs (., 0), which get bits from PEs 
(.-1, Q-1). 
The {IF or NF} <set> denotes .the activate/deactivate 

set. <set> is a subset of {O, 1, ... , 2' -1}. IF <set> means all 
the PE's (i ,j), O~i <2Q and j E <set>, will be activated 
while the remaining PE's will be deactivated. The meaning of 
NF <set> is just the opposite. If the part {IF or NF} <set> is 
not present in the instruction, then all the PE's are activated. 
There is also a special memory register, E, which is used as an 
enable/ disable register. PE i will be enabled or disabled accord­
ing to whether it& bit of the E register is 1 or·O. The E register 
itself is always enabled. The value of a PE's memory(except for 
register E) will not be changed while that PE is disabled. The 
entire state of a PE will remain unchanged by an instruction 
which deactivates that PE. 

For further details of the BVM, the reader is referred to [9], 
{10]. 

1.3. ASCEND/DESCEND Algorithms 

An algorithm is in the ASCEND(DESCEND)[8] form if it 
consists of a sequence of basic operations on pairs of data, where 
the addresses of the pairs differ successively in bit 0, bit 1, .. ., bit 
p-1 {bit p -1, bit p-2, ... , bit 0), here and henceforth bits are 
counted from the least significant bit. 

Preparata and Vuillemin showed in (8] that the 
ASCEND/DESCEND algorithms can be simulated on a CCC at 
a slowdown of a factor of 4 to 6, regardless of the network sizes. 
Thus designing an ASCEND/DESCEND algorithm for a hyper­
cube, and transforming it into a CCC aJgorithm seems to be a 
reasonable way of designing an efficient CCC algorithm. The 
algorithm presented in this paper is in the ASCEND/DESCEND 
form. The processor control is largely ignored here. We will 
address this issue in the expanded version of this paper. 

2. A Parallel BVM Algorithm for the Test-and­
Treatment Problem 

Rather than enumerate all the possible TT trees and take 
the minimum cost directly as in section 1.1, we use the approach 
of dynamic programming and note that the optimal tree must 
apply the minimum cost action (test or treatment) to already 
optimal subtrees. The optimal subtrees are obtained by begin­
ning with the empty tree and combining trees as just described. 
Thus we start with 0(4')=0 and O(S)=oo for 87'4'· For an 
arbit.ra.ry nonempty set S of objects we compute the cost 0 { S ) 
as follows: 
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G(S) =min[ 
~n {ti *p (S) + O(S n T;) + G(S-T;)), 

1<1<m 
-min (ti *p (S) + C(S-T;))]. 

m<i-5,N 

where p (S) = EPi. 
itS 

This definition is from first principles: the value ti is charged to 
each object subject to that action and the total weight of those 
objects to be charged is p (S ). For tests, one adds in the cost 
C (S n Ti) of the set S n Ti to which the test responds posi­
tively (the test set) plus the cost C { S -T;) of the set S -T; of 
objects not responding to the test. Treatments terminate action 
on the objects of Ti, m < i ~ n, (i.e., treat them) so the only 
objects needing further action are the objects in S -Ti ; we add 
in the cost C(S-T;). The essence of an argument by induction 
that C ( S ) is correctly computed uses the assumption that 
C ( S n Ti ) and C ( S -T; ) are the correct costs for the subtrees 
and then we note from the above description that the correct 
mm1mum is taken to compute C(S). We see that 
C ( U)= Cost (tree ) as desired. 

In actual computation we will assign an array M [S, k] to 
calculate C(S ): M[S ,i]=ti p (S)+C(S nT;)+O(S-T;), 
O~i~m, and M[S,i]=t;p(S)+C(S-T;), m<i<N, there­
fore 

C{S)=min{M[S ,i] I O~i <N}. 

The above observation is expressed in the following algo­
rithm. 
TT() 
{ 

} 

foreach i: O~i <N do { 
TP [S ,i]=ti *p (S), if Is I >O, 

} 

M[s i] = [o, if Is I~. 
' oo, otherw1&e. 

ror{;=t; ;~I u I;;++) { 
foreach {S, i): U 2.S and IS I =j and O~i <N do { 

M[S ,i]=M[S-T; ,i]; 
M[S ,i]+=TP[S ,i]; 
if(i ~m) M[S ,i]+=M[S nT; ,i]; 

} 
foreach{S,i): u2s and IS l=j andO~i<N do 

M [S ,i]=min{M [S ,x J I O~x <N); 
} 

I S I in the algorithm denotes the size of set S . 

Can our parallel TT algorithm be transformed into the 
ASCEND/DESCEND form? Observe that if we assign a PE to 
each {S,i) pair with M[S,i] and TP[S,i] placed in different 
portion of that PE's memory, the instruction 
M[S,i]+=TP[S,i] can be executed in parallel by all PEs at 
once.(The necessary bit-serial addition algorithm is a subroutine, 
executed in parallel on all PEs.) The minimization part of the 
algorithm can be transformed into the following ASCEND form: 

for{ t =0; t <logN; t ++) 
foreach{S ,i): u2s and Is I =j and O~i <N do 

M [S ,i ]=min{M [S ,i ],M [S ,i#t ]); 

where i#t is the binary number obtained by complementing the 
t•th bit {from the right) of i. 

Now consider the instruction: 

foreach (S ,i): M[S ,i]=M[S-T;,i]. 

Cil.n this operation be transformed into the 



ASCEND/DESCEND form? 

Let us begin by expanding it into its component operations 
as follows: 

foreach (8 ,i) do { 
R [8 ,i]=M[8-T; ,i]; 
M[8 ,i]=R [8 ,i]; 

Consider now the operation 

R [8 ,i]=M[8-T; ,i]. 

For each 8 and i, this operation is 'well-defined, i.e.: each 
PE which receives information during this activity receives infor­
mation from only one PE. However, one PE must send informa­
tion to several PEs. In general, M [8-T; ,i] must be broadcast to 
R[(8-T;)LJV,i], for each V such that 8nT;;2V. The fol­
lowing loop accomplishes the required broadcast, for all i , 
O:Si<N: 

R [8 ,i]=M[8 ,i]; 
for(e =0; e <k; e ++) 

foreach(8,i): U;28 andO:Si<N ande€8nT; do 
R [8 ,i]=R [8-{e },i]; 

M[8 ,i]=R [8 ,i]; 

Let 11 ={j € U I j :St }. Using induction one can show that 
just before e takes on value t, R [(8-T;)LJ(8 n T; n11 _1),i] 
holds M[8-T;,i]. After all iterations of the loop one, l 1 =U, 
and 8 n T; ,n11 =8 n T; . Thus, for all 8 and i , 
R [8 ,i]=M[8-T1 ,i]. 

Similarly, the operation 

if (i :Sm) M[8 ,i]+=M[8 nr1 ,i] 

can be transformed into: 

Q [8 ,i]=M[8 ,i]; 
for(e =0; e <k; e ++) 

foreach(8,i): U;28 andO:'Si<N and e€8-T; do 
Q [8 ,i]=Q [8-{e },i]; 

if (i :Sm) M[8 ,i]+=Q [8 ,i]; 

TT() 
{ 

The complete algorithm now appears as: 

foreach i: O:Si <N do { 
if( I 8 I >O) TP [8 ,i ]=t; *p (8 ); 
M[ef>,i]=O; 
if( I 8 I >O) M [8 ,i]=oo; 

for(i =1; j :'Sk; j ++) { 
foreach (8 ,i): P 1(8 ,i) { 

Q [8 ,i]=R [8 ,i]=M[8 ,i]; 
} 
for(e =0; e <k; e ++) { 

} 

foreach (8 ,i ): P 1(8 ,i) and e €8 n T; { 
R [8 ,i]=R [8-{e },i]; 

} 
foreach (8 ,i ): P 1(8 ,i) and e €8-T; { 

Q [8 ,i]=Q [8-{e },i]; 

foreach (8 ,i ): P (8 ,i ,j) { 
M[8 ,i]=R [8 ,i]; 
M[8 ,i]+=TP [8 ,i]; 
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} 

if(i :'Sm) M [8 ,i]+=Q [8 ,i]; 

} 
for( t =0; t <logN; t ++) 

foreach (8 ,i): P (8 ,i ,j) { 
Mf8 ,i]=min(M [8 ,i],M[8 ,i#t ]); 

} 

Where P 1(8 ,i)==U28 and O:Si <N, and P(8 ,i.j)=:P 1(S ,i) 
and I 8 I =j. 

On the BVM each PE will stand for a pair (i ,j), where i 
and j are binary numbers and ij, the concatenation of i and j, 
is the address of the PE. I i I , the number of bits in i , is k . 
The component i denotes a subset 8 of U, a €8 iff a -th bit of 
i is 1. j is the index of a test or a treatment. 

The predicates e €8 nr, and e €8-T; can be imple­
mented by using the processor-ID. The Processor-ID is a bit pat­
tern in which th~ memory of processor (i, j) contains ij [9]. 
The processor-ID bits will let each PE know the set 8 it 
represents. T; should be input to the BVM. The most interesting 
part of the algorithm is the loop indexed by the variable e . Note 
that by imposing the conditions e € 8 n T1 and e € 8 -T1 the 
result becomes R [8 ,i]=R [8-T; ,i] and Q [8 ,i]=Q [8 nr; ,i]. 

3. Conclusion 

Many NP-complete problems can be solved on the BVM 
fairly efficiently, as we illustrate using the test-and-treatment 
problem. Indeed, the test-and-treatment problem itself is of real 
interest as it has many important applications. A parallel algo­
rithm for this problell). is presented and implemented on the 
Boolean Vector Machine. The communication problem and the 
PE allocation problem have been solved so that a speedup of 
0 (p /logp ) is achieved. 
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ABSTRACT 

"Truth maintenance" is an important artificial in­
telligence technique. Although some recent research 
has increased the efficiency of the status assignment 
process, it is still computationally expensive. Fortu­
nately, there is a significant amount of parallelism in­
herent in the process. We present a distributed compu­
tation for status assignment in a Truth Maintenance 
System (TMS) where each node in the system is im­
plemented as an independent processor. 

1 Introduction 

Doyle first presented a formal Truth Maintenance Sys­
tem (TMS) in [2]. (This was later renamed a Reason 
Maintenance System [3], but TMS has come to mean 
a class of techniques within artificial intelligence and 
we use this generic term.) One of the major functions 
of such a system is to properly assign the status of 
IN or OUT to each node in a network. The nodes 
correspond to assertions and the statuses to belief in 
the assertions. We discuss below the structure of the 
network and the criteria for proper status assignment. 

The status assignment process in a network of sig­
nificant size requires a large amount of computation. 
This is evident not only from the algorithm but from 
general experience with systems that include a TMS, 
such as DUCK [6] and MRS [4]. Recent work has at­
tempted to improve both the efficiency and function­
ality of the original algorithm [7] and [5]. However, 
the process is inherently expensive. Fortunately, sta­
tus assignment in a typical network allows the status 
of many nodes to be determined based on only that of 
a relatively few other nodes. This allows a large degree 
of parallelism in status assignment. 

Dijkstra has proposed a distributed computation 
called "diffusive computation" in [l]. In such a sys­
tem, a computation proceeds by passing messages in 
a finite, directed graph of processors. A processor is 
activated only when it receives a message. It makes 
a calculation and sends the result in a message to its 
successor. The end of the computation is signaled by 
a system of replies. A TMS network of nodes can be 
implemented as a finite, directed graph of processors 
which seek to determine their status. We give a diffu­
sive computation which implements status assignment 
in such a network of processors. In the discussion that 
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follows, we assume that the reader is less familiar with 
the TMS proposed by Doyle than with Dijkstra's dif­
fusive computation. 

2 TMS Status Assignment 

Each node in a TMS network is to be assigned a status 
of IN or OUT. A set of justifications is associated 
with each node. Each justification in the set consist of 
an ordered pair of sets of nodes. The first element of 
the pair is called the Inlist of the justification, and the 
second is called the Outlist. A justification is valid 
exactly when each element of the Inlist is IN and each 
element of the Outlist is OUT. An assignment of sta­
tuses to a TMS network is consistent when each node 
is assigned a status of IN iff it has at least one valid 
justification and OUT otherwise. The nodes form a 
directed graph where the union of the Inlists and Out­
lists of the justifications for a node are its predecessors, 
and those nodes which include it in a justification are 
its successors. 

It is convenient to name certain subsets relative to 
a node. Its successors are also its consequences. If 
a node is IN, the nodes in one valid justification are 
designated its supporters. If a node is OUT, its sup­
porters will include exactly one node from each justi­
fication: either an OUT node in the Inlist or an IN 
node in the Outlist. The affected consequences of 
a node are those consequences for which the node is a 
supporter. The transitive closure of the affected con­
sequences constitutes the repercussions of the node. 
The believed consequences are those affected conse­
quences which are IN. The transitive closure of these 
is the set of believed repercussions. The ances­
tors of a node are those in the transitive closure of 
its supporters. Any of the sets mentioned so far may 
be empty. If the set of justifications is empty, then 
the node has no justification and is OUT. If the In­
list and Outlist of a justification are both empty, the 
justification is valid and is said to be a premise. 

We consider the problem of adding a justification 
to a node in a TMS network in which the status as­
signments are consistent and well-founded. This last 
means that no node is in its own believed repercus­
sions. The status assignment computation should pre­
serve the conditions of consistency and well-founded­
ness after the justification is added if it is possible to do 
so. As an example, consider Figure 1. In this graph 
and those which follow, each circle corresponds to a 



Figure 1: Unique Well-founded Consistent State 

justification, with an arrow pointing to the justified 
node, positive arcs connected to the elements of the 
lnlist, and negative arcs to elements of the Outlist. 
The requirement of consistency is met if each node in 
this graph is assigned a status of IN. However, such a 
state of assigned statuses would not be well-founded. 
The only consistent well-founded state has each node 
labeled OUT. 

We will show next how status assignment can be 
accomplished by a simple diffusive computation that 
generally follows Doyle's original algorithm. It is im­
portant to note that our computation, like that of 
Doyle's, is incomplete in some respects. A new jus­
tification may also introduce ail unsatisfiable cir­
cularity into the system by creating a graph, such 
as that of Figure 2, for which no consistent assign­
ment of statuses can be found. We improve upon the 
original algorithm by ensuring termination if a con­
sistent labeling of statuses is not found. However, it 
may be possible to consistently assign statuses only 
if the supporters of some of the nodes are examined, 
and our computation only examines consequences of 
nodes. Our ci>mputation will also assign statuses if it 
is possible to do so consistently even though there is no 
assignment which is both consistent and well-founded. 
Russinoffhas solved these problems in (7] with a more 
complex truth maintenance algorithm. 

3 The Diffusive Computation 

Imagine now that the nodes in a TMS network are 
processors connected to each other via two-way chan­
nels that carry messages in one direction and replies 
in the other. Each processor stores a set of justifica­
tions and its status. It is connected to other processors 
by channels which carry messages to its consequences 
and replies to the processors named in any of its jus­
tifications. We will describe below programs for the 
processors that implement the diffusive computation 
of status assignment. 

Given a "root" processor which is initially OUT and 
which acquires a valid justification, we begin as Doyle 
does: the status of the processor and every element 
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Figure 2: Unsatisfiable Dependencies 

of its repercussions is set to NIL. This status assign­
ment is special and only occurs during updating. The 
diffusive computation for this is quite simple. Each 
processor sends a message giving its status as NIL to 
each of its consequences. If a processor receives such a 
message from a processor which is not a supporter, or 
if the processor has already received a message from 
a supporter, it replies immediately. Otherwise, it sets 
its status to NIL, and sends the same message to each 
of its consequences. The originator of the first mes­
sage is known to the processor as its "engager". When 
each one of the consequences of the processor, if any, 
has replied, then it replies to the engager. The root 
processor recognizes the termination of the NIL sweep 
when all of its consequences have replied because it 
marks itself as its own engager. At this point, we can 
attempt an assignment of IN or OUT to the designated 
processors. 

The basic idea of the diffusive computation for sta­
tus assignment is that upon receiving a message for the 
first time, a processor records the sender as the engager 
and checks to see if if its own status is changed by the 
new information. This is determined by whether or 
not there is now a valid justification for the processor 
based on the new status of the engager. If the status 
of the receiving processor is unchanged, it replies im­
mediately. If the processor's status is changed, then it 
sends a message containing its new status to each of its 
consequences. A processor also replies to any sender 
if it has already received another message to which it 
has not replied or if it has no consequences. It replies 
to the engager when it receives replies from all of its 
consequences. 

/-
~ + -

S:----0--­
+ 

Figure 3: New Justification 



We illustrate the use of such a diffusive computa­
tion with Figure 3. Suppose that initially P had no 
justification and was thus OUT. The justification be­
ing added is shown in the dotted lines. Processors Q 
and S were IN and R was OUT. Thus Pis an OUT 
processor which acquires an initially valid justification 
and so becomes the root node in a diffusive computa­
tion to determine status assignments. 

After the NIL sweep, both P and Q will each deter­
mine its status to be OUT because of the NIL status 
of S. Q will make its determination when it receives 
a message from P that it is OUT. Q then sends a 
message to R who is able to determine that its sta­
tus is IN. R's message to S confirms the assumption 
that the NIL status of S would eventually result in an 
OUT status. S sends a message to Q and P. Since they 
are already engaged, they take note of the new status 
and reply immediately. Each node in the graph then 
replies to its engager after determining that its status 
is unchanged since it first received a message. In the 
final state, only R is IN and the other processors are 
OUT. 

The above descriptions of diffusive computations 
would suffice for status assignment were it not for un­
satisfiable circularities. Obviously, some graphs may 
not admit a consistent assignment of statuses. In such 
a case, the diffusive computation described above would 
not terminate. The simple fix for this problem pro­
posed here is to pass a messag~ which contains a string 
of processor names as well as a status. The string con­
tains the ancestors of the engager. Thus a processor 
can determine if its current status depends on itself. 
If an engaged processor switches status twice as a re­
sult of being its own ancestor, then it is involved in 
an unsatisfiable circularity. (In [2), Doyle claims that 
an unsatisfiable circularity can be detected if a node 
is its own ancestor after finding a valid justification 
with a NIL status in the Outlist. Unfortunately, this 
is not the case.) We propose that a processor signals a 
special "trouble" reply to its engager when an unsat­
isfiable circularity is so detected. 

Detection of an unsatisfiable circularity, given a par­
ticular state of assignments, is by itself insufficient. It 
may be that the diffusive computation has not yet ter­
minated for some possible supporters of processors in­
volved in the apparent circularity. We must specify 
what action is to be taken by a processor when it re­
ceives a trouble reply. Our solution is for the processor 
to wait until all replies have been received and then re­
send its status to its consequences if it has received the 
trouble report for the first time from a particular con­
sequence. If a trouble reply is received twice from the 
same consequence, then the processor replies trouble 
to its engager. 

For example, in Figure 4, only S is IN before P ac­
quires its premise justification. After the NIL sweep, 
P determines that it is IN and sends its new status to 
Q and T with the message< P,IN >. Suppose that 
T is much slower than the other processors. While T is 
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Figure 4: Apparent Circularity 

very slowly determining its status, Q determines that 
its own status is OUT since the status of S is NIL. 
R then receives the message < QP, OUT >. R then 
sends < RQP, OUT > to S which then sends 
< SRQP,IN > to Q. The latter records R's new sta­
tus and replies immediately since it is already engaged. 
Eventually, Q receives its outstanding reply from R. 

Now Q finds that its status has changed to IN. Also, 
one of its supporters includes Q in its ancestors: S is 
recorded as having the status of IN due to the message 
< SRQP,IN >. Since Q is its own ancestor, it sets a 
circularity flag before it resends its status: It is easy 
to see that its status will change again due to its being 
its own ancestor if it does not receive a message from 
T before it receives its next reply from R. If T is so 
slow, then, since the circularity flag has been set, Q 
replies trouble to P. 

Processor P does nothing until it hears from T. At 
that point, P rebroadcasts its status regardless of the 
fact that it has not changed. This time, T will be 
IN and Q will have a valid justification regardless of 
the status of S. Thus, the final determination of status 
assignments in this example will be the inverse of the 
state before P received a justification: only S will be 
OUT. 

In the next section, we give the algorithm for a pro­
cessor to carry out the diffusive computation described 
above. We omit the NIL sweep as trivial and assume 
that we start with all of the affected consequences of 
the root processor NIL and all of their consequences 
notified of their new status. We also assume that the 
root processor has already made itself its own engager 
and has initiated the message sending. 

4 Algorithm for Processor i 

Each processor Pi has the following stores: 

Status: IN, OUT, or NIL. 

Justification Set: This is is the set of justifications 
for P; and will be abbreviated :r. Each Justifica­
tion consists of a pair of sets of processor ids. For 
a particular justification Jk, we denote the first 
element of the pair as Inlist(h) and the second 
element Outlist( Jk)· Both :! or either element of 
any justification may be empty. 



Supporter-Status: This is a vector of pairs indexed 
over the union of the processor ids in any set in 
.:J. For any element j of the vector, the first 
element of its pair is a set of processors called 
Contributors(j). The second is Update(j): the 
last known Status of j. Thus, each element of 
this vector has the same format as a message. 

Deficit: The obvious integer required for a diffusive 
computation. 

New-Status: IN or OUT. 

Circularity: A boolean flag indicating a possible un­
satisfiable circularity. 

Ancestors: The set of processors upon which the cur­
rent value of Status depends as determined by the 
procedure Status(i). 

Consequences: The set of processors which mention 
P; in their justifications. 

Trouble: The set of processors which have reported 
an unsatisfiable circularity with a trouble reply to 
Pi. 

Define Processor(i): 
begin 
If receive message < P3w, T > then 

begin 
Supporter-Status(j) := < Pjw, T > 
If Engager = 0 then 

begin 
Engager := Pj 
New-Status := Det-Status(i) 
Circularity := false 
Trouble := {} 
If N ew-Status=Status then 

Send-Reply(i, 'N') 
else Resend-Status(i) 

end 
else Send-Reply(i,'N') 

end 
If receive normal reply from Pj then 

begin 
Deficit := Deficit -1 
If Deficit= 0 then 

begin 
New-Status := Det-Status(i) 
If Trouble= {} then***No unsatisfiable circularities reported 
If New-Status = Status then *** No status change 

Send-Reply(i,'N') *** Send normal reply 
else If i EAncestors then***Possible unsatisfiable circularity 

If Circularity then***Definite unsatisfiable circularity 
Send-Reply(i,'T') *** Trouble Reply 
else 
begin 
Circularity := true 
Resend-Status(i) *** Try to resolve possible problem 
end 

else Resend-Status(i) *** P; is not its own ancestor 
else *** Trouble set is not empty 
If Circularity then Send-Reply(i,'T') *** Trouble Reply 

else Resend-Status(i) *** Problem may be resolvable 
end 

end 
If receive trouble reply from Pj then 
If Pj 3 Trouble then 

Trouble:= Trouble U{Pj} 
else Circularity := true *** Trouble Reply 

end. 
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Define Send-Reply(i,b): 
begin 
if Engager = P; then halt 

else 
begin 
Engager := 0 
Ifb = 'N' then send normal reply 

else send trouble reply 
end 

end. 

Define Resend-Sta.tus(i): 
begin 
Status := New-Status 
Deficit := size of Consequences 
If Deficit = 0 then Send-Reply(i,'N') 

else send. message < w, S > to each consequence 
where w := {P;}U Ancestors 

end. 

Define Status(i): 
If3J• E .1 I 'In E !nlist(J•), Update(n) =IN 

and ~30 E Outlist(Jk) I Update(o) =IN, then 
begin 
Ancestors := {j} U Contributors(j)'lj E Inlist( J.) U Outlist( J.) 
Return IN 
end 
else 
begin 
Ancestors:= UVJ• E .1 UGontributors(j) 

for some j I either j E lnlist(Jk) and Update(j) i IN 
or j E Outlist(J.) and Update(j) =IN 

Return OUT 
end. 

5 Conclusion 

The amount of computation required and parallelism 
inherent in the truth maintenance process makes it a 
good candidate for a distributed computation. Dijk­
stra's diffusive computation is a good fit to at least 
Doyle's original algorithm for truth maintenance. In 
fact, if, like Doyle, we do not provide for termination 
given a graph which cannot be labeled consistently, 
the diffusive computations required are very simple. 

Providing for such termination has the effect of com­
plicating the final computation and significantly in­
creasing the length of the necessary messages, as well 
as their number in some cases. And our algorithm 
does not properly identify just when it is possible to 
give a consistent and well-founded labeling of statuses 
to a graph. 

However, the diffusive computation presented here 
is still relatively straight-forward and accomplishes as 
much or more than all but the most recent previous 

algorithms for this task. Furthermore, the remaining 
problems seem likely to be resolved by extensions of 
the current algorithm. For example, when the root 
processor halts with a trouble reply, it seems likely 
that a diffusive computation could be devised to ex­
amine its supporters as does Russinoff's algorithm. We 
conclude that diffusive computations are a good model 
for distributed implementations of truth maintenance. 
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ABSTRACT 

Several Lisp application kernels were modified for parallel exe­
cution. Their simulated behavior showed speed-ups ranging from 
one to 850 times faster, suggesting that the technique is of no value 
to a few programs, of great value to a few programs, and of 
moderate value to most programs. The modifications were minimal 
and could be done mechanically. 

OVERVIEW 

To assess how much faster Lisp programs would 
run on large multiprocessor systems, we modified 
several application kernels for parallel execution and 
simulated their behavior. We obtained speed-ups 
ranging from one to 850 times faster, suggesting that 
the technique is of no value to a few programs, of 
great value to a few programs, and of moderate value 
to most programs. The modifications were minimal 
and could be done mechanically. 

An approximation of this technique is used to 
modify several application kernels by hand to run in 
parallel. The effective parallelism obtained is meas­
ured by means of simulation. These results are com­
bined with results previously published [6] to identify 
areas of research needed for parallel execution of Lisp 
programs with minimal programmer intervention. 

REQUIREMENTS FOR 
"SAFE" PARALLEL EXECUTION 

Unlike many languages, Lisp contains a viable 
"pure function" subset. Moreover, applications writ­
ten in Lisp are typically composed of many functions 
which are "pure." Such functions can be rendered 
into parallel routines without fear of destroying the 
meaning of the program. 

Unlike the functional languages, however, Lisp 
also supports applications which are not pure, which 
make use of "blackboards," global data structures, 
and side-effects in order to be useful. These side­
effects must be carefully handled to insure correct 
parallel program execution. 

•On Assignment to MCC from NCR Corporal.ion 
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The Detection of Side-effects 
Much of the effort in converting a program in 

Lisp (or any other language) to run in parallel comes 
in determining which parts may execute simultane­
ously without interference. We propose to study the 
restricted case of executing side-effect-free functions in 
parallel. Given a "black box" model of computation, 
a side-effect-free function may be viewed as a compu­
tational entity which accepts certain values as input 
parameters, and returns one or more values through 
the well-isolated interface of the function call. As 
such, the black box operates independently of its 
implementation - it is behavior not structure that is 
important. Whether the function is implemented as 
software, firmware or hardware, nothing in the calling 
environment is altered, save the values returned 
through the function call interface. 

A side-effect is therefore a change to the calling 
environment not associated with the function call 
interface. Note that this definition is usually weak­
ened somewhat to exclude changes in internal 
addresses, memory allocation, timers, etc., which are 
beyond the access of the program. 

There are two types of side-effect phenomena in 
Lisp: (1) functions which by their nature cause side­
effects, and (2) functions which make use of global or 
free variables. Functions which use free variables 
have the potential for their computation being 
affected from any other part of the computation that 
uses those variables. Side-effecting functions include 
rplaca, rplacd, set, and the Input/Output functions. 
Moreover, any function which calls a side-effecting 
function may be considered side-effecting. In addi­
tion, any function which touches the property list of 
symbols (such as get, putprop) implicitly references 
globally available data. 



Three answers may occur when performing side­
effect analysis on a function: (1) no side-effects exist, 
(2) side-effects exist, and (3) don't know. We assume 
that only functions in the first category may be exe­
cuted in parallel. We recognize that some algorithms 
exist which correctly use overlapping execution with 
side-effects, but we will not consider such cases here. 

Static syntactic analysis should approach 100% 
accuracy in identifying the presence of global vari­
ables and side-effecting functions if they exist, but will 
be less accurate in establishing the absence of global 
variables or the lack of side-effecting functions. 

In this determination, however, "don't know" 
may be the most common answer. Certain constructs 
are so suspicious ((setq x (format .. .)) or (eval .. .) ) 
that we will flag them as side-effecting without further 
analysis. Others, such as setq will require further con­
sideration. If a global variable is used as the assignee, 
then setq will cause side-effects. The use of a local 
variable as the assignee of a setq encapsulates the 
side-effect to the scope of the local variable. Hence 
the function itself acts as a black box, and can be exe­
cuted in an applicative and parallel fashion. 

Obtaining Parallelism 

After functions have been identified as safe candi­
dates for parallel execution, some mechanism must be 
supplied for creating a separate task for their execu­
tion and observing the degree of parallelism obtained. 
We selected the future construct from Multilisp [5] as 
our primary construct for specifying parallel execu­
tion. The future is a form which spawns a new task 
for the evaluation of a given Lisp form. For example, 

(setq x (future (addl y)) 
(setq z x) 

spawns a task to evaluate (add1 y), assigns to x a 
pointer to the future of (add1 y), and continues execu­
tion in line. When (add1 y) completes, the value of x 
becomes a pointer to the value of (add1 y). If the 
value of x is needed before the future is completed, 
that task will suspend itself. However, if only x as a 
whole is needed (as in the subsequent assignment), the 
task is NOT blocked; instead z is set to point to the 
future also. 

Note that the word future is used in two senses: 
as the name of the function which spawns the tasks, 
and as the (uncompleted) value of the task spawning. 
When it is necessary to distingush between the two, 
we will refer to the value of the task spawning as the 
*-future-* data-structure. In the example above, if x 
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were inspected before the value was available, then 
something like the following might be seen: 

*-FUTURE-*: (future (addl y)) 

Two other forms are used in our study: touch and 
pmapcar. The function touch will return the value of 
its argument, blocking if necessary on an as-yet 
undetermined future. The function pmapcar is also 
built from futures. It is the analog of mapcar: 

(pmapcar fn '(1 2 3 4 5)) 

will spawn tasks to evaluate (fn 1), (fn 2), ... , (fn 5) 
simultaneously, and return the list of values (or their 
futures). 

It is important to note that a future does not 
automatically allow parallel execution. Consider the 
following: 

(plus 10 (future (sin x))) 

No useful parallelism is obtained. While (future (sin 
x)) does create a parallel task, the main line task tries 
to execute the plus instruction, and immediately 
blocks until the computation of (sin x) is completed. 
If future has any overhead, it would take less time to 
execute: 

(plus 10 (sin x)) 

Therefore, a future should only be inserted when both 
paths of computation can be expected to have more 
computation to perform than the overhead of invok­
ing a future before the invoker requires the value of 
the future. 

The Insertion Process 

Because the future is a data structuring concept, 
and because it behaves like a function call, it is not 
only easy for the programmer to use, but it is also 
easy for a pre-processor to insert futures in a program 
to be parallelized. Since we do not currently have a 
program which detects side-effects or estimates com­
putation requirements of code fragments, we inserted 
futures in the application kernels where we judged 
such programs would make those insertions. 

As an example, consider the following: 

( defun rewrite-args (1st) 
(cond ((null !st) nil) 

( t (cons (FUTURE (rewrite (car !st))) 
(rewrite-args (cdr 1st)))))) 

It is known that rewrite is side-effect-free; hence, 
the future can be inserted on the first argument of 
cons. 



However, guaranteeing freedom from side effects 
is only a sine qua non for insertion of futures. The 
candidate function must also satisfy two other cri­
teria: 

1. The work being done by the spawned task must 
be sufficient in the light of the process scheduling 
overheads. 

2. The work remaining in the spawning task until 
the future value is needed must also exceed the 
scheduling overhead. 

For example, consider the following function: 

{defun test (x) (+(sin x) (cos x))) 

One may insert futures indiscrimately as follows: 

{defun testl (x) (+ (future (sin x)) 
(future {cos x)))) 

Such insertion on the second argument of the addition 
is pointless -- the mainline task must block while it 
waits for the completion of computation of both argu­
ments. 

A better insertion is 

( defun test2 (x) ( + (future (sin x)) 
(cos x))) 

Now, after spawning the (sin x), the mainline will 
compute the (cos x) coincidentally with the computa­
tion of (sin x). The parallelism is now useful provided 
that (sin x) and (cos x) take longer to compute than a 
task takes to be spawned. 

We note that Sharon Gray at MIT has developed 
· a program for inserting futures in code that is already 
known to be side-effect-free [4]. 

MEASUREMENT TOOLS 

Several tools were developed to allow measure­
ment of the parallel execution of Lisp programs. 
Since a multiprocessor was not readily available to the 
authors, a simulator was developed to approximate 
the behavior of parallel Lisp programs on a multipro­
cessor. It generates a trace of events related to task 
scheduling and timing, such as task start, task end, 
and task blocking, using a value generated by another 
task. These trace events are used by a post­
processing program to determine a running average 
degree of parallel execution and the overall average 
number of processors in use. 
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The "Pure-Lisp" Simulator 

The "pure-Lisp" simulator extends Common Lisp 
by implementing two interrelated primitives, future 
and touch to support parallel execution. As men­
tioned before, the future primitive returns a *-future-* 
data-structure. However, Common Lisp primitives do 
not support the *-future-* data type. This support is 
provided by means of a preprocessor for Common Lisp 
source code. The arguments to each system primitive 
such as car which requires access to their contents are 
enclosed in a touch primitive. The touch primitive 
treats normal Lisp values like the identify function. 
When its argument is a *-future-* data-structure, it 
simulates the appropriate delay, if necessary, and 
returns the value computed by the associated *­
future-*. Thus, no changes are needed to the underly­
ing Lisp system primitives. 

During program execution, the various tasks are 
executed in a depth-first order, with the most recently 
created task being executed until it completes or 
starts another task. When it completes, then the task 
that started it is resumed. A simulated time is main­
tained throughout this execution. Whenever a future 
primitive is encountered, the current simulated time is 
recorded as the start-time for that future. Then the 
argument of that future is evaluated as a normal Lisp 
expression. The new simulated time is recorded as the 
end-time for that future. Then the simulated time is 
reset to the start-time of the future. Thus, the next 
instruction in the task that executed the future 
appears to occur during the time that the future's 
argument is being evaluated. When a task executes a 
touch of a *-future-* data structure, the simulated 
time is set to the greater of the current simulated 
time and the simulated completion time for that *­
future-*. This adjustment represents waiting for a 
future to complete if necessary. 

The "pure-Lisp" simulator described above has 
the advantage of relatively straightforward implemen-. 
tation. Further, so long as the arguments to the 
future primitive have no side-effects, the results com­
puted will be correct and the estimated degree of 
parallelism and simulated timing will also be correct. 
However, if the arguments to the future primitive 
have side-effects, the simulator can be arbitrarily 
optimistic or pessimistic. 

Suppose that a single computation is needed in . 
several places in a parallel program. Further, suppose 
whatever portion of the parallel program needs that 



computation first sets a flag and computes the value 
while other portions of the program just use the result 
of the computation when they find the flag set. The 
future construct supports this kind of parallel pro- . 
gramming, but the "pure-Lisp" simulator does not. If 
the shared computation first occurs inside of a future, 
then it could end up being used by another portion of 
the program at a simulated time earlier than it was 
computed. Or, if it is the value of a future which also 
includes a longer computation, another task could be 
delayed longer than necessary. Therefore, the "pure­
Lisp" simulator used in these experiments is only 
appropriate for studying futures with no side-effects. 
Since the current study is only concerned with mutu­
ally independent sub-tasks, this limitation is not 
harmful. 

The Trace and Post-Processing Facility 

The following events are traced: task start, task 
end, task block waiting on a future, and task unblock 
when a future is ready. Each trace event records the 
simulated event time and the event type. The first 
two events surround the future primitive, and the 
second two events surround the touch primitive. The 
act of recording the event data is hidden from the 
simulated timer. This series of events can readily be 
transformed into a time-weighted average of the 
number of active tasks and the number of blocked 
tasks. A small program computes the average number 
of active tasks and the maximum number of tasks 
that a parallel program uses. Also computed are the 
total computation for all tasks and the linear time 
required to execute the parallel program. These times 
represent the results that would be obtained if the 
program were executed on a ideal parallel processor 
that has as many processors as were needed, with no 
interference between the processors. 

SAMPLE APPLICATION KERNELS 

This report examines four sample programs to 
assess the potentials of obtaining automatic parallel 
execution. Two of these, Mandelbrot and TAK are 
small programs, intended to exercise the primitives 
essential to parallel execution. The other two, EMY 
and REWRITE are kernels of major Al programs, 
intended to represent the computation of those pro­
grams. 
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Mandelbrot 

The Mandelbrot program determines, for each of 
a set of points on a square grid in the complex plane, 
whether the point is in the Mandelbrot set [2]. Thus, 
Mandelbrot can be considered a representative kernel 
of a class of numerical algorithms. The determination 
for a single point is iterative, but independent of all 
other points. In the sequential version of the pro­
gram, the determination for each point done inside of 
a double loop. The outer loop controls which row in 
the grid is being evaluated, and the inner loop 
controls which column within the row is being 
evaluated. Given an assumption that at least five 
instructions should be performed by a parallel task to 
justify its creation overhead, the smallest computation 
that is suitable for execution as a separate task is the 
determination of whether a single point is or is not in 
the Mandelbrot set. Since each such determination is 
independent of the others, this unit of computation 
could be surrounded by a future. 

To obtain experimental results, a grid of 50 by 50 
points was selected, with an iteration limit of 100. 
Without futures, the program takes 27 .8 seconds. Fig­
ure 4-1 shows the parallel execution profile with a sin­
gle future. The y-axis is simulated time, and the x­
axis is average number of executing tasks during a 
time window. With a total run length of 1.17 
seconds, the speed-up is approximately 24. 

Time Active Each*= 2 
l_msJ. PE's Active Processors 

0 23 ************ 
100 19 ********** 
200 19 ********** 
300 26 ************* 
400 31 **************** 
500 31 **************** 
600 34 ***************** 
700 34 ***************** 
800 28 ************** 
900 25 ************ 

1000 g **** 
1100 4 ** 

Figure 4-1: Mandelbrot - One Future Case. 

Since 2500 tasks were created and executed, this 
speed-up is disappointing. Careful consideration of 
program behavior shows that the problem is the rate 
at which tasks are created. On average, a delay of 
360 microseconds occurs between each task startup, 
mostly due to loop overhead. Since each task takes 
an average of 11,000 microseconds, only 30 tasks can 



be started before some tasks complete. Variation in 
the length of each task causes the variation in the 
number of active tasks. 

As the program is operating on a square grid, the 
iteration can easily be setup as a loop computing each 
point on a row, within a loop· computing each row. 
Since there will now be a task for each row, 50 tasks 
will be starting tasks in parallel, and the average 
number of running tasks should rise to 1500. Figure 
4-2 shows the parallel execution profile of the Mandel­
brot program with two futures. 

Time Active Each*= 50 
_(_ms,}_ PE's Active Processors 

0 39 * 
2 249 ***** 
4 666 ************* 
6 1281 ************************** 
8 1581 ******************************** 

10 1587 ******************************** 
12 1476 ****************************** 
14 1413 ***************************** 
16 1386 **************************** 
18 1376 **************************** 
20 1317 *************************** 
22 963 ******************** 
24 485 ********** 
26 147 *** 
28 21 
30 2 
32 1 

Figure 4-2: Mandelbrot - 50x50 Two Futures Case. 

While 1500 tasks do execute simultaneously, the 
average speedup is approximately 850. The remaining 
sequential startup time for the 50 rows and 50 points 
in each column is responsible for average speedup 
being lower than the peak number of tasks. 

A fairly simple program for obtaining automatic 
parallelism would find the two locations for inserting 
futures that were used here. A more advanced pro­
gram might even use three or four levels of futures to · 
speed the startup further. As very substantial 
amounts of speedup were obtained with minimal over­
head, we conclude that programs similar to the Man­
delbrot program can be automatically converted to 
effective parallel execution. 

TAK 

TAK is a six line program used in the Gabriel 
benchmarks [3] intended to test the efficiency of Lisp 
implementations in calling recursive functions. For 
the purposes of this report, TAK provides opportunity 
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for rapidly increasing parallelism provided that 
efficient primitives for fine grain task computation are 
available. Each recursive call to TAK spawns four 
more calls to TAK, three of which can execute in 
parallel. Thus, the potential parallelism of TAK 
grows exponentially with the call depth. Since the 
benchmark requires a call depth of 18 to complete, 
massive parallelism is available. However, a typical 
recursive call has fewer than ten instructions not . 
counting those required by the deeper levels of recur­
sion. If the overhead of creating a separate task is 
great, then the effective speedup will be poor. There­
fore, TAK requires an efficient implementation of the 
parallelism primitives. TAK requires 3.05 seconds of 
sequential time to execute without futures. Figure 4-3 
shows the results of futures on each of the three argu­
ments to the recursive call to TAK. 

The total processing time increases to 5.95 
seconds in the parallel execution of TAK, almost dou­
bling. The overhead of creating tasks is almost as 
much as that of executing. However, most of these 
task creations occur in parallel, so an effective 
speedup of approximately 85 is obtained. Indeed, if it 
were not for the long tail of low processor count, the 
speedup would have been greater. This tail is caused 
by tasks which block on their futures resuming and 
continuing the recursive computation. Therefore, 
even with very fine grain parallelism, significant 
speedup is possible. 

EMY 

Time Active Each*= 50 
_(_msJ_ PE's Active Processors 

0 1060 ******************** 
2 1414 *************************** 
4 260 ***** 
6 108 ** 
8 45 * 

10 25 * 
12 15 
14 10 
16 6 
18 3 
20 3 
22 2 
24 6 
26 7 
28 2 
30 4 
32 5 
34 4 
36 1 

Figure 4-3: Tak with three futures. 



EMY is an implementation of the inference ker­
nel of the EMYCIN expert system [1]. It represents 
approximately 600 lines of Lisp code. It was discussed 
in detail in [6]. Briefly, it uses backward chaining rea­
soning to answer queries against its database. During 
the process of making deductions, it updates a global 
database, to save conclusions for use by other rules. 
These frequent operations on a shared database or 
"blackboard" prevent much parallel operation without 
use of synchronization primitives. Note that the 
"blackboard" model of execution is used in other AI 
programs such as Hearsay. 

Nine locations were found for inserting futures in 
the EMY program. The effective speedup obtained 
was negligible. The lack of speedup reflects the small 
granularity of parallel tasks between operations on the 
shared database. These results are particularly 
noteworthy, as the EMY program has been shown to 
allow significant speedup (by factors of ten to twenty) 
when synchronized operations are allowed on the glo­
bal database. At the current time, it is not well 
understood how to insert automatically synchroniza­
tion around the access to a shared data structure. 

REWRITE 

REWRITE is a simple theorem prover developed 
by Boyer and Moore to evaluate Lisp implementa­
tions. It is also included in the Gabriel benchmarks. 
It represents approximately 100 lines of Lisp code and 
350 lines of data consisting of 104 lemmas. It was 
written with the intent of providing behavior that was 
representative of the much larger Boyer and Moore 
Theorem Prover. Theorem proving is an important 
part of the planning section of many AI programs. 
While the authors (Boyer and Moore) now have some 
doubts about the representative nature of REWRITE, 
it is the best available sample theorem prover. As it 
is shown in the Gabriel benchmarks, there are two 
places in the code which use global variables to pass 
extra values back from a function. To allow parallel 
execution, the code was changed to pass the extra 
values back as part of the function. After this 
change, most of the program is without side-effects, 
allowing automatic parallel execution. 

The following theorem was selected for our measure­
ment experiment: 

(IMPLIES 
(AND (AND Pl Ql) 

(AND (IMPLIES Pl P) 
(IMPLIES Ql Q))) 

(OR P Q)) 
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Time Active Each*= 5 
imsJ_ PE's Active Processors 

0 10 ** 
5 9 ** 

10 17 *** 
15 27 ***** 
20 30 ****** 
25 37 ******* 
30 36 ******* 
35 42 ******** 
40 56 *********** 
45 75 *************** 
50 84 ***************** 
55 85 ***************** 
60 99 ******************** 
65 136 *************************** 
70 150 ****************************** 
75 134 *************************** 
80 143 ***************************** 
85 139 **************************** 
90 99 ******************** 
95 56 *********** 

100 72 ************** 
105 76 *************** 
110 34 ******* 
115 26 ***** 
120 15 *** 
125 11 ** 
130 2 
135 2 
140 1 
145 l 
150 1 

Figure 4-4: REWRITE with three futures. 

Figure 4-4 shows the results of hand-insertion of 
three futures on the selected theorem. Sequential exe­
cution requires 7.1 seconds. A speedup on the selected 
test case of approximately 48 was obtained. More 
complex theorems would yield more opportunities for 
parallel execution, so we would expect greater 
speedups. We expect that similar results could be 
obtained from programs similar to theorem provers. 

Summary of Results 

Table 4-1 summarizes the results of each experi­
ment. The Mandelbrot program is listed in both the 
1-future and 2-future form. We have observed speed­
ups based on automatic syntactic insertion of parallel 
constructs ranging from 1 to 850. We draw the obvi-



ous inference tha't the amount of parailelism to be 
obtained is strongly dependent on the application 
selected. 

Program Parallel Sequential Parallel 
Time Time Factor 
(secs.) (secs.) 

Mandelbrot-I 1.168 27.8 24 
Mandelbrot-2 0.032 27.8 850 
TAK-3 0.036 3.1 85 
EMY 0.500 0.5 1 
REWRITE 0.150 7.1 48 

Table 4-1: Summary 

CONCLUSIONS 

Style 

Programming style is a major determinate of the 
effectiveness of these mechanical parallelizing tech­
niques. The EMY program achieved no gain in per­
formance due to frequent reading and writing of glo­
bal data structures. The Mandelbrot program 
achieved massive parallelism because a well-defined 
separable unit of computation was incapsulated in a 
function. TAK and REWRITE achieved their parallel 
execution by having recursive functions with several 
arguments, each requiring substantial computation. 
Other programming styles may be expected to aid or 
hinder automatic parallel execution in similar ways. 

Implications 

The approach adopted here - (simulated) 
automatic syntactic insertion of parallel constructs -
has potential both for research into parallel execution 
of some Lisp programs, and also for "real" Lisp appli­
cation programming. We expect to continue investi­
gation of Lisp applications to broaden our understand. 
ing of the relationship between programming style 
and achievable parallelism. 

Software engineering theorists have stressed that 
an applicative, non-side-effecting style of programming 
produces clearer and safer code. It can also be run in 
parallel with the same clarity and safety. 
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The requirements of many applications force a 
"blackboard" model for efficient operation. To the 
degree that the blackboard permeates the program 
design, to that degree will automatic syntactic inser­
tion of parallel constructs be hindered. This style of 
programming shows that the automatic parallelization 
by syntactic pre-processors is not panacea for all pro­
grams, but just a part of a total solution. 

Approach to a Solution 

A more complete solution would include: (1) syn­
tactic pre-processors for modifying existing programs, 
(2) interactive analyzers to guide programmers in 
modifying existing programs for parallel execution, 
and to guide them in the initial construction of new 
applications, and (3) research into semantic analyzers 
to allow automation of the parallel execution of a 
broader class of programming styles. 

In addition, it is imperative that a "cost 
analyzer" be incorporated into the pre-processor. The 
purpose of the analyzer is to predict the processing 
cost (time, memory references, bus delays, etc.) in 
order to estimate the benefits of simultaneous 
execution. 
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Abstract - Present methods for exploiting parallelism in 

Lisp programs perform poorly upon lists (long, flat a-expressions}, 
as such structures must be both created and traversed sequen­
tially. While such a serial operation may be masked by overlap­
ping it with other computation (by virtue of process spawning, or 
by the use of a mechanism such as /uturea}, it represents a lost 
(and potentially large) source of parallelism. In this paper we 
describe the representation of a-expressions employed in PARCEL 
(Project for the Automatic Restructuring and Concurrent Eva~ua­
tion of Lisp), which faciliates the creation and access of hsts, 
without compromising the performance of functions which mani" 
pulate a-expressions of a more general shape. Using this represen­
tation, the PARCEL compiler translates Lisp programs written in 
a subset of the Scheme dialect (which allows for global variables 
and atom properties} into code for a large, tightly coupled shared 
memory multiprocessor. 

Introduct.jon 

Conventional methods of evaluating Lisp programs on paral­
lel architectures are heavily skewed in favor of a-expressions which 
assume the shape of (relatively balanced} trees. In particular, it is 
frequently pointed out that much parallelism may exist in a pro­
gram, written in an applicative subset of Lisp, which makes a 
symmetrical traversal of such an a-expression. By the use of a 
construct such as the future (see [6]} the time to traverse and 
operate upon a long, flat s-expresssion may be masked to a degree 
(if several processes are traversing the list, their operations upon it 
may be pipelined), but the essentially serial nature of such opera­
tions cannot be overcome by such a mechanism. In this paper we 
present the details of the storage scheme employed by PARCEL 
(Project for the Automatic Restructuring and Concurrent Evalua­
tion of Lisp). This representation is intended to allow the fast 
creation and access of a-expressions which have the shape of lists, 
while not detracting from the performance of code which traverses 
a-expressions of other shapes (such as the trees mentioned above). 
The representation has some properties which make it interesting 
apart from its implications for parallelism in Lisp. 

PARCEL is an investigation of the problem of compiling 
Lisp for evaluation on a large, tightly coupled shared memory 
multiprocessor. The project consists of a restructuring compiler, 
which produces from a program written in a subset of the Scheme 
dialect of Lisp an object code containing various directives for 
parallelism, and a run-time system, including parallel algorith.ms 
invoked by the compiled code, and a parallel garbage collection 
mechanism. The subset treated by PARCEL includes the side­
effect causing mechanisms of free variables, atom properties, etc., 
as well as downward and upward funargs. 

The PARCEL compiler employs novel algorithms for the 
compile-time transformation of Lisp programs. Some of these are 
extensions of ideas developed in the PARAFRASE project (see [8], 
[12]}, while others are specific to the problem of compiling Li~p. 
For instance, an algorithm for creating loops from a recursive 
function is employed, which requires neither that the function be 
tail-recursive, nor that it be side-effect free (the algorithm is 
described briefly in this paper). A complete description of the 
design of the compiler is presented in [7]. 

The machine for which we are compiling is assumed to 
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car cdr 

Figure 1. The Cons Cell Employed in PARCEL 

have a large number of identical processors connected to an inter­
leaved memory via a fast interconnection network. Examples of 
such machines are the NYU Ultracomputer (see [4]}, and the 
CEDAR machine (see [5]}. We assume that the processors operate 
asynchronously, but at nearly identical rates of processing. Delays 
due to memory read conflicts will be ignored, in estimations of the 
performance of algorithms presented in this paper. 

Point.ers and Cons CeJJs 

The PARCEL compiler employs an unusual cons cell, illus­
trated in Figure 1. (•) This cell consists, of course, of two pointers, 
the car and the cdr. The p field within each is an address in 
memory; for simplicity, let's assume that the fundamental unit of 
memory (machine word} is a single cons cell. The 1 field is an 
integer whose use will be explained shortly. 

Throughout this paper, the word pointer will indicate a pair 
[p, 1] such as the car and cdr in the illustrated cell. (Brack­
ets will be used when treating a pointer explicitly as an ordered 
pair.) When we mean the location in memory of a data object, we 
will use the word addreas; an address is but one of the two com­
ponents of a pointer. If z is a pointer, then we will use z .p to 
mean the p component of z, and z .1 to mean its 1 component. 
If z points to a cons cell, then we will use z .p->car to ~ndicate 
the car pointer within the cell, and z .p->cdr to mean its cdr 
field. Accordingly, the components of the car pointer would be 
z .p->car .p, and z .p->car .1, and likewise for the cdr 
pointer. (This is meant to mimic the conventions of a language 
such as C or pascal.} . . 

Consider Figure 2. The list x = (a b c d e f) IS illus­
trated. Beside each arc (p component} in the figure is shown the 
value of the corresponding 1 component. For "variable" pointers 
(such as x} and car pointers, the 1 component indicates t~e 
length of the pointed-to a-expression. The hst x has length six; 
beside the arc leaving x is shown a 6. A length of zero is associ­
ated with pointers to atoms. The l component of a cdr pointer 
has a very different meaning. Suppose that we take a double vert­
ical line separating a pair of adjacent cons cells to indicate that 
the cells occupy adjacent locations in memory. In this example, 
the sublist (a b c d) consists of a block of four cons cells in 
contiguous memory locations (x .p through x .p + 3}, and the 
sublist (e _f) occupies two consecutive memory locations. ff y is 

(a} For the purposes of illustration, we have omitted other tag 
bits used to indicate, for example, a numeric atom (integer}, 
etc. 

(b) We will see shortly that it is also possible for a list to ter­
minate "within" a contiguous block, i.e., at a cell y such that 
y.cdr. l-" 0. 



a cons cell, then y. cdr. 1 indicates the number of cons cells "to 
the right" of y in the contiguous block of cells containing y. In 
other words, if one is traversing a list beginning at y, y . cdr . 1 is 
the number of adjacent locations following y that will be visited 
before a cdr pointer leads to a non-adjacent memory location, or 
the end of the list is reached.(b) This is very similar to the cdr­
coding scheme for list storage; see [l], [10]. Cdr-coding is a tech­
nique for reducing the average space consumed by a cons cell, and 
is based on the observation that the cells in the top level of a list 
frequently occupy contiguous memory locations. The storage 
scheme presented here has properties not available from cdr­
coding; the motivation for its development is to facilitate the 
parallel creation and access of lists, although we will see that it 
allows a more flexible sharing of sublists than conventional list 
representations, which may result in greater than usual efficiency 
of storage. For the moment we will assume that, unlike in the 
cdr-coding scheme, all cdr pointers are present and properly 
assigned, even within contiguous blocks of cells.(c) 

The Prjmitjye OperatJons car, cdr cpns and length 

Figure 3 shows our definitions of four primitive operations 
upon s-expressions: car, cdr, cons, and length. 

Let's consider these definitions in turn. car (x) simply 
returns the value of the cons cell to which x points. cdr (x) is a 
bit more complex. Notice first that we do not use the reading of a 
null pointer as an indication of list termination; if the length of x 
is one, then cdr (x) returns nil, under the assumption, which 
we will make throughout this paper, that all lists are nil­
terminated. (d) ni 1 is, like all pointers, an ordered pair consisting 
of the address of the atom nil and an 1 field of zero. If x. 1 > 
1, then cdr (x) returns a list whose length is one less than that 
of x. 

Now consider the function cons (y, x) . If the newly allo­
cated cell happens to immediately precede x in memory, then the 
l component of the cdr pointer of this new cell is set to indicate 
that it is part of the same contiguous block of cons cells as the 

e 

Figure 2. The List (a b c d e f) 

( c) Ai; the reader may have guessed, this is unnecessary, but the 
details of conditionally omitting these fields are not treated in 
this paper. This system is being implemented experimentally 
for the CEDAR machine [5], which has a 64 bit word; each of 
our pointers will occupy one machine word. 

( d) It is a simple matter to extend the representation to accomo­
date improper lists; see [7]. 

first cell in x; otherwise, this l component is set to zero, indicat­
ing that the new cell is the rightmost in a new contiguous block of 
cells. This is an unsatisfactory method of creating large contigu­
ous blocks, as it depends upon only one list at a time being 
created by calls to cons. In other words, if calls made to cons 
for the allocation of cells to be Used in building a list x are inter­
spersed with calls for cells to be used in building y, then neither 
x nor y will contain long contiguous blocks. We will return to 
this matter shortly. 

Finally, consider the trivial definition of length (x). It 
goes without saying that if we associate the length of an s­
expression with every variable and car pointer, that we may find 
the length of a list in constant time. 

Some More Prjrojt.jye I.jst Operatjons 

Now let's consider some slightly more complex list opera­
tions as they might be defined to take advantage of our storage 
scheme. Consider the operation nthcdr, as defined in Figure 4. 
nthcdr (x, n) is equivalent to cddd • . • dr (x) (n d's). It 
works by first deciding if the cell for which it is searching is 
among those in the contiguous block containing the first cell in x; 
if so, it jumps immediately to that cell, and returns a list n cells 
shorter than x. Otherwise, it skips directly to the end of this con­
tiguous block, and follows the last cdr pointer to the next contigu­
ous block, repeating the process. The important point is that any 
cell within x may be reached within time proportional to the 
number of contiguous blocks comprising x, and not proportional 
to the length of x. A great deal of effort is spent by the PARCEL 
compiler and run-time system in assuring that the contiguous por­
tions of a list are as long as possible; that is, that each list is 
comprised of as few contiguous segments as possible. We will 
return to a discussion of some of the means of doing so. 

The operation firstn (x, n) reveals an essential charac­
teristic of our list representation. Ai; its name indicates, firstn 
returns a list consisting of the first n cells of x. Given a conven­
tional representation for lists, there are two ways of achieving this 
effect. The first (the usual definition of firstn) is simply to 
copy the first n cells of x, and return a pointer to this new list. 
This has no ill-effect upon the storage system as a whole, but 
necessitates the expenditure of n cells and 0 (n) time to copy 
them. The second means is to march out to the nth cell in x, 
and rplacd the value nil into the cell's cdr field. This has 
the virtue of requiring no additional storage, but the disadvantage 
that the original list, along with every other list sharing the cell, is 
altered, and that it, too, takes O (n) time. 
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Notice how easily this operation may be performed given our 
representation. This is entirely due to the fact that the end of a 
list is located, not by finding a null cdr pointer, but rather by 
successively decrementing the list's length as it is traversed. In 
particular, notice that we may remove the last element of a list in 
constant time, with the operation firstn (length (x) - 1), 
which makes no examination of the list x at all. This allows us to 
replace a destructive, side-effect causing operation (rplacding the 
next-to-last cell of a list) with a functional one, and to reduce the 
computation time by a factor of n at the same time. 

Finally, consider the definition of lastn (x, n) which 
takes, like nthcdr, time proportional to (at most) the number of 
contiguous blocks of which x is comprised. 

The operations illustrated in this section are very useful 
when performing traversals (especially parallel access) of an s­
expression which is essentially list-like; that 1s, one that is long in 
the "cdr" direction. But notice that the speed of a non-linear 
traversal (one which follows, say, car and cdr pointers in a sym­
metrical way) has not been compromised; the functions car and 
cdr have remained quite inexpensive. This is important, for, just 
as it is not always the case that s-expressions describe balanced 
trees, so it is not always the case that they describe long and flat 
lists; we wish to use a representation which does not provide fast 
access for the one shape at the expense of the other. 



x 

nthcdr (x, n) = 
if n = 0 then return(x) 
else 

dist := 
if dist 

then 
else 

x.p->cdr.l: 
>n 
;:-eturn([x.p + n, x.l - n]): 
return (nthcdr ( 

cdr ( [x.p + dist, 
x.l - dist]), 

n - dist - 1)): 

firstn(x, n) = return([x.p, x.l - n]); 

lastn(x, n) = return(nthcdr(x, x.l - n)): 

Figure 4. Definitions of nthcdr, firstn, and lastn 

9 h i 

Figure 5. After Performing append (x, y) 

rpl aca, rpl acd, append, and nconc 

The operations rplaca and rplacd are forbidden in PAR­
CEL. While the operation rplaca is no different to perform 
using our representation than when using a conventional one, the 
increased level of sublist sharing causes a concomitant increase in 
the likelihood of rplacaing a shared cell, and makes it practi­
cally impossible to give a precise semantic definition of the con­
struct. This combines with the fact that rplaca may be used to 
violate the call-by-value mechanism in Lisp to make for a very 
sticky problem. The operation rplacd is far more difficult to 
perform using this representation. The reason is that the usual 
semantics of rplacd cause it to affect the length of every list 
sharing the altered cell. Even if we could determine the location 
of every variable and car pointer to a list sharing each cell (a 
very expensive affair), we would have to know the exact position 
within the list of the cell to determine its effect on the list's 
length. The philosophy of PARCEL is to forbid the rplac con­
structs until (unless) they can be incorporated without a crippling 
effect on the parallelism of the resulting code. 

Two of the most important uses of rplacd are to remove 
elements from the end of a list (delete a suffix) and to add ele­
ments to the end of a list, in both cases without causing any of the 
unaltered portion of the list to be copied. We have already seen 
that our representation provides a much faster means of doing the 
former (via firstn); let us now turn to the latter. Consider Fig­
ure 2 again, and notice that the cdr pointer of the last cell of the 
list is never used; non of the primitives we have defined so far 
examine or alter its contents. 

Suppose that we wish to form the list z = append (x, y) ,, 
where x is as shown in Figure 2 and y = (g h i). We may 
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perform this operation by rplacding the last cell in x;(•) the P 
component of this cdr pointer is set to the address of the first cell 
in y, and its 1 component is set to zero. We return a pointer to 
the first cell in x, with an 1 component equal to x. 1 + y. 1. 
Figure 5 shows the state of affairs after this operation. Notice 
that this operation has the semantics of append, and not of 
nconc; this is, as we have said, because the extent of x is deter­
mined using its length and not by searching for a null cdr 
pointer. The reader may wish to verify that the primitives defined 
to this point still apply to the list x. 

Figure 6 shows a definition of the operation append (x, 
y) . It works as follows. First we find the last cell in x. If the 

append (x, y) = 
lastcell := last(x): 
/* lastcell is a pointer */ 
if lastcell.p->cdr :=nil then 

lastcell.p->cdr := [y.p, O]: 
return([x.p, x.l + y.l]): 

else return(old-append(x, y)): 

Figure 6. A Definition of append 

cdr pointer of this cell is ni 1, then we ·simply place the . ad_dress 
of y in the p component of this cdr pointer, and a ~ero m its 1 
component, indicating that y is not part of the con~iguous bl~ck 
containing the last cell in x. In this case, the ~ntrre operation 
takes only time proportional to the number of contiguous bl~cks ~f 
which x is composed. If the cdr pointer of the last cell m x IS 

non-null, then we must use the old (conventional) definition of 
append (called old-append here), which copies x to a new 
location. If, for instance, after performing z = append(~, Y) 
as above, we attempt to form q = append (x, y), we _will find 
that the cdr pointer of the last cell in x is no~-null, forc~ng us ~ 
perform the old version of append. Notice teat if. x IS 

represented in a small (constant) number of blocks, that .1t may 
be copied in parallel with linear speedup, to ~ new (cont1g~ou~) 
block of cons cells. Even if this is done sequentially, by copymg 1t 
to a contiguous block, we guarantee that later accesses to x will 
be made faster. (It is easy to allocate a contiguous block, since we 
know x's length.) 

This definition of append affords many of the advantages of 
nconc without the side-effects to other lists for which that opera­
tion is' well-known. Of course, there are occasions for wishing to 
alter several lists using "back-door" side-effects, via such con­
structs as rplac~ and nconc; but, as we have said, out primary 

(e) Ironically, forbidding the use of rplacd has allowed us to 
make use of it in a way that is impossible when it is permit­
ted. 

( f) A possibility worth exploring is to add to each car and cdr 
pointer a field indicating the number of contiguous blocks of 
which the referenced &-expression is composed. The ratio of 
the length of the list to this value is an estimate of the poten­
tial speedup (number of useful processors) of a traversal of the 
list, such as that done during copying. It is easy to incor­
porate this information into the return value from cons, 
append, etc. One difficulty comes when using firstn as we 
have defined it (there is no way to see the resulting number of 
blocks without examining the list), but if the number of blocks 
in a list is used for purposes of estimation, then we may 
assume that the ratio of length to number of blocks for a par­
ticular list remains constant, and adjust the latter accordingly. 
Such a number might also be used to determine when garbage 
collection should be applied (our garbage collection algorithm 
puts every list in the system into contiguous form, space per­
mitting). But we digress. 



motivation in developing this representation of s-expressions is to 
facilitate the parallel reading and writing of lists. It is hoped that 
the adva.n,tage of being easily able to do so will outweigh the 
advantage of permitting such aliased side-effects. 

The definition (of append) is not yet satisfactory however; 
as given in Figure 6, it decides dynamically whether its operation 
can be done using "nconc", or must be done by copying its first 
argument. If, however, there is a sufficient number of processors 
at hand, it may be best to copy both arguments to a single con­
tiguous block, than to copy only one or none. In the extreme case,. 
suppose we have two lists of length n/2 (which are, say, in fully 
contiguous form), and n processors with nothing to do. Clearly it 
would be best to put these to use by cop~nf these lists (in one 
time step) to form a single contiguous list. 11 Experimentation is 
needed in designing a well-behaved heuristic for deciding when 
such copying should be done; for the moment, let us say that if 
the number of available processors P is greater than n/k, where k 
is some small constant and n is the sum of the lengths of the 
arguments to append, then both arguments will be copied; other­
wise the definition of Figure 6 will ·be applied. (This seems an. 
ideal application for information concerning the number of blocks 
composing a list - see footnote (f) above.) 

Parallel QreatJoo and Access of J.jsta 

In this section we will show, in an abstract setting, how some 
recurrences involving list operations may be solved in parallel; the 
examples will seem, no doubt, removed from the realities of Lisp 
programming. Afterwards, we will suggest briefly the way our 
compiler arranges for the detection and solution of such 
recurrences· in the context of real Lisp programs. The example of 
Figure 5 suggests the possibilities for sublist sharing allowed by 
this representation. Notice that we have done something impossi­
ble with ordinary representations: two lists may share a cell 
without sharing the entire sube¥t>ression rooted at that cell. It is 
this important property which will allow us to solve some (ordi­
narily very costly) recurrences involving list operations with 
greater than linear speedup (when compared to conventional 
representations and solutions). 

Figure 7 shows a simple recurrence, consisting of a loop in 
which x is traversed, cell by cell. When f (i) is true, x is 
advanced to the next cell,. otherwise it is unaltered. Let us sup­
pose that we wish to know the value of x after every iteration of 
this loop (say, for input to another parallel loop). We may treat 
x as an array x [] of length n (a technique called scalar ezpan-
11ion - see (12], (7)). x [O] will be synonymous with the starting 
value of x, and x [i] will be the value of x after iteration i of 
the loop in Figure 7. In this case the code of Figure 8 will suffice. 
(A doall loop is one in which all iterations may be executed 
simultaneously; that is, given n processors, where n is the 
number of iterations of the doall loop, the loop will complete in 
the time required by its longest running iteration. See (2)). After 
loop (2), d [i] will indicate the number of times cdr has been 
applied to x in producing x [i] . This computation of the vector 
d [] embodies a familiar technique called parallel prefiz - see [8]. 
Assuming that xis contained in a small (constant) number of con­
tiguous blocks, the speedup obtained is O(n/lg n). We can do 
much better than this if n is large relative to the number of pro­
cessors (P) allocated to this loop; in fact, if n > P • lg P, then we 
can achieve constant efficiency (a running time of. O(n/P)) by 
operating on the vector d [] in subsequences of length n/P on 
each processor, before and after the "recursive doubling". Figure 
9 shows the improved version of the algorithm in loop (2), which 
will now have a running time of Tp = O(n/P + lg P). The vector 
D[] has length P + l; the algorithm works in the following way. 

(g) This has no effect upon the semantics of 0a~pend; however, it 
(once again) affects the amount of sublists sharing (this time, 
by decreasing it) which, in turn, affects the use of rplaca. 
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do i. = 1 to n 
if f(i) then x := cdr(x); 

Figure 7. A Simple Recurrence Involving cdr 

(1) doall i = 1 to .n 
if f(i) then d[i] l; 

else d[i] O; 
dist = l; 

(2) do j = 1 to flgnl 
doall i = 1 to n 

if i > dist then 
d[i] := d[i] + d[i-dist]; 

dist := dist * 2; 
(3) doall i = 1 to n 

x[i] := nthcdr(x[O], d[i]); 

Figure 8. A Parallel Version of Figure 7 

doall i = 1 to P 
do j = (i-1) • fn/Pl + 2 to i • fn/Pl 

d[j] := d[jl + d[j-1]; 
D[i] := d!i•fn/Pb; 

do j = 1 to Ilg Pl 
doall i = 1 to P 

if i > dist then 
D[i] := D[i] + D[i-dist]; 

dist := dist * 2; 
D[O] := O; 
doall i = 1 to P 

do j = (i-1) • fn/Pl+l to i• fn/Pl 
d[j] := d[j] + D[i-1]; 

Figure 9. An Efficient Algorithm for Parallel Prefix 

Processor i, 1 < i < P, forms the sum 
d((i-l)·fn/Pl+l] + d((i-i}fn/Pl+2] + ... + d[i·fn/Pl Then, 
in the middle loop in the figure, we form the partial sums 
D(i] = d[l] + d[2] + ... + d[i • fn~l Finally, we add the 
value D[i-1] into each of d[(i-1)· fn/Pl+l] through d[i • fn/Pt 
in the final doall loop. This is a well-known method for folding 
the parallel prefix solution onto limited processor; see (8]. 

Now consider the example in Figure 10. Here, we are adding 
the list x [i] to the end of y, during each iteration of the the 
loop. (x [i] might, for example, be a value such as 
f(car (nthcdr (z, i-1))), for some other list z, as computed 
by a loop such as that in Figure 8. Notice how the computation 
has been broken into a series of parallel steps; this is the result of 
loop distribution - see (8], [12], [7]. Figure 11 shows the parallel 
version of this code, in which the value of y after every iteration 
of the original loop (y [i] is the value after the ith iteration) is 
produced. In loops (1) and (2), we compute d [i], 1 :$ i :$ n, 
which equals the number of cells added to (the original) y after 
iteration i of the original loop. Next, we allocate a contiguous 
block o_f cons cells of length d [n], i.e., of length equal to the total· 
number of cells added to y. This block is pointed to by. z. In 
l~p (3), we copy each appended sublist to its destination within 
z. The function copy_to takes as arguments a list (pointer) and 
a destination address; it copies each cell in the top level of the list 
into contiguous locations .beginning at the destination address. In 
addition, it causes the cdr pointer of the la.st cell in the duplicate 
sublist to point to the next location in memory (the destination 
address of the next sublist to be copied.) After explicitly setting 
the cdr pointer of the la.st cell in z to nil, we append z to y 
(see discussion of append above). Finally, we compute the value 
.of y [i], for 1 :::; i :::; n; this is simply a pointer to y (recall 



do i = 1 to n 
y := append(y, x[i]); 

Figure 10. A Simple Recurrence Involving append 

(1) doall i = 1 to n 
d [i] : = x [i] . l 

dist := 1; 
(2) do j = 1 to rig nl 

doall i = 1 to n 
if i > dist then 

d[i] := d[i] + d[i-dist]; 
dist := dist * 2; 

z := allocate(d[n]); 
d[O] := O; 

(3) doall i = 1 to n 
copy_to(x[i], z.p + d[i-1]); 

(z.p + d[n] - 1)->cdr =nil; 
y := append(y[O], z); 

(4) doall i 1 to n 
y[i] = [y.p, y[O].l + d[i]]; 

Figure 11. A Parallel Version of Figure 10 

that we are adding cells to the end of y), with length equal to the 
sum of the lengths of (the original) y, and the number of cells 
added during iterations 1 through i of the original loop. 

To make this procedure more tangible, let's suppose that n 
= 4, that y (initially) equals (a b c), and that x [0] = (d 
e), x[l] = (f q h), x[2] = nil, and x[3] = (i j). 
The initial state of affairs in shown in Figure 12, and the state 
after execution of the code in Figure 11 is shown in Figure 13. 

In the general case, let us assume that each of the x [i] 's to 
be appended, along with the original y, has length of approxi­
mately m, and that (the original) y is represented using a small 
(relative to n) number of contiguous blocks. Then the time to 

::::1.~:·n~r:. !~::..:.:::~: 
parallel prefix described above, it is 

Tp = o(: + lgP] + o(m~n]. The number of cells used in 

representing the resulting lists is O(nm). 
Using a conventional representation and means of evalua­

tion, this operation would take T1 = o(mn2).(h) Apparently in this 
(arguably anomalous) case, we have achieved a speedup of O(nP), 
suggesting that considerable improvement could be made in the 
usual (sequential) means of evaluating such a recurrence. 

It is straightforward to extend this type of parallel list opera­
tion to the operator cons, or to the case of appending onto the 
f~nt of a list; in these cases, we must be satisfied with (at best) 
hnear speedup. Notice that if, within a loop such as that in Fig­
ure 7 or 10, we decrease the length of a list by a constant number 
of cells per iteration (via the operation cdr) or increase its length 
by a constant number of cells per iteration (with cons or 
append), that there is no need to use parallel prefix to compute 
the lengths of the intermediate values; in such a case, the length of 
the list behaves as an inductiQn variable (i.e, it describes an arith­
metic sequence). 

(h) Note that this is true even if nconc were used; however, as 
nconc is destructive, only the final value of y could be con­
structed in this manner. It is arguably rare to repeatedly 
append to the end of a list; yet it may be that this is because 
it is ordinarily so expensive (for it seems a natural enough 
thing to do). 
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Figure 12. Some Lists to Be Appended as per Figure 11 

e· f q h i 

Figure 13. The State After Performing Figure 11 

It is an important property of the code generated by the 
PARCEL compiler that every · parallel list-creating operation 
results in a single, contiguous block of cells, such as z in the 
above example. This is because such operations make a single call 
to the function allocate. As mentioned, the performance of 
code in which the elements of a list must be accesse"d in parallel 
depends upon the existence of large, contiguous blocks; conse­
quently, it may be useful to apply techniques which increase the 
contiguity of lists created sequentially, by repeated calls·to cons. 
See [1], [7]. 

The Use of t.he St.nra,ge Scheme in Compiled J.jsp Code 

Consider the definition of union in Figure 14. The func­
tion is recursive, but not (strictly) tail-recursive, as cons may be 
called after returning from a recursive invocation. The first step 
taken by our compiler is to build a representation of the function, 
which is, for the most part, a standard flow-of-control graph. See 
Figure 15. The variable r is a local temporary variable, used to 
hold the return value of an invocation of the function. The first 
optimization to be performed by the compiler in this case is called 
recuraion aplitting. Recursion splitting is a very general technique 
for forming loops from recursive functions. It does not require 
that the function be tail recursive, nor that it be side-effect free. 
The basic idea is to select a set of recuraitie nodea of the function 
(nodes in which there is a recursive call to the function) such that 
there is at most one member of the set along any path through the 
graph of the function. Then the graph is "split" into two loops 
(called the forward and backward loops), using these nodes as the 
points of separation. See Figure Figure 16, in which an abstract 
function graph is shown. The recursive nodes ar« shown as double 
circles, labeled 1, 21 3, and 4. Suppose that we choose to split 
using nodes 1 and 2; j) the result would look something like Figure 
17. The first loop in this ·figure performs the operations of the 
function as recursive calls are made from members of the selected 
set of recursive nodes (that is, the portion of the computation of 
the original function which occurs as the stack becomes deeper due 
to these calls); the second loop performs the operations of the 
function as those calls unwind. Recursion splitting works hand­
in-hand with our techniques for recurrence recognition and solu-



{def union {lambda (a b) 
(cond [(null a) b] 

[(member (car a) b) 
(union {cdr a) b)] 

[t (cons (car a) 
(union (cdr a) b))]))) 

Figure 14. The Function union 

null(a)? r := b; 

member(car(a),b)? r : = union (cdr (a) ;b); 

:= union(cdr(a) ,b); 

r := cons(car(a) ,tl); 

Figure 15. The Graph of union 

Figure 16. A Function Graph, with Recursive Nodes Indicated 

Figure 17. The Graph of Figure 16, After Recursion Splitting 

tion. For the transformation to be successful, we must be able to 
·form a recurrence which is used to determine, prior to entering the 
loops we have cre'i'ted, the number of iterations of each (they have 

(j) The choice of nodes with which to split a function depends 
upon the recurrences which will result among the variables in 
the created loops. We wish to find a set of nodes such that 
the resulting recurrences may be solved in parallel. (We speak 
of recurrences, but it may be that the variables describe a 
very simple pattern, such as an arithmetic sequence, or that 
their values from one iteration to the next are entirely 
independent; recurrences are the most general case treated by 
the technique.) 
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the same number of iterations, just as, in the original function, we 
must have as many returns from, as we have calls to, the func­
tion). This number is equal to the number of consecutive calls 
made from the nodes used to split the graph. Expanded variables 
(in the case of Lisp, single pointer variables turned into vectors of 
pointers) simulate the action of the stack upon the local variables 
of the function; that is, instead of using a stack to record the state 
of variables before and after those recursive calls made from those 
nodes used to split the graph, we represent ea.ch variable as a vec­
tor, and write the value of the variable before the ith such recur­
sive call into the ith position of the vector. As a consequence, it 
is much easier to access and manipulate these values in parallel, 
than if they were dispersed a.cross the run-time stack. 

Note that, in this abstract example, the recursive calls in 
nodes 3 and 4 remain in the modified graph of the function. They 
become recursive calls to the transformed function, which means 
that ther.e will be dynamically nested parallel loops if the forward 
and backward loops are amenable to further optimization. If not, 
that is, if the bulk of the computation in these loops remains 
sequential, then we would probably be better off with a more 
direct translation of the original function definition. The purpose 
of recursion splitting is to introduce parallelism, and not to 
remove recursion per se. 

Figure 18 shows what union might look like after recursion 
splitting. Ea.ch of a, b, and r is turned into a vector of pointers 
(in the subsequent transformations, we will tum around and 
restore b and r to single pointers). The vector e [] is used to 
record, for ea.ch iteration of the forward loop, which of the recur­
sive nodes is reached. This information is used by the correspond­
ing iteration of the backward loop to allow the computation to 
resume at the correct point. In terms of the original function, this 
corresponds to the fa.ct that, before a recursive call, a record is 
made on the stack of the point from which the call is being made, 
so that execution may proceed from that point when the stack 
frame is restored. Notice that, intuitively, the backward loop runs 
"in the opposite direction" of the forward loop; that is, increasing 
the iteration number of the forward loop corresponds to moving 
deeper on the run-time stack, while the opposite holds true for the 
backward loop. 

The code finally produced for union, after performing 

a[i] :=cdr(a[i-11); 

b[i] :=b[i-1]; 

e[i] :=2; 

i + 1; 

r [i] :=r [i-1]; 

Figure 18. The Graph of union, After Recursion Splitting 



many other manipulations of its graph would look something like 
that shown in Figure 19. We will describe each of the doall 
loops in turn, assuming that we have P :<; n processors with which 
to perform the function, where n is the length or (the starting 
value of) a. (As is frequently the case, no recurrence solution is 
needed to compute the number of iterations of these loops, as it is 
simply the length of a list; and because this length is recorded 
within the pointer to the list, the time to "compute" the loops' 
upper bound is constant.) Loop (1) assigns all of the intermediate 
values of a in the loop. As we saw, if a is represented in a con­
stant number of blocks, this will take Tp = O(n/l?). The compiler 
recognizes that the length of a behaves as an induction variable, 
and knows therefore that its intermediate values may be computed 
without the use of a· recurrence solution technique. Loop (2) 
assigns the value of e [i] , which records the number of the recur­
sive node reached during iteration i of the forward loop. This is 
also very striaghtforward for the compiler, as it sees that the value 
of the variable e (which we have "expanded" into a vector) dur­
ing each iteration is independent of its value in all others. Loops 
(1) and (2) were created by "loop distribution" from the forward 
loop (see [12], [7]). (In reality, these loops would be "fused" into a 
single doall loop; see [11].) Loops (3), (4), and (5) were created 
by distributing the backward loop. Loop (3) places an integer (1 
or 0) into each location in the vector d [] , indicating whether a 
cons cell is added to r during a particular iteration of the back­
ward loop. The compiler actually translates this in a more general 
way, as the length of the sublist appended to the front of r dur­
ing each iteration. This allows the process of recurrence recogni­
tion to made quite formal, as the compiler maps all associative 
recurrences involving list operations onto arithmetic recurrences 
involving the intermediate values of the length of the recurrence 
variable. Loop (4) is the familiar and inefficient version of parallel 
prefix used to form the values d [1] , d [1] + d [2], etc. In the 
code generated by the compiler, this would be a function call and 
not written explicitly into the code. Before entering loop (5), 
space is allocated for the cons cells added by union to the front 
of b. In loop (5), each added cell is copied into its final resting 
place within this contiguous block of cells. Again, the compiler 
translates this in a more general way; a doal 1 loop is generated, 
in which every sublist appended to the front of the return value 
of the function is placed at its destination position within z; a 
sublist of length zero causes no such placement to occur. We 
append the block z to the front of b, and return the result. 
Using an efficient algorithm for parallel prefix, the whole process 

will take TP = o( n ·T(m:mber)) + o(lg p), where T(member) is 

the time for a call to member. Now, member is also quite easily 
made parallel; it, in turn, calls equal, which is as well. However, 
in reality a function such as union is likely to appear near the 
"bottom" of the calling graph of a program, meaning that unless 
we have either a very large machine, or only procedures which we 
cannot make parallel "above" union in the calling graph, union 
is unlikely to receive a large number of processors. H it is always 
evaluated sequentially, a translation closer to the original would 
be better, as (for one thing) the code produced will be smaller 
than for the transformed version. 

Finally, let's examine the definitions of quicksort and 
split and given in Figure 20. First consider the driving routine, 
quicksort. Recursion splitting fails here, as the recurrence 
defined by the operation split cannot be solved in parallel by 
our methods. (In effect, the compiler sees a recurrence such as 
l[i+l] := car(split(cdr(l[i]), car(l[i]), nil, 
nil)) which must be solved sequentially.) That attempt failing, 
the compiler inserts a forking directive, causing the two recursive 
calls to quicksort to be executed simultaneously, resulting in a pro­
cess tree. 

Now consider the definition of split. Recursion splitting 
succeeds here (trivially), resulting in a function which takes 
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n := a[O] .l; 
(1) doall i = 1 to n 

a[i] = nthcdr(a[O], i); 
(2) doall i = 1 to n 

if member(a[i], b) then e[i] := 1; 
else e[i] := 2; 

(3) doall i = 1 to n 
i' := n - i + 1• 
if e[i'] = 1 then d[i] := 1; 

else d[i] := O· 
dist := 1; 

(4) do j = 1 to r1u nl 
doall i = 1 to n 

if i > dist then 
d[i] := d[i] + d[i-dist]; 

dist := dist * 2; 
z := allocate(d[n]); 
d[O] := O; 

(5) doall i = 1 to n 
i' := n - i + 1; 
if e[i'] = 1 then 

(z.p + d[i'] - 1)->car := 
car(a[i'-1]); 

(z.p + d[i'] - 1)->cdr := 

[z.p + d[i'], z.l - d[i']]; 
r := append(z, b); 
return(r); 

Figure 19. A Parallel Translation of union 

(def quicksort (lambda (1) 
(cond 

[(null 1) nil] 
[t (let ((l_and_r (split (cdr 1) (car 1) 

(append (quicksort 
(list (car 
(quicksort 

) ] ) )) 

(def split (lambda (1) 

nil nil))) 
(car l_and_r)) 
1)) 
(cadr l_and_r))) 

(cond [(null 1) (list left right)] 
[(lessp (car 1) partition) 

(split (cdr 1) partition 
(cons (car 1) left) right)] 

[t (split (cdr 1) partition 
left (cons (car 1) right))] 

)) ) 

Figure 20. The Function quicksort 

Tp = 0 [: + lg P} on P processors, where n is the length of 

the first argument to split. The fact that split is tail recur­
sive means that the backward loop will be empty (non-existent). 

Now let's consider how the transformed versions of the func­
tions would work together. Assume that n processors are avail­
able to quicksort, where n is the length of the list to be 
sorted; all '.'( P&ljticipate in the operation split, which thus 
takes Tp = 0 llg n J• given an input list represented in a constant 
number of blocks. In the recursive calls to quicksort, assume 
that the processors are again divided according to the lengths of 
the sublists to be recursively sorted. Upon the return (join) of 
these two recursive calls, all n processors are available to perform 
the append operation; hence the two sorted sublists, along with 
the list consisting of the single partitioning element, are copied to 



a single contiguous block of storage (see the disc~ion above, c?n­
cerning parallel copying during append operations). Assummg 
that we have input lists in random order, it can be shown that the 
average time to perform the entire sort will be T•. = o(lg 2n). In 
the case in which there are P < n processors av8.ilable, the aver-

( nlg n) 2 ) age running time is Tp = O -p- + O(lg P ·lg n) - O(lg n · 

There is an interesting point here, concerning append. 
Each recursive call to quicksort returns a list which is in a single 
contiguous block. Because the complexity of split is 
o(n/P + lg P), the time to copy the two results re~urned by recur­
sive calls into a single contiguous block (O(n/P)) will always be less 
than the time to split the original list which was passed to those 
calls meaning that the complexity of the algorithm is not affected 
adv:rsely by the use of the "copying" version of append. On the 
contrary, it is only possible to achieve this runni~g time when ~he 
copying version of append is used, for otherw1Se the recursive 
calls will return lists consisting of (within a constant factor) t~e 
same number of blocks as elements, causing append to require 
linear time. 

Concl115jnn 

We have presented a storage scheme for s-expressions which 
facilitates the parallel creation and use 'or lists. The representa­
tion may be inexpensively used to represent s-~11:pressions. of more 
general shape, and allows a more flexible sharmg o~ sublists t~an 
conventional representations. The PARCEL compiler, assu~mg 
this representation, produces code for a shared memory ~ult1pro­
cessor from programs written in a subset of the Scheme dialect of 
Lisp. 
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Abstra.ct -- The Cla.sslfier System Is a. pa.ra.llel computa.tlona.I 
model tha.t supports two lmporta.nt a.spects or ma.chine lntelllgence: 
ma.chine Iea.rnlng a.lgorlthms a.nd opera.tlons on high-level 
""knowledge"' structures such a.s those frequently used In a.rtlficla.I 
Jntelllgence resea.rch. The CJa.sslfier System rorma.llsm Is presented 
a.nd previous resea.rch using the Cla.sslfier System In conjunction 
with two Jea.rnlng a.lgorlthms Is reviewed. A Cla.sslfier System 
lmplementa.tlon or the knowledge representa.tlon Ja.ngua.ge KL-ONE 
Is described, a.nd a.na.lytlca.1 results a.re described tha.t show tha.t the 
lmplementa.tlon exploits the pa.ra.llellsm or the Cla.sslfier System. 

Introduction 

Resea.rchers In a.rtlncla.I lnte111gence (Al) a.re exploring va.rlous 
models or pa.ra.llellsm, both ror the purpose or Improving 
performa.nce or AI progra.ms a.nd to express models or Intelligent 
beha.vlor. The posslblllty tha.t pa.ra.llel a.rchltectures could 
Implement Al models directly ha.s encoura.ged the development or 
pa.ra.llel models tha.t might ha.ve both efficient ha.rdwa.re 
lmplementa.tlons a.nd pla.uslblllty a.s Intelligent systems. 

Perrorma.nce Improvements ca.n be obta.lned by using 
pa.ra.llellsm to Improve the execution speed or current Ja.ngua.ges In 
which most AI progra.ms a.re Implemented. Projects to construct 
pa.ra.llel lmplementa.tlons or Lisp 1121, itoi a.nd Prolog 14] fa.II Into 
this ca.tegory. Pa.ra.llel ha.rdwa.re Is a.Jso being designed to help 
tra.dltlona.I Al progra.ms execute more efficiently. The Butterfly 
ma.chine under development a.t Bolt Bera.nek a.nd Newma.n, a.nd the 
FAIM [6] a.nd NON-VON [10] ma.chines a.re three exa.mples or such 
ha.rdwa.re projects. 

A second a.pproa.ch Is to consider new lntermedla.te 
representa.tlons out or which Intelligent systems ca.n be built. 
Projects such a.s ABE 17] provide computa.tlona.l units tha.t ca.n be 
rea.dlly composed Into la.rge knowledge systems a.nd a.re a.mena.ble 
to lmplementa.tlon on ma.ny dtrrerent multi-processing.systems. 

Yet a.nether· a.pproa.ch Is to bulld ma.chines tha.t Implement 
pa.ra.llel models or lntelllgent beha.vlor more or less directly. The 
most prominent exa.mple or this Is the Connection Machine 
architecture 113] being developed by Thinking Machines Inc. 
However, there a.re several other proposed computa.tlona.J models 
for which ha.rdwa.re lmplementa.tlons do not yet exist tha.t claim to 
express some a.spect or Intelligence. These Include the Cla.sstner 
System 118], the Boltzma.nn machine IH], a.nd the NETL machine 
IS]. These models a.n ha.ve some rea.tures In common, such as 

massive pa.ranellsm, processors with limited computa.tlonal power, 
a.nd a. high degree or connectivity between processors. The 
Classtner System a.nd the Boltzmann machine a.re nota.ble In that 
the models ha.ve been designed expressly to support lea.rnlng; 
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however, It ha.s not been clear how wen these two "fine-grained"' 
models wlll be a.ble to represent and process high-level symbolic 
structures. 

The resea.rch described In this pa.per explores the question or 
how well the Classtner System can represent and process high-level 
symbolic knowledge structures. To explore this Issue, I selected a. 
high-level knowledge representation la.ngua.ge (KL-ONE) tha.t has 
well-denned a.lgorlthms for a.ccesslng a.nd ma.nlpulatlng Information 
stored In knowledge structures, a.nd studied how wen the Cla.sslfier 
System could support Its ra.cllltles. The rema.lnder or the paper Is 
divided Into rour sections: The Classifier System, Methodology, 
Results, Discussion, and Conclusions. 

The Classtner System 

The Classtner System 118] Is a. massively parallel model 
developed by John Holland In which ea.ch computatlona.I unit 
(cla.sstner) has very limited processing power, a.nd In which there Is 
no global supervisor. Every processor can communlca.te with every 
other processor, a.nd, as wlll be shown, the extent or this 
communlca.tlon ca.n be controlled ea.slly. Each processing element 
Is highly sta.nda.rd, which ma.kes the Cla.sslner System a. promising 
ca.ndlda.te for Implementation In ha.rdwa.re. The Classtner System 
Is wen suited for problems In arttncla.I Intelligence because (1) It 
possesses a high degree of pa.ra.llellsm, (2) It a.llows processors to 
communlca.te with one another flexibly, (3) lea.rnlng mechanisms 
can be a.pplled a.t severa.I levels within the system, and (4) high­
level symbolic representations can be expressed within the 
formalism. 

The Classtner System Is modeled on the Idea. or production 
systems l5J. It conta.lns a data. ba.se or production rules, ca.lied 
classlners. Ea.ch classlner ca.n perform one action, that or a.ddlng 
messages (bit strings) to the short term memory (ca.lied the 
message list). At a.ny Instant the sta.te or the messa.ge list 
determines which cla.sslfiers a.re eligible to write Information to the 
message list a.t the next time step. 

Ea.ch cla.sstner, or production rule, consists or a. condition 
pa.rt a.nd a.n a.ctlon pa.rt. The a.ctlon pa.rt speclnes exa.ctly one 
a.ctlon, whlle the condition part may conta.ln ma.ny conditions (pre­
conditions or a.ctlva.tlon). Rules with more tha.n one condition are 
referred to a.s "'multiple-condition cla.sslfiers."' A multiple-condition 
cla.sstner must ha.ve ea.ch or Its pre-conditions matched In a. single 
time step for It to be a.ctlvated (although It Is not necessa.ry that 
the same message match ea.ch condition). The conditions and 
actions are nxed-length strings over the a.Ip ha.bet (l,O,#) where # 
denotes "don't ca.re"' a.nd 1 a.nd o are literals. The determlna.tlon 
or whether or not a. specific message ma.tches a. condition ls a. 



logical bit comparison on the denned (1 or o) bits. Jr a "not" 
condition Is used, the condition Is ruinlled Just In the case that no 
message on the message list matches It. The f's In the condition 
part designate "don't care" positions In the sense that they match 
either 1 or o. The action part or the classlner determines the 
message to be posted to the message list: Ir the I-th symbol, Ai' or 

an action Is o or 1, the I-th symbol or the posted message will be 
Ar Otherwise, Ai Is #. and the I-th message bit will equal the bit 

matched by the I-th bit or the distinguished condition.• 

Each classiner may be regarded (runctlonally) as a separate 
processor that takes messages as Input and produces messages as 
output. The connguratlon or the Individual classlner determines 
which messages are accepted as Input and how accepted messages 
are transformed Into output messages. A classiner Is activated at 
a given time step Ir Its pre-conditions are satlsned by at least one 
message which appeared on the message list at the previous time 
step. The message list Is completely rewritten once per time step 
so that each message has a duration or exactly one time step. 
Thus, the primary action or the system Is a loop In which all or the 
classiners access the current message list, each determining Ir Its 
pre-conditions have been met, and Ir so, posting Its. own output 
message(s) at the next time step. This process continues until the 
system has Iterated a nxed number or times or, In some systems, 
until the message list remains unchanged (quiescent) ror two 
successive time step,s. All external communication (Input and 
output) Is via the message list. As a result, all Internal control 
Information and external communication reside In one data 
structure. 

As a simple example, consider the following rour bit (n = 4) 
classiner system: 

#00# => 1101 

#101 
###1 => ##1# 

·1111 => 1111. 

This classiner system has three classiners. The second 
classiner Illustrates multiple-conditions, and the third contains a 
negative condition. Jr an Initial message, "0000" Is pla.c;ed on the 
message list at time TO, the pattern or activity shown In Figure 1 
will be observed on the message list: 

"For multiple-condition classifiers, this interpretation or an action is 
ambiguous since it is not clear what it means to simultaneously perf'orm "pass 
through" on more than one condition. The ambiguity is resolved by 
distinguishing one condition to be used for pass through. By convention, this 
will always be the first condition. Another ambiguity arises if more than one 
message matches the distinguished condition in one time step. Again by 
convention, in my system I process all the messages that match this condition. 
The example illustrates this procedure. 
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Time Step 

TO: 

T1: 

T2: 

T3: 

T4: 

Message List 

0000 

1101 
1111 

1111 

1111 

Activating Classifier 

external 

first 
third 

second 

third 

Figure 1: Example Classiner System Behavior 

The nnal two message lists (<empty> and 1111) will 
continue alternating until the system Is turned orr. At Tl, one 
message (1101) matches the nrst (distinguished) condition and both 
messages match the second condition. Pass through Is performed 
on the nrst condition, producing one output message ror time T2. 
Ir the conditions bad been reversed (###1) distinguished), the 
message list at time T2 would have contained two Identical 
messages (1111). 

One apparent drawback or the Classiner System Is that each 
classtner reads (examines In Its entirety) a potentially large 
message list on which most or the messages may not be relevant. 
Having each classtner read the entire message list Introduces a 
time consuming search. However, It Is possible to arrange the 
system In such a way that the messages are routed directly to the 
classtners that they will activate. Because the format ror 
expressing the condition parts or a classiner Is so constrained, It Is 
possible to sort the conditions or any given list or classlners so that 
messages are routed emclently. Jr this were done, each classifier 
would only have to read the relevant messages. Messages that 
were relevant to many classlners would still be errectlvely global, 
but messages that were only relevant to one classlner would only 
be read by that classiner. This data-now approach would not 
change the overall behavior or the system although It would arrect 
the system's emclency. Since In most applications, the size or the 
message list remains small with respect to the total number or 
classtners, the actual speedups might not be slgnincant. 

In large scale parallel systems such as the Classlner System, 
the Issue or design Is central. Design Issues arise In two ways ror 
the Classtner System: In deciding which external classiners are to 
be generated, and In deciding which external messages are to be 
placed on the message list and when. As the number or classtners 
Increases, It quickly becomes Impossible to do this by hand. Two 
automatic approaches have been explored: "learning" and 
"compiling." The process or compiling can be viewed as mapping 
high-level structures onto lower-level operations ("top down"). 
Likewise, some kinds or learning (for example, genetic algorithms) 
can be viewed as the gradual emergence or higher-level structures 
from a random assortment or low-level processes; systems using 
these kinds or learning organize themselves from the "bottom up." 



Learning algorithms have been used with Classlner Systems 
by Holland [181, Smith [20[, [211, Booker [1[, Wilson [221. and 
Goldberg [111. Each or these systems has been designed ror a 
spectnc purpose and relies on adaptive algorithms to control 
system behavior. In each case, the researcher was able to 
demonstrate learning ror a complex task: Holland's system learned 
control routines ror operating In a two-dimensional environment, 
Smith's system learned poker-playing strategies, Booker's and 
Wilson's systems simulated a hypothetical organism that learned 
to locate resources and avoid noxious stimuli In an uncertain 
environment, and Goldberg's system learned to control gas pipeline 
operations. 

Access to the message list can be limited by choosing an 
upper bound ror the number or active messages at any one time. 
In current systems this Is typically a small number (ror example, 
thirty-two). The classtners that are potentially active (those 
whose conditions are matched by messages on the current message 
list) then bid to put their messages on the list, and those with the 
highest bids are allowed to do so. The bid or a classtner Is 
dependent on at least two components: (1) the spectnclty or the 
classtner's conditions and (2) the strength or the classtner.b There 
are two principal ways In which learning Is used to control a 
Classtner System whose message list Is or limited size. (1) by 
controlllng write access to the message list and (2) by controlling 
which classtners are In the data base or rules. Two dtrrerent 
algorithms are used ror each or these runctlons. 

The nrst, the "bucket brigade" [161, adjusts the strengths or 
the classtners over time, rewarding those classtners that have 
contributed to good solutions and punishing those that do not 
prove userul. Classtner strength Is Increased when the system 
produces a "good" external response. Thus, reward Is ultimately 
dependent on the system's perrormance In Its external 
environment. 

The choice or which classtners are In the data base Is 
controlled by the Genetic Algorithm [151. The algorithm Is used 
periodically throughout the operation or the Classtner System to 
evaluate which classtners are doing well (contributing to userul 
solutions) and which ones are not doing well. The evaluation Is 
based on the current strengths or each classtner. Based on this 
evaluation, weak classtners are eliminated Crom the data base, 
strong classtners are retained, and new classifiers are generated by 
applying "genetic operators" to previously successrut classtners In 
the hopes or generating even more successrut recombinations. 

Methodology 

In order to study the relation between the bit-level 
operations or the Classtner System and higher-level symbolic 
operations, I selected one knowledge representation language, KL­
ONE [31, and showed how both Its data structures and accessing 
algorithms can be Implemented using the Classtner System. 

bReceiltly, a tbird component has been added. This is called "support," 
and it corresponds roughly to the number or previously active classifiers that 
thinks the bidding classifier should be active now. 
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A knowledge representation system consists of data 
structures (facts known to the system and the relations between 
the racts) and interpretive procedures used to access them In an 
orderly fashion. KL-ONE Is a knowledge representation system In . 
which lnrormatlon Is represented as a directed graph (called a 
semantic network). 

The Implementation takes the form or a compiler, mapping 
"high-lever· semantic network definitions onto the Classtner 
System. In this context, the Classtner System Is properly viewed 
either as a lower-level target language or as a spectncatlon for an 
abstract parallel machine. An external command processor runs 
the Classlner System, providing Input (and reading output) Crom 
the "classtner program." The parallel algorithms are formulated 
as a sequence or queries to the Classtner System representation or 
a KL-ONE network. The queries are Initiated by placing a set or 
messages on the message list, allowing the system to Iterate ror a 
nxed number or cycles, and then reading the new set or messages 
Crom the final message list. Figure 2 Illustrates the organization or 
the Implemented system. 

r- - - - - -~- - - - - - - - - ~ (Subsumes! AB) 

I 
l. laberlt Properties or A 101 ... ll 

L• 10# ... ·- ll# ••• # , 
I L- lll ... ll 2. lnberlt PropertlH or 8 

:-) ll ••• 01 
_,. ll ... 10 => lll ... l 

011 ... 01 a. Compare (l) and (2) 

MeuaceLlat 

Ctasslner Ses. Yes 

CLASSIFIER SYSTEM COMMAND PROCESSOR 

Figure I: Classtner System Implementation or KL-ONE 

KL-ONE Is one or the rew knowledge representation systems 
ror which both the data structures and the operations are well­
defined. The central operation In KL-ONE Is that or 
"classtncatlon." In Its most general formulation, classtncatlon Is 
the problem of how to relate new Information to an existing 
knowledge base. In network-based systems, this becomes the 
problem or deciding which links to add between new and old nodes 
when Incorporating new structures Into the network. Of the 
various knowledge representation paradigms In use today, the KL­
ONE family has focused on the Issue or classtncatlon most 
precisely. 



KL-ONE organizes descriptive terms Into a multi-level 
structure which allows properties or a general concept, such as 
"mammal," to be Inherited by more specific concepts, such as 
"zebra." This allows the system to store properties that pertain to 
all mammals (such as "warm-blooded") In one place but to retain 
the capability of associating those properties with all concepts that 
are more specific than mammal (such as zebra). In KL-ONE, the 
multi-level structure Is. easily represented as a graph, where the 
nodes or the graph correspond to concepts and properties, and the 
links correspond to relations between nodes. 

In KL-ONE, classification Is the process or deciding where a 
new term (a subgraph) should be located In an existing network. 
The term may be a single concept, or more likely, a complex 
description built out or many concepts. The classification 
procedure can be expressed as the procedure or deciding which 
concepts are "above" (more general than) and "below" (more 
specific than) an Incoming concept. If a concept A Is more general 
than another concept B (based Its definitions). then A Is said to 
subsume B. The procedure for deciding whether one concept 
subsumes another Is computationally expensive; the procedure has 
been shown to be NP-Complete for a related knowledge 
representation formalism 121. 

The development of the system was divided Into several 
phases: (1) Implementing the Classifier System In software, (2) 
designing and Implementing a program that translates KL-ONE 
networks Into production rules for the Classifier System, (3) 
developing the parallel algorithms to determine subsumptlon, (4) 
validating the algorithms, and (5) analyzing the complexity or the 
system. The Classifier System simulation program, the compiler, 
and the command processor are all Implemented In Franz Lisp, and 
run on a Vax 11-780 using the Unix Operating System. 

The algorithms that have been developed can be divided Into 
two classes: high-level (with respect to the Classifier System) 
constructs that should be of general utility to other users of the 
Classifier System, and special-purpose algorithms for classification 
ln KL-ONE. The first class provides a set of general-purpose 
operations that proved useful for developing KL-ONE-specmc 
algorithms. The general-purpose operations Include boolean 
operations on sets or messages (Intersection, complementation, 
etc.), stack operations (push and pop), and some numerical 
operations (find the maximum or minimum of a set or numbers, 
compare two numbers, and addition). For KL-ONE, algorithms 
for two major operations were developed: (1) a decision procedure 
for subsumptlon, and (2) a search procedure that finds the set or 
Most Specific Subsumersc (MSS). The sequential version or these 
algorithms ls described ln 1171 and the parallel version In l9J. 

c A is a Most Specific Subsumer or B irr 
A SUBSUMES B, and 
·there does not exist a C, such that 

A SUBSUMES C AND C SUBSUMES B. 
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The successful Implementation of KL-ONE using the 
Classifier System demonstrates that the Classifier System Is 
capable of representing complex data structures and that complex 
computations can be performed within the Classifier System 
formalism. However, this alone does not demonstrate that the 
Implementation Is "reasonable." The reasonableness of the 
Implementation has been evaluated using formal complexity 
measures. 

Four measures of complexity were considered: length or 
computation (ln simulated time steps), the size of each processor, 
the number or processors, and the amount or Inter-processor 
communication. For the Classifier System, these four measures are 
Interpreted as the number of time steps required to complete a 
computation, the number and length of conditions for each 
classifier, the number or classifiers used to represent a KL-ONE 
network, and the maximum size of the global message list. A 
reasonable Implementation Is one In which data are not stored 
redundantly (the number of classifiers and the number and length 
or conditions grow linearly with the size of the network), the size 
or the global message list remains small with respect to the total 
number of classifiers (Inter-processor communication should not 
Increase disproportionately to the size of the network), and the 
parallel algorithms are computationally more efficient than their 
sequential counterparts (the speed-ups are expected to be related 
to the fan-out of the underlying structure). 

A detailed analysis of the parallel algorithms using these four 
measures of complexity appears In l9J; In summary, the analysis 
shows that the Implementation meets the above criteria. The 
number or classifiers required to represent each KL-ONE network 
ls directly proportional to the size or the network definition. The 
size of each classifier grows as the Jog or the number or nodes In 
the network. The maximum size of the message list Is related to 
the topology of the KL-ONE network being processed; for 
networks In which the ran-out Is greater than the ran-In (the 
expected case), the maximum size or the message list grows with 
the depth or the network. The Subsumptlon algorithm and the 
search for Most Specific Subsumers each run In time proportional 
to the depth of the network. d Because the search for Most Specific 
Subsumers Invokes the Subsumptlon test, the overall complexity 
for the algorithms taken together Is proportional to the (depth)2. 

dThe implemented version of the search for Most Specific Subsumers may 
run somewhat slower than this (or some networks. However, it would be 
straightforward to add one field (a small number of bits) to each classifier &Dd 
guar&Dtee that the algorithm always ran in time proportional to the depth of 
the network (with a larger message list size). Since the performance of the 
algorithms is highly dependent on the conformation of the networks it 
processes and there is very little data available about the conformation of 
typical networks, it was not clear at the time of implementation whether this 
was a worthwhile optimization. 



Discussion 

In the current Implementation, the algorithms rely to some 
extent on the host language (Lisp) In which the command 
processor Is Implemented. That Is, some or the algorithms take 
advantage of the control structures and data management facilities 
or Lisp beyond using It to formulate queries to the Classtner 
System. This Is an Important issue as It would be easy to hide 
signtncant amounts or complexity In the processing or the host 
language and make It appear that the parallelism was 
accomplishing more than It really was. On the other hand, It 
seems unreasonable to force Intrinsically sequential operations Into 
the parallel formulation when there Is an adequate sequential 
language Immediately available. In the extreme, It would be 
possible to generate a set or classtners that could answer the 
subsumption question with one query (with no Interference Crom 
the host language)e , but the number and length or classtners and 
the time to translate KL-ONE networks Into the classmer 
representation would be unreasonably large. 

The parts or the algorithm that have been Implemented In 
Lisp are either natural components or the host language (such as 
Invoking the Classtner System) or they are operations that could 
be made parallel by adding a consAAont number or bits (to be used 
as tags) to each classtner. In pari'.tcular, the embedding language 
(Lisp) Is used In four ways: (1) to translate symbollc queries such 
as "(Subsumes? A B)" Into binary messages and translate them 
back after the query, (2) to Invoke the Classtner System, (3) to 
store the results or queries (for example, a list or messages) that 
will be needed again later, and (4) to control the highest-level 
sequences or queries through the use or conditional and Iterative 
constructs. The first two or these are appropriate for the 
command processing role that Is played by the embedding 
programs. The second two are only a matter or convenience for 
the current simulation and could be Implemented In the Classtner 
System. 

The Implementation revealed a set or techniques that are 
useful for controlllng the Classtner System. These are tagging, the 
use or negative conditions as triggers, computations that process 
one bit position at a time, and synchronization. 

Tagging, In which one field or the classtner Is used as a 
selector, Is used to maintain groups or messages on the message list 
that are In distinct states. Tagging allows the use of spectnc 
operators that are denned for particular states. This spectnclty 
also allows additional "layers" or parallelism to be added by 
processing more than one operation simultaneously. In these 
situations, the messages for each operation are kept distinct on the 
global message list by the unique values or their tags. 

Negative conditions activate and deactivate various 
subsystems or the Classtner System. Negative conditions are used 
to terminate computations and to explicitly change the state of a 
group or messages when a "trigger" message Is added to the list. 
When the trigger message appears, It violates the negative 
condition and that classtner Is effectively turned orr. 

elt is straightforward to show that for &DY rmite function, .. Classifier 
System can be constructed that computes it. 

715 

Computations that proceed one bit at a time Illustrate two 
techniques: (1) using control messages to sequence the processing or 
a computation, and (2) how to collect and combine information 
Crom multiple Independent messages Into one message. Sequencing 
will always be useful when a computation is distributed over 
multiple time steps Instead or being performed In one step. 
Collection ls Important because In the Classifier System It ls easy 
to "parallellze" Information Crom one message Into many messages 
that can be operated on Independently. This Is most easily 

accomplished by having many classifiers that match the same 
message and operate on various fields within the message. The 
division of one message Into Its components takes one time step. 
However, the recombination or the new components back Into one 
message (for example, an answer) Is more dlmcult. The collection 
process must either be conducted serially (one bit position at a 
time) or one classifier must be allocated for each possible message 
combination (a potentially huge number). Intermediate solutions 
are also possible. 

Synchronization techniques allow one operation to be delayed 
until another has finished. Synchronization can be achieved by 
combining tagging with negative conditions. 

Conclusions 

The Implementation or KL-ONE demonstrates that the 
Classifier System formalism is a powerful and flexible 
representation system. This result. combined with previous work 
that demonstrates how the Classifier System can learn suggests 
that the Classifier System is a promising low-level organization 
from which Intelligent systems can be constructed. 

In particular, the implementation Is one in which reasonable 
computation time improvements can be obtained without an 
unreasonable Increase In the number and size or processing units or 
In the degree or Inter-processor communication. The approach 
that was demonstrated ror KL-ONE could easily be extended to 
other similar Inheritance networks. 

This particular Implementation does not Include those 
features that are specific to the use or adaptive algorithms, such as 
bidding, support, etc. However, previous experiments that 
combined learning algorithms with the Classtner System worked 
with rather small sets or classtners (usually less than two hundred 
and often less than one hundred). Further, It Is very dlmcult to 
"decompile" these systems after significant learning has occurred 
to determine what role Is played by Individual classtners. Using a 
compilation technique allows the construction or much larger sets 
or classifiers and It allows complex behavior (such as 
synchronization) to be Identified and studied. One promising 
direction for further research Is to try combining the two 
approaches to see If the kind or complex behavior demonstrated by 
the KL-ONE Implementation can be learned by the bucket brigade 
and genetic algorithms. 
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ABSTRACT 

This paper describes the implementation of a 
continuous speech recognition algorithm on the BBN 

Butterfly™ Parallel Processor. The implementation 
exploited the parallelism inherent in the recognition 
algorithm to achieve good performance, as indicated by 
execution time and processor utilization. The 
implementat10n process was simplified by a programmmg 
methodology that complements the Butterfly 
architecture. The paper describes the architecture and 
methodology used and explams the speech recognition 
algorithm, detailing the computationally demanding area 
critical to an efficient parallel realization. The steps 
taken to first develop and then refine the parallel 
implementation are discussed, and the appropriateness 
of the architecture and programming methodology for 

such speech recognition applications is evaluated. 1 

INTRODUCTION 

This paper describes research to investigate the 
uses of parallel computation for continuous speech word 
recognition. Our goal in this work is to determine the 
extent to which continuous speech recognition 
algorithms can make use of parallel processmg to 
achieve real time speeds. Our approach has been to 
develop parallel versions of an existing recognition 
algorithm on BBN's Butterfly Parallel Processor. 

BUTTERFLY 

The Butterfly Parallel Processor [1] is composed of 
multiple (up to 256) identical nodes interconnected by a 
high-performance switch. Each node contains a 
processor and memory. The switch allows each 
processor to access the memory on all other nodes. 
Collectively, these memories form the shared memory of 
the machine, a single address space accessible to every 
processor. All interprocessor communication is 
performed using shared memory. Typical memory 
referencing instructions accessing local memory take 
about 2 microseconds to complete, whereas those 
accessing remote memory take about 5 or 6 
microseconds. 

1This work was sponsored by the Defense Advanced Reseorch 
Projects Agency and was monitored by the Naval Electronics 
System Command under Contract No. N00039-85-C-0313. 
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The Butterfly Parallel Processor is a multiple 
instruction multiple data stream (MIMD) machme m 
which each processor node executes its own sequence 
of instructions, referencing data as specified by the 
mstructions. Processor Nodes are tightly coupled by 
the Butterfly switch. Tight coupling permits efficient 
interprocessor communication and allows each processor 
to access all system memory efficiently. The Butterfly 
Parallel Processor is expandable to 256 Processor 
Nodes. Each Processor Node contains a Motorola 
MC68000 microprocessor, an optional floating-point 
coprocessor, from 1 to 4 MBytes of main memory, a co­
processor called the Processor Node Controller, memory 
management hardware, an 1-0 bus, and an mterface to 
the Butterfly switch. The particular machine that was 
used for development in this proiect was a 16 processor 
machine with 1 Mbyte of memory on each Processor 
Node. It did not have hardware support for floating 
point arithmetic. 

WORD RECOGNITION ALGORITHM 

The problem of speech recognition requires that 
we map an analog signal onto a sequence of words that 
comprise sentences. However, the identification of 
particular speech sounds (phonemes) from this signal is 
made difficult due to the variability that occurs in 
speech production. This variability is due to the effect 
of neighboring speech sounds (coarticulation), and a 
variety of other effects that all combine to make the 
same speech unit appear differently each time it occurs. 

Our recognition algorithm is based on the explicit 
modeling of variability in speech through the use of 
probabilistic Hidden-Markov Models (HMMs) of speech 
sounds (phonemes) in various phonetic contexts [2]. 
Each phoneme consists of three states, which are 
associated with acoustic events corresponding roughly 
to the beginning, middle and end of the phoneme. 
There is, associated with each pair of states, a 
transition probability a(jli) which is the probability of 
going to state j given that the process is in state i. 

Unlike a Markov chain, in which each state has 
associated with it a single output, each HMM state has 
an output probability density function (pdf) P(xli) that 
gives the probability of each possible output symbol x, 
given that the process is in state i. 

Rather than use actual segments of the speech 
signal as output symbols, we can represent the speech 
signal as a sequence of spectra that occur at discrete 



time mtervals. Furthermore, each of these spectra can 
be approximately characterized as one of a small 
number of spectral types (256 in our system), which are 
determined using a clustering procedure. The spectral 
characterizations, each a single number, then become 
the possible output symbols. Words can be modeled as 
concatenations of phoneme HMMs that have been 
modified to take into account the contextual effects of 
the word. 

One approach to understanding HMMs is to imagine 
them in· a synthesis role, where they are used to 
produce spectral sequences. Starting from the initial 
state of the model, we randomly choose the next state 
according to the transition probabilities on the arcs 
leaving the initial state. Whenever the process is in an 
acoustic state, we randomly pick an output symbol 
according to the state's output pdf. As the process 
moves from state to state in this manner, it produces a 
sequence of symbols (speech spectra) a;; output. 

The recognition problem can be viewed as the 
inverse of the synthesis problem: given a sequence of 
input spectra and a set of models of all possible words, 
we wish to find the sequence of models that is most 
likely to have produced the spectral sequence. An 
adaptation of the Viterbi algorithm solves just this 
problem, and is the basis for our recognizer. 

The basic recognition algorithm finds the path 
through the states that is most likely to have produced 
the spectral sequence to be recognized. The algorithm 
does this by finding the best path to every state at 
every time given that the path to the previous state 
was also "best". Each step along these paths has 
associated with it a "score", which reflects the 
probability of the step given the spectral sequence and 
the transition probabilities of the model. The scores 
are accumulated along the paths, so that, at every time, 
the best path to any state has a single score. The best 
path to a particular state, S, at time t, is determined 
by considering all possible predecessor states (states 
which have transitions to S) at time t-1 and the best 
path to each of these. The score for a path to S is 
then the combination of the path score to the best 
predecessor state and the score for the step from that 
predecessor state to S. 

The central computation in the algorithm is: for 
each time interval, update the scores for all states. 
Figure 1 schematically illustrates the scoring procedure 

for a single state in a word. In this figure, the score 
for state n at time t (the o.n(t) in the lower right 

corner) is being computed based on the scores for 
three states computed at time t-1 (the three circles on 
the left of the figure) each multiplied by the 
corresponding transition probability of going to state n. 
The new score for state n is just the maximum of the 
entering scores multiplied by the probability of the 
spectrum xt at time t, at state n, p(xln). 

This scoring procedure is applied to all states in 
each word for all time frames in the utterance. The 
scores computed for terminal states (ends of words) are 
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special. They are compared and only the maximum 
terminal score is saved, as are the word that produced 
it and the start time for the word. The largest terminal 
score for a time frame is used as the score for all 
word-initial states in the next time frame. In addition, 
the current state score, o.n(t) is compared against the 

largest state score, o.Best(t), encountered so far for the 

current time frame, and replaces it, if appropriate. 
This is used to derive a normalization factor (NF = 
1/o.889 t(t)), which is used to prevent arithmetic 

underflow. 

When all the time frames in the utterance have 
been processed in this way, the best sequence of words 
is determined. The maximum terminal score at the end 
of the utterance specifies the last word of the 
·utterance. The start time of this last word is the end 
time for the previous word, so the maximum terminal 
·score at this time indicates which word should be 
selected as the second-last word in the theory, and so 
on, back to the beginning of the utterance. 

SINGLE PROCESSOR IMPLEMENTATION 

The first step toward a parallel implementation 
was to bring up the speech recognition program on a 
single processor of the Butterfly Parallel Processor. 
The existing VAX implementation depended on the file 
system to store the large amounts of data which 
included the transition probabilities and the pdfs for 
the word models. This data totaled 1.5 Mbytes. Storing 
this amount of data on the Butterfly required using 
some parallel memory management techniques to 
allocate shared memory on multiple nodes. 

The VAX (and the first Butterfly implementation) 
used floating-point arithmetic. Because floating-point 

arithmetic is performed in software in our Butterfly 
Parallel Processor, it seemed likely that the time 
required for the floating-point !irithmetic would hide 
any overhead and task granularity problems we 
encountered. We decided to investigate using fixed­
point arithmetic. 

For storage efficiency, most of the data had been 
represented as indices into a table of probabilities. 
This table contained 256 entries, ranging between zero 
and unity, quantized logarithmically. Therefore, the 
indices themselves were scaled log probabilities. 
Multiplication of probabilities in the original program 
could, of course, easily be converted to addition of 
corresponding log probabilities. The Viterbi algorithm 
finds the maximum of the path probabilities to a node, 
which is equivalent in both log and linear domains. We 
converted the program to use the indices directly as 
log probabilities, and obtained the same results as 
before, but the execution time remained disappointingly 
long. Measurement tools allowed us to discover that 
most of the time was being squandered in two ways. 
First, using double indexing into two-dimensional arrays 
was quite slow because the 68000 compiler available at 
the time used double precision multiplies for this kind 
of address calculation. We converted to register 



pointers to avoid this situation. Second.iy, much time 
was being spent in the call to the subroutine that 
performed the word scoring. We simplified the calling 
sequence by defining many of the arguments globally. 
These modifications caused the execution time to drop 
to about two minutes for a 3.5 second utterance, (about 
the same speed as our optimized VAX program}. This 
execution time seemed low enough for reasonable 
parallelization measurements. 

UNIFORM SYSTEM 

We used the Uniform Systeni approach to obtain a 
parallel implementation. The Uniform System is a 
programming methodology supported by a library of 
high-level functions (3). It exploits the uniform 
environment provided by the architecture of the 
Butterfly Parallel Processor to simplify the problem of 
load balancing for the memory as well as for the 
processors. Memory accesses must be organized to 
avoid memory contention. The load on the processors 
is balanced when all processors are equally busy and 
no processor is waiting for another to finish. 

Balancing the load on memory is acc?mplished by 
spreading out the data evenly across the different 
physical memories in the machine, under the assumption 
that this will also spread the accesses fairly evenly, 
reducing the inefficiency that results when many 
processors attempt to access the same memory 
simultaneously. Functions for allocating storage in the 
shared memory are included in the Uniform System, as 
are functions that perform block transfers between 
shared memory and local memory. 

The philosophy behind the Uniform System 
processor management methodology views the processors 
as a uniform pool of workers, all of which know how to 
execute the same tasks. Using this methodology, the 
programmer is only required to supply code that 
operates correctly when multiple processors execute it 
at the same time. The processor management is 
accomplished by first copying the program to each of 
the processors. In most cases, the program will begin 
with a section of serial code that is executed on a 
single processor. To begin executing a section of code 
on multiple processors - - a FOR loop, for example - -
the programmer can use a "task generator" to replace 
the FOR statement and a "worker routine" to replace 
the body of the FOR loop. The task generator makes a 
task descriptor available to all processors, which use it, 
as they become free, to generate calls to the worker 
routine. Processors, using this descriptor, execute the 
routine repeatedly for different index values, until the 
index has run its range. When all processors have 
finished, the program, once again serial, continues 
executing on a single processor. 

We decided to use the Uniform System for several 
reasons. First, the speech recognition algorithm is 
essentially a single task, executed many times. This fits 
fhe Uniform System paradigm very well. Second, being 
novices, we were attracted by the simplicity of use of 
the Uniform System. Third, functions in the Uniform 

System allow automatic timing of the same program run 
on various numbers of processors, and this provided an 
easy way of evaluating the performance of the parallel 
implementation. Finally, because the same program can 
be run on one or many processors, we believed that 
debugging the parallel implementation would be 
simplified. 

PARALLEL IMPLEMENTATION AND RESULTS 

In our system, both the training and spectral 
analysis tasks are performed "off-line" and the results 

are stored. The recognition system begins by reading 
in the word models for a speaker. Then, for each 
utterance, the spectral parameters for the utterance 
are read and stored. At this point in the program, the 
actual recognition search task begins. This was the 
only portion considered for parallel implementation. 
Our execution time measurements began here and 
continued until the input utterance had been 
recognized, that is, a theory for the complete utterance· 
had been obtained. The pertinent portion of the speech 
recognition program can be abstracted as follows: 

a. FOR all frames 
b. initialize frame 
c. FOR all words 
d. initialize word 
e. FOR all states 
f. compute state score 
g. IF (new max score} 
h. replace max score 
i. IF (new max terminal) 
j. replace max terminal 

k. determine normalization 
l. FOR all words 

m. get terminal score 
n. determine theory 

The first parallel version combined lines d) 
through f) and parts of g) and h) into a single task and 
used the generator GenOnindex, which includes a 
prologue task and an epilogue task in addition to the 
main task. The prologue task is executed only once by 
each processor before that processor executes the main 
task for the first time. In this version, the prologue 
included line b}. Similarly, the epilogue task is 
executed once by each processor after all main tasks 
have been completed by that processor. For this 
program, the central task determined the maximum 
state score and the maximum terminal score seen by 
each processor. The epilogue task compared these 
local maxima against global maxima, replacing the global 
maxima if necessary. The remainder of the program 
(lines k-m), including the second FOR loop was 
executed sequentially, on a single processor. 
Approximately 9 seconds was spent in the sequential 
portion of the program when it was run for a 3.5 
second utterance. When run on 15 processors, this 
resulted in less than 50% utilization of the processors. 
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The next step was to attempt to reduce the 
sequential portion of the program. We noticed that the 

second FOR loop (lines I and m), which propagates the 
best word's score in the current frame to word-initial 
states for the next frame, could be incorporated into 
the first FOR loop, effectively changing the program to: 

a. FOR all frames 
b. initialize frame 
c. FOR all words 
d. get previous frame terminal score 
e. initialize word 
f. FOR all states 
g. compute state score 
h. IF (new max score} 
i. replace max score 
j. IF (new max terminal) 

k. replace terminal 
I. determine normalization 

m. determine utterance. 

This revision substantially reduced the time spent 
executing serial code. For 15 processors, the execution 
time dropped from 15 seconds to 11 seconds for a 3.5 
second utterance, and the effective number of 
processors rose from 6.9 to 11.2, or approximately 75% 
utilization. The processor utilization is shown in Figure 
2. 

CONCLUSIONS AND FUTURE RESEARCH 

Our work on this project has shown that the 
Butterfly architecture is suitable for continuous speech 
word recognition. The decomposition of the algorithm 
into tasks that match one word to one frame of input 
speech provided a granularity that made efficient use of 
the processors. The memory and processor management 
functions of the Uniform System made parallelization of 
the algorithm surprisingly easy and rapid. 

In the near future, we hope to extend the current 
research to include a grammar and larger vocabulary 
tasks. The grammar will require search of a much 
larger space that is too large to search exhaustively. 
The search will have to be pruned, thus presenting a 
more challenging parallel implementation task. 
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Abstract 

In highly parallel message routing networks, it is 
sometimes desirable to concentrate relatively few mes­
sages on many wires onto fewer wires. We have de­
signed a VLSI chip for this purpose which is capa­
ble of concentrating bit-serial messages quickly. This 
hyperconcentrator switch has a highly regular layout 
using ratioed nMOS and takes advantage of the rela­
tively fast performance of large fan-in NOR gates in 
this technology. A signal incurs exactly 2 log2 n gate 
delays through the switch, where n is the number of 
inputs to the circuit. The architecture generalizes to 
domino CMOS as well. 

1 Introduction 

The problem of concentrating relatively few commu­
nications on many input lines onto a lesser num­
ber of output lines must be solved in communication 
networks of all kinds. In many parallel computing 
systems, communications are packaged into messages 
which are routed among the processors. This paper 
presents a design for a VLSI implementation of a fast 
concentrator switch suitable for routing bit-serial mes­
sages in a parallel supercomputer. 

An n-by-m concentrator switch has n input 
wires X 1 , X 2 , ••• , Xn and m < n output wires 
Y1 , Y2, ... , Y rn. The switch can establish m disjoint 
electrical paths from any set of m input wires to the 
m output wires. A concentrator switch always routes 
as many messages as possible. Specifically, whenever 
k out of the n input wires of an n-by-m concentrator 
switch carry messages, one of the following is true: 
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C-0622. Tom Cormen is supported in part by a National Sci­
ence Foundation Fellowship. Charles Leiserson is supported in 
part by an NSF Presidential Young Investigator Award. 
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• If k :5 m, then an electrical path is established 
from each input wire which contains a message 
to an output wire. 

• If k > m, then each output wire has an electrical 
path established from an input wire which con­
tains a message. 

When k > m, some messages cannot be successfully 
routed, in which case we say the switch is congested. 
Typical ways of handling unsuccessfully routed mes­
sages in a routing network are to buffer them, to mis­
route them, or to simply drop them and rely on a 
higher-level acknowledgment protocol to detect this 
situation and resend them. The switch design in this 
paper is compatible with any of these congestion con­
trol methods. 

One way to create a concentrator switch is with a 
hyperconcentrator switch. An n-by-n hyperconcentra­
tor switch1 has n input wires X1, X2, ... , Xn and n 
output wires Y1, Y2, ... , Yn. The switch can estab­
lish disjoint electrical paths from any set of k input 
wires, for any 1 :5 k :5 n, to the first k output wires 
Yi, Y2 , ••• , Yk. In other words, we route the k mes­
sages to the first k output wires. We can make any 
n-by-m concentrator switch from an n-by-n hypercon­
centrator switch by simply choosing the first m output 
wires of the hyperconcentrator switch, Yi, Y2, ... , Yrn, 
as the m output wires of the concentrator switch. 

We can use a sorting network to implement a hy­
perconcentrator switch. The inputs to the sorting net­
work are l's and O's, representing the presence or ab­
sence of messages on the input wires to the switch. 
The sorting of the l's and O's, with l's before O's, 
causes the k input messages to occupy the first k out­
puts. 

Many sorting networks, such as Batcher's bitonic 
sort [6], employ the technique of recursive merging. 

1 The terminology is drawn from [11]. 



Figure 1: An nMOS layout of a 32-by-32 hyperconcentra­
tor switch. The recursive nature of the switch can easily 
be seen. This implementation includes superbuffers where 
needed to provide enough drive for high fan-out signals. 

A problem of size n is divided into two problems of 
size n/2, which are recursively solved in parallel. The 
two sorted sets are then merged to produce the solu­
tion to the original problem. The recursion requires 
r1og2 n l levels, and since each merge step can be per­
formed in 0 (log n) time in parallel, the total time to 
sort n values is O(log2 n). Sorting networks of depth 
O(log n) are known [1], but they are impractical to use 
as hyperconcentrator switches because of the large as­
sociated constant. 

The n-by-n hyperconcentrator switch presented in 
this paper also uses recursive merging, but by taking 
advantage of the relatively fast performance of high 
fan-in NOR gates in nMOS technology, each merge 
takes only 2 gate delays. A signal therefore incurs 
exactly 2 pog2 n l gate delays in passing through the 
switch. The switch has a simple design and a regu­
lar layout in both ratioed nMOS and domino CMOS 
technologies. Unlike many concentrator switches in 
the literature [8,9,10], our switch sets itself up "on­
line" when messages are presented to it. 

The remainder of this paper is organized as follows. 
Section 2 covers some basic terminology and describes 
the message format and timing model upon which the 
switch is based. Section 3 discusses the merge box, 
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how to use merge boxes to implement the hypercon­
centrator switch and describes an nMOS implementa­
tion. Section 5 covers some applications which benefit 
from the switch. Finally, Section 6 contains further 
remarks about the switch. 

2 Preliminaries 

In this section, we define some basic terminology and 
notational conventions and present the message for­
mat and timing model assumed by the hyperconcen­
trator switch design. 

Bit and boolean values are denoted by "1" and "O", 
or by "high" and "low", for TRUE and FALSE respec­
tively. 

We assume that the hyperconcentrator switch 
routes bit-serial messages. Each message is formed 
by a stream of bits arriving at a wire at the rate of 
one bit per clock cycle. The first bit of each message 
that arrives at an input wire is the valid bit, indi­
cating whether subsequent bits arriving on that wire 
form a valid message or an invalid message. The bit 
sequence following a valid bit of 1 forms a valid mes­
sage, which we would like to be routed from an input 
wire to an output wire of the switch. From there it 
may pass through the remainder of the routing net­
work. A valid bit of 0 indicates an invalid message, 
which does not need to be routed to an output wire. 
We assume that in an invalid message, not only is the 
valid bit O, but so are all the remaining bits in the 
message.2 

The valid bits all arrive at the input wires of the 
hyperconcentrator switch during the same clock cycle, 
which we call setup. An external control line signals 
setup. Message bits entering through input wires at 
cycles after setup follow the electrical paths in the 
switch which are established during setup._ 

We shall adopt some notational conventions to ease 
the exposition in the following sections. Uppercase 
symbols denote wire names and lowercase symbols de­
note integer values. We shall also use uppercase sym­
bols to denote bit values on the wires they name when 
the usage is unambiguous. Wire names will usually 
have subscripts. 

3 The Merge Box 

This section presents the design of the merge box, the 
key portion of the hyperconcentrator switch architec-

2This assumption is easy to enforce - just AND the valid 
bit into each subsequent bit of the message. 



ture. The hyperconcentrator switch consists of many 
merge boxes, of various sizes, connected as shown in 
the next section. The design exploits the fast per­
formance of large fan-in NOR gates in nMOS tech­
nology, much the same as does a PLA, to merge two 
sets of messages of any size with two gate delays. The 
merge box design presented in this section uses ratioed 
nMOS technology and no pass transistors. 

A merge box merges two sets of messages, each 
set sorted by their valid bits, into one sorted set of 
messages. A merge box of size 2m, where m is a 
power of 2, has two sets of input wires Ai, A2, ... , Am 
and Bi, B2, ... , Bm and one set of output wires 
Ci, C2, ... , C2m· We require that the lower-numbered 
wires of both the A and B input sets carry valid mes­
sages and that the higher-numbered wires of both the 
A and B input sets carry invalid messages. That is, 
if we let p and q be the number of valid messages en­
tering the A and B wire sets respectively, we require 
that the valid bits appear on the input wires during 
setup as follows: 

Ai,A2, ... ,Av = 1 

Av+i, Av+2, ... , Am. = 0 

Bi,B2, ... ,Bq = 1 

Bq+i, Bq+2, ... , Bm = 0 

During setup, the merge box establishes disjoint 
electrical connections between the p + q input wires 
with valid messages and the p+q lower-numbered out­
put wires Ci, C2 , ••• , Cv+q in a combinational fashion, 
as shown in Figure 2. The connections Ci = Ai, C2 = 
A2, ... , Cv = Av, Cv+i = Bi. Cv+2 = B2, ... , Cv+q = 
Bq are established, and valid bits appear on the out­
put wires as follows: 

Ci,02 1 ••• ,Cv+q = 1 

Cv+q+i, Cv+q+2 1 ••• , C2m O 

These connections are maintained during subsequent 
cycles for the remaining bits in the message streams 
to follow. 

Figure 3 is a schematic diagram of a merge box 
for which m = 4. This merge box includes 
eight NOR gatesL with diagonal output wires la­
beled Ci, 02, ... , Cs. Each of these NOR gate out­
puts is inverted to produce the merge box outputs 
01, 02, ... , Cs, so we may view the pulling down of a 
diagonal wire C, to be equivalent to the correspond­
ing output C, being 1. The NOR gates have fan-ins 
ranging from just one pulldown circuit (e.g. the gate 
with output Cs) to 5 pulldown circuits (e.g. the gate 
with output 0 4 ). In general, the NOR gates have fan­
ins of up to m + 1 pulldown circuits. Each pulldown 
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1 1 

0 1 

Figure 2: The paths taken by valid messages in a merge 
box. Valid bits are shown as they enter and leave the 
merge box. The p valid messages arriving at input wires 
A1,A2, ... ,Ap are routed to output wires C1,C2, ... ,Cp 
respectively. Here, the only A wires with valid messages 
are A1 and A2. These valid messages are routed to C1 and 
C2 respectively. The q valid messages arriving at input 
wires B1, B2, ... , Bq head toward C1, C2, ... , Cq but are 
steered to Cp+1, Cp+2, ... , Cp+q· Here, the valid messages 
entering through B1, B2, and Ba are steered to output 
wires Ca, C,, and Cs respectively. 

circuit consists of just one or two transistors, regard­
less of the size of the merge box, making for fast NOR 
gates and low-area pulldowns, even with minimum­
sized pullups. As can be verified from Figure 3, a 
merge box of size 2m implements the following func­
tion: . -! A; V (Y, (B; A 8;+1-;)) 

C, - 2m+l-i v (Bm+l-j A S;+;-m) 
i=l 

ifl:Si:Sm 

if m < i :S 2m 

The switch settings 8 1 , 8 2 , 8 3 , 8 4 , 85 are computed 
and stored in registers during setup, based on the 
valid bits appearing at the A and B input wires. In 
general, a merge box of size 2m has switch settings 
811 82 , ••• , Bm+l· These stored settings continue to 
be used during subsequent cycles. These switch set­
tings establish the electrical connections throughout 
the entire hyperconcentrator switch. Other than the 
storing of the switch settings, the operation of the 
merge box is purely combinational. 

Let us look at the operation of the merge box dur­
ing setup. The lower-numbered A and B input wires 
have valid bit values of 1, and the higher-numbered 
A and B input wires have valid bit values of 0. H 



Figure 3: A merge box of size 8. The input wires are 
A1,A2,Aa,A4 and B1,B2,Ba,B4. The output wires are 
C 1 , 0 2 , ... , C 8 • The switch settings are stored during 
setup in registers 81,82,Sa,84,Ss. Here we have p = 2 
and q = 3 during setup. The valid bit values on each A, 
B, and C wire are shown, as are the S switch settings. All 
conducting paths to ground are circled. 

input A, is 1, then the NOR gate output C, is pulled 
down by the single transistor whose gate is A,. The 
inverter causes output C, to be 1. Having input 
values Ai, A2, ... , AP = 1 thus causes the outputs 
Ci, C2, ... , Gp to be 1. 

The switch settings S act as steering signals, send­
ing the B values Bi, B 2 , ••• , Bm to the output wires 
Cp+i, Cp+2, ... , Cp+m· The S values are computed 
and stored during setup so that only the setting 8p+i 
is 1, corresponding to input Ap+i being the lowest­
numbered A with a valid bit of 0. (If no input wire 
A, is O, then we have p = m, and only switch 8n+i is 
set to 1.) The 8 values are defined by the valid bits 
on the A wires as follows: 

8i = Ai 

8i Ai-i /\A, for 1 < i::::; m 

8m+i = Am 

Of the two-transistor pulldown circuits, only column 
p+ 1 may possibly pull a diagonal wire down to O, since 
only switch setting 8p+l is high. Similarly, a diagonal 
wire Ci may be pulled down only by input wire Ai 
or the conjunction Bi-p /\ 8p+l· The only NOR gate 
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which may be pulled down by input Bi has output 
wire Cp+i, and in general the only NOR gate ~hich 
may be pulled down by input Bi has output wire Gp+i-

For example, suppose that, as in Figure 3, the input 
wires have the following valid bits during setup: 

Ai,A2 = 1 

As,A4 = 0 

Bi,B2,Bs 1 

B4 = 0 

Then we have p = 2, q = 3, 8s = 1, and all other 
8i = 0. There are five valid messages passing through 
the merge box, and there are exactly five conduct­
ing paths to ground, circled in Figure 3, one for each 
of the first five diagonal wires, Ci, C2, Cs, C4, Cs. 
These paths to ground cause output values of 1 on the 
corresponding output wires Ci, C2, Cs, C4, Cs. The 
remaining three diagonal wires, C 6 , C1, Cs, are not 
pulled down to ground by these input values, and the 
output wires C6 , C7 , Cs all have the value 0. 

Now we look at the message bits that arrive af­
ter setup. The switch settings 8 were computed and 
stored during setup, and they remain unchanged in 
their registers. Just as during setup, a bit with the 
value 1 which enters through input wire A, directly 
pulls down the diagonal wire C,, regardless of the 8 
values. A bit with the value 1 which enters through 
input wire B, may pull down only the diagonal wire 
Cp+i because the only switch setting which is 1 is 
8p+i· The only difference in the merge box operation 
between setup and later cycles is that the 8 values, 
which are always used to steer the B values to the 
appropriate C outputs, are computed and stored only 
during setup. In the cycles following setup, the merge 
box is a combinational circuit, reading the registers 
holding the switch settings 8. 

Recall that in Section 2 we required that all bits in 
an invalid message must be 0. We now can see the 
reason for this restriction. Suppose that in our above 
example, in which we had As = 0 and 8s = 1 during 
setup, we had that at some cycle following setup As = 
1 and Bi = 0. We would expect Gs to be 0 in this 
case, since Bi, which is routed to Gs, is 0. Since As 
is 1, however, Gs is pulled down, and Gs becomes 
1. The requirement that As and A4 be 0 after setup 
eliminates spurious pulldowns. 

4 The Hyperconcentrator Switch 

In this section, we give the recursive construction 
for as'sembling merge boxes into a hyperconcentra-



tor switch. We also show that a signal incurs exactly 
2 r1og2 n l gate delays through the switch. 

A hyperconcentrator switch with input wires 
X1, X2, ... , Xn, of which k contain messages, and out­
put wires Y1, Y2, ... , Yn routes the k valid messages 
to the first k output wires Y1, Y2, ... 1 Yk. Since valid 
messages are identified by a valid bit of 1 during setup, 
a hyperconcentrator switch may be viewed as a net­
work that sorts l's and O's, with l's before O's in the 
output. The switch is set during setup, with subse­
quent bits following these established electrical paths. 

We use recursive merging to sort the messages, solv­
ing the subproblems at each level of the recursion in 
parallel. By knowing in advance the size of the prob­
lem, we know in advance exactly how sets will be di­
vided and merged. We can thus build the division pro­
cess into the hardware and successively merge larger 
sets of bits through cascades of parallel merge boxes. 

Figure 4 shows the organization of a 16-by-16 hy­
perconcentrator switch. There are four stages through 
which the bits cascade, from bottom to top in the fig­
ure. By this construction, an n-by-n hyperconcentra­
tor switch, composed of pog2 n l stages of combina­
tional merge boxes, is itself a combinational circuit. 
Signals incur exactly 2 r1og2 n l gate delays in an n­
by-n hyperconcentrator switch. During setup, the S 
switches in each merge box are computed and stored in 
registers. These switches establish electrical paths for 
messages in each merge box. Since there are no other 
switches between merge boxes, the S switches actually 
establish the paths through the entire hyperconcentra­
tor switch. As in the individual merge boxes, message 
bits that enter after the valid bit follow the established 
paths through the hyperconcentrator switch. 

Figure 1 shows the layout of a 32-by-32 hypercon­
centrator switch, using 4µm nMOS MOSIS design 
rules. In order to provide enough drive for the pull­
down transistors of the next stage, the inverters fol­
lowing the NOR gates in each merge box are actu­
ally inverting superbuffers. Timing simulations have 
shown that the propagation delay through this circuit 
is under 70 nanoseconds in the worst case. 

5 Applications 

This section discusses two applications of the hyper­
concentrator switch. One application, the one for 
which the switch was designed, allows us to use the 
available clock period more efficiently in bit-serial 
routing networks. Another application is its use in 
building a superconcentrator switch. 

We can replace small, simple switches in a bit-serial 
routing network by concentrator switches to success-
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Figure 4: A 16-by-16 hyperconcentrator switch with four 
stages of merge boxes. Individual merge boxes are oriented 
as in Figure 2, with input wires A entering the bottom 
left, input wires B entering the bottom right, and output 
wires C leaving the top left and top right. Messages flow 
from bottom to top. The output wires 0 1 , 0 2 , ••• , Cm of a 
merge box of size mare the input wires of a merge box of 
size 2m, either Ai,A2 1 ••• 1 Am or B1,B2 1 ••• 1 Bm. Valid 
bit values are shown entering the first stage and leaving the 
last stage of the cascade. The electrical paths established 
within the merge boxes and the switch during setup are 
shown in heavy lines. 

fully route more messages in a single clock cycle, thus 
using the available clock period more efficiently. The 
routing network switches we shall consider route valid 
messages either left or right, based on an address bit 
immediately following the valid bit. Such a routing 
scheme is used, for example, in a butterfly network. 
An address bit of 0 indicates that the valid message 
should be routed to a left output of a switch, and 
an address bit of 1 indicates that the valid message 
should be routed to the right. 

Consider the 2-input, 2-output butterfly node 
shown in Figure 5. A single level of a routing net-



Figure 5: A 2-input, 2-output butterfly node. The se­
lectors and 2-by-l concentrator switches ensure that both 
input messages reach output wires if their address bits 
specify that they are going in different directions. If the 
messages contend for the same output wire, the concen­
trator switches ensure that one makes it through. With 
randomly chosen address bits, we expect 3n/4 of the n 
messages to be successfully routed through this node. 

work such as a butterfly would typically have several 
such nodes side-by-side. The node contains two simple 
2-by-1 concentrator switches, depicted as trapezoids, 
one with outputs going left and one with outputs go­
ing right. Each simple concentrator switch is preceded 
by a selector circuit that, given an input valid bit and 
an address bit, produces a new valid bit which is 1 if 
and only if the input valid bit is 1 and the address 
bit matches the output direction of the concentrator 
switch. If two valid messages with equal address bits 
enter a butterfly node, only one is successfully routed. 

The problem with this scheme is that it does not 
use the available clock period efficiently. The sim­
ple node uses only a few levels of logic, so the delay 
through it is only a few nanoseconds. But because 
of the time required to get signals on and off chips in 
current technologies, we cannot distribute a clock with 
a frequency high enough to match the short delay of 
this node. In fact, the clock period we can distribute is 
at least an order of magnitude greater than the delay 
through this node. This node therefore performs no 
useful work in at least 90 percent of each clock cycle. 

Now consider the generalized n-input, n-output 
butterfly node shown for n = 8 in Figure 6. Like four 
simple butterfly nodes of Figure 5 laid side-by-side, it 
has a total of 8 input wires and 8 output wires, with 
4 outputs going left and 4 outputs going right. But 
here we use two n-by-n/2 concentrator switches, one 
with outputs only going left and one with outputs only 
going right. 

The advantage held by the larger node is that at the 
same clock speed as the simple nodes, it can success­
fully route more valid messages in each clock cycle. 
The clock speed remains the same because the ad-
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Figure 6: A generalized butterfly node with n inputs 
and n outputs, shown here for n = 8. There are two 
n-by-n/2 concentrator switches. With randomly chosen 
address bits, we expect n- 0( Vn) messages to be success­
fully routed through this node. 

ditional delay introduced by the larger concentrator 
switches is just soaked up by the unused portion of the 
clock period. These nodes use a larger portion of the 
available clock period. Since the simple nodes leave 
so much of the available clock period unused, we can 
even scale these concentrator switches up considerably 
before the delay introduced exceeds the original clock 
period. To see that more valid messages are routed 
by the larger node, assume that a valid message ar­
rives at each input wire of each switch and that the 
address bit is 0 with probability 1/2, independent of 
the address bits of other messages. A simple calcu­
lation shows that we can expect the simple nodes to 
successfully route 3n/4 of the n arriving messages. A 
more complex calculation [2] shows that the expected 
number of valid messages successfully routed by the 
larger nodes with n input wires is n - O(yn). Intu­
itively, the larger nodes successfully route more valid 
messages because they have more freedom in mapping 
inputs to outputs. 

The approach of replacing many small rout­
ing nodes by fewer nodes with larger concentrator 
switches is used by the cross-omega network [5]. Part 
of the cross-omega network is based on a truncated 
butterfly network. Single wires of the butterfly net­
work are replaced by bundles of 32 wires, and the 
simple butterfly network nodes are replaced by nodes 
like that of Figure 61 but with 32 inputs, 32 outputs, 
and two 32-by-16 concentrator switches. 

Fat-trees serve as an example of a class of rout­
ing networks that makes use of concentrator switches 
whose pin counts increase with the network size. The 
interested reader is referred to [4] and [7] for details. 
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Figure 7: A superconcentrator switch built out of two hy­
perconcentrator switches. The hyperconcentrator switch 
HR is set up the connect the first l reverse input wires 
Z1, Z2, ... , Z1 to the l good reverse output wires, which 
also serve as the output wires of the superconcentrator 
switch. The k valid messages are then routed by the hy­
perconcentrator switch Hp to the wires Z1, Z2 , ••• , Zi. and 
through the switch HR to the first k good output wires. 

Another application of hyperconcentrator switches 
is in building superconcentrator switches. An n­
by-n superconcentrator switch has n input wires 
X1, X2, ... , Xn and n output wires Y1, Y2, ... , Yn. For 
any 1 S k S n, disjoint electrical paths may be es­
tablished from any set of k input wires to any arbi­
trarily chosen set of k output wires. Superconcen­
trator switches are useful in fault-tolerant systems. H 
some of the output wires of a concentrator switch may 
be faulty, we can use a superconcentrator switch that 
routes signals to only the good output wires. 

We can build a superconcentrator switch out of two 
full-duplex hyperconcentrator switches HF and HR, 
as shown in Figure 7.3 (After setup in a full-duplex 
hyperconcentrator switch, signals can travel along the 
established paths simultaneously in both forward and 
reverse directions. Extending the design of the hyper­
concentrator switch to make it full-duplex is straight­
forward.) The output wires of the switch HF (a "for­
ward" hyperconcentrator switch) feed directly into the 
reverse input wires of the full-duplex hyperconcentra­
tor switch HR (a "reverse" hyperconcentrator switch). 
Suppose there are l good output wires of the super­
concentrator switch. Before setup of the superconcen­
trator switch, the switch HR sets up electrical paths 
from its first l reverse input wires Z1 , Z2 , ••• , Z1 to 
the l good reverse output wires. These paths are es­
tablished by assigning a 1 to each forward input wire 

3 This construction is shown in [11). 
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of the switch HR that corresponds to a good output 
wire, assigning a 0 to the forward input wires corre­
sponding to faulty output wires, and running a setup 
cycle of the switch HR. 

Setup of the superconcentrator switch is then just 
setup of the hyperconcentrator switch HF. The k 
valid messages are routed through the switch HF to 
the wires Z1, Z2 , ••• , Zk and then along the reverse 
paths through the switch HR to the first k good out­
put wires. 

6 Concluding Remarks 

In this section, we describe a circuit containing the 
hyperconcentrator switch which has been fabricated. 
We also discuss how the switch can be implemented 
in domino CMOS, and how the switch can be used 
to build larger concentrators. Finally, we pose some 
open questions. 

We have implemented a 4µm nMOS 16-by-16 hyper­
concentrator switch, which was fabricated by MOSIS. 
The chip contains programmable selector circuitry 
preceding the hyperconcentrator switch so that an in­
dependent routing decision can be made for each in­
put, as in Figures 5 and 6. Each of the 16 selectors 
includes a UV write-enabled PROM cell, described in 
[3]. The bit value stored in each PROM cell is com­
pared with an address bit in the input message to 
determine whether the message is going in the correct 
direction. The device is currently under test. 

The hyperconcentrator switch can be implemented 
using precharged design methodologies, such as 
domino CMOS, instead of ratioed nMOS technology. 
Although the output inverters used in domino CMOS 
design are already present in the merge box circuit, 
the conversion from ratioed nMOS to domino CMOS 
design is not as straightforward as it may seem at first 
glance. The functions which define the switch settings 
S are not monotonic increasing, a violation of domino 
CMOS design principles. This problem occurs only 
during setup. 

One solution involves an alternative computation of 
the S values during setup, as follows: 

81 = 1 

Si= Ai-1 for2$i$m+1 

It can be verified that these S values produce the cor­
rect valid bit values at the merge box output wires 
during setup. These S values, however, are not the 
switch settings stored in the registers. To ensure 
that subsequent bits are correctly routed through the 
merge box, we compute the switch settings as in the 



ratioed nMOS design and store them in the registers 
during setup, without connecting them to any pull­
down circuits. After setup we connect the switch set­
tings to the pulldowns, as in the ratioed nMOS case, 
and the routing of subsequent bits takes place just as 
in the ratioed nMOS circuit. 

The hyperconcentrator switch can be used as a 
building block in large concentrators. For example, 
replacing the comparators in an arbitrary sorting net­
work by n-by-n hyperconcentrator switches yields a 
large hyperconcentrator. (Actually, only the first level 
of comparators must be replaced by hyperconcentra­
tor switches; merge boxes suffice at all subsequent lev­
els.) We have also found that efficient partial concen­
trator switches can be built from hyperconcentrator 
chips. An (n, m, a) partial concentrator switch has n 
inputs, m outputs, and a fraction a such that any 
set of k ~ am valid messages is successfully routed 
to output wires. Using 3Jri hyperconcentrator chips, 
each with Vn inputs, we can build an (n, m, a) partial 
concentrator switch with a= 1- O(n314 /m) [2]. 

It is natural to wonder whether a simple design for 
a concentrator switch exists when we relax the con­
straint that all the valid messages arrive at the same 
time. A crossbar switch has the capability of allowing 
valid messages to come and go at any time, but switch 
setup can be expensive. It may be that a concentrator 
switch can be designed that allows new messages to be 
routed in batches while preserving old connections. 
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Abstract 

A hardware solution to low-level (semantic) concurrency 
extraction is considered. The focus is on the reduction of data­
flow inhibitors of concurrency in sequential instruction streams. 
The reduced procedural dependency techniques of prior work are 
combined with new high-speed reduced data dependency 
techniques to yield a new machine model executing standard 
sequential code in a data-flow-like manner. Also considered is a 
conceptually simple form of branch prediction. The model is 
simulated both with and without the branch prediction technique, 
using a wide range of benchmarks as input. The results are 
presented and analyzed, showing the model's functionality and 
performance improvement. 

1 Introduction 
Computer system performance may be improved via 

application of concurrent or parallel processing techniques at 
many levels. This paper explores the use of low-level or semantic 
concurrency extraction techniques applied at the implementation 
stratum of processor design; the concurrency is extracted directly 
from the machine code, with no software pre-processing. It is 
assumed that the machine code is a sequential instruction stream, 
consisting solely of branches and assignment statements<dl, in 
which each instruction takes one cycle to execute. The specific 
problem addressed by this work is increasing the concurrency 
extractable from sequential instruction streams, thereby improving 
performance, while keeping the hardware extraction techniques 
used both high-speed and efficient. 

Low-level concurrent operation of a computer allows machine· 
level instructions to execute independently when the semantic 
restrictions between them allow; e.g., two assignment instructions 
may execute concurrently if they share no operand sources and 
sinks. Using low-level concurrency allows multiple instructions to 
be issued at once, typically more than one per execution cycle. 
Low-level concurrency was first exploited in the CDC 6600 [10] and 
the IBM 360/91 [1, 12], although neither machine issued more than 
one instruction per cycle. Also, neither computer employed 
significant techniques to reduce the ill effects of branches. Since 
these machines were built, some research progress has been 
made by Tjaden [11] in the quantity of low-level concurrency 
extractable. More recently, with the advent of lower-cost hardware, 
the utilization of low-level concurrency is being 
re-examined [4, 5, 7, 13, 16], resulting in new concurrency 
extraction techniques. In [15] Uht examines improved concurrency 
extraction techniques in which the negative effects of branches are 
minimized (this did not include branch prediction methods). In this 
paper the techniques are extended to include both reduced 
assignment statement constraints and a form of branch prediction. 

(a)This work was supported in part by the Semiconductor Research Corporation 
under Agreement No. 82-11-007, and in part by A. K. Uht. 

(b)Dr. Uhl is currently with the Department of Electrical Engineering and 
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mapped register set is used by the calling mechanism. 

0190-3918/86/0000/0729 $01.00 © 1986 IEEE 729 

The prediction technique requires no backtracking or state 
restoration upon discovery that a branch target prediction was 
wrong. 

The initial applications for this work are both super- and 
mainframe-(large general purpose) computers, aiding in the 
speedup of both scientific and general-purpose instruction 
streams. Future applications are widespread. With the continuing 
decline of hardware costs, such techniques may be realizable in 
single-chip machines. 

In the next section the problem is further described and 
refined, previous work is reviewed, and the approach of the 
solution is outlined. In Section 3 details of the new approach are 
given. In Section 4 both simulation and hardware estimate data are 
presented and analyzed. Lastly, a summary is given in Section 5, 
overviewing the achievements of this work. 

2 Previous Work and New Approach Outline 

2.1 Dependency Types 
Concurrency extraction starts as dependency detection. Two 

instructions are dependent if their execution must be ordered, due 
to either semantic or resource dependencies. 

A semantic dependency exists between two instructions if their 
execution must be serialized to ensure correct operation of the 
code. This type of dependency arises due to ordering relationships 
occurring in the code itself. There are two forms of semantic 
dependencies, data and procedural. 

2.1.1 Data Dependencies 
Data dependencies arise due to instructions sharing source 

and sink names in certain combinations. Examples of data 
dependencies are shown in Figure 1. Referring to Relation 1, a 
data dependency exists between instructions 1 and 2 since 
instruction 1 modifies A, an input to (source of) instruction 2. 
Therefore instruction 2 must not execute in a given iteration until 
instruction 1 has executed in that iteration. 

Examples of the three possible types of data dependency 
relations [2] are shown in Figure 1. Under normal circumstances 
(when only one copy of a variable exists in the machine at any 
given time) any one of the relations existing implies that a data 
dependency exists between the two instructions. But, as 
demonstrated by Tjaden [11] and Wedig [16], if multiple copies of a 
variable exist, then Relations 2 and 3 (collectively known as 
shadow effects) do not apply. As an example, consider the Relation 
2 situation in Figure 1. Say two copies of A exist, then instruction 1 
sources from the first copy and instruction 2 writes (sinks) into the 
second copy; therefore instructions 1 and 2 may execute 
concurrently. It is desired to have a machine execute such that 
shadow effects do not inhibit execution, consequently multiple 
copies of variables should be provided. 

Relation 1: Relation 2: Relation 3: 
----------- ----------- -----------

1. A = B + 1 c = A • 2 A = B + 
2. c = A • 2 A = B + 1 A = c • 
(in all of the examples, the common use of 
the variable A creates the data dependency) 

1 
2 

Figure 1: Examples of the data dependency relations .. 



2.1.2 Procedural Dependencies 
Procedural dependencies arise as the result of the presence of 

branches in the input code. Any type of instruction may be 
procedurally dependent on one or more branches, but only on 
branches, and they must be previously-occurring branches, since 
procedural dependencies are unidirectional (not reflexive) [11, 14]. 
For example, an instruction which is between a forward branch 
and its target is procedurally dependent on the forward branch, 
since its execution is conditional upon how the branch executes. 
An instruction after the target is n21 procedurally dependent on the 
forward branch, since it is guaranteed to execute regardless of 
how the branch executes, true or false [11]. The type of procedural 
dependency mentioned above is one of several types, descriptions 
of which are in [14]. 

For emphasis, we re-iterate: the union of data and procedural 
dependencies in code forms the set of semantic dependencies 
existing in the code, and exists independently of any and all 
hardware the code might run on. 

2.1.3 Resource Dependencies 
Resource dependencies exist solely due to hardware 

restrictions of a particular machine's realization. For example, if in 
a given cycle, three add instructions are eligible for execution, and 
only two adders are available, then a resource dependency exists. 
In this work, unless otherwise noted, resource dependencies are 
assumed not to exist. 

2.1.4 Related Work 
Riseman and Foster [9], and Fisher [4] have shown that much 

concurrency is extractable if the procedural dependencies can be 
reduced. Tjaden made the first attempt to reduce procedural 
dependencies, allowing more concurrency. In [14, 15] procedural 
dependencies are further reduced, using a domain model of 
control flow. This model, along with the relevant hardware 
structures appearing in the machine ·paradigm of [15] (called 
CONDEL·1), is used in the implementation described herein (called 
CONDEL-2). (CONDEL stands for CONcurrent Directly Executed 
Language machine, the emphasis being on CONcurrent.) 

The data dependency models used traditionally enforce all 
three of the data dependency relations enumerated in Section 

. 2.1.1. This has been necessary due to either a lack of duplicate 
sinks or the use of restrictive algorithms. Less constrained 
techniques [11, 16] result in either the partial or complete 
elimination of shadow effects, but suffer from unpleasant 
implementation features. Specifically, the algorithms for instruction 
execution are essentially sequential, requiring many steps per 
cycle, thereby negating any performance gain resulting from 
concurrency extraction; this is particularly true (many steps 
needed) for the execution of branches. The prior techniques also 
only allow one iteration of an instruction to execute per cycle, are 
potentially costly, and, more importantly, are incompatible with the 
reduced procedural dependency techniques of CONDEL-1. 

Classical machines frequently seek to increase performance 
via branch prediction, in which branches are assumed to execute 
in one direction before their conditionals have been fully 
evaluated [6]. This decreases pipeline breaks, improving 
_performance. Another similar technique is to conditionally execute 
code along both control flow paths from a branch, eliminating the 
wrong branch when the branch conditional has been fully 
evaluated. Two problems with these techniques are: rarely can 
more than one branch prediction be active at any given time, and 
some state restoration (backtracking) must take place upon a bad 
prediction. To date, no known branch prediction scheme solving 
these problems has been implemented, particularly in low-level 
concurrent machines. In a form of CONDEL-2 a type of branch 
prediction is allowed which does not require state restoration, and 
allows multiple branches to execute ahead of time. It is described 
in Section 3.5. 

Other work in the area of hardware low-level concurrency 
extraction is being done by Torng [13), Patt's group [5], and 
Cocke [3]. 

2.2 Instruction Streams 
There are two possible ways a CPU's execution unit can 
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examine a program's instruction stream during the program's 
execution, dynamically or statically. The dynamic instruction 
stream is the code as seen in an order determined by the run-time 
control flow of the code, i.e., as indicated by the contents of a 
program counter (PC) in a traditional machine. The static 
instruction stream is the code as stored in memory, which is 
normally just the source code order of the program (see Figure 6). 
Tjaden's and Wedig's [11, 16] ·schemes both examine the static 
instruction stream. 

Executing the static representation of a program has two major 
advantages over executing its dynamic representation. If an entire 
loop fits in CPU storage, then memory accesses due to instruction 
fetches decrease dramatically. Also, both branches and other 
types of instructions can execute simultaneously without changing 
the program's results, reducing the effects of procedural 
dependencies. The static instruction stream is used in this work. 

2.3 Problem Definition· Narrowed Version 
What is needed is a hardware algorithm for semantic 

concurrency extraction that exploits a maximal amount of 
concurrency (not including branch prediction). The model must be 
high speed, in that the total critical path gate delays must remain 
low so as not to negate the effect of increased concurrency; the 
algorithm should also exhibit reasonable cost. It is also desired that 
some form of branch prediction be developed that does not require 
backtracking. These requirements specifically indicate a need for 
efficient representations of instruction execution state and 
semantic dependencies {partially developed in [11, 15, 16]), and 
new parallel, high-speed, and affordable techniques to perform the 
basic concurrency calculations. 

2.4 Previously Developed Elements, Used in the New Model 
The requirements for efficient dependency and state 

representations are satisfied by modifications of structures 
proposed by Tjaden and Wedig, as developed byUht in [14, 15]. 

The original data dependency matrix, used in CONDEL-1, is 
upper right triangular, indicating all possible data dependencies 
between two instructions in a single element. Examples of the new 
data dependency matrices are shown in Figure 7, with their 
associated code in Figure 6, indicating the data dependencies 
between two instructions separately. The matrices are composed 
of binary elements, and are nXn square. A 1 in a matrix indicates a 
data dependency between the instructions corresponding to the 
row and column indices, e.g., matrix element DD~ = 1 indicates a 
Relation 1 data dependency between instructions ·f and 2. Upper· 
right triangular versions of the matrices in Figure 7 exist for 
procedural dependencies [15).. Note that the static instruction 
stream model is used. The dependencies are calculated at run­
time, as described in [14]; this eliminates extra storage and 
memory bandwidth that would be necessitated with a compile-time 
calculation. 

Wedig [16] also uses the static instruction stream model. He 
employs an Instruction Queue (see Figure 2) to hold a portion of 
the static instruction stream. Instructions enter at the bottom and 
are shifted up, into lower-numbered Instruction Queue rows, as the 
upper instructions finish executing. Any necessary decoding is 
performed relatively statically [14], one instruction at a time, as an 
instruction enters the Queue. Each row of the Instruction Queue 
holds the code data corresponding to instruction i, including 
instruction i's opcode and operand identifiers, as well as a jump 
destination address if the instruction is a branch. The instructions 
in the Instruction Queue are accessed in parallel; 

Wedig [16] also proposes the Advanced Execution (AE) matrix 
to hold the dynamic instruction state. Each row of the matrix 
(AE .• ) contains the execution state of instruction i for a subset of 
its t~tal number of iterations. The nominal execution order of the 
instructions corresponding to the Advanced Execution matrix rows 
is shown in Figure 3. This enforces the basic sequentiality of the 
serial input code when necessary (when dependencies are 
present) .. AE .. is set either upon an actual execution of instruction i 
in iteration i.'Jor upon execution of one or more branches in the 
Instruction Queue. Setting Advance Execution elements as the 
result of. branch execution is called virtually executing the 



corresponding instructions. A register called the b-element stores 
an integer indicating the total number of iterations that each 
instruction in the Instruction Queue is to execute (really or 
virtually). The b-element is incremented when a backward branch 
executes true (enabling a new iteration for execution), and is 
decremented when an entire iteration has been executed. 

executed instructions 
A 
I 

Instruction 1 

Instruction 2 

Instruction n 

new instructions 

to rest 

of CPU 

Figure 2: Basic Instruction Queue. 

begin 

at rot rot rot I I I 
0 ID 10 10 

a --~o --~a --~a 
end 

0 - Advanced 

Execution 
matrix 
element 

Figure 3: Nominal instruction iteration execution order 
in AE matrix. 

An example of code execution with the AE matrix is shown in 
Figure 4. In the figure, AE 2, AE21 , and AE51 are set to indicate 
actual or real execution of lne corresponding' instructions, i.e., an 
assignment actually occurred or a branch was actually taken. The 
instructions are all issued in the same cycle since there are no 
unresolved dependencies between them. Since b = 2, instruction 1 
is fully executed. AE3.1 and AE4 1 are set as a result of the forward 
branch (instruction 2) executing true (the branch is taken) in 

iteration 1. Since instructions 3 and 4 are in the domain(e) of the 
forward branch, they must be kept from really executing, and thus 
are virtually executed in their first iterations, i.e., their AE elements 
are set, but they are not issued for execution (no real execution 
takes place). Therefore, virtual execution of an instruction in a 
given iteration is the same as disabling the instruction from really 
executing in the iteration. 

1. 
2. 
3. 
4. 
5. 

Code AE matrix 
(before 2 

b=2 executes 

iteration #: 
· true) 
1 2 3 4 

A = A + 1 1 0 0 0 
IF A > 0 GOTO 5. 0 0 0 0 

B c + D 0 0 0 0 
E = F + G 0 0 0 0 w = A 0 0 0 0 

Instructions 3 and 4 are procedurally 
dependent on instruction 1. 

AE matrix 
(after 2 
executes 

true) 
1 2 3 4 

1 1 0 0 
1 0 0 0 
1 0 0 0 
1 0 0 0 
1 0 0 0 

Figure 4: Code execution and the AE matrix. 
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In Wedig's shadow effects reduction model, a matrix of 
registers called the Shadow Sink (SSI) array is used to store 
multiple copies of instruction sinks, or outputs. The matrix has the 
same dimensions as the AE matrix (nXm), and each element of SSI 
corresponds to the similarly located AE element; in other words, 
there is one sink register for each AE-represented iteration of each 
instruction held in the Instruction Queue. 

2.5 Basic Execution Algorithm 
During execution cycles, the dependency information is 

combined with the dynamic execution state held in the Advanced 
Execution matrix to generate a list of instructions to be executed in 
the current cycle. These instructions are issued for execution. 
This list of executing instructions and the domain information is 
used to update the Advanced Execution matrix, whence the cycle 
repeats. 

2.6 Approach of Solution 
Our approach is to develop a new machine model, CONDEL-2, 

that uses the best features of Tjaden's and Wedig's approaches, 
the reduced procedural dependency model of CONDEL-1 [15], and 
new ideas to solve the problem. Specifically, CONDEL-2 employs 
the static instruction stream model, the basic execution algorithm 
of [15] (see Section 2.5), and Wedig's Shadow Sink matrix. 
Modifications of Wedig's AE matrix [16] and the data dependency 
matrix [14, 15] are also used. New parallel high-speed logic is 
described that both performs the concurrency calculations, and 
links instruction outputs (sinks) to other instructions' inputs 
(sources). Other logic and structures are used to decouple sink 
storage from instruction execution, both improving performance, 
and allowing the implementation of a simple form of branch 
prediction, further improving performance. 

3 New Solution Description 
In this section the major elements of the new model CONDEL-2 

are overviewed; details may be found in [14]. In [14] the Relation 1 
data dependency in conjunction with a reduced set of procedural 
dependencies are shown to constitute a minimal set of semantic 
dependencies for virtually all sequential code. The reduced set of 
procedural dependencies was established via both exhaustive 
consideration of control flow tYpes and a recursive proof. This 
section describes the hardware necessary to implement the 
minimal semantic dependencies (with restrictive array accesses, 
described in Section 3.4). The solution description concludes with 
an example of the operation of the hardware. (The reader may find 
it helpful to refer to Figures 3 and 6 - 8 as the hardware is 
introduced.) 

3. 1 Basic Elements of the Solution 
The basic problem is to determine which, if any, sink element 

of the instructions in the IQ should be used as the source element 
of an instruction in the IQ (it may be the same instruction). In any 
case the model must allow for independent writing of multiple 
instruction iterations' sink operands. The SSI matrix of Wedig [16] 
satisfies this requirement. It is helpful to consider the model of 
program execution vis-a-vis the AE matrix presented by Wedig 
[16]; see Figure 3. (For the remainder of the discussion, one 
source per instruction is assumed(!).· The presentation is easily 
generalized to accommodate multiple sources.) The directed line 
shows the nominal or serial order of execution of the sequentially 
biased code in the IQ. A specific iteration of an instruction uses as 
a source a sink generated previously and residing in either memory 
or the SSL Therefore the previous sink is somewhere serially 
previous to the specific iteration, back along the line. The 
particular SSI word to be used is indicated by both the data 
dependencies and the execution state of the relevant instructions. 

It has been determined [14] that knowing just the Advanced 
Execution state is insufficient, as the validity of an instruction's 
sink cannot be determined from the AE state. What is needed is a 
separation of the real from the virtual execution state held in the 

(e)ln the CONDEL models, branch domain indicators are stored in matrices 
similar to those holding dependencies; see [14, 15). 

(I) Adding a source requires adding a like amount of finking logic, as weli as 
requiring an additional data dependency matrix. 



AE matrix. Therefore two new matrices are used, the Real 
Execution (RE) and the Virtual Execution (VE) matrices, described 
in Section 3.2. Note that AE = RE +VE; this is a logic equation. 

Only one serial data dependency (that of Relation 1) is needed 
for all instructions, with the exception of array accesses (see 
Section 3.4). This data dependency occurs when the sink of one 
instruction's iteration is the same as the source of a serially later 
instruction's iteration. The data dependency information kept in 
the DD matrix of CONDEL·1 is separated into multiple square 
matrices in CONDEL-2, one per possible source-sink pair, to allow 
for individual access to an instruction's Relation 1 data 
dependencies (th.ose of an instruction's source on other 
instructions' sinks). In the new model, an instruction in a given 
iteration may be data dependent on the same instruction in a 
orevious iteration, e.g., an instruction of the form: I= I+ 1. 

It is both conceptually and notationally convenient in many 
cases to look at the AE, RE, and VE matrices (or any nXm matrix) 
as one-dimensional vectors with length nm, with the elements 
column ordered as indicated by the line in Figure 3. This is then 
just the serial ordering bf the instructions' iterations. For the 
remainder of this document, either serial or row and column 
indexing of an array may be used for the array; the default is the 
latter; if serial indexing is used, it will be noted. 

The Virtual and Real Execution matrices and the separated 
Data Dependency (DD) matrices are the pri.mary new structures 
needed to solve the problems. The key element tying them together 
is the new linking logic, described in Section 3.3.1. 

3.2 The Hardware Matrices 
With the exception of the dependency matrices previously 

discussed, all of the hardware matrices in CONDEL-2 are similar to 
the Advanced Execution matrix. There is a one-to-one 
correspondence between each element in the AE matrix and each 
element in the other matrices, each element indicating some state 
corresponding to a particular instruction's iteration. The matrices 
are of dimension nXm, as is the AE matrix. The new matrices are 
individually described as follows. · 

3.2.1 Real Execution (RE) Matrix 
Each element of RE is binary. RE. . = 1 (is set to one) iff 

instruction IQ. has really executed in ltelration j. An instruction 
really execute~ if, for an assignment statement, an assignment has 
really occurred; or for a branch, a conditional has really been 
evaluated and a branch decision made. 

3.2.2 Virtual Execution (VE) Matrix 
Each element of VE is binary. VE. . = 1 (is set to one) iff 

instruction IQ. has virtually executed in 1'it~ration j. An instruction 
virtually execJtes if it is to be disabled (for execution) by a branch's 
true execution (the branch is taken). 

3.2.3 Shadow Sink (SSI) Matrix 
Created by Wedig [16], each element of SSI is typically the size 

of an architectural machine register, i.e., is large enough to hold 
variables' values. SSI .. is loaded with the sink value (result) of an 
assignment instructio~ 11Q. having executed in iteration j. Variables' 
values are normally held ih SSI at least until they have been copied 
to memory. Since there are multiple locations (in SSI) to store 
instruction results (i.e., there are multiple copies of variables), 
basic shadow effects need not occur. 

3.2.4 Instruction Sink Address OSA) Matrix 
Each ISA element is large enough to hold addresses (e.g., main 

memory addresses) of variables. There is one ISA element for 
each SSI element. ISA .. holds the sink address of the sink value 
held in SSI ... For non-~/ray write instructions, IS~ • = AAi' where 
AA is ope~dnd A's address (held in the IQ). ror array write 
instructions, ISA is determined for each iteration at run-time. 

The previous model of execution (CONDEL-1) is modified so 
that now during every cycle each eligible SSI value is written into 
memory at the location pointed to by the contents of . the 
corresponding ISA element. The determination of eligibility is 
discussed later. 
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3.2.5 Advanced STorage (AST) Matrix 
The AST matrix is a binary matrix with the same dimensions as 

the AE matrix. AST. . is set to 1 if either VE .. is set to 1 (instruction 
i receives a virtual'' ~xecution in iteration''b, or SSli, i has been 
written to memory. In other words, AST. . equals 1 1fr it may be 
considered that SSI. . has been stored; cl>rlceptually it is similar to 
the AE matrix, in th~l either real or virtual writes cause the matrix 
elements to be set. 

3.3 Hardware Logic 

3.3.1 Basic Linking and Executable Independence Logic 
The fundamental state storage structures necessary to solve 

the problem have been described. The primary logic that generates 
the source-to-sink links and calculates executable independence 
is now outlined19l. The problem may be re-formulated to a more 
concrete specification as follows. It is required to have nm sets of 
less than nm output enabling lines each, one set per source per IQ 
instruction iteration, each line of which potentially enables 
(connects) a serially previous sink word to the instruction 
iteration's source input. These lines are designated 

SEN~z (SEN stands for Sink ENable); 

where: 

. u is the serial index to the IQ instruction iteration 
under consideration for execution; 

. t indicates the serial SSI element under 
consideration for linking to an input of u, it is always 
serially previous to u; 

- z indicates the source of instruction i that 
corresponds to a particular SEN matrix, it is a source 
index; 

(i = row(u); j = col(u)). 

The SEN elements are calculated simply from the RE, VE, and 
DD state. An instruction iteration u can only link (take a source 
from) an instruction iteration t if: t is both really executed and data 
dependent on u, and all instruction iterations serially between u 
and t are virtually executed (if they are data dependent on u). For 
each u and z combination, at most one SEN~ is equal to ·one. If 
none equal one, then either the source is nof in SSI, i.e., it is in 
memory, or the source has not yet been produced. The rough 
location (whether or not in memory) of a source is given by the 
Source From Storage (SFS ) indicators, u and z defined as 
above. The SFS values are cMfculated from DD and VE. A source 
should be taken from storage if for all serially previous iterations, 
no valid sink exists in Shadow Sink storage; otherwise, the source 
should betaken from an appropriate SSI element. 

It follows that iteration j of instruction IQ. (with serial index u) is 
data executably independent (all data dep~ndencies resolved) if 
either its source is in memory or one SEN element is set (i.e., a 
valid sink exists in SSI). Complete Semantic Executable 
Independence is determined from this and the procedurally 
executably independent conditions, given in [14]. 

3.3.2 Decoupling of Sink Storage from Instruction 
Execution 

New logic and structures . have been developed to allow 
memory updates to be decoupled from instruction execution. The 
write enable lines are called Write Sink Enable, and there is one 
per Shadow Sink element. The system works as follows. Basically, 
each WSE (Write Sink Enable for serial iteration u) equals one 
during a dycle iff the corresponding SSI is to be written into 
memory (at location ISA ). The WSE logic~s also used to update 
the contents of the Adva'liced Storage matrix every cycle; if WSEu 
is true, then AST is set to indicate that Shadow Sink u has been 
stored into memo~y. The combination of the WSE logic and the ISA 
and AST matrices allow the decoupling· of instruction execution 
from memory updating. This in turn allows the form of branch 
prediction described in Section 3.5, as well as reducing the 

(g)Complete versions of the logic, including the restrictive array accesses, may 
be found in [14]. 



negative effects of certain array access sequences. The detailed 
derivation of the WSE logic may be found in [14]. 

3.4 Less Restrictive Array Accesses 
As in CONDEL-1, array accesses are restrictive in CONDEL-2, 

but not to the same degree. In the implementation of CONDEL-2, 
data dependency Relation 3 (common sink) type array accesses 
may be executed concurrently, due to the presence of multiple sink 
copies (Shadow Sinks). However, since all array reads are made 
from memory<h>, Relation 1 and 2 type array accesses may not 
execute concurrently. In other words, any two array accesses 
involving both an array read and an array write to the same array 
must be sequentialized; otherwise (with only array writes or only 
array reads taking place) the accesses may proceed concurrently. 

3.5 Implementation and Discussion of Branch Prediction 
Classically, branch prediction techniques have been used to 

conditionally execute code beyond branches in the dynamic 
instruction stream ordering. Since such execution is conditional, a 
certain amount of code·backtracking or state·restoration must be 
made if the prediction is subsequently found to be wrong. This 
complicates the hardware of machines using such techniques, and 
can reduce performance in branch intensive situations. Also recall 
that with the dynamic instruction stream ordering, and considering 
the degree of hardware complexity needed with multiple 
simultaneous branch predictions, usually only one branch is 
conditionally executed at a given time. 

The model described thus far (CONDEL-2) is strictly 
deterministic, in that no branch prediction is used. A modification 
to CONDEL·2 is now described that allows a simple form of branch 
prediction; this form is called Super Advanced Execution (SAE). 
The basic rule of SAE is as follows: 

Instructions within an innermost loop assume that the 
Backward Branch comprising the loop will always 
execute true. 

This means that inner loops will be presumed to execute an infinite 
number of iterations (in reality as many as there are in the AE 
matrix [m]). Note that forward branches within an inner loop may 
therefore also execute ahead of time, increasing the degree of 
branch prediction possible. Inner loops are flagged by the 
hardware at run.time, using a Backward Branch Domain 
matrix [14]. The way SAE works in the hardware is now described. 

Referring to Figure 5, note that b = 3, and therefore normally 
only those instn.!Ctions' iterations in columns 1-3 are allowed to 
execute. Indeed, they must execute for the output of the code to 
be correct. With SAE these instructions (indicated by X's and T's) 
execute as before, but in addition those instructions' iterations 
(indicated by S's) to the right of column 3 (to the right of the b 
pointer) and within the inner loop are also allowed to execute. This 
is possible, with slight modifications of the Sink ENable and 
Semantically Executably Independent logic, by considering the 
other instructions' iterations (indicated by V's) to be virtually 
executed<•>; thus, no links are made to these iterations, and the V 
iterations allow S iterations to link to X or T iterations. · The Write 
Sink Enable (WSE) logic is nQ1 modified, however, so that QD££ 
those sinks whose instructions' iterations are guaranteed to 
actually execute (i.e., those sinks to the left of .and including the 
column pointed to by the b element) are eligible to be written into 
memory. This means that instructions' iterations S can execute 
ahead of time, writing to their corresponding sink in the Shadow 
Sink matrix, but the sink is not copied into memory at least until ttie 
instruction's iteration becomes an. X instruction iterationlil. 

(h)This can be avoided if o(n2m2J address comparators are provided to match 
array sources with array sinks, the addresses of which are not known until execute 
time; in this case the dependencies with previous array read instructions need not 
hold. The technique of CONDEL-2 uses much less hardware and is more practical; 
no comparators are used (for a similar execute-time function). 

. (ilrh~ ini:tructions !n the T reg.ion ~ ~so considered to be virtually executed by 
1nstruct1on iterations in the S region. This IS so that T sinks are not used as inputs to 
S instruction iterations. Otherwise, T instruction iterations are both viewed, and 
allowed to execute, as normal (X) instruction iterations. 

(j)This can occur only upon the inner loop's Bacl<ward Branch~ executing 
true. · 
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Therefore no state-restoration or backtracking is needed. See [14] 
for implementation details of SAE. 

The execution algorithm is the same as in the basic CONDEL·2 
machine, with the following addendum. When an outer backward 
branch executes true in a given iteration, it causes all future state 
(SAE) to be reset. This is necessary to maintain potential 
dependencies. 

Summarizing: 

1. No state-restoration or backtracking is necessary for 
the branch prediction technique of Super Advanced 
Execution. 

2. In this technique, multiple branches, both forward and 
backward, may execute ahead of time. 

AE Matrix - (b = 3) 

iteration # l 2 4 

v v v 
v v v 
s s <--

' 

s 
s S --- backward branch ---------- ----------

x I T v v v 
x T v v v 

X - regular execution 
S - super advanced execution 
V - considered to be 

virtually executed 
T - (see footnote in text) 

Figure 5: Super Advanced Execution and the AE matrix. 

3.6 Example of CONDEL·2's Instruction Issuing Mechanism 
A brief, simple example is now presented illustrating the 

concepts and logic of CONDEL-2 including Super Advanced 
Execution. The major logic structures are shown after several 
cycles of the execution of a small piece of code. The .code 
segment used for the example is shown in Figure 6. The 
associated dependency matrices are disP.layed in Figure 7. DD 1 
holds source 1 data dependencies, DD2 holds source 2 data 
dependencies, and DD3 holds the Relation 3 data dependencies 
(only needed for array accesses). 

Array "A" has the values: 

A(1)=4 A(2)=3 A(3)=2 A(4)=1 

The AE matrix iterations are numbered: 

column #: 
I 1 2 3 4 5 

-----+-------------------
! 1 7 13 19 25 
2 2 8 14 20 26 

row #: 3 3 9 15 21 27 
4 4 10 16 22 28 
5 5 11 17 23 29 
6 6 12 18 24 30 

A(5)=5 

The concurrency structures' contents and logic values 
represent the machine state at the beginning of the cycle, with the 
following exceptions. The SSI values shown are those occurring 
after the SEI (Semantically Executably Independent) indicated 
instructions have executed. The SEI values shown in a cycle are 
those occurring just prior to the updating of AE, etc., in the same 
cycle. The SAEVE matrix indicates those iterations assumed to 
have virtually executed for Super Advanced Execution. Also note 
that only some of the SEN matrices are shown, due to space 
limitations. 

The steady-state instruction execution rate (five instructions 
executing per cycle) is reached in cycle 5 (see Figure 8). This is an 
instance of sat1.1ration, in which every instruction within a loop 



I# 

1. 
2. 
3. 
4. 
5. 
6. 

a 
a 
a 
a 
a 
a 

Instruction Sink Src. 1 Src. 2 
-----------
I=O I 0 

I=I+1 I I 1 
B=A{I) B A I 
C=B*2 c B 2 
O(I)=C 0 I c 
IF I<6 GOTO 2. I 6 

Instructions 2-6 comprise the inner loop. 

00 1 
1 a o 
1 a o 
0 0 1 
a a o 
0 a o 
0 a o 

Figure 6: Example code segment. 

002 
1 1 a 0 1 a a 0 1 
1 1 a 0 1 a a a 1 
0 0 a 0 a o a a a 
0 0 a 0 0 0 1 a a 
0 0 a 0 a o a 0 a 
a o 0 0 o o a 0 a 
(the procedural dependency 

matrices contain all O's) 

003 
1 o o a 
1 o a a 
a 1 a a 
a a 1 a 
a a o 1 
0 0 0 0 

Figure 7: Example dependency matrices. 

a 
a 
0 
a 
a 
1 

executes in one iteration every cycle. In this cycle, the first column 
of the structures will be retired (the storage matrices shifted left 
and b decremented) since the first column of AE is all 1's. 
Therefore more state space is made in the storage matrices to 
continue to allow five instructions to execute per cycle, until the 
loop terminates. Also, the first SEN matrix indicates that instruction 
5 should use the first iteration copy of instruction 2's sink as its 
source 1. Note that the execution of instruction 2 in iteration 4 is an 
example of Super Advanced Execution. 

4 Evaluation Data and its Analysis 

4.1 Introduction 
Measurement data evaluating the new solution follows. The 

solution is critiqued via both simulations and hardware estimates. 
In the following sections the benchmarks are briefly described, the 
performance measurements are given with analyses, and hardware 
estimates are presented. 

4.2 Benchmark Descriptions 
Two sets of benchmarks were used, a General Purpose set and 

a Scientific set. The General Purpose benchmarks contain a 
relatively high degree of control flow complexity; the benchmarks 

4.3 Performance Evaluation • Simulation Results 

4.3.1 Introduction 
Simulations were run both to verify functionality of the 

hardware algorithms and to measure their performance, 
particularly with respect to standard sequential execution. To 
these ends the execution of a variety of benchmarks was simulated 
in software assuming both the new hardware algorithms previously 
described, and, for comparison purposes, a more restrictive 
algorithm. The simulator mimicked the hardware structures and 
logic present in the various machine models. All of the simulations 
produced the correct results, so functionality has been verified. 
The main performance measurement is the speedup S; for a given 
benchmark, S is defined as the number of cycles necessary to 
execute the benchmark purely sequentially, divided by the number 
of cycles necessary to execute the benchmark concurrently. For a 
set of benchmarks, S is the average of the component 
benchmarks' speedups, all weighed evenly. 

The machine model independent-variable is data concurrency 
:!Yl;>.Q dct. The data dependency and branch prediction models 
implemented in the simulator are indicated by the dct value, 
defined as: 

• 1 . maximally restrictive data dependencies; all data 
dependency relations shown in Figure 1 hold; note that 
this model of data dependencies, as implemented in 
CONDEL· 1, precludes the use of Super Advanced 
Execution (SAE) 

• 2 . reduced data dependencies without SAE; only data 
dependency Relation 1 holds for non-array accesses, 
and no branch prediction is used 

• 3 . reduced data dependencies with SAE; same as 2, 
but using the branch prediction technique of Section 
3.5 

In the remainder of this section the simulation results of the 
machine model of Section 3, CONDEL-2, are presented for both 
sets of benchmarks. The very reduced procedural dependency 
model of [15], i.e., procedural concurrency type (pct) C, is 
assumed throughout; the results of the Scientific set are 
independent of pct. For all of the simulations, the Instruction 
Queue length n is fixed at 16 or 32. 

4.3.2 General Purpose Set Simulation Results 
The simulation results are summarized in the plot of Figure 9. 

Within the plot, the three curves correspond to the different data 
perform a wide variety of tasks and are represen.:.:t=a.:.:.tiv.:..:e::; _______________________ _ 

b=3 

RE VE AE SSI AST WSE 
1 0 0 0 0 0 1 1 0 0 1 1 1 0 0 0 x x x x 1 1 1 0 0 0 o a o 0 
1 1 1 0 0 0 0 0 0 0 1 1 1 0 0 1 2 3 4 x 1 1 1 0 0 0 0 0 0 0 
1 1 o a a 0 o a 0 0 1 1 a 0 0 4 3 2 x x 1 1 a o a a a 1 a 0 
1 0 0 0 0 0 0 0 0 0 1 0 0 0 0 8 6 x x x 1 0 0 0 0 0 1 0 0 0 
0 o o a 0 0 0 0 0 0 0 0 0 0 0 8 x x x x 0 0 0 0 0 1 0 0 0 0 
1 1 0 0 0 0 0 0 0 0 1 1 0 0 0 x x x x x 0 0 0 0 0 0 0 0 0 0 

SEN~, l SEN~ 2 SEN1s 
SEI SA EVE *,1 

0 0 0 0 0 0 0 0 1 1 0 - 0 0 0 0 
a 0 0 1 0 o o o a 0 1 - 0 0 0 1 
0 a 1 a 0 0 0 0 0 0 0 0 0 0 0 
0 1 0 0 0 0 0 0 0 0 0 - - - - 1 0 0 0 
1 o o a 0 0 0 0 0 0 - - - - - 0 0 0 
0 o 1 a 0 0 0 0 0 0 - - - - - 0 0 -

Figure 8: Example concurrency structures and logic: cycle 5. 

Dhrystone [17] is included. The Scientific benchmarks exhibit a 
very low degree of control flow complexity, perhaps too low to be 
realistic. They consist of the 14 standard Lawrence Livermore 
Loops [8], with the number of loop iterations of each loop reduced 
by about a factor of 10, to reduce simulation time<kl. All of the 
benchmarks were hand-coded into an intermediate assembly code; 
unless noted otherwise, the coder mimicked a typical compilerU>. 

(k)lf anything, this makes the simulation results more conservative, sin~e ~tter 
. performance of the models typically occurs as the ~umber of loop iterations 

increases (reducing the effects of startup execution tranS1ents). 
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(!)The following simple compiler features were assumed: mapping of assignment . 
expressions to low-height binary execution trees, little re-use of registers, and HLL 
statement translation as described in [14]. 



concurrency types (dct values). The data corresponding to the 
restrictive data dependency model of CONDEL-1 (dct = 1) is 
included in the plot for comparison purposes. The range of the 
speedups for individual benchmarks with m = 8 is from 1.59 to 2.77 
for dct = 2, and from 1.61 to 4. 79 for dct = 3. In the plot, it is seen 
that reducing data dependencies improves performance, as does 
the use of Super Advanced Execution. Increasing Advanced 
Execution matrix width m improves performance, when SAE is 
used, as it allows more iterations to be active at any given time, and 
with the branch prediction technique of SAE more iterations are 
likely to be used. Note that no prior model implements either of the 
most advanced concurrency types: very reduced procedural 
dependencies, or reduced data dependencies with Super 
Advanced Execution. 

4.3.3 Scientific Set Simulation Results 
The Scientific benchmark set simulation results are shown in 

Figures 10 and 11. Figure 10 includes the results of all of the loops. 
Figure 11 includes the results for just those loops for which loop 
capture<ml occurred (Loops 1·6, 11, and 12). The plot of Figure 
11 demonstrates the benefits of loop capture. In both plots the 
performance improvements of the reduced data dependency 
techniques are seen to be significant, particularly with Super 
Advanced Execution. Also note that a wider Advanced Execution 
matrix (larger m) gives greater.performance in the same situations 
as with the General Purpose benchmark set results. The individual 
speedups for each of the loops ranged from 1.66 to 9.55 for dct = 2, 
and a range of 1.66 to 11.69 for dct = 3. From the data, it was seen 
that many of the benchmarks are resistant to performance 
enhancements. Six performance inhibiting mechanisms have been 
identified [14]. With the elimination of these mechanisms via 
relatively simple software preprocessing techniques (extent in a 
compiler), 9·12 of the loops should execute in saturation (see 
Section 3.6); this situation currently occurs with only 3 of the loops. 

4.4 CONDEL-2 Hardware Estimates 

4.4.1 Hardware Cost 
The hardware cost of the reduced data dependency hardware 

is 0(Kn2m2), where K is about 7. (We assume unlimited fan-out, 
fan-in of 10 [except for some wired-OR connections], and 6 gates 
per storage element.) The main contributors to the cost are the 
Sink ENable and Write Sink Enable logic. Being conservative 

Benchmark set = General Purpose 
pct = C : very reduced proc. dependencies 
Instruction Queue length (n) = 16 

13- - El dct = 3 : reduced data dependencies with SAE 
A····· -A dct = 2: reduced data dependencies without SAE 
~ dct = 1. : restrictive data dependencies 

r-."': ....................... . 
2.0t-----------t---------1 

1.0.__ _______ _.... ________ ~ 

2 4 8 
Advanced Execution matrix width- m 

Figure 9: GP performance summary, pct = C. 

(m) 
Loop capture occurs when the loop is completely contained in the Instruction 

Queue. 
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Benchmark set = Livermore Loops 
All loops are included. 
Instruction Queue length (n) = 32 

13- - El dct = 3: reduced data dependencies with SAE 
A····· -A dct = 2: reduced data dependencies without SAE 
~ dct = 1 : restrictive data dependencies 

~7.0...------T"'""-----"T"'"-----~ 
I 

~ 
16.0 
5.0i--------+-------+------~ 

_ijr-----~ 

It-·:--:.-::.:-: ... 
3.0I:=--=::::::::'f=====jj!::====~ 

Advanced Execution matrix width- m 

Figure 10: Scientific set performance summary, 
all loops included. 

Benchmark set = Livermore Loops 
Only loops fitting in the IQ are included. 
Instruction Queue length (n) = 32 

13- - fl dct = 3: reduced data dependencies with SAE 
A· · • · ·-A dct = 2 : reduced data dependencies without SAE 
~ dct = 1 : restrictive data dependencies 

~7.0...------"T"'"-----~-----~ 
I 

g. /l!J- - - - - - E 

~6.01--------+------/-.~------~ 
Q) / 

~ / 
5.0i-------T----,-,,-----+------; 

/ 

If' / 

..... 
,ii<'·-=' ...... 

3.0~ 

1.0'--~~-~~-'-~-~~---'------.....,.... 
2 4 8 16 

Advanced Execution matrix width- m 

Figure 11: Scientific set performance summary, 
with loop capture. 

(pessimistic), and taking n = 32 and m = 8 (large enough to extract 
most of the concurrency of the Scientific benchmark set), the cost 
is about 1 Mgates. If General Purpose code is the primary 
application of a target machine, then n and m may be reduced 
(while the machine will still capture most of the concurrency), 
giving a vastly reduced hardware cost. 

The prior techniques have the following costs. 

• Tjaden's model: 0(n2R), A is size of reassignable 
storage 

• Wedig's model: 0(n2m + Rlog2n), A is size of 
reassignable storage 



The costs of these models may or may not be greater than 
CONDEL-2, depending on the choice of parameters; however, 
neither model is as functionally advanced as CONDEL-2. 

4.4.2 Hardware Delay 
The hardware delay is low because CONDEL-2's logic and 

update algorithms are inherently parallel; limited fan-in and fan-out 
should not increase the delay excessively, depending on the logic 
family used and the choices of n and m. This compares very 
favorably, to the prior models of Tjaden and Wedig, in which the 
algorithms were basically sequential, leading to extremely large 
delays. In [14, 15] CONDEL'.-1, a similar kind of machine, is 
estimated to have a critical path delay of 8 gate-delays; this is the 
same as a Cray:1, and less than any other machine examined. A 
preliminary analysis shows that CONDEL-2's critical path delay is 
about the same as CONDEL-1 's, given similar amounts of hardware 
resources (Processing Elements, etc.). 

5 Summary 
The major concepts presented in this document are 

functionally sound and provide significant performance gains over 
standard sequential execution techniques. There are indications 
that performance may be further improved via software 
concurrency enhancement. 

A significant speedup of sequential imperative code has been 
demonstrated through the use of low-level concurrency extraction. 
Reduced data dependencies enhance the concurrency detectable. 
Although a complete set of restricted resource measurements 
must yet be made on CONDEL-2, it has been found that the 
efficiency approaches 1 when execution saturation occurs, where 
efficiency is the speedup divided by the number of peak resources 
(Processing Elements) used. CONDEL-2 exhibits improved 
performance over both sequential machines and the concurrent 
models of Tjaden and Wedig with reduced hardware delay 
compared to their models; the hardware cost may or may not be 
comparable, depending on machine parameters. With the 
previously mentioned constraints, and disregarding branch 
prediction, CONDEL-2 extracts all semantic concurrency from an 
input imperative instruction stream; a parallel logic algorithm is 
used. A simple branch prediction technique has been implemented 
which requires no backtracking and allows multiple branches to 
execute ahead of time. 

CONDEL-2, with or without Super Advanced Execution, 
achieves data-flow execution of typical sequential code (consisting 
of branches and assignment statements, and assuming restrictive 
array accesses) with minimal deterministic control-flow 
constraints. 

Planned future work includes: 

• increasing the degree of branch prediction 
implemented in the model; 

•making a detailed design study of CONDEL-2, 
including investigating reductions in its hardware cost; 

• investigating compile-time techniques to increase the 
concurrency extractable (as mentioned in Section 
4.3.3); . 

• examining the performance effects of reduced 
resources (limited processing elements); 

• and performing simulations of more benchmark 
programs. 
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FAULT LOCATION IN orn-l NETWORKS 

Wei Young 
Department of Computer and Information Sciences 

University of Alabama 
Birmingham, AL 35294 

Abstract -- A fault detection and location procedure for nrn-1 
networks is presented in this paper. Test vectors, with length 
independent of the size of the network, are first generated; then 
single fault is detected and various strategies, depending on the type 
of the fault, are used to locate it. Using other test vectors with 
length proportional to the size of the network is also discussed. 

1. Introduction 

In this paper, we present a fault diagnostic procedure for 
rearrangeable nrn-1 networks with N(=2°) input/output terminals. 
This procedure also applies to Benes networks which are deducible 
from nrn-1 networks as discussed in [1]. It is much simpler and 
faster than the method in [2] which involves complicated 
computation using the looping algorithm. 

We assume individual switching elements are not accessible 
and use the following notations throughout this paper. An N=2° 
input/output nrn-1 network is described by sE0sE1 ... sE0 -

luE0 ... uE20-2, where s and u are the shuffle and the unshufile 
respectively and (E')'s are switching element stages indexed from 0 
to 2n-2 .. Input/output lines are indexed from 0 to N-1 and (i)i=li0_ 
1i0 _2 .. .i0V is the ith mput/ output of the jth stage, if the index of ilie 

stage should be emphasized, where i0 _1i0 _2 .. .i0 is the binary 
representation of i. Both indexing schemes are viewed from top 
down in figures. A path in a network, under a certain set of 
switching element settings, is a route from an input terminal to an 
output terminal, through intermediate links and connections of 
switching elements under that set of settings. We also use x to 
denote the complement of x. We shall use the fault model and 
similar fault classifications in [3]. A brief review is given below. 

A fault can occur at either a link or a switching element. A 
faulty link is one being stuck-at-zero (s-a-0) or stuck-at-one (s-a-1). 
On the other hand, we have sixteen possible states for a 2x2 cross 
point switching element, as shown in Table 1. Only states S10 and 
S5 are considered to be valid. Let S be the set of all sixteen possible 
states in Table 1. We define the cartesian product SXS as the set of 
functional states. Assuming that the first valid state is S10 and the 
second S5, a functional state (S;,Sj) of a switching element is 
interpreted as the switching element responds in states S; and Si 
while it should be in states S10 and S5 respectively. In states S0, S1, 

S2, S4, S6, S8 and S9 we have logically unidentified outputs denoted 
by "-" and in S6, S.,, S9, S11, S13, S14 and S15, we have logically 
erroneous outputs denoted by "¢)'. The output values of "-" and 
"cf>" depend on the circuit implementation. However, an arbitrary 
assignment of 0 or 1 to them will not affect our capability of 
differentiating normal outputs from faulty outputs. It is clear that 
the cardinality of SXS is 256, only (S10,S5) is considered normal and 
the remaining 255 states are all considered faulty. Here we only 
consider the case of single fault, i.e. either a link stuck fault or a 
switching element fault, but not both. 

2. Fault Detection 

Let @i=i0 _1@i0 _2@ ... @i0, where @ is the exclusive-or 
operator. Also let a=(ao,a1,. .. ,aN_1), where a;=@i and o::;i<N, 
and b=(b0,bl> .. .,bN_1), where b;=l if @i=O and 0 if @i=l, and 
o::;i <N, be the two test vectors in our diagnostic procedure. Notice 
that a=b or a;=b; for all i. It is easy to see that each switching 
element receives both 0 and 1 as its inputs when the input vector of 
the network is a or b, if all the switching elements are set to S10 or 
S5 respectively. 
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A switching element in states S10 and S5 is shown in Figure 1. 
Table 2 and Table 3 show its normal and faulty output patterns 
when tested in S10 and S5 respectively. It is clear from the tables 
that we need only to apply both (0,1) and (1,0) to each switching 
element in order to detect a fault. There are two test phases; in 
phase-1, all switching elements are set to S10 and in phase-2, S5. 
Figure 2 and Figure 3 show the normal inputs and outputs of a 
network in phase-1 test and phase-2 test with a and b applied when 
N=8. Notice that each input vector to a switching element is either 
(1,0) or (0,1) and so is every output vector. It is easy to see that the 
output vector is the same as the input vector of a network in a 
phase-1 test. But in a phase-2 test, the output vector is the 
complement of the input vector because input i is routed to T after 
the middle stage and then to i0 (i _!Vith the i0 bit complemented) at 
the output side and inputs i and i0 are complements to each other. 
This shows that both input and output vectors are very easy to 
generate. 

It is obvious that we only need to apply a and b in one of the 
two phases to detect a link stuck fault. However, we may have to 
test both phases to detect a switching element fault. In any case, 
four tests are enough for detection. 

3. Fault Location 

Since a switching element can produce none, one or two faulty 
outputs in either phase of the test, there are several combinations. 
We divide them into three categories, similar to the cases in [3]. 
(l)One faulty output appears in the four tests. (2)Two faulty 
outputs appear in either phase-1 or phase-2 test. (3)Two faulty 
outputs appear in the four tests, one from phase-1 and the other 
from phase-2. 

There are twelve faulty functional states in category 1. 
Table 4 shows each faulty functional state, the position and pattern 
of the faulty output, and the phase of test in which a fault occurs. 
It is clear that every switching element on the path leading to the 
faulty output could be faulty. A process, similar to the one in [3], 
using the principle of binary search, can pinpoint the fault in 
r1og(2n-l)l steps. Then, by supplying the faulty switching element 
identical inputs, we are able to distinguish the </></> case from the -­
case. In summary, for category 1, the location and the functional 
state of a faulty switching element can be determined within 
6+2flog(2n-l)l tests. 

For category 2, every state of S0, SI> S4, S5, S6, S7, S9, S13, 
S15 in phase-1 and S0, S2, S6, S8, S9, S10, S11> S14, S15 in phase-2 
produces two faulty outputs associated with two paths. In most 
cases, except the one in which the faulty switching element is in the 
middle stage, the two paths have two switching elements in 
common, as the following theorem shows. 

Lemma 1: For a switching element in stage j, o::;j<n-1, there 
is another switching element in stage 2n-2-j, which takes the two 
outputs of the former as its inputs in either phase-1 test or phase-2 
test. 

Proof: Let i and io be the two output links of a switching 
element in stage j where o::;j <n-1. In the phase-1 test, they go to 
ij .. .i0i0 _1 .. .ij+l and ii: .. T0i0 _1ij+l on the output side of the middle 
stage respective)y after n-1-j shuffles. Now n-1-j unshuffies take 
them to i and io, which are the two inputs of a switching element, 



on the input side of stage 2n-2-j. Ill the ph-2 test, they go to 
ij ... ioin-1 ... Ij+l and it .. I 0I 0 _1 ... Ij+l on the output side of the middle 
stage respectively after n-1-j shuftles and exchanges. Now n-1-j 
un$ufflq. and exchanges take them to i ... 1 . ..Ii+l '"io and i0 
1 ... ii+l"'i0 on the input side of stage 2n-2-j. Hence m either case~ 

the lemma is true.a 

Theorem lh In either ph-1 test or phase-2 test, two paths 
can only meet on at most two switching elements. 

Proof:· If two paths meet on a_switching element, whose 
indices of input/output links are i and io, in the middle stage, then 
they do not meet in any other switching element. Because, in the 
phase-! test, the two paths take on the links in-j-2 ... icJi.0 _1 .. .in-j-l and 
i0 _j_2 .. .ioin-l "'in-j-l on the output side of the jth stage and on the 
input side of tlie (2n-2-j)th stage, where O~ <n-1. It is clear that 
in every stage, except the middle one, the two io bits are always 
different and they are never on the least significant bit. Hence they 
only meet in the middle stage. Similarly, the conclusion is proved 
for ph-2 test. 

If they meet in a switching element in the first half of the 
network, then they also meet in the second half as proved in the last 
lemma. We claim that they do not meet anywhere else. Notice 
that, in the proof of the above lemma, the i0 bits are always 
different and not on the least significant position between stages j 
and 2n-2-j, hence they do not meet there. Beyond stages j and 2n-
2-j, the two paths do not meet either, because unshuffies only move 
the io bits away from the least significant bit position. Due to the 
symmetry of the network, we have the same conclusion for the case 
that if the two paths meet in the second half. 

Therefore, the two paths, if they ever meet, can meet only on 
at most two switching elements.a 

Ezample: Figure 4 shows two faulty paths meeting in the first 
and the last stage in the phas&-2 test. 

Now we describe a procedure to differentiate the two possible 
faulty switching elements in the following theorem, if the two paths 
have two switching elements in common. 

Theorem 8: The two switching elements common to the two 
faulty paths can be differentiated in two tests. 

Proof: The two faulty paths clearly pass two switching 
elements in the middle stage. By the last theorem, they must be 
different. If the fault occurs in the ph-1 test, set the two 
switching elements in the middle stage to S6 while leaving all others 
in S10 and test the network with a and b. If the faulty switching 
element is in the second half of the network, the faulty outputs 
clearly will appear in the original Caulty output ~minals. If the 
faulty switching element, with output links i and i0, is in the first 
half, say in stage j, where j~-1. The two output links go to 
ij .. ·ioin-1 "'IJ+l and ij ... Ioin-l"·Ij+l on the output side of the middle 
stage and also on the output side of the network through the n 
unshuffies following the middle stage. However, in the original 
p~l test, the two faulty outputs are on ij ... icJi.8 _1 .. .ij+l and 
ij ... ioin-l"'ii+l which are clearly different from the two faulty 
outputs obtained from the above modified ph-1 test. Therefore, 
we only have to observe the positions of the faulty outputs in the 
modified test to determine which switching element is really at fault. 
If the fault is in the ph-2 test, we set the two switching elements 
in the middle stage to S10 leaving all the rest in S6 and test the 
network with a and b. A similar argument will give us the same 
conclusion. 

Therefore, in any case, we need only two tests with either of 
the two modified control settings to locate the fault.a 

Ezample: Figure 5 shows the two paths coming out from a­
switching element in the first stage when the settings of the two 
switching elements in the middle stage are complemented. 
Comparing to Figure 4, we see that the switching element in the 
·first stage is the same, but the output terminals from the two paths 
are different. 

Theorem 4: In category 2, the location and the functional 
state of a faulty switching element can be determined within ten 
tests. 

Proof: Conduct the first four basic tests. Then find the 
common switching element(s) of the two faulty paths using the last 
theorem, if necessary, to obtain a single switching element. After 
the above six tests, the faulty switching element should have been 
located. If both the faulty outputs are binary vectors, the 
functional state is obvious from Table 1. If not, we have to conduct 
the test process discussed before to differentiate tPtP from - and after 
these extra tests, the functional state should be obvious. Notice 
that we may need two more tests for a fault in another test phase. 
Therefore, we need six tests to locate the fault and two more for 
each test phase to determine the function!l state, which is a total of 
ten tests.a 

Category 3 consists of the cartesian product of 
{S2,S3,Sg,SwS12,S14} and {S1,S3,S4,Sr,S12,S13}. Every member in 
the first set produces one fault in phas&-1 and every member in the 
second set produces one fault in phas&-2. Again we calculate two 
faulty paths leading to two faulty outputs, but one from each 
phase. In order to locate the faulty switching element, we need the 
following theorem. 

Theorem 5: The two faulty paths can have at most one link 
and two switching elements in common in category 3. 

Proof: Consider a faulty switching element in category 3. It 
is clear that if it produces one fault in the ph-1 test and the other 
in the phase-2 test but both on one of its output links, then the 
switching element, having this faulty link as one of its inputs, in the 
next stage, if any, is also on both faulty paths. If the faulty 
switching element produces faults on different output links in 
different phases, the two faulty paths must join together on one of 
its input links. Therefore, the switching element, having this link as 
one of its outputs, in the previous stage, if any, is also on both 
faulty paths. Accordingly, two faulty paths pass at least one 
common link and may go through one, two or more common 
switching elements. Depending on the position of the link, we can 
prove, in each case, at most one common link and hence two 
common switching elements may appear as follows: 

( 1 )The link is in the first shuffie, say at the position i of _the 
input side of 0th stage. It goes to i in the phase-1 test and to iO in 
the phase-2 test. Then n-1 shuffles (left circular shifts) and 
switching stages take them to ioin-1 ... i1 and I 0I 8 .1 ... I1 respectively 
on the output side of stage n-1 while for a stage j between 0 and n-

· 1, the two indices should be in+1· .. ioin-1· .. in-j and in-j-l"·Ioin-l"·In-j 
respectively on the output side of that stage. We can see that the 
two paths do not intersect in the first hair of the network after the 
first shuffle, because the io bits are always different. Continuing 
traversing in the second half, we have n-1 unshuffles and switching 
stag~ "JPch tp.ke the two paths to it-n+l"'ioi;.,.1, .. ik-n-1.2 and i.i,_ 
n+1 ... i1ioi 8 _1 ... ik-n+2 respectively at tlie outpui; side or-stage K, 
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where n-l<k<2n-2, and to i8_1~_2 ... i0 and i0 _1 ... I 1io respectively on 
the output side of stage 2n-2. Then followed by the last unshuffie, 
they go to ioin-l"'i1 and icJi.0 _1 ... I 1 respectively. In any stage, the i1 
bits are always different. Therefore, the two paths can join only at 
one link. 

(2)The link is in the last unshuffle. Since an nrn-1 network is 
symmetrical with respect to the middle stage, we obtain another 
nrn-1 network if we view the former in the reversed direction, that 
is interchanging the roles inputs and outputs. Therefore, this case is 
the same as (1), if considered in reversed direction. Consequently, 
the claim is also true in this case. 

(3)The link is in the first half of the network but not in the 
first shuffle, say at input position i of the jth stage where O<j <n.:. 
The two paths coming out from the jth stage are on i and iO 
resp~iveJy. Shuffl'I! and ~~ing..stages take them to j -t+' 
1· .. loln-l"'in-k+j and 1n-k+i-l"'io1n-l"'in-t+j on the output Sl!e ~ 
stage k, j~<n. They differ from each other at least on the i0 bit. 
Now unshuffles and switching stages route them to different 



positions in each stage of the second half, since the in-k+j bits of the 
two paths are always different from each other. Hence the two 
paths do not join on the right side of the faulty link. For the left 
side, i goes to output position ioi0 •1 .. .i1 of the (j-l)th stage, on the 
input side of the..same stage the two paths take on positions ioi 
l··.i1 and ioin-1· .. i1 respect1ve'ly. Then we have j-1 sliiiffles and J~ 
switching stages. The two paths do not join in this part either, 
because the i1 bits are different from each other. Therefore, the two 
paths coincide only on the faulty link. 

{4)The link is in the second half of the network but not in the 
last unshuffie. Due to the symmetry of n•n-1 networks, this case 
viewed reversely is the same as (3). Hence the claim is also true 
here.a 

Ezample: Figure 6 shows two faulty paths in category 3. As 
we can see, there are two switching elements and one link in 
common. 

Excluding the one switching element case, we are guaranteed 
to locate two possible faulty switching elements by the above 
theorem. This category can further be divided into six cases defined 
in Table 5 and Table 6 as in [3). Case F and link stuck fault are 
not distinguishable as suggested in the proof of the above theorem. 
Processes similar to those in ( 3) are used to derive the following 
result: the location and functional state of a faulty switching 
element can be determined within eight tests for case A, ten for 
cases B and C and twelve for cases D and E. 

4. An Alternative Procedure 

If we allow more bits for test vectors, some speedup may be 
achieved. Instead having the previous and b, we shall use n+l bits 
for each input/output. Numbers between 0 and 2N-1 are used when 
their binary representations (n+l bits) being mentioned for the 
purpose of convenience. Let e=(eo,e1,. . .,~1), where ei=i+l for 
O:Si<N, be our test vector, that is ei will be fed into input terminal 
i in a test. Similarly we have two phases, again, called phase-1 test 
and phase-2 test. In phase-1, all switching elements are set to S10 
except those, in the middle stage, whose (@i)'s of the indicies of 
their upper input/output links are equal to 1, being set to S5. In 
phase-2, the settings are all complements to those of phase-1. In 
other words, all switching elements are set to S5 except those, in the 
middle stage, with (@i)'s of the indices of their upper input/output 
links equal to 1, being set to S10. Figure 7 and Figure 8 show the 
normal inputs and outputs in each phase of test when N=8. In 
either phase, the test vector is e. Outputs can easily be calculated as 
follows. Let 8i=i0 _1@i0 _2@ ... @i1, i.e. the exclusive-or of all bits 
except the 0th bit. In phase-1, the input terminal i goes to link ion 
the input side of the middle stage. If 8i=O, it goes to i on the 
output side_and goes also to the output terminal i. If 8i=l, th@ 
it goes to i0 on the output side and goes to the output terminal io. 
Therefore, on the output terminal side, position i has ei=i+l, the 
number at input i, if 8i=O and has ll(iii)=iO+l, the number at the 
neighbor of input i, if 8i=l. However, in phase-2, it is more 
complicated. Input terminal i goes to (T0 _1 ... I1~)=J1l (this means 
that every bit is complemented except the Oth bit) on the input side 
of the middle stage. The value of 8 J1l depends on n and 8i. We 
have four cases: (1) n even and 8i=0, then e Jll=l. w n even 
and 8i=1, then 8J1l=O . .,};) n odd and 8i=O, then 8i =O. (4) 
n odd and 8i=l, then 8 i =1. Hence, on the output side of the 
middle stage, i goes to J1l in cases (1) and (4) and to I in cases (2) 
and (3). Finally_on the output terminal side, i goes to i in cases (1) 
and (4) and to i0 in cases (2) and (3). Therefo~, output terminal i 
has ei=i+l in cases (1) and (4) and has e(iii)=i0+1 in cases (2) and 
(3). Thus both the control settings and tlie outputs of the network 
in each phase can be calculated efficiently. 

It is obvious that each switching element in the tests receives 
two different numbers as inputs under normal conditions. Any 
switching element fault or link stuck fault will show eventually at 
the output side of the network. Therefore, in this procedure, we 
need only to perform two basic tests, phase-1 with e and phase-2 
with e, in order to detect any single fault. However, we should bear 
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in mind that there is a factor n+l left out in this count. Some 
notations are modified, for example, t/>t/> is replaced by a number 
between 0 and 2N-1, - by -, 00 by 0 and 11 by 2N-1. A basic 
theorem without proof is given below. 

Theorem 6: Two paths (in either phase) have at most one 
switching element in common. 

Ezample: Figure 9 shows two paths in the phase-1 test of the 
procedure. As we can see, they meet at exactly one switching 
element. 

Based on the above theorem, siinilar diagnostic procedure can 
be developed. In many cases, the latter is faster due to more 
information from more bits and special settings for switching 
elements. 

5. Conclusion 

A fault diagnostic procedure for rearrangeable nrn-1 netwroks 
has been presented. The number of tests in most cases is a constant, 
which makes this procedure very efficient compared to the one in [2]. 
Faster procedures are expected if more information is used to 
conduct tests. However, the number of tests may very with the size 
of the network. Therefore, a mix of the above may achieve better 
efficiency. 
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Figure 8: Phase-2 Test F"igun 8: Two Paths in phase-I test 
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This paper investigates the effect of Cluster Interconnection 
Network (CINs) failure on the performance of a Cluster-based 
Supersystem [1]. Three different cases of memory request distribu­
tion have been treated. The first case assumes uniform distribu­
tion while the second employs the concept of favorite memory. 
Further generalization of the second case is made in the third case 
by adding a private memory and associating one with each proces­
sor. System performance degradation due to the failure of a single 
Cluster IN and due to the failure of multiple Cluster INs has been 
evaluated analytically in terms of available Bandwidth. 

I Introduction 

It is a well known fact that the switching speed of logic has 
almost attained its physical limit and only incremental speed 
improvement can be expected in future. 
Multiprocessor /Multicomputer based supersystems 2-8, offer a 
great potential for substantial performance enha9 offer a great 
potential for substantial is how to design an appropriate Intercon­
nection Network to cater to communication between various func­
tional modules in the system [10]. Several interconnection schemes 
have been proposed [11] and there are relative advantages and 
disadvantages of each one of them. A single shared bus scheme is 
the simplest and economical while cross-bar switches represent 
another end of the spectrum. The bus scheme suffers from the con­
tention problem while the complexity and the cost of a crossbar is 
proportional to its total number of cross-points. As a compromise 
between the two, several multistage networks [10-12] and multibus 
systems [13-14] have been proposed which could provide a reason­
able performance at an acceptable cost. 

In [1] we described and analyzed Cluster-based Supersystems 
which have a hierarchy that reduces the network complexity. 

Conflict-free access within each duster is secured by relatively 
smaller crossbar switches. To maintain the hierarchy and the regu­
larity of the structure, clusters are connected by a network similar 
to the one used for interconnecting processors within each cluster. 
These systems take full advantage of program locality and they 
have been shown to perform very close to the crossbar-based sys­
tems for higher rate ,if favorite requests. However, the analysis 
carried out in I: assumed that the system operates in a fault-free 
mode which may not he realistic . In reallity, cluster-based super­
systems are prone '" faults that could at least degrade their per­
formance. 
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In this paper we have dealt with the situation where one or 
more cluster INs could fail. Basic assumptions and <•ther essential 
background material is included in section II. Performance degra­
dation due to the loss of one cluster IN has been cakulat,ed in sec­
tion III. In section IV, the performance degradation is det,erm ined 
in the event of total loss of all cluster INs. Concluding remarks 
have been included in section V. 

II Background 

In the .analysis of the cluster-based supersystems '1 :, we 
assume the following model to exist: 

(i) The multiprocessor system is synchronous with N processors 
and N memory modules , in which the processors issue their 
requests at the beginning of a memory cycle. 

(ii) Memory cycle time is the same as the processor cycle time 
and is constant. 

(iii) The requests generated in a cycle are random and are 
independent of one another. 

(iv) The requests issued in successive cycles are independent of 
the requests issued in the previous cycle. 

(v) The requests which are not accepted are discarded. 

(vi) Propagation delay of the interconnection network is 
neglected. 

(vii) tiJ is the probability with which a processor generates a 
request in a cycle. 

The fourth assumption is unrealistic because a discarded 
request will indeed be resubmitted in the next cycle. However, this 
assumption simplifies the analysis and produces negligible 
discrepancies from the actual results [ 17]. 

It is also assumed that N = n.k [1 ]. This enables us to have 
k - clusters with each cluster consisting of n - processors. Crossbar 
switches of size n x n are used for each cluster ( cluster IN ) while 
a kxk global crossbar switch is used to interconnect all k - clusters 
together (Fig.2). All the processors forming an individual cluster , 
have to pass through an associated single bus to gain access to the 
global IN. 

The system's performance is analyzed on the basis of the 
analysis of crossbar [15.14] and shared-bus schemes , both of which 
have been included here just for the completeness of th~ text. 



Analysis of a crossbar 

Consider an NxN crossbar , and let pc be the probability 
that a request is delivered to an input of the crossbar. The proba­
bility that this request is directed to a particular output of the N 
outputs is Pc /N. The probability that this particular output is 
not requested by any of the N inputs is (1 - Pc•N t. The proba­
bility that this particular output is requested by at least one input 

= 1 - (1 - Pc1Nt (1) 

This is the well known formula for the crossbar [15). 

Shared bus analysis 

We adopt the model for the shared bus introduced in [16] 
which views the shared bus as a cascade of an Nxl crossbar and a 
lxN crossbar. Let p0 be the probability that the bus is requested 
by a processor out of the N processors tied to the bus , then the 
probabilik>' that none of the N processors request the bus is 
(1 - p0 ) • The probability at least one processor will request the 
bus is 1 - (1 - Pot· 

Hence the rate of request at the bus 

= 1 - (1 - Pot (2) 

Rate of request at a particular output line out of the '\i out­
put lines tied to the bus 

= (1 - {l - p0 )N)IN (3) 

It may be noted that if there is only one output line tied to 
the bus then eq.(3) reduces to eq.(2). 

Fault-free crossbar-based and cluster-based Multiprocessors 

The fault-free analysis of the crossbar-based and the cluster­
based multiprocessors has been carried out in [1] for three different 
cases (based on the distribution of requests among the memory 
modules) namely: Equally likely , favorite memories , and favorite 
with private memories. To avoid the duplication, analysis for the 
fault-free system will not be included here. Some data is presented 
in the form of Tables (Tables I, II, III) and graphs (Figs. 5, 6, 7) so 
that a comparison between performance of the fault-free and the 
faulty systems could be done. 

It may be noted that minor modifications in analysis given in 
[1] is needed to allow for the restriction imposed in this paper, 
namely, a processor is internally connected only to its private 
memory. This change is deemed necessary for a fair comparison 
between the fault-free and faulty cases. 

Faulty cluster-based multiprocessors 

The analysis performed here, deals only with the failure of 
the cluster interconnection networks. There are k nxn CINs while 
there is only one kxk global IN and the global network is most 
important from the point of view of keeping all the clusters con­
nected together. Hence, it is desirable to have a reliable global IN 
by designing it with appropriate care, or alternatively to duplicate 
the global IN and keep the second global IN as a standby spare. 
For our analysis, the global IN is assumed to be fault-tolerant and 
failures are assumed to occur only in the CINs. 

In the event of failure of a cluster IN requests from the pro­
cessors to the memory modules in that cluster are directed through 
the global IN. Although the system is still operational , its perfor­
mance will be degraded. This degradation will be the least when a 
single cluster IN fails , and the most when the cluster INs in all 
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the clusters fail. Bearing in mind that the performance of the sys­
tem for any number of failed cluster INs will lie between these two 
limits , we are only going to concern ourselves with the analysis of 
these two extreme· cases. 

III Failure of a sin&le cluster IN 

Failure of a single cluster IN results in a situation where two 
groups of memory modules are formed and each group has a 
different rate of request (Fig.3). The first group consists of those 
memory modules which are part of the cluster with failed IN , 
while the remaining memory modules residing in the remaining 
healthy clusters form the second group. 

Let 

P .. t ~ the probability that a processor issues a request to a 
memory module external to its own cluster. 

Pa ~ the rate at which an input of the global IN is 
requested. 

d 
Pc = the rate at which an input of the cluster IN is 
requested. 

d 
P/i = the rate of request at a memory module due to 
requests from favorite processors directed through the cluster 
IN. 

d 
p10 = the rate of request at a memory module due to 
requests from favorite processors directed through the global 
IN (in the event of failure of the cluster IN). 

d 
p,.1 = the rate of requests at a memory module due to 
requests from nonfavorite processors through the global IN. 

3.1 Equally likely case 

This is the case where the requests generated by a processor 
are uniformly distributed among the memory modules. 

(a) First group analysis ( grQ!Ul.l...)_ 

Let p .. 11 be the probability that a request generated by a 
processor of group! will be directed through the global IN, hence 

P .. 11 = t'1 (4) 

( since no requests can be made through the cluster IN ) 

Let Pai be the rate at which the input of the global IN 
(accessible by processors of groupl) is requested, hence 

Pai = 1 - (1 - Pesnl" (5) 

Let p!i) be the rate of request at a memory module of 
groupl due to requests issued by processors in groupl. 

(i) -
Pi - PaitN (6) 

Let p~i) be the rate of request at a memory module of 
groupl due to requests issued by processors in the second group. 

(i) Pa2 k i 
p2 = [1 - (1 - -) )In (7) 

k-1 

Hence the total rate of request at a memory module of group! 

"' Pi = p~l) + p~i) _ P!i)p~i) (S) 

(b) Second uoup analysis ( croup2 ) 

Let p .. 12 be the probability that a processor of group2 will 
issue a request to a memory module external to its own cluster, 
hence 



Putz = (k - l)ljilk (9) 

Let Paz be the rate at which an input of the global IN 
(accessible by processors of group2) is requested, hence 

Paz = 1 - (1 - Pezt2)11 (10) 

Let p~2) be The rate of request at a memory module of 
group2 due to requests issued by the processors of group2 but not 
belonging to the same cluster. 

p~2) = [1 - (1 - Paz )k z]ln 
k-1 

(11) 

Let p~2) be The rate of request at a memory module of 
group2 due to requests issued by processors of groupl. 

p~2) = PailN (12) 

Pc = lj!lk (13) 

Let P;~J be The rate of request at a memory module of 
group2 due to requests issued by processors of group2 and in the 
same cluster. 

P;(:) = l - (1 - Pein)" (14) 

Hence the total rate of request at a memory module of group2 

= Pz = pg) + p;2) + p~2) _ pgip;2) _ p}:lp~2) 

_ p;2)p~2) + pg)p~2)p~2) {15) 

The Bandwidth 

= BW = Pi·n + p2.(N - n) (16) 

Table IV gives the degraded performance of the cluster-based mul­
ticomputer system for the equally likely case. 

3.2 Favorite memories case 

In this case processors (favorite) communicate more often 
with memory modules (favorite) in the same cluster as the proces­
sors. Let s be the probability that a processor addresses a partic­
ula.r favorite memory given that it has generated a request. 

(a) Fjrst croup analysis 

Pai 1 - (1 - P .. n)" 

(17) 

(18) 

(19) 

Let P!~~ be The rate of request at a memory module of 
group 1 due to requests issued by nonfavorite processors. 

(i) Pa2 k i 
p,.12 = [1 - (1 - k-l) ]In (20) 

Hence the rate of request at a memory module of groupl 
(i) (1) ( ) 

"' P1 = P10 + P,.12 - P10P1112 21 
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(b) Second croup analysis 

P .. 12 = (1 - ns)lj! 

Paz = 1 - (1 - Pezt2f 

(22) 

(23) 

Let p!;~ be the Rate of request at a memory module of 
group2 due to requests issued by the non favorite processors in 
group2. 

(2) Pa2 k 2 
P,.tz = [1 - (1 - --) ]In 

k-1 
(24) 

Let p!;~ be the Rate of request at a memory module of 
group2 due to requests issued by the nonfavorite processors in 
groupl. 

(2) 
P11/1 

Pai 
[(1 - ns )--Jin 

k-1 
(25) 

Pc = nslj! (26) 

P1; = 1 - (1 - p0 1n}" (27) 

Hence the total rate of request at a memory module of 
group2 

"'P2 = P1; + 
(2) 

P11/2 + 
(2) 

P111i 
(Z) 

- P1;P,.1z 

The results for this case are given in Table V. 

3.3 Favorite wjth private memories case 

(21 
PfiP11/1 

(28) 

(29) 

A private memory is added to each processor and each pro­
cessor accesses its private memory through an internal bus connec­
tion. 

Let m be the probability that a processor requests its private 
memory given that it has generated a request. 

(a) First croup analysis 

P .. 11 = (1 - m)lji 

Pai = 1 - (1 - P •• 11)11 

(30) 

(31) 

(32) 

The rate of request at a memory module of groupl due to 
requests issued by nonfavorite processors 

(1) Paz k i = Pn/Z = [1 - (1 - --) ]In 
k-1 

(33) 

Hence the total rate of request at a memory module of 
groupl 

(1) {l) 
"' P1 = Pto + Pn/z - P10P111z 

(b) Second croup analvsis 

Pezt2 = (1 - ns - m)•~ 

Paz = 1 - (1 - P .. 1zl11 

(34) 

(35) 

(36) 

The rate of request at a memory module of group2 due to 
requests issued by the non favorite processors in group2 



(2) PG2 k 2 = Pn/2 = [1 - {1 - --) ]In 
k-1 

(37) 

The Rate of request at a memory module of group2 due to 
requests issued by the nonfavorite processors in group l 

= p(2) 
Pai 

[(1 - ns )--Jin (38) - n/l 
k-1 

Pc = nstfl (39) 

P1; = 1 - (1 - p0 1n)" (40) 

Hence the total rate of request at a memory module of 
group2 

(2) (2) (2) 
Pfi + Pn/2 + Pnfl - P1;Pnf2 

BW = p 1 .n + p 2 .(N - n) 

(41) 

(42) 

Table VI indicates the performance degradation for this case. 

IV Failure of the INs in all the clusters 

In this situation, all requests generated by processors will be 
delivered to memory modules through the global IN (Fig.4). 

Hence, 

Pa 

4.1 Eqyally likely case 

The total rate of request at a memory module 

= p = [1 - (1 - Palk)k]ln 

BW = pN. 

Results for this case are given in Table VII. 

4.2 Favorite memories case 

PG k 
Pnf = [1 - (1 - {l - sn )--) 1]1n 

k-1 

The total rate of request 

""P = Pfo + Pnf - PtaPnf 

BW = pN. 

(43) 

(44) 

{45) 

(46) 

(47) 

{48) 

(49) 

(50) 

Table VIII indicates the degradation of performance for this 
case. 

4.3 Favorite with private memories case 

Again, with the exception of requests to the private 
memories, all requests are delivered through the global·IN. 

Put = (1 - m)t~ (51) 
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Pa k 
Pn/ = {1 - (1 - {1 - sn )--) 1 )1n 

k-1 

The total rate of request 

"" P = Pfo + Pn/ - P/aPnf 

BW = pN. 

(52) 

(1>3) 

(54) 

(55) 

(57) 

The degraded performance for this case is given in Table IX. 

V Conclusions 

Performance degradation of cluster-based supersystems due 
to failure of cluster INS has been analytically determined. Two 
limiting situations of only one cluster IN failure and all the cluster 
INs failures have been considered. The analysis has been carried 
out for three different cases : Equally likely, Favorite memories, 
and Favorite with Private memories. It has been concluded that 
the Favorite memories scheme is still superior over the other two 
schemes (Figs. 5, 6, 7), in spite of steep performance degradation -
for the same values of the system parameters. 
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Table I. Performance of the Fault-free Cluster-based 
Multiprocessor System J!i = !l 

BW 
N 

k=2 k=4 k=8 
32 13.95 9.36 8.47 
48 20.25 12.90 10.35 
64 26.54 16.44 12.23 
80 32.84 19.98 14.11 
96 39.14 23.52 15.99 

112 45.43 27.06 17.87 
128 51.73 30.60 19.75 
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Table II. Performance of the Fault-t'ree Cluster-based 
Multiprocessor System with Favorite Memories (~1 = 1). 

BW 
N 

k=2 k = 4 k=8 
32 19.97 20.40 21.31 
48 29.55 30.04 31.06 
64 39.09 39.63 40.75 
80 48.60 49.18 50.34 
96 58.10 58.70 60.00 

112 67.60 68.22 69.58 
128 77.10 77.73 79.15 

Table III. Performance of the Fault-free Cluster-based 
Multiprocessor System with private and Favorite 

Memories~ = !J. 

N 
BW 

k=2 k=4 k=8 
32 7.17 7.40 7.87 
48 10.24 10.60 11.34 
64 13.21 13.67 14.66 
80 16.15 16.69 17.87 
96 19.06 19.65 21.ol 

112 21.97 22.59 24.09 
128 24.87 25.52 27.12 

Table IV. Degraded Performance of the Cluster-based 
Multiprocessor System Due to Failure of a Single 

Cluster IN J!i = !l 
N 

BW 
k=2 k=4 k=8 

32 8.14 8.15 8.48 
48 11.30 10.83 10.17 
64 14.45 13.49 11.84 
80 17.60 16.1.5 13.50 
96 20.75 18.81 15.16 

112 23.90 2U7 I 16.81 
128 27.05 l 24. t:! I 18.46 I 

Table V. Degrad<'d Performance of the Cluster-based 
Multiprocessor System with Favorite Memories 
Due to Failure_of ~_!ingle Cluster IN (lfi = 1). 

BW 
N ·---· 

k=2 k=4 k=8 
32 11.37 -r-- 16.51 19.72 

I 
48 16.24 23.83 28.32 
64 21.04 31.07 36.85 
80 25.81 38.26 45.34 ! 
96 30.57 45.43 53.711 I 112 35.32 52.59 62.19 

128 40.07 59.73 70.58 I 
·-- I 



Table VI. Degraded Performance of the Cluster-based 
Multiprocessor System with Private and Favorite 

Memories Due to Failure of a Sin_s!e Cluster IN Jtii = lJ: 
N 

BW 
k=2 k=4 k=8 -

32 4.57 6.48 7.58 
48 6.13 8.98 10.77 
64 7.63 11.34 13.76 
80 9.10 13.63 16.63 
96 10.56 15.88 19.41 

112 12.02 18.10 22.14 
128 13.47 20.30 24.82 

Table VII. Degraded Performance of the Cluster-based 
Multiprocessor System Due to Failure of All Cluster INs 

k' 11 
N 

BW 
k=2 k=4 k -- 8 ---------

32 1.50 2.73 5.25 
48 1.50 2.73 5.25 
64 1.50 2.73 5.25 
80 1.50 2.73 5.25 
96 1.50 2.73 5.25 

112 1.50 2.73 5.25 
_J 128 1.50 2.73 5.25 

Table VIII. Degraded Performance of the Cluster-based 
Multiprocessor System with Favorite Memories Due 

to Failure of All Cluster INs (~ = 1). 

N -·- BW --- ·---1 
k=2 k=4 k=8 --··· -· 

32 1.99 3.94 7.79 
48 1.99 3.96 7.85 
64 1.99 3.97 7.88 
80 2.00 3.97 7.90 
96 2.00 3.97 7.91 

112 2.00 3.97 7.92 
128 2.00 3.98 7.92 

Table IX. Degraded Performance of the Cluster-based 
Multiprocessor System with Private and Favorite 

Memories Due to Failure of All Cluster INs ~~ = lJ: 

N 
BW 

k=2 k=4 k=8 

32 1.97 3.02 4.84 
48 1.97 3.15 5.49 
64 1.99 3.18 5.80 
80 1.99 3.20 5.96 
96 1.99 3.20 6.04 

112 1.99 3.21 6.08 
128 2.00 3.21 6.11 
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RESOURCE SHARING INTERCONNECTION NETWORKS 
IN MULTIPROCESSORS 

Jie-Yong Juang and Benjamin W. Wah* 

ABSTRACT 
In this paper circuit-switched interconnection networks for 

resource sharing in multiprocessors. named resource sharing 
interconnection networks. are studied. Resource scheduling in 
systems with such an interconnection network entails the 
efficient search of a mapping from requesting processors to free 
resources such that circuit blockages in the network are minim­
ized and resources are maximally used. The optimal mapping is 
obtained by transforming the scheduling problems into various 
network-flow problems for which existing algorithms can be 
applied. A distributed architecture to realize a maximum-flow 
algorithm using token propagations is also described. The pro­
posed method is applicable to any general network configuration 
modeled as a digraph in which the requesting processors and free 
resources can be partitioned into two disjoint subsets. 

1. INTRODUCTION 
In this paper we investigate the problem on the sharing of 

computing resources in multiprocessors and the distributed 
scheduling of shared resources in a circuit-switched interconnec­
tion network. 

A resource is a processing element to carry out a designated 
function. Examples include a general purpose processor. a spe­
cial functional unit. a VLSI systolic array. an input/output dev­
ice. and a communication channel. A resource is accessible by 
any processor via an interconnection network. A request gen­
erated by a processor can be directed to any one of a pool of free 
resources that are capable of executing the designated task. An 
interconnection network is an essential element of these systems 
as it interconnects processors and resources. Its function is to 
route requests initiated from one point to another point 
connected on the network. The network topology is dynamic. 
and the links can be reconfigured by setting the network's active 
switching elements. The notable characteristic of these networks 
is that they operate with address mapping. That is. a request is 
initiated with a specific destination or a set of destinations. and 
routing is done by examining the address bits. Routing of 
requests is usually done in parallel. As classified by Feng [8], 
these networks include the single or multistage networks and the 
crossbar switch. Examples are the banyan. indirect binary n­
cube, cube, perfect shuflle. flip. Omega. data manipulator, aug­
mented data manipulator. delta. baseline, Benes. and Clos. 
Examples of systems designed with interconnection networks are 
Trac. Staran. C.mmp. Illiac IV. Pluribus. Numerical Aero­
dynamic Simulation Facility (NASF). the Ballistic Missile 
Defense testbed. MPP. and Connection Machine. The perfor­
mance of resource sharing systems under address mapping has 
been studied by Rathi, Tripathi and Lipovski [21]. Fung and 
Torng [10]. and Marsan. et al [17]. 
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Wah proposed a network with distributed scheduling intel­
ligence. called resource sharing interconnection network 
(RSIN) [23, 22]. Instead of using an address-mapping scheme. 
which requires a centralized scheduler to seek and give the 
address of a free resource to a request before it enters the net­
work. the request is sent into the network without any destina­
tion tags. It is the responsibility of the network to route the 
maximum number of requests to the free resources. In this way 
the scheduling intelligence is distributed in the network. Distri­
buted resource scheduling avoids the bottleneck of a centralized 
scheduler [21]. The objective of a good scheduling scheme is to 
avoid network blockages and to maximize resource utilization. 
which requires an efficient algorithm at each switching node to 
collect the minimum amount of status information. 

The PUMPS architecture (see Figure 1) for image analysis 
and pictorial database management [3] is a typical example of 
resource sharing multiprocessors in which VLSI systolic arrays. 
each realizing an image processing function, are organized into a 
pool of resources. Most dataflow architectures can also be con­
sidered as resource sharing systems. The processing units are the 
pool of resources. and a RSIN connects them to memory cells. In 
a resource sharing system with load balancing. processors are 
considered as resources. thus requests generated are queued at 
the processors as well as the resources. An imbalance of work­
load at the processors will be balanced by a load balancing 
scheme. 

The design of a RSIN with optimal resource scheduling is 
studied in this paper. The results are derived with respect to 
multistage interconnection networks, called multistage resource 
sharing interconnection networks (MRSIN). and are applicable to 
any general network configuration modeled as a digraph in 
which the requesting processors and free resources are parti­
tioned into two disjoint subsets. Central to the design of such an 

Interprocessor 
communication network 

Resource sharing 
interconnection network 

VLSI systolic arrays 

Host 
processors 

Servers 

Figure 1. PUMPS: An example of a multiprocessor with shared 
systolic arrays. 



interconnection network is the development of an efficient distri­
buted algorithm to disseminate status information through the 
complex interconnection structure. The algorithm to be 
presented is simple, efficient, and independent of the interconnec­
tion topology. 

2. RESOURCE SHARING INTERCONNECTION NETWORKS 
The assumptions of the RSIN used in this study are sum­

maried as follows. 
(a) Circuit switching is assumed rather than packet switch­

ing for the following reasons. First, packet switching is used in 
conventional networks with address mapping because it allows a 
network path to be shared by more than one request con­
currently. Reducing the packet delay by balancing loads among 
alternate paths is less critical in a RSIN because a request can 
always search for another available resource if a path is blocked. 
Moreover, the overhead of rerouting a packet is higher than that 
of rerouting a resource request [16]. Second. owing to the 
resource characteristics. a task cannot be processed until it is 
completely received. The extra delay in breaking a task into 
multiple packets may decrease the utilization of resources, and 
hence increase the response time of the system. 

(b) One or more types of resources may exist in the system. 
A RSIN connecting only one type of resources is called a horrw­
gen.eous RSIN, while a RSIN connecting multiple types of 
resources is a hderogeneous one. 

(c) A priority level may be associated with a request to 
show the urgency of the request. A preference value may be 
associated with a resource to show the desirability of being used 
for service. The costs of allocation are inversely related to the 
priorities and preferences. 

(d) Each request needs one resource only. 
(e) A processor can transmit one task at a time to the 

resources. Other tasks arriving during the task transmission 
time are queued. The circuit between a processor and a resource 
can be released once the request has been transmitted. The pro­
cessor can continue to make other requests. while the resource 
will be busy until the task is completed. 

We have not investigated the problem on the selection of 
the number of resources in each type and their placements in the 
output ports. This problem has been studied by Briggs et al .• 
who have considered the problem of choosing the number of 
resources in each type in which one resource is connected to each 
output port and one resource is requested each time [2]. We 
have not considered the case in which more than one resource or 
multiple types of resources are requested by one request. Here, 
the scheduling algorithm is· dependent on the number of 
resources in each type. the way that resources are distributed to 
the output ports, and the network characteristics. Further, 
deadlocks may occur. and distributed resolution of deadlock 
may have a high overhead. 

The goal of the scheduling algorithm is to find a request­
resource mapping such that the total cost is minimized. In the 
special case in which all requests are of equal priorities and all 
resources have equal preferences, the scheduling problem 

. become8 the mapping of the maximum number of requests to the 
free resources. 

The maximal request-resource mapping may be hampered 
by blockages in the system. In a conventional address-mapped 
interconnection network, blockages may be caused by conflicts in 
either the same resource being requested by more than one 
request or a network link requested by two circuits. In a RSIN. 
a resource conflict can be resolved by rerouting all but one 
request to other free resources. However. this may not always 
lead to better resource utilization because the· allocation of one 
request to a resource may block one or more other requests from 
accessing free resources. A scheduling algorithm that schedules 
requests according to the state of the network and resources is, 
therefore, essential. As an example. consider an 8-by-8 Omega 
network** in Figure 2a with switch-boxes that can be individu-
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ally set to either a straight or an exchange connection. Processors 
P1· p3, Ps· P1 and Pa are requesting one resource each. and 
resources r 1, r3, r5, r 7 and r8 are available. The circuits between 
P2 and r6 and p4 and r4 have been established previously. P6 is 
not making request, and r2 is busy. All free resources will be 
allocated if one of the following request-resource mappings is 
used: {(p1. rJ). (p3• rs). (p5. r,), (p,, r1). (p3. r3)} or {Cp1. rJ). 
(p3. rg). (p5. r,), (p7• r 1). (pg. r5)}. But if the mapping {(p1• r1). 
(p3, r5), (p5. rJ). (p,. r,), (pg. r8)} is used. a maximum of four out 
of five resources can be allocated, since the path from pg to r8 is 
blocked. Simulation results showed that the average blocking 
probability can be as low as 2% for a MRSIN embedded in an 8-
by-8 cube network [22, 12]. If a heuristic routing algorithm is 
used, the average blocking probability increases to 20%. Further 
degradation occurs if the network is not completely free. 

3. OPTIMAL RESOURCE SCHEDULING IN MRSIN 
To bind a request to a resource in the system, a RSIN deter­

mines a mapping from pending requests to free resources, and 
provides connections to as many request-resource pairs as possi­
ble. In this section. methods to optimize request-resource map­
pings are discussed. Exhaustive methods that examine all possi­
ble ordered mappings have exponential complexity. In a homo­
geneous MRSIN, suppose x processors are making requests. y 

Processors Switching Boxes Resources 

stage 0 2 

Figure 2a. A MRSIN embedded in an 8-by-8 Omega network 
(dark paths in the network show circuits that are 
already occupied; processors p1• p3. Ps· p7 and p8 are 
making requests; resources r1. rJ. r5. r, and rs are 
available). 

Figure 2b. The :flow network transformed from the MRSIN in 
Figure 2a using Transformation 1 (the number associ.: 
ated with each arc is the amount of :flow assigned to it 
by the maximum-:flow algorithm; all arcs have unit 
capacity). 



resources are available. and the network is completely free. The 
scheduler has to try a maximum of CyZeyl (for x~y) or C/<>xl 
.(for y~x) mappings to :find the best one. where~ is the number 
of combinations of choosing i objects out of j objects [22. 12]. 
Suboptimal heuristics can be used but is only practical when x 
and y are small. · · · · 

In this section we transform the optimal request-resource 
mapping problem into various network-ft.ow problems for which 
many e11icient algorithms exists [11. 13]. The basic concepts of 
flow networks are briefly reviewed first. 

3.1. Flow Networks 
A flow network is usually represented by a digraph in 

which each arc is associated with a capacity and possibly a cost. 
Let D - (V. E) be a digraph with two distinct nodes s (source) 
and t (sink). A capacity function. c(e). is defined on every arc of 
the graph. where c(e) is a non-negative real number for all eEE. 
A flow function f assigns a real number /(.e) to arc e such that 
the following conditions hold. 
(1) Capo.city limitation: 

O.:Ei/(.e).:Eic(e) for every arc eEE (1) 

(2) Flow conservation: Let a(v) (resp. {J(v)) be the set of incom­
ing (resp. outgoing) arcs of vertex v. For every ve V. 

-F 
L /(.e) - 1: /(.e) = F 

eE o(v) eE #l(v) 0 

v=s 
v=t 
otherwise 

(2) 

The capacity constraint restricts the amount of ft.ow that can be 
assigned to a link. and flow conservation implies that an inter­
mediate node in the network does not absorb or create flows. 

A legal flow is a flow assignment that satisfies the capacity 
and flow-conservation constraints. In a network flow problem. it 
is necessary to :find the legal fl.ow that optimizes a given objective 
function. For example. in the maximum-flow problem. it is 
necessary to :find the maximum amount of flow that can be 
advanced from source to sink in a flow network G(V. E. s, t. c) 
under the capacity and flow-conservation constraints. The prob­
lem can be formulated as a linear program. 

Maxirrwm-Flow Probl.em 
Maximize F 
subject to: 

(1) Flow conservation (Eq. (1)); 
(2) Capacity limitation (Eq. (2)). 

Many other examples of network flow problems. including the 
minimum-cost flow and the trans-shipment problems. can be 
found in the literature [11]. 

An s-t path is a directed path from s to t. Insertion of a 
dummy node in a path will increase the path length but will not 
affect the ft.ow assignment. Increasing the length of s-t paths in 
this way such that all s-t paths are of equal length is called s-t 
path equalization. in this paper. All s-t paths are assumed to be 
equalized when the network is loop-free. 

3.2. Optimal Jl.esourc:e Mapping in Homogeneous MRSIN 
A switch-box in a MRSIN is a crossbar switch without 

broadcast connections. The followll)g theorem shows that the 
setting of a non-broadcasting switch is equivalent to a legal 
integral flow assignment in a flow network of unit capacity. 
Note that an integral ft.ow is a flow assignment in which the 
amount of flow assigned to each link is of integral value. 

Theorem 1° .. : For any MRSIN. there exists a flow network for 
which a legal integral flow is equivalent to a valid request­
resource mapping. 

•• The input ports are numbered in a way dilferent from Lawrie'• Omega net­
work [15) because all reaou.- are homogeneous, and the permutation or re­
questing procasors will not alfect tho reaource utilization. Broadcast connection 
is not needed in the switch-boxes since each request needs one resource. 

To use existing algorithms to solve a ft.ow problem. a 
MR.SIN has to be transformed into a flow network such that the 
optimization of request-resource mappings is equivalent to the 
optimization of the corresponding objective function in the flow 
network. To this end. additional nodes may be introduced. the 
capacity of a link may be greater than one, and a cost may be 
associated with a link. 

The following transformation produces a ft.ow network 
such that the optimal request-resource mapping can be derived 
from its maximum flow. 

Transformation 1: Generate a ft.ow network G(V. E. s, t. c) 
from a homogeneous MRSIN. 
(Tl) Create three node-sets P. X and R for processors, switch­

boxes and resources, respectively. Introduce two additional 
nodes: source s and sink t. Let 

V' = {s. t} U P U X U R 

(T2) Add an arc from the source to every node associated with a 
processor. Denote this set of arcs by S. 
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s = { (s.v) I v e P} 

Add an arc between every node associated with a resource 
and the sink. This set of arcs is called T. 

T = { (v,t) I v ER} 

For each link in the MRSIN that connects two switch­
boxes. or a processor to a switch-box, or a switch-:box to a 
resource. add an arc between the corresponding nodes in the 
flow graph. Denote this set of arcs by B. 

B = { (v.w) I v e P U X. we X UR} 

De:fineE' =SU TUB 
(T3) Assign link capacities according to the following function. I 0 associated link is occupied 

c£e) = or non-existent in the MR.SIN 
8 1 associated link is free 

,(, ) - { 0 associated processor does not generate request 
c~~ - 1 associated processor generates request 

,( ) _ [ associated resource is unavailable 
~~ - 1 associated resource is available 

(T4) Obtain .-set Eby removing those arcs with zero capacity. 

E = E' - {e I e EE', c(e) = O}. 

Obtain node-set V by deleting those nodes that are not 
reachable from s. 

V = V' - {v I a(v) U {J(v) = flJ. v e V'} 

Applying the above transformation to the MRSIN in Figure 
2a results in the flow network in Figure 2b. The following 
theOrem shows that Transformation 1 can be used to :find the 
optimal request-resource mapping. 

Theorem 2: In a homogeneous MR.SIN, the number of resources 
allocated by a mapping is equal to the amount of fl.ow that can 
be advanced from the source to the sink in the flow network 
obtained by Transformation 1. 

From Theorem 2 and a known result that the maximum 
flow of a network with integral capacity is integral [11], we 
conclude that the optimal mapping can be derived from the max­
imum flow in the transformed flow network. 

Many algorithms have been developed to obtain the max­
imum flow in a fl.ow network. The algorithm by Ford and Fulk­
erson [9] is a primal-dual algorithm in which the flow value is 
increased by iteratively searching for flow augmenting paths 
until the minimum cut.-set of the network is saturated. At this 

••• All theorems are sta1ed without proof due to space limitation. 



point. no more flow can be advanced since the minimum cut-set 
is the bottleneck. A flow augmenting path is an 1rt path through 
which additional flow can be advanced from the source to the 
sink. When arc e on the 1rt path points in the direction as the 1rt 
path. additional flow may be advanced through e if the current 
flow assigned to e is less than c(e). In contrast. if arc e points in 
the opposite direction. then additional flow may be pushed 
through the s-t path by canceling its current flow. Advancing 
flow through an augmenting path in this way will always 
increase the total amount of flow. and the flow-conservation and 
capacity limitations will not be violated. For example. in Figure 
3. an original flow f is assigned along the path s-a-d-t. Then 
path s-c-d-a-b-t is a flow augmenting path. Advancing one unit 
of flow through this augmenting path results in a new flow 
assignment f '. Two units of flow are pushed through two 
separate paths s-a-b-t and s-c-d-t according to this assignment. 

In the MRSIN. advancing flow through an augmenting path 
is equivalent to a resource re-allocati.on.. i.e .• a permutation of the 
possible request-resource mappings. Consider the MRSIN in Fig­
ure 4. which is the counterpart of the flow network in Figure 
3.**** The original flow f is equivalent to the request-resource 
mapping {(p •• r4). (p •• rb)}. The allocation of resource rb to 
request Pc is blocked according to this mapping. The existence of 
the flow augmenting path s-c-d-a-b-t shows that this blockage 
can be removed. Advancing flow through this augmenting path 
results in a new mapping {(p • .rJ. (p • .r4)} and the allocation of 
both resources. As another example. applying the mu:imum­
flow algorithm to the flow network in Figure 2b. the flow 

Figure 3. An illustration of advancing flow through a flow aug­
menting path. (All arcs have unit capacity. The initial 
flow is assigned to path s-a-d-t. The flow augmenting 
path s-c-d-a-b-t is indicated as dashed lines. The final 
flow assignment is obtained after advancing a unit of 
flow through the flow augmenting path and is indicated 
as dotted lines.) 

.•. ;-; ......... :-.:;. r6 

Figure 4. Resource re-allocation corresponding to flow augmenta­
tion in Figure 3. (Initially. one resource is allocated­
dark lines. The flow augmenting path is indicated as 
dotted lines. Two resources are allocated after re­
allocation-dotted lines.) 

•••• The switch-boxes are combined with the processors OT :resources In the ti.ow 
netwOTk In Figure 3, but will not affect the discussion. 
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assignment as shown in the figure is obtained. and the request­
resource mapping {(p1. r3)• (P3. r5). (p5. rg). (p7. ri). (pa. r,)} is 
derived. Note that the optimal mapping may not be unique. but 
suboptimal mappings are eliminated. 

Finding a flow augmenting path from the source to the sink 
in a flow network is the central idea in most maximum-flow 
algorithms. The improvement lies in the effi.cient search of the 
flow augmenting paths [5. 4]. For example. in Dinic"s algorithm. 
the shortest augmenting path is always advanced first with the 
aid of an auxiliary layered network. and hence the computa~ 
tional complexity is bounded by 0( I E I 3) for general networks. 
In our case, the links have unit capacity. and the time complex­
ity is reduced to 0( IV I 213- IE I ) [11]. 

3.3. Homogeneous MRSIN with Request Priority and 
Resource Preference 
In a homogeneous MRSIN with request priority and 

resource preference. each request is associated with a priority 
level. and each resource is assigned a preference value. Many 
application-dependent attributes. such as workload. execution 
speed. utilization and capability. can be encoded into request 
priorities and resource preferences. The objective of resource 
scheduling here is to maximize the number of resources allo­
cated. while allowing requests of higher priority to be allocated 
and resources of higher preference to be chosen. However. it is 
not necessary for requestS and resources to be allocated in order 
of their priorities and preferences. The allocation of a resource 
to a request may be blocked by requests of higher priority. and 
the resource may be allocated to a request of lower priority. A 
similar argument applies to resources. 

With respect to a flow network. the request priority can be 
considered as the cost of carrying a flow through the path associ­
ated with this request. The resource preference can be con­
sidered similarly. As a result. the request-resource mapping 
problem in this class of MRSIN can be transformed into finding a 
flow assignment to minimize the total cost of flows in the net­
work. 

Consider a flow network G(V. E. s. t. c. w) in which w(e). 
the cost per unit flow. is associated with arc eEE. In the 
minimum-cost flow problem. a legal s-t flow assignment is 
sought that allows a given amount of flow F to be circulated 
from source to sink with the minimum cost. The objective is to 
determine the set of least expensive s-t paths through which the 
fixed flow F can be advanced. The constraints in this problem 
are the same as those in the mu:imum-flow problem. The prob­
lem may be defined in a linear programming formulation. 

MJnimum-COst Fl.ow Problem 
Minimize I:, w(e) /(.e) 

oEE 
subject to: 

(1) Flow conservation (Eq. (1)); 
(2) Capacity limitation (Eq. (2)) . 

In allocating resources. the objective is to find a correspond­
ing flow network whose optimal flow leads to an optimal 
request-resource mapping. The main idea behind the transfor­
mation is to embed priority and preference information into the 
objective function by proper cost assignments on links. The 
amount of flow to be circulated can be considered as the number 
of requests pending for allocation. However. this amount may 
exceed the capacity of the flow network or the number of avail­
able resources. and additional paths have to be introduced to 
prevent overflow. A possible transformation is given as follows. 

Transformation 2: Generate a flow network G(V. E. s. t. c, w) 
from a homogeneous MRSIN with request priorities and resource 
preferences. 
(Tl) Create node-sets P. X and R for processors. switch-boxes 

and resources. respectively. and introduce special nodes: 
. source. s. sink. t. and a bypass node. u. Let 

V' = {s. t. u} U P U X U R 



(T2) Create arc-11ets S. T and B as in Step (T2) of Transforma­
tion 1. Add an arc from the node associated with a proces­
sor to the bypass node. and connect the bypass node to the 
sink. This set of arcs is denoted as L 

L = {(v. u) I v E P} U {(u. t)} 

DefineE'=SUTUBUL 
(T3) Define capacity function c as in Step (T3) of Transforma­

tion 1. In addition. define 

{ 
1 e¢(u.t) 

~r = a(u) e=(u.t) 

(T4) Define cost function w that represents the cost of advancing 
one unit of 11.ow through a link as follows. 

0 
max(ymu+l.11maz+1) 

w(e)= y ,...., 
mu "P 

11maz-qw 

Processors Stage 0 Stage I 

foreEB 
foreEL 
foreES.pEP 
foreET.wER 

Sta~e 2 Resources 

Figure Sa. A MRSIN with request priority and resource pref er­
ence (highest priority is 10; highest preference is 10; 
dark paths in the network are already occupied; pro­
cessors 113. p5 and p8 are making requests; resources ri. 
r3• r5• r7 and r8 are available). 

F = 3 

Figure Sb. The 11.ow network transformed from the MRSIN in 
Figure Sa using Transformation 2 (non-7.ero flows 
assigned by the out-of-kilter algorithm are shown as 
dashed lines in the fi.gure; return 11.ow from t to s is 
added by the out-of-kilter algorithm: all arcs have 
unit capacity; cost of arc is :zero excei>t where indi­
cated). 
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where Ymu is the highest priority level. Yp is the priority of 
request from processor p. 11maz is the highest preference 
level. and q. is the preference of resource w. Note that 
any cost function that is inversely related to priorities and 
preferences can be used. . . , 

(TS) Create arc-set E and node-set V as in Step (T4) of 
Transformation 1. 

(T6) Set the total 11.ow F to the number of requests. 

As an example. in the MRSIN in Figure Sa. each request is 
attributed a priority level, and an available resource is given a 
preference value. The preference and priority levels range from 
1 to 10. A minimum-cost flow network obtained from Transfor­
mation 2 is shown in Figure Sb. The following theorem shows 
the correctness of Transformation 2. 

Theorem 3: The optimal request-resource mapping on a homo­
geneous MRSIN with request priority and resource preference 
can be derived from the minimum-aist integral flow of the flow 
network, which is obtained by Transformation 2. 

Edmonds and Karp have developed a scaled out-of-kil~ 
algorithm to obtain the minimum-aist 11.ow of a general 11.ow 
network in polynominal time [SJ. For a flow network of 0-1 
capacity. the time complexity is bounded by 0( I VI• I E 12). 

Furthermore. in the minimum-cost 11.ow assignment obtained. the 
flow assigned to a link is integral if the links have integral capa­
cities. As an example. applying the minimum-cost flow algo­
rithm on the flow network in Figure Sb results in the request­
resource mapping {(113. rs). (p5. r 1). (Pa. r7)}. The selected paths 
are shown as dashed lines in Figure Sb. Note that the 
minimum-aist flow obtained may not be unique. and alternate 
minimum-cost flows are possible. However. alternative map­
pings will not improve the cost of allocation. 

3.4. Optimal Resource Scheduling in Beterogeneoua MRSlN 
A heterogeneous MRSIN consists of multiple types of 

resources, and a processor may generate a request of a given type 
of resource. Such a MRSIN is equivalent to a 11.ow network car­
rying different types of commodities. A multicommodity 11.ow 
network has multiple source-sink pairs. each of which is associ­
ated with one type of commodity. A flow coming out of a 
source of a given commodity can only be absorbed by the sink of 
the same type of commodity. Flows of different commodities 
may share a link as long as the total flow does not exceed the 
capacity of the link. 

For a 11.ow network with k types of commodities, there are 
k source-sink pairs. Vf.t1). for i•l to k. Let pi be the total 11.ow 
of the i'th commodity and fi(e) be the 11.ow of the i'th commo­
dity on edge e. The search for the maximum 11.ow can be formu­
lated as follows [1). 

Multi.commodity Mtmmum-Flow Problem. 
t 

Maximi7.e l:Fi 
1=1 

subject to: 
(1) Flow conservation: For i = 1, ...• k 

L /l{_e) - l: /1(e) = 1-: ~: ~ 
eEa(v) eEll(v) : 0 otherwise 

(2) Capacity limitation: 
t 

0 4ii l: /l{_e) Eic(e) for all eEE 
l=l 

A multicommodity flow network may be visuali7.ed as the 
superposition of k single-commodity flow networks. Each layer 
in the superposition represents a single-commodity· 11.ow. To 
obtain the optimal request-resource mapping in a heterogeneous 
MRSIN without priority and preference, a transformation simi-



lar to Transformation 1 can be applied to obtain a layer for each 
type of resources. and the layers are superposed to form a mul­
ticommodity fl.ow network. 

The optimal mapping for a heterogeneous MRSIN with 
request priorities and resource preferences can be obtained by 
transforming the problem into the multicommodity minimum­
cost fl.ow problem. Let w 1(e) be the cost per unit flow for the i"th 
commodity on edge e. The problem can be formulated as fol­
lows. 

Multicommodity Minimum-<:ost Flow ProlMm 
k 

Minimi7.e l: l: wl(e) /i(e) 
l=l eEE 

subject to: 
(1) Flow conservation: For i = 1 •...• k 

L / 1(e) - L /i(e) = 1-: : : ~ 
eE oc(v) eE ll(v) 0 otherwise 

(2) Capacity limitation: 
k 

O 411 l: /1(e) 411 c(e) for all eEE 
l=l 

The equivalent flow network consists of k source-sink pairs and 
k bypass nodes. where k is the number of types of requested 
resources. As for requests without priority. the flow network 
can be regarded as the superposition of k single-commodity fl.ow 
networks. and Transformation 2 can be applied to each of them. 

The problem of finding the maximum integral fl.ow in a 
multicommodity fl.ow network of general topology has been 
shown to be NP-hard. Fortunately. circuit switched loop-free 
interconnection networks have transformations that belong to a 
restricted class of multicommodity flow networks in which the 
optimal fl.ow values are always integral [6]. For this class of 
flow networks, the integral multicommodity optimal flows can 
be obtained efficiently by the Sim~ Method. which has been 
shown empirically to be a linear-time algorithm [18]. 

4. AllCHITECTURE OF MRSIN TO SUPPORT OPTIMAL 
SCHEDULING 

Two architectures to carry out the optimal resource 
scheduling algorithms have been studied. In the first approach. a 
dedicated monitor is responsible for resource scheduling (see Fig­
ure 6). It maintains the status of the interconnection network 
and resources. The monitor enters a scheduling cycle when there 
are pending requests. Requests received during a scheduling 
cycle will not be processed until the next cycle. In a scheduling 

Requests 

RSIN 
monitor 

Resource sharing 
interconnection network 

l-+----1 r,,. 

Resources 

Figure 6. A monitor architeCture to carry out optimal resource 
scheduling in a RSIN; ' · 
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cycle. a flow network is generated. and the optimal request­
resource mapping is derived. Then the monitor sends an 
acknowledgement to each requesting processor that has been 
allocated a resource. notifies resources that are allocated. and 
establishes paths in the network. The implementation is sequen­
tial. and the overhead is measured by the number of instructions 
executed in the algorithm. 

A distributed architecture. on the other hand. distributes 
the scheduling intelligence in the switch-boxes of the intercon­
nection network. Optimal scheduling is achieved through 
cooperations among processes in the switch-boxes. No transfor­
mation to a network-flow problem is necessary because the 
network-flow algorithm is carried out in a distributed fashion hi 
the switch-boxes. The complexity of the process in each 
switch-box is central to the design of the distributed architec­
ture. Our previous study shows that the maximum-flow algo­
rithm for homogeneous MRSIN without priority and preference 
can be efliciently implemented in a distributed fashion [14]. For 
systems with heterogeneous resources or with priorities and 
preferences. there is no improvement over a monitor except for 
reasons such as fault tolerance and modularity. 

In the following sections. we describe a distributed realiza­
tion of Dinic"s maximum-flow algorithm to obtain the optimal 
request-resource mapping. 

4.1. Dbtlc'• Maximum-Flow Algorithm 
Dinic's algorithm is based on the fl.ow augmentation method 

described in Section 3.2. It improves over Ford and Fulkerson's 
algorithm by advancing flow through the shortest augmenting 
path. which can be found from a 1.ayered network derived from 
the original flow graph. A procedure summarizing Dinic's algo­
rithm is as follows. 

procedure dinic (V, E); 
I* The algorithm has two alternating phases. The algorithm 

alternates between these two phases until no more flow can 
be augmented. */ 

(1) Initial.ization: Flow network with an initial flow assignment. 
(2) Layered Network Con.structicn. Phase: 

(2a) Include s in the first layer; 
(2b) Construct the next layer: 
(2c) If layer is empty. then go to Step (4): 
(2d) If tis not in this layer. then go to Step (2b); 

(3) Maximal.-Flow Search Phase: 
I* Determine an increment to the fl.ow assignment by finding 
the maximal flow in the layered network. */ 
(3a) Search for s-t paths; 
(3b) If an s-t path does not eXiSt; then go to Step (2a); 
(3c) Advance flow through this path; Go to Step (3a): 

(4) Stop: Maximum flow assignment has been obtained. 

In the layered network. nodes of the original flow network 
are organized into stages. The first stage consists of the source 
node(s) of the network. and the remaining stages are constructed 
iteratively. A stage consists of nodes that are not included in the 
previous stages and have either an unsaturated arc or an arc with 
non-zero flow originating from nodes in the previous stage. 
These two types of arcs. called useful Unlcs. are transformed to 
arcs in the layered network. Depending on the direction of the 
associated useful link, its capacity in the layered network can be 
either the remaining capacity or its current fl.ow. As a result. 
nodes in a layered network are arranged into disjoint subsets. 
V0 • •••• Vo. such that no arc points from VJ to V1 (i :Iii j). 

A legal fl.ow in a layered network is said to be Dljl:J:imal if 
every (s.t)-directed path in the layered network is saturated. 
Note that a maximal ll.ow in a layered network is not necessarily 
the maximum fl.ow because flows in opposite directions in the 
same arc are not considered. Moreover. computing the maximai 
flow is easier than computing the maximum flow. In Dinic's 
algorithm. the maximal flow is obtained by a depth-first search. 

Since the amount of flow that can be advanced through an 
arc in the layered network is the net increase of flow to the asso-



ciated arc in the original network. the maximal 11.ow obtained in 
the layered network is a net increment to the existing 11.ow. 
Further. the maximum 11.ow of a 11.ow network is finite. Hence. 
the maximum 11.ow can be obtained in a finite number of itera~ 
tions in constructing the layered network. 

An example illustrating the construction of a layered net­
work is shown in Figure 7. Figure 7a is a 11.ow network associ­
ated with a MRSIN in which three processors. p1• P2 and p4• are 
making requests and three resources. r 1• r 3 and r4• are available. 
The 11.ow assignment shown by darkened arcs in Figure 7a results 
in a mapping such that p1 is mapped to r4 and p4 is mapped tori. 
The request generated by P2 is blocked. Figure 7b is a layered 
network constructed from the 11.ow network in Figure 7a. The 
layered network shows that there is a 11.ow augmenting path 
from p2 to r3• This path includes the arc leading from node 6 to 
node 5. which is associated with the arc leading from node 5 to 
node 6 in the original network (see Figure 7a). This 11.ow aug­
menting path shows that all three resources can be allocated if p4 

is re-allocated to r3 and P2 is re-allocated to r 1• 

4.2. A Distributed Architecture for Homogeneous MRSIN 
without priority 
A distributed MRSIN embedded in an 8-by-8 Omega net­

work is shown in Figure 8. The scheduling intelligence is distri­
buted in the switch-boxes (NS). A processor is connected to the 
network through a request server (RQ). and a resource is moni­
tored by a resource server (RS). A common status bus connects 
these components together. Autonomous process in each com­
ponent communicates with other processes by passing tokens via 
direct links. and are synchronized .by exchanging status via the 
status bus. 

A scheduling cycle begins when there are pending requests 
and ready resources. A request generated in the middle of a 
scheduling cycle has to wait until the next cycle. The procedure 
indicating the 11.ow of phase transitions in a scheduling cycle is 
shown as follows. 

(a) A 11.ow network (transformed from a 4-by-4 MRSIN) in 
which 11.ow is advanced through paths s-p1-4-7-r4-t ands­
p4-5-6-rrt. 

v, v. v, v, v, v, 

(b) The layered network derived from the 11.ow network in (a). 
The (s,t}-path s-112-4-6-5-7-r3-t is equivalent to an aug­
menting path in the original 11.ow network. 

Figure 7. An illustration of a layered-network construction (all 
arcs have unit capacity). 

·~'----' 

Proce880rs RQ MRSIN 

Status Bus 

'----'............_. 
RS Resources 

Figure 8. A distributed MRSIN embedded in an 8-by-8 Omega 
network. 

procedure mrsin (P. X, R); 
I* During a scheduling cycle. the network alternates between 

two phases until all request tokens are blocked.*/ 
(1) Initialization: MRSIN with pending requests and ready 

resources; 
(2) Request-Propagation Pha.se: 

I* In this phase. each requesting RQ sends a request token to 
the network. which will eventually arrive at the resources if 
there are free resources to allocate.*/ 
(2a) Requesting RQs send tokens; 
(2b) Propagate tokens to next NSs; 
(2c) If all request tokens are blocked. then go to Step (4); 
(2d) If request tokens are not received by the RSs associated 

with free resources. then go to Step (2b); 
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(3) Resource-Acknowledgment Phase: 
I* The RSs associated with free resources and receiving 
request tokens will send resource tokens to the network to 
acknowledge the acceptance of requests. When a resource 
token is received by a requesting RQ. the RQ and RS will 
form a matched pair. and the path connecting them is 
registered. The network returns to the request-propagation 
phase when all resource tokens are blocked. */ 
(3a) Propagate resource tokens to RQs; 
(3b) If all resource tokens are blocked, then go to Step (2a); 
(3c) Register path; Go to Step (3a); 

(4) Stop: Optimal request-resource mapping has been obtained. 

Note that the 11.ow of this procedure is exactly the same as the 
control 11.ow of Dinic's algorithm. 

To carry out Dinic"s algorithm by token propagations, a 
switching element has to follow several token-propagation rules. 
If a link is free. a switch-box will deliver any request token 
received from the processor side to the resource side. These 
directions are reversed if the link is already registered. If there 
are more than one path to send the request token. the token is 
duplicated and sent along all paths. A resource token is expected 
from where a request token was delivered. However. no dupli­
cation of resource token is done, and one path is chosen at ran­
dom. It can be verified that these token-propagation rules 
correctly implement the layered-network construction process 
and the search for the maximal 11.ow. 



To avoid chaos in token propagations, processes residing in 
different switch-boxes have to be synchroni7.ed on phase transi­
tions. This synchronization can be achieved by broadcasting the 
status of each process on the statll$ bus. The status of the net­
work can be one of four independent possibilities: request­
pending, resource-ready, request-token-propagation. and 
resource-token-propagation, and can be represented as a Boolean 
vector (RP. SR. RTP. STP). Each process will synchronize the 
broadcast of its status on the bus with other processes. The 
result is a wired-OR of the statuses broadcast by all processes. 
The occurrence of events that cause a phase transition can be 
detected by observing the status bus. For example, the transi­
tion from a request-propagation phase to a resource­
acknowledgement phase is known to every process when each 
observes a change of the status vector from (1,1,1,0) to either 
(1.1.1.1) or (1,1,0,1). 

We have shown that every process involved can be carried 
out by a simple sequential machine and is realizable in logic cir­
cuits (14]. With this design, there are two factors that contri­
bute to a significant speedup as compared to a monitor architec­
ture: (a) the augmenting paths are searched in parallel. and (b) 
the time complexity is measured in gate delays instead of 
instruction execution cycles. As a result. the scheduling algo­
rithm will run at least 100 times faster than a software imple­
mentation of the network fiow algorithm. 

S. CONCLUSIONS 
A RSIN is suitable to support resource sharing in multipro­

cessors. Optimal request-resource mapping in RSIN is obtained 
by maximizing the number of communication paths that inter­
connect pairs of processors and resources. In this paper, we have 
transformed various request-resource mapping problems into 
network fiow problems for which efiicient algorithms exist. 
Table 1 is a summary of the results we have obtained. The pro­
posed method is independent of the interconnection structure 
and is applicable to all configurations in which the requesting 
processors and free resources are partitioned into two disjoint 
subsets. In particular, the method is applicable to networks with 
multiple paths between source-destination pairs, such as the data 
manipulator [7]. the augmented data manipulator [19], and the 
Gamma network (20]. The resource utilization, however, will 
depend on the network configuration, the resources available. the 
permutation of the various types of resources, and the permuta­
tion of the requesting processors. 

HomogmeotUR__, H~R.....,..,.. 

a-al Topoloo 
Scheduling 
DUciplin<i Nol'rlorlt7 Prlori17& 1;:::!::: a-al 

& Pre,_,,;,. Pre,.,;,.,,. Topoloo 
Equivalent Max-Flow Min-Coot Real Multi- lntepr Multi-

Optimal Flow Problem Circulation Commodity Commodity 
Scheduling Algorithm Ford-Fulkmion, Out-of-Xllter Lin- NP-hard 

Dinlc Programming 
Dlatrlbuted Algorithm Ya NA NA NA 

Dlatrlbuted Monitor Architecture 
Archltectun 

Synchronized by 
Implementation Broadcutlng 

Software 
Communicate by 

Toten Propagation 

Table 1. Summary of optimal resource scheduling schemes for 
resource sharing interconnection networks. 
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ABSTRACT 

We consider linear, data-driven. arrays in which each cell 
is augmented with the capability of recognizing and skipping 
operations that involve zero operands. This type of networks is 
shown to be efficient for highly sparse matrices. despite the 
potential data conflict that may result due to irregular zero dis~ 
tributions. Two different approaches. which take advantage of 
the sparsity of the matrix. are considered: The first is aimed at 
the reduction of the execution time. and the second is aimed at 
the reduction of the number of cells in the network. 

1. INTRODUCTION 

Many techniques have been suggested for the efficient 
solution of sparse linear systems through clever. but highly 
irregular. storage and manipulation of the non-zero coefficients 
in the system [1]. These techniques. however. are not suitable 
for parallel processing. which requires, in general, a rather reg­
ular pattern of computation. In this paper. we consider a fun­
damental operation in iterative solution schemes for linear sys­
tems. '.\'amely. the multiplication of a matrix by a vector. 

The computation involved in the matrix/vector multipli­
cation is quite regular. and thus appropriate for regular VLSI 
networks. That is systolic [2) and data-driven [3) arrays. 
Obviously. the benefits of this type of networks may become 
visible only when the size of the matrix is large. However. 
large systems that appear in practice are usually sparse. and 
hence seem inefficient for solution on regular VLSI networks 
due to the potential loss of resources in operations which 
involve zero operands. 

In order to avoid the waste of resources caused by trivial 
operations. and. in the same time. retain the advantages of fast 
specialized cells and efficient local communications. we suggest 
to add to each cell in the network the capability of recognizing 
and skipping trivial operations. With data-driven synchroniza­
tion. this results in a shorter average cycle for each cell. which 
may reduce the execution time of the entire network. 

Two different approaches for the multiplication of sparse 
matrices by vectors are introduced. In the first approach. the 
same number of cells which would be needed if the matrix 
were dense is used. but a considerable speed-up is obtained by 
skipping trivial operations. In the second approach. the non­
zero elements of the matrix are grouped in few stripes which 
are almost parallel to the diagonal of the matrix, and a specific 
cell is assigned to perform the operations associated with the 
elements of a particular stripe. This approach is aimed at the 
reduction of the number of cells without slowing down the 
speed of the computation. 

2. COMPUTATIONAL CELLS "1TH 
DA TA DEPESDENT OPERA TIO~S 

Consider a data driven version of the systolic network 
given in [2) for the multiplication of an n Xn banded matrix A 
by a vector x. For simplicity. we assume that the number of 

*) This work is in part supported under O~R contract 
'.\'00014-85-K-0339. 
**)On leave from the Department of Computer Science. Purdue 
l'niversity. 
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upper diagonals of A is equal to the number of lower diago­
nals. namely Bh • and hence. the band-width of A is 
B =2Bh +1. The network. called from now on MV l• is shown 
in Fig. 1. 

,, 
OzOlz 
/1 01 

·2 ·1 2 

Fig. 1 - The network MV 1 with Bh =2. 

Every cell in MV 1 has three input ports and two output 
ports, namely 1 1.1 2.1 3 , 0 1 and 0 2• respectively. Its operation 
may be described by the following cycle which is repeated 
indefinitely (Here. [1) denotes the content of port 1. and 0 -a 
means that °' is written on port 0 ). 

CYCLE 1: 
(1) Wait until data is available on 11. 12 and 13 : 

°' = [11] : (3 = [1 2l : i' = [1 3) 

(2) p = °' + (3 * i' 
(3) Wait until previous data on 0 1 and 02 is consumed: 

02 - (3 : 01 - p. 
Each internal communication link directed from cell q to 

cell k may be regarded as a qt:eue. Only cell q may write on 
this queue and only cell k may read (and delete) its front ele­
ment. The maximum capacity of this queue will be denoted by 
d. In addition to internal links. the network has external links 
for communication with a host system. :\lore specifically. the 
host supplies the elements of the k'h diagonal of A . 
-Bh :!f:k :!f:Bh . on port 1 3 of cell k. the elements of the vector x 
on port 1 2 of cell Bh . and the elements of th~ result ~e~tor Y 
(initialized to zero) on port 1 1 of cell -Bh . '\\1th this It is easy 
to see that the elements of the product vector y =Ax are pro­
duced on port 0 1 of cell Bh. 

!';ow assuming that ~% of the elements in the band of A 
are zeroes, then it is clear that ~% of the resources in MV 1 are 
wasted in the execution of trivial operations in step 2 of 
CYCLE 1. In order to reduce this waste. we may attempt to 
skip the multiply/add operatior. whenev~r [~ 3] .= 0 .. '.\lore 
specifically. consider a network MV 2. which 1s identical to 
MV 1 except that each cell executes the following cycle instead 
of CYCLE 1. 

CYCLE 2: 
(1) As in step 1 of CYCLE 1 

(2) If (y =: 0) Then 2.1) p = o 
Else2.2)p=o+ (3* y 

(3) As in step 3 of CYCLE 1 

An execution of CYCLE 2 which goes through step 2.1 is 
called a trivial execution of the cycle. otherwise the execution 
is called non-trivial. Trivial executions of CYCLE 2 m~y · or 
may not. be shorter than non-trivial executions. depending on 



the waiting time spent in steps 1 and 3. Hence, the total execu­
tion time T 2 of MV 2 depends primarily on the effect of data 
conflict on the execution of individual cells. 

One way of obtaining an upper bound on the execution 
time of data driven networks of the type discussed above is to 
force some hypothetical synchronization on the computation. 
such that execution alternates between two phases. Namely a 
communication phase and a processing phase. We call the 
resulting computation a pseudo systolic computation and we 
call a communication phase followed by a processing phase a 
global cycle. Given that the additional synchronization may 
only slow down execution, then it is clear that the execution 
time of a data driven computation is bounded by the execution 
time of the corresponding pseudo systolic computation. 

For example. a pseudo systolic version of MV 1• called 
MV l.p • may be obtained by replacing step 2 in CYCLE 1 with 

(2) Wait for a synchronization signal SYNC 
p=o:+f3* 'Y 

Where we assume that all the cells in MV l.p are connected to a 
hypothetical controller that issues the signal SYNC after it 
detects the termination of a communication phase. That is 
when all the cells are waiting in step 2. With this it is easy to 
see that the execution time T 1 of MV 1 is bounded by the execu­
tion time T l.p of its pseudo systolic version, namely 

T 1 ~T 1 .P =2(Bh +n)(Tc +rm) 

where Tm is the time for a floating point multiply/add opera­
tion (step 2) and Tc is the time for the transmission of one data 
item between two cells. 

Tracing the execution of MV 2 i' more complicated than 
MV 1 because of possible trivial executions of CYCLE 2. A 
pseudo systolic version of MV 2 • namely MV 2.p • may be 
obtained if CYCLE 2 is replaced by the following cycle: 

CYCLE 2P: /*Pseudo Systolic Version of CYCLE 2 */ 

(1) Wait until data is available on 1 1• 1 2 and 1 3 ; 

a: = [/ 1] ; /3 = [I 2l ; 'Y = [/ 3] 
(2) If (y = O) then 

2.1) wait until previous data on 0 1 and 0 2 are consumed 
2.2) 01 +-a: ; 0 2<-f3 
2.3) Go To step 1 

(3) Wait for a synchronization signal SY:'\'C 

(4) p =Cl: + /3 * 'Y 

(5) Wait until previous data on 0 1 and 0 2 are consumed; 
01+-P; 02+-/3. 
In other words. trivial operations are first skipped until a 

non-trivial operand is found in [/ 3]. then the multiplication is 
performed. As in Ml/ l.p • we assume that all the cells are con­
nected to a controller that issues the signal SYNC in such a way 
that execution alternates between communication and process­
ing phases. During the communication phase. the data is 
moving in the network until each cell is either blocked due to 
lack of data (step 1. 2.1 or 5). or is blocked in step 3 (with 
[/ 3] :;C 0). When this state is reached. the controller issues 
SYl\'C and all the cells which are blocked at step 3 executes the 
multiplication (step 4). simultaneously. while the other cells 
remain idle until the end of the global cycle. 

In order to isolate the effect of internal data conflict from 
any delay caused by slow communication with the host. we 
assume that external inputs on I 3 of cells B -h ..... Bh as well as 
on 1 1 of cell -Bh and 1 2 of cell Bh are available when needed. 
We also assume that MV 2.P terminates execution. for a specific 
input matrix A , in N 2 global cycles. With this. we may define 
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the function o::[-Bh .Bh ]x[t.N 2]-+A such that o:(k t) is the 
element of A that appears on port 1 3 of cell k at the beginning 
of the processing phase of the t ch global cycle. 

Although a data item is always available on 1 3 of any cell 
during a specific processing phase, only those cells which 
receive the corresponding elements of the vectors y and x on 
1 1 and / 2, respectively. perform a multiply/add operation, 
while the other cells remain idle. Let M, be the subset of cells 
which are not idle during the t ch processing phase and define 
the t'h computation front as the set of elements of A which 
are operated upon during this phase. More precisely. 

CF, = {o:(k ,t) I k e M,} 

:'\'ote that the members of CF, . for any t . are non zero elements 
of A. 

The succession of computation fronts represents the pro­
gress in the execution of the pseudo systolic computation. 
More specifically. given a certain matrix. we may connect the 
elements of each front by a piece-wise linear curve and thus 
obtain a visual picture that describes the propagation of the 
computation. For example. we show in Fig. 2 the computation 
fronts corresponding to the specific given matrix pattern. ::\"ote 
that the concept of computation fronts is the same as that sug­
gested in [6]. However. by allowing irregular fronts. we are 
able to model computations that depend on the value of the 
input as well as its availability. 

In [5]. we give a method for the automatic construction of 
computation fronts for pseudo systolic computations. Clearly. 
the number of such fronts is equal to the number of global 
cycles needed to complete the computation. 

Fig. 2 - The Computation Fronts for MV 2.P 

3. A ?-.l"ETWORK FOR MA TRICES '\\1TH 
NON-ZERO DIAGONAL ELEMENTS 

Most of the matrices resulting in practical applications 
have non-zero diagonal elements. and it may be shown [5] that 
MV 2 is not suitable for this type of matrices because it does 
not allow computation fronts to be parallel to the diagonal of 
the matrix. In this section, we introduce a network. MV 3• 

which allows the fronts to be parallel to the diagonal. 

For simplicity. we introduce Ml/ 3 for dense, banded. 
matrices. It is composed of B cells (see Fig 3). Each cell has 
two input ports and two output ports. and is equipped with a 
counter "Ct" and an accumulator "Ace". The cycle of a cell may 
be described as follows: 



0 a 1 a 

11 

Fig. 3 - MV 3.P after two cycles (B = 5) 

CYCLE 3: I* Initially. Ct = Bh + 1. This allows data 
to fill-in during the first Bh cycles*/ 

(1) Wait until data is available on/ 1and/2; 
a=[/11:/3=[/2] 

(2) p = [Ace] + a* 13 
(3) Wait until previous data on 0 1 and 0 2 are consumed 

(4) lfCt=B THE'.'\0 1-a ;0 2-p ;Acc-O ;Ct=l 
ELSE 0 1-a ; Ace -p ; Ct =Ct + 1 

The elements of the vector x are applied to port 1 1 of cell 
B. and the elements in the rows k. k +B, k +2B , ... , of the 
matrix A are concatenated and applied to port 1 2 of cell k (see 
Fig 3). Given this input. and assuming pseudo systolic syn­
chronization, it may be easily seen that the elements y 1 ..... yB of 
the result vector are produced on ports 0 2 of cells l, .... B. 
respectively. after Bh +B global cycles. The elements 
YB+l·····Y2B are produced on the same ports at the end of cycle 
Bh +2B. and in general. YrB+l·····YrB+B. r =0,1, .. are produced 
at the end of cycle Bh +(r +l)B. In other words. 

T3,p =(Bh +/3B)(Tm +Tc) 

where. 13=((n-1)+B )+1. Similar to the case of MV 1, the exe­
cution time of MV 3 may be reduced for sparse matrices. if step 
2 in CYCLE 3 is replaced by a conditional statement that skips 
trivial operations. We call the resulting network MV 4 • The 
construction of the computation fronts for the pseudo systolic 
version of MV 4 proviaes a means for the estimation of its 
speed-up over MV 3 , obtained by skipping trivial operations. 

4. A NETWORK WITH REDUCED NUMBER OF CELLS 

:'.'iumerical Techniques for the solution of partial 
differential equations are major sources of large sparse 
matrices. The matrices resulting from these techniques have a 
band with B = 0 ( J; ). and hence the number of cells needed 
in MV 2 and MV 4 grows with the size of the matrix. 

In order to obtain a network with a number of cells 
independent of n; we use the property in these matrices that 
the number of elements in each row is bounded by a constant 
which is independent of n. This property permits the inclusion 
of all the non-zero elements of the matrix into a stripe struc­
ture that contains few stripes which are, almost, parallel to the 
diagonal. A specific cell is then assigned to perform the opera-
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tions associated with each stripe. First, we define a stripe 
structure of a matrix. 

Definition : A Q-stripe S of an n Xn matrix A is a set of posi­
tions S = {(i ,u(i )) I i = 1.. .. ,n} where CT is a non-decreasing 
function. The prefix Q (stands for "Quasi") is used to distin­
guish Q-stripes from a more restrictive definition of stripes that 
is given in [4]. However. only Q-stripes are referred to in this 
paper, and hence the prefix Q will be omitted. 

Definition: A stripe structure of A is a sequence of stripes 
S 1={(i ,CT1(i ))}. .... S,.={(i ,CT,.(i ))} such that 

CTk (i) < CTk +1Ci) i =1. .... n. k =1.. .. ;rr-1 

and S 1U ... U S,. contains all the positions of nonzero elements in 
A. That is a; .i #- 0 only if (i .j )ES 1U ... U S,.. For.example, we 
show in Fig. 4 the stripe structure of a specific matrix. Note 
that some zero elements are included in each stripe because. by 
definition. a stripe should contain a position for each row. 

s'•1 l • • s;i.s • 
3 \. ' O a2• 2 0 0 0 a.2 6 D 

' ' S20 0 •3,3 D 0 •3,7 0 

""· l 0 0 '·4 4 0 ,0 0 

'- \. I ~, .. ,. . .... . . .... . .., .. ,. . ' .. ,. . ""···. 
r .. ,. . "'-:..." . ~.11 
•a.3 a fa·s o o •a.a o o -a.u 

• '· 1-, • • • • '~· • • ' .. 12 ". ~ . . . r ~., .,10 . , . ..~ . .., .,1 
O D 12,~ D 0, O •~12 

Fig 4 - A stripe structure 

Given a stripe structure of a matrix A. we may use the 
network MV 5 shown in Fig. 5 for the multiplication of A by a 
vector. The elements of the vector x are fed to port I 1 of cell 71' 

and the elements of the result vector y, initialized to zero, are 
fed to port I 2 of cell 1. Successive elements in a particular 

•u.1 •12.12 

•11,s •11,9 •11, 11 

0 •10,a •10, 10 

•9,5 •9,9 12 

•a,3 •a,s •a,a 11 

a7,3 0 •1, 7 11 

86,2 .,,3 86,6 

85,2 •5,5 

84,l •4,4 

83,3 

•2,2 

•1.1 

_ _....2 3 -~ 

010'4 '311 
'2 02 

Fig 5 - The network MV 5 (71'=4). 

8 9,12 

•a,11 

•1, ll .,,, 
•s,a 
0 

•3, 1 

•2,6 

•1.s 

stripe Sk are fed to port/ 3 of cell k. and along with each ele­
ment a;"'•(• l E Sk supplied on I 3, the value of CT k (i ) is supplied 
on port I 4 • 

In order to provide the flexibility needed to deal with 
sparse structures. we assume that each cell contains a counter 
ex that keeps track of the index of the data received on f 2. 



Noting that data on 1 3 and 1 4 are always available, the opera­
tion of each cell may be described by 

CYCLE 5 : I* Initially CX = 0 *I 

(1) Wait until data is available on 12 ; 

a = [1 3] ; j = [1 4] ; 'Tl = (12] 

(2) While (CX < j) Do 
Wait until data is available on 1 1 ; 

t = (111 ; ex = ex +t ; o, .... t 
(3) 'Tl = 'Tl + Ct* € 
(4) 02-'T) 

More descriptively, after cell k receives a; ,rr, (i )· it contin­
ues to transmit the components of x from 11 to 0 1 until it 
finds x "• u >- At this time the inner product is computed (step 
3) and the result is written out. It is easy to see that the ele­
ments of the result vector y =Ax are produced on 0 2 of cell Tr. 

However. the network may operate correctly only if 
CT; (i) < CTk +l(i) and CT; (i) ~ CTt (i +1). which are satisfied 
by the definition of a stripe structure. !'l:ote that we assumed. 
implicitly. that the queues on the communication links which 
carry the x-data stream in MV 5 do not overflow. In [4]. the 
maximum size. d,. of these queues is found to be equal to the 
maximum separation between the stipes of the matrix. 

A pseudo systolic version MV S.p of MV 5 may be obtained 
by inserting a "wait for SYNC" in step 3. The conditions for 
two elements of A to be in the same computation front may be 
easily derived [4] and used for the systematic construction of 
the fronts. 

5. AN EXAMPLE 

In order to compare the different networks presented in 
this paper. we consider the matrix that is generated from the 
discretization of a second order partial differential equation on 
the grid shown in Fig 6. For this matrix. n =270 and B =39. 
but only 16% of the elements within the band are non-zeroes. 
The diagonal elements of the matrix are non-zeroes, and seven 
non-overlapping stripes may cover all the non-zero elements. 

Fig 6 - A finite element grid 

In Table 1. we compare the execution time of the different 
networks for this specific matrix. The number of global cycles 
is estimated by the construction of the computation fronts. 
The execution time of each global cycle, however. depends on 
the execution time of its communication and processing phases. 
The time of a processing phase is. roughly. 1 m • However, the 
time of a communication phase depends on the communication 
activities during that phase. Although we did not discuss a 
way for the estimation of the communication aciivities, we 
give in Table 1 an estimate for these activities obtained by an 
analysis of the data profiles which are associated with the com­
putation fronts. The details of this type of analysis may be 
found in [4] and [5]. 

For MV 4,,, and queue size d=l, execution terminates in 60 
global cycles instead of 292 for MV 3.P. That is. a speed up of 
4.867 is obtained (the increase in the communication time is 
~mall). Noting that only 16% of the operations in MV 3,,, 

mvolve non-zero operands. and thus that only one out of 
JOO =6 36 . . f 1 · · I 16 . operations 1s use u . 1t 1s c ear that, by skipping 
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numbet size of number of execution 
of conn. 9lobal 

cell• queues eye lee ti• 

llVl 39 d•l 559 559T +559T • c 

llV2 39 d•l 270 270T +305T • c 

llV3 39 d•l 292 292Tm+292Tc 

NV4 39 d•l i;o &OT,. +425TC 

llV4 39 d•3 54 54T,. H92Tc 

llV5 7 d,.-12 279 279T.+305TC 

~-1 

Table 1 - Performance of the different networks 

. . 1 . . MV . 4·867 76o/c f tr1v1a operations m 4 .p, we can retr1eve 6_36 ::::: co the 

inefficiency in MV 3.P. Of course, internal data conflict accounts 
for the unretrieved 24%. 

The result for MV 5 is obtained assuming that each y­
stream communication link may buffer only one element. and 
that each x-stream communication link mav buffer at least 12 
data items. Clearly. the merit of MV 5 is ~ot due to the speed 
up it achieves as much as it is for its small number of cells. 

6. CONCLUSION 

Pseudo systolic computations and irregular computation 
fronts are two tools that are used effectively in the analysis of 
the networks introduced in this paper. The alternative for this 
type of analysis is the simulation of the computations. Such 
simulation. however, requires explicit assumptions about the 
parameters 1 m and 1 c • which are strongly dependent on tech­
nology and architectural details. 

Our primary interest is in sparse systems that result from 
the solution of partial differential equations. which is one of 
the major sources of sparse matrices. For this reason. the net­
works suggested in Sections 3 and 4 take advantage of some 
specific properties in these matrices. However, the concept that 
we introduce is quite general. 1'\amely. the inclusion of the 
non-zero elements of a sparse matrix in a pattern which is reg­
ular enough to allow for the efficient manipulation of the 
matrix on VLSI netw.orks. The results reported in Section 5, 
and other similar results (4,5]. support our argument. 
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Abstract -- This paper presents a parallel algo­
rithm for the solution of the single-pair, single­
source and all-pairs shortest path problems. The 
first time, all essential properties of the shor­
test paths can be computed on a pure systolic pa­
rallel processor in O(n) time and on O(n2 ) area. 
If O(n•) area is spended, all single-pair shor­
test paths can be stored within the same time 
bound. 

I. Introduction 

In this paper we are concerned with the well 
known shortest path problem. The single-pair, 
single-source and all-pairs problems entail fin­
ding shortest paths between two specified verti­
ces, from one vertex to all others and between 
all pairs of vertices, respectively. 

We concentrate on the systolic model of com­
putation. In order to conform to the basic VLSI 
restrictions the parallel computer consists of 
single processing elements which have some local 
memory and are able to compute a simple set of 
instructions. Global communication and a severe 
system overhead are avoided as no shared memory 
is allowed. 

In order to solve the all-pairs shortest path 
problem on a parallel computer the use of the Ford­
Bellman-Moore, the matrix multiplication and the 
Floyd-Warshall algorithms have been proposed [ 1-6]. 
Lakhani [3] uses the Ford-Bellman-Moore algorithm 
to solve the all-pairs problem in O(n2 ) time. How­
ever, the complex architecture requires a compli­
cated communication scheme and area consuming 
interconnections between processing cells. In 
[1,2,4,5,6] it is shown that the distances of the 
all-pairs shortest paths can be computed in O(n) 
time and on O(n2 ) area if a parallel version of the 
Floyd-Warshall algorithm (FWA) is used. 

But, in almost any application of the shortest 
path (SP) problem the detection of the optimal 
route itself is indispensible. 

The new approach uses the same square arrange­
ment of nxn identical processing cells as [1,2,4] 
or [ 5, 6]. The following extensions are essential: 
• In comparison to [7] within the same kind of 

loops of the FWA the predecessor and depth of 
each vertex w.r.t any SP is determined. 

• In order to deal with the trees of SPs a con­
version to an edge-based description is perf or­
med. Sorting operations are used to compute the 
desired path functions. 
The first time, the following quantities can be 

computed on a systolic processor in O(n) time and 
on O(n 2 ) area: distance matrix, selection of a shor­
test route with minimal depth, predecessors and 
depth of any vertex w. r. t any SP, single-source 
trees of SPs as ordered lists of edges, adjacency 
matrix of a tree of SPs, single-pair SP as a list 
of edges, all-pairs SPs as n2 lists of edges 
(if O(n•) area is spended). 
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II. The Extended Floyd-llarshal.l A1goritbn 

Let us first clarify the notation used in the 
subsequent paper. We assume that each edge (i,j)eE 
has an associated integer valued length 1 ( i, j) • 
A path from vertex r to t can be regarded as a tupel 

Pk=(i0,i1, ••. ,ik) of vertices ij with ki::1, i0=r, 

ik=t and (i j-1, i j)eE for all 1 <::j<::k. The path pk 
has the depth k which means that it consists of 
k edges and k+1 vertices. The length 1 of a path 
is the sUllllDation of the lengths of its edges. 
In order to clarify the extended FWA the following 
defi.nitions can be used: 

~(r,t) = { Pklki::1,i0=r,ik=t,ij:$m for all 1~j<k} 
~ set of paths at stage m from vertex r to t 

where all intermediate vertices are :51 m 
dm(r,t) =Min{ l(Pk) I pke~(r,t) } 

~ shortest distance at stage m from vertex r to t 
'\i(r,t) = { Pk I PkeTim(r,t) and l(Pk)=dm(r,t) } 

~ set of shortest paths from vertex r to t at 
stage m 

sm(r,t) = Min{ k I Pke'\i(r,t) } 
~ minimum depth at stage m from vertex r to t 

rm(r,t) = { Pk I Pke'\i(r,t) and k=sm(r,t) } 
~ set of shortest paths at stage m from r to t 

with minimum depth 

Assuming that one path pke~(r,t) has been selected 
it is possible to define the following values: 

pm(r,t) = ik_1 
~ predecessor of t in the selected path fran 

vertex r to t 

In extension of e.g.[7] the algorithm described 
in Fig.1 has the following properties: 
• Coocurrent determination of the m-stage distance, 

predecessor and depth matrices 
• Coocurrent selection of the all -pairs SPs at stage 

m with minimum number of edges. 
It will be seen in the next section that these 
improvements enable the computation of the shortest 
route between two specified vertices. Now, we can 
formulate the subsequent Lermna: 

Leama: If no negative cycle exists then 
~(m,j)=~-1 (m,j) and ~(j,m)=~-1 (j,m) for each j. 

Proof: We restrict the proof on ~(m,j)=~_1 Cm,j). 
Let us assume that Pkerm(m,j)\~_ 1 Cm,j). Therefore 
Pk could be partitioned into a cycle through m of 
depth band Pa=(m, ••• ,j)e~_ 1 Cm,j) where the length 



of the cycle is 1~0 and b>O. It would follow that 
k=a+b>a~sm_ 1 (m,j) and l(Pk)=l+l(Pa)~l(Pa)~dm_1 (m,j) 

which contradicts the assumption. a 

Consequently it is possible to dispense with the 
modification of the elements •(m,j) and ·(j,m) at 
stage m of the algorithm of Fig.1. 

Theorem: At stage m the modified FWA detects a path 

pk from vertex r tot with Pkerm(r,t). 

Proof: We assume by an inductive hypothesis that the 
theorem holds at stage m-1. The path Pk is the 
resulting path from r to t of the extended FWA. We 
distinguish between two cases a) and b): 

a) ~_1 Cr,t) n ~(r,t)~a 

+ s~_ 1 (r,t)=sm(r,t) and ~_1 Cr,t)=dm(r,t) 
+ P erm_1 (r, t) s ~(r, t) 

b) rm_1Cr,t)" r m(r,t)=a 

+ ~-1 (r,t)>dm(r,t) or 
( dm_1 Cr,t)=~(r,t) and sm_1Cr,t)<sm(r,t) 

+Pk consists of paths Paer 1cr,m) and m-
P be r 1Cm,t) selected of FWA at stage m-1 m-

We assume that there exists PKerm(r,t) which 
consists of Paerrm_1(r,m) and P8err _1(m,t) 
+ ~(r,t)=l(PK)=l(Pa)+l(PB) ~ l(P~)+l(Pb)=l(Pk) 

and s (r,t)=K=a+B ~ a+b=k if 
m B 

PaeAm_1(r,m) and P eAm_1Cm,t) • 

Now it has been proved that the values dm' Pm and 
sm are evaluated correctly by the extended FWA. a 

The extended FWA detects for the all-pairs SP 
a SP with minimum depth as well as the Ford-Bellman­
Moore algorithm for the single-source problem does. 
In contrary, the co111Don FWA can only assure that 
k P eAn(r,t). 

III. Determination of' a Single-Pair Shortest Path 

The detection of a SP fran vertex r to t can be 
divided into two different steps: 
• Determination of a tree which contains the SP 
• Finding of the SP between the vertices r and t 

Obviously, the tree of SP with the root vertex 
r is an appropriate one for the first part. The 
tree is determined by its edges (p(r,j),j) evalu­
ated by the FWA. These values can be stored in a 
linear array of length n to compute the desired 
path according to the second step. 

But problems arise as data sharing is restric­
ted to neighboring processors only in a systolic 
array and the necessary data may be far apart. Up 
to n-1 sequential operations each of which requi­
ring O(n) steps in the worst case are needed if no 
suitable order of edges exists. In contrary to [8] 
a llllCh simpler sorting scheme than the Euler circuit 
can be used to receive a time bound of O(n) as the 
depth s(r,j) of each node j is available from FWA. 
The following solution strategy is chosen: 
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• Sorting of the edges (p(r,j),j) according to the 
depths s(r,j). The following chain is obtained: 

(p(r,j,),j1) (p(r,j2),j2) ··· (p(r,jn)'jn) 
with s(r,ji)~s(r,ji+1 ) for all i=1, ••. ,n-1 

• Scanning of the sorted chain in descending order 
of depths and selection of the SP from r to t 
according to the following procedure: 

procedure path 
for i=n dawn to 1 do begin 

if ji=t then begin 
ji E 'path from r to t' 
t:=p(r,j.) 

end 1 

IV. Systolic Imp!ementation 

At first, the solution to the first subproblem 
is described where Fig.2 shows the interconnection 
scheme of the array apart from the outputs T1 to T4 
and the inputs t,In4. As this part is similar to [5] 
the internal cells are described only. The following 
notations are used: R(i,j)=[f.,f 2 ,. .. ] denotes a 
register within cell C(i,j) where the datas f 1 , ••• 

are stored in a common record. R(i,j).k denotes fk. 
The sign <- denotes an assignment between cells which 
needs one time step. Corresponding data are trans­
ferred. The sign := denotes an assignment and :=: an 
exchange of data within one cell and one instant. 
procedure C(l,m) 2~1,m~n ; R123=[d0s,p] } 

R, <- R,(l,m-1) 
R2 <- R2 (1-1,m) 
R3 <- R3 (1+1,m+1) 
if' R3 .1>R,.1+R2 .1 then R3 :=[R 1 .1+R2 .1 , R2 ] 

The operation of this cell corresponds to the 
'if'-statement of the FWA. The executuion of the 
'and'- and 'or'-operations can be avoided by the 
concatenation d( i, j )0s( i, j) where the bits of 
s(i,j) are linked less significantly to those of 
d(i,j). The sequence of input and output operations 
of the systolic FW-array are similar to [5,6]. 

1 • Solution of' the single-source SP problem 

The first line of the array according to Fig.2 
contains in addition to the cells C(1 ,m) the sorting 
cells S(1,m). Moreover, all registers of the FW cells 
contain besides d(i,j), s(i,j), p(i,j) the corres­
ponding node j with R=[d®S,p,j]. The output T1 
successively carries the edges (p(r,j) ,j) of the 
tree of SPs rooted from vertex r in descending 
order of depths s(r,j). 
procedure S(1,1) I In,R~=[~] ; R5=[s,p,j,~] 

R~ <- In R5 <- R3 (2,2) 
if' R~=1 then R5 .4:=1 

el.Be R5 :=[m,m,m,Q] 

procedure S(1,m) { 2~m~n ; Rss7=[s,p,j,~] 
R5 <- R5 (1,m-1) R7 <- R3 (2,m+1) 
if R5 .4=1 then R6 :=R7 R6 .4:=0 
if Rs.1<R6 .1 then R5 :=:R6 

if R6 .4=1 then R5 .4:=1 R6 .4:=0 
procedure S(1,n+1) { T1,R5=[s,p,j,~] } 

Rs<- Rs(1,n) T1 :=Rs 



Cell S(1,1) has to be initialized with ~=1 at 
the time where the elements •(r,r) are read in. 
This oorrect timing can be achieved also by detecting 
that R5 .3=r in cell S(1, 1). This initialization 
propagates from m=1 to m=n+1. 

2. Solution of the single-pair SP problem 

In contrary to the foregoing array, cell 
S(1 ,n+1) marks all edges which belong to the SP 
from r to t. To this end, the vertex number t has 
to be read into this cell before the first edge 
of the single-source tree enters. The variable ip 
is ljJ=1 if the edge is part of the SP from r to t. 

JX'(lCedlJre S(1,n+1) { T1,R5 =[s,p,j,ip] ; In4,R8 =[p] 
R5 + R5 (1,n) 
if 'input operation' then R8 :=In4 
if R5 .3=R8 .1 then R8 :=[R5 .3] ; R5 .4:=[1] 

else R5 .4:=[0) 
T1 :=R5 

If the output T1 propagates to the left through 
the cells S(1 ,m) it is possible to delete the 
edges with ljJ=O such that the searched edges 
can be read out from S(1,1) concurrently. 

3. Solution of the all-pairs SP problem 

According to Fig.2 each row contains a copy 
of the linear sorting array just described. The 
initialization has to take place if •(1,1) enters 
S(1,1). After that, the initialization propagates 
down and right in form of a wave front. The outputs 
Tl concurrently carry the edges of the trees of SPs 
rooted from vertices 1. 

If the outputs Tl are propagated to the left, 
it is possible to store in S(l,m) the SP fran 1 tom 
in form of a list of edges (O(n•) area is needed). 

V. Concluding Remarks 

It is noted that the above algorithms can be 
used to solve other combinatorial optimization 
problems which require the determination of a 
shortest paths or breadth-first spanning tree. 
The determination of the adjacency matrix of 
the single-source tree of SP is possible too in 
O(n) time if the cells in the first row and last 
column of the systolic array have add! tional 
functions. 

Recently, it has been shown by the authors [9] 
that algorithms of the form shown in Fig.1 can 
be carried out on a linear systolic array in O(n 2 ) 

time with O(n) operating cells. The data at the 
input and output occur in lexicographical order 
and pipelined arithmetic units can be used. 

Acknowledgement -- The authors wish to thank Pro­
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procedure initialization 
for all pairs of vertices i,j do begin 

d (i ") ·= {l(i,j) if (i,j)e:E 
0 ,J . m otherwise 

. _ { 1 if ( i , j) e:E 
so(i,j) .- m otherwise 

Po ( i , J.) . _ { i if ( i, j) e:E 
.- m otherwise 

end 

procedure modification 
for k:=1 ton do begin 

for all pairs of vertices i,j do begin 
if ( dk_1(i,j)>dk_1(i,k)+dk_1(k,j) ) or 

( dk-1{l,j)=dk-1(i,k)+dk-1(k,j) and 
sk_1(i,j)>sk_1(i,k)+sk_1(k,j) ) 

end 

then begin 

dk(~.~):=dk-1(~,k)+dk-1(k,~) 
sk(1,~):=sk_1 (1,~)+sk_ 1 (k,J) 
pk(i,J):=pk-1(k,J) 

end 
else begin 

dk(i,~):=dk-1(i,~) 
sk(~,~):=sk-1(~,~) 
pk(l,J):=pk-1(l,J) 

Fig.1: Extended Floyd-warshall algorithn 
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Fig.2: Systolic array for the all-pairs SP problem 
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Abstract -- In this paper we propose a method to derive 
systolic designs with non-uniform data fiow. One of the major 
difficulties in systematic design is in transforming the original 
sequential specification of a problem into a form suitable to 
VLSI implementation. Our approach to automatically restructur­
ing a problem is based on a subset of the data dependencies 
extracted from the original problem specification. By using such 
dependencies we are able to identify chains of dependent compu­
tations which are then converted into recurrence equations. The 
mapping of the new specification into hardware is also based on 
data dependencies. We illustrate the methodology by applying 
it to algorithms using dynamic programming. 

1. Introduction 

The development of efficient VLSI algorithms is relevant 
to many applications including signal and image processing, 
which justifies the considerable interest for this topic. In recent 
years, the problem of synthesizing VLSI design - and systolic 
design, in particular - has also received much attention. Sys­
tematic methodologies for the derivation of systolic algorithms 
have proved useful both in finding new designs and in verifying 
the correctness of old ones. Moreover, the possibility of automat­
ically generating a number of viable algorithms for the solution 
of a given problem enables the selection of an optimal algorithm 
among a wider set of candidates. The optimality can be based on 
such parameters as completion time T, number of processors P , 
chip area, etc.[9]. Most of the existing synthesis methods tend to 
minimize the completion time. 

Systolic systems generally are characterized by simple pro­
cessing elements and regular and local communication pattern. 
However, the definition of a systolic system changes according 
to different authors. Here we shall refer to synchronous systems, 
i.e. systems with a global clock for the timing of all processing 
elements, and assume that all computations are data independent. 
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The first and probably most challenging part of the sys­
tematic design process is in the transformation of the high-level 
problem specification into a form better suited to VLSI imple­
mentation. Such a form can be, for example, a system of first­
order recurrence equations, a uniform recurrence equation, or 
nested loops with constant data dependencies. Often, this 
transformation is obtained by using techniques similar to those 
used for software compilers: buffering of variables, addition of 
new variables, etc. However, it is not well understood how to 
select a good transformation especially for some complex non­
numerical problems. Some authors assume that the problem is 
already given in the required form, and concentrate on how to 
map it into hardware. 

A fundamental distinction between different approaches to 
the mapping problem is whether they use data dependence 
based transformations [ 1, 3, 8-13] or delay operators applied to 
the mathematical expression of the algorithm [5]. For a survey 
of the various methods see [2]. 

The transformational approach based on data dependencies 
has been successfully applied to a variety of algorithms charac­
terized by constant data dependencies. For such algorithms linear 
time and space transformations of the index set into VLSI arrays 
have been derived [11-13]. The resulting designs have constant 
and regular data flow. However, a number of more complex 
problems with non-constant data dependencies require non 
linear transformations. A typical example is the optimal 
parenthesization problem, which uses dynamic programming. 

A non-linear transformation for dynamic programming was 
indicated in [12]. However, the paper does not precisely 
describe how the transformation is obtained from the algorithm 
specification. Chen [l] presents a methodology for mapping 
algorithms expressed as systems of first order recurrence rela­
tions into systolic arrays. The synthesis procedure allows designs 
with non-uniform communication patterns. The mapping is done 
inductively, starting at the boundary conditions. By using this 
technique, various designs, corresponding to different communi­
cation patterns in the systolic array, are derived for dynamic 



programming. The procedure, based on a point-by-point map­
ping, appears to be quite lengthy. In [10] a mathematical model, 

based on a sequence notation, is used to represent index transfor­
mations. The model provides a precise specification of systolic 
designs. It allows arbitrary interconnections in systolic networks 
and is not restricted to linear transformations. The paper does not 
give a constructive methodology to find the transformations. 

This paper presents a systematic method for the design of 
VLSI algorithms. The method consists of transforming the 
high-level problem specification into a set of mutually dependent 
recurrence equations. To select the appropriate transformations 
we propose a two-step refinement procedure. The procedure first 
determines a coarse timing function of the computations in the 
original specification of the problem, based on a maximal set of 
constant data dependencies; then uses this function to guide the 
search for an index transformation. Ordered chains of dependent 
computations are identified in the algorithm, according to such 

function, and an index transformation is applied to each single 
chain. The index transformation must be compatible with the 
timing function, i.e. all the computations whose operands are 
available first will be performed first. Subsequently, the mapping 

of the obtained system of recurrence equations into a VLSI net­
work is performed by applying linear time and space transforma­

tions separately to each recurrence subject to global constraints. 
The resulting design may have non-uniform data flow. 

This paper is organized as follows. Section 2 describes a 

method which helps deriving from an abstract algorithm a set of 
mutually dependent recurrence equations. Section 3 illustrates 
the method by applying it to dynamic programming. In section 4 
time-space transformations are used to map the new specification 

into a VLSI array. 

2. Deriving a systolic algorithm from the high-level specification 

In this section we discuss how to transform the high-level 

problem specification to adapt it to a VLSI architecture. The task 
of enhancing pipelining and local communication in an algo­
rithm is generally accomplished by index transformations which 
involve adding indices to existing variables in the algorithm, or 
by renaming variables, or by introducing new variables. The 

aim ·of these transformations is to produce a new specification 
which is in canonic form. 

Definition. A canonic form consists of a structured set of compu­
tations written as a recurrence relation or a nested loop. The set 
includes input statements, output statements, assignment state­
ments, and conditional assignment statements. The recurrence 
relation or nested loop defines an index set 

I"={(i1 .... ,i,,) 1 l/Si 1Sl'{, ... ,l,,1st,,SI,?-}, subset of the set 
Z" of the n-tuples of integers. We assume that the following 
conditions are satisfied: 
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CAI - each variable in the algorithm is associated with an index 

vector 7=0 1,ii, ... ,i,,), i.e. is an element of an n-dimensional 
array. In other words, there is a one-to-one correspondence 
between the n -tuples in I" and the dimensions of any array used 
in the algorithm. 

CA2 - if S is an assignment statement indexed by (ii.i 2, ... ,i,,), 
and a variable on the right side of S is indexed by (h,h, ... ,j,,), 
then each ik may depend only on ik. 

CA3 - a variable is used exactly once after it is generated. 

It is not always possible to transform a given problem into 

canonic form. For problems which do not have such a represen­
tation we attempt to rewrite them into a form of many modules 
each being in canonic form, i.e. satisfying condition CA1-CA3. 

The canonic form does not explicitly specify any ordering 
among the computations; the lexicographical ordering in /" is 
arbitrary and therefore irrelevant to our purposes. Rather, an 
implicit partial ordering of the computations is given by the data 
dependencies. The dependence vector of a variable is defined as 
the difference of the index vectors of computations where the 
variable is used and generated [7]. The data dependence vectors 

a1 • ••• , a,,. associated to the variables of a recurrence can be 

represented as a matrix D=[£l1 · · · £lml• whose columns are 
labelled by the variable names. A variable may have many 
dependencies each corresponding to a different index vector; in 

this case there will be a column in the D matrix for each pair 
(variable, index vector), labelled by the pair itself. A partial 

ordering > D defined in I" by the data dependencies is such that 

1>v1' if 7= 1'+ ili forsomeiljeD. 

Transformations applied to derive a canonic form do not change 
the algorithm fundamentally, but only the data dependencies 

among the variables. The new data dependencies in the resulting 
specification of the problem are therefore not characteristic of 
the problem itself but of its parallel implementation. Indeed, as 
is well known, there are in general several ways to transform a 
given problem specification, according to the previous rules, 
each way producing a different set of data dependencies. How­

ever, not all the possible transformations lead to a feasible VLSI 
design. Moreover, different transformations may result in dif­
ferent performances. Consider the two following examples: 

Example 1. The convolution problem is defined by : given a 
sequence x 1, ••. , x,, and a set of weights w 1, ... , wk, determine 
the sequence y1, ••• ,y,, such that: 

Yi = l:k=l,s Wk * X;-1c 



Broadcasting of x and w can be eliminated by adding one more 

index to all variables x, w, and y. At least two different index 
transfonnations can be applied which produce the two 
recurrences in canonic fonn below: the first is a backward 

recurrence, where the variable Yi,k is defined in tenns of Yi,.t-Jo 
and the second is forward recurrence, where the variable Yi,.t is 

defined in tenns ofyi,k+l· 

OSi Sn; OSk Ss 

Wi,k = Wi-1,k 

Xi,k = Xi-1,k-1 

Yi,.t = Yi,.t-1 + wi,k *xi.k 

OSiSn; OSkSs 

Wj,k = Wi-1,k 

Xi,k = Xi-1,k-1 

Yi,k = Yi,.t+l + Wj,.t*Xi,k 

(1) 

(2) 

Data dependencies corresponding to the two recurrences intro­
duce two different partial orderings in 
J2={(i,k) I OSiSn; OSkSs}, which translate into two different 

schedules for the computations and consequently into different 
systolic designs. 

Example 2 . Recursive convolution 

This problem can be expressed as: given a sequence of weights 
w Jo .. , wk, detennine the sequence y 1, .. ,y,, such that: 

Yi = ~k=1,s Wk * Yi-k 

Of the two recurrences which can be derived by using transfor­
mations similar to those used for the convolution problem, only 

the forward recurrence has to be considered for a systolic imple­
mentation. The backward recurrence uses data before they are 
generated therefore cannot result in any meaningful design. 

For more complex problems, such as optimal parenthesiza­
tion using dynantic programming, selecting a good initial 
transfonnation is not an obvious task and in fact straightforward 

transfonnations such as those applied to the convolution prob­
lem fail. It is clear that this part of the synthesis procedure 
sometimes requires creativity and programming experience. We 
suggest a way to assist the human designer in this crucial task. 
The method we propose here relies on identifying a set of con­
stant data dependencies in the original fonnulation of the prob­
lem. 

A two-step procedure 

We assume that the high level specification of a problem is 
written in the fonn of a nested loop with the index set I" defined 
by: 
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I"={(i1 ... .,i,,) I l/Si1Slt' ... ,l,.1Si,,Sl,?-J, 
We assume that, unlike the canonic fonn, the loop contains a 
variable which is ans-dimensional array. More specifically, we 
let s =n-1 and assume that the loop contains an assignment state­
ment of the fonn: 

c(i8 ) = f (c(i8 - Jn .... , c(i8 - d!,)) (3) 

where: i8 =(i 1, i 2, .. ., i,) is ans-tuple of indices of the loop; 

dj=(aj,1• . ., aj,1-l• i1-i,,, aj,t+l• . ., aj,s), j=l,..,m; 

and where ajJ are integer constants. In other words, the index i1 

on the left side of (3) is replaced on the right side by the index 
i,,. . 

Each vector dJ, U=l, . .,m ), represents a non constant data depen­

dence for variable c, since its t-th component is a function of the 

two indices i1 and i,,. We can expand dJ into a number of data 
dependence vectors, each corresponding to a specific value of 
index i,. in the t-th component. Then, we associate to each pair 

(variable ,index vector)=(c, 1,) the set D~ of all the data 
I 

dependence vectors obtained by expanding di,. .,i:,. 
Our strategy to select the initial index transfonnation con­

sists of a two"step procedure. Let 
1• = {(i 1,. .. ,i,) I l/Si 1Slt, ... ,l,1Si,Sl,2}. First, detennine 
from the high-level specification of the problem a coarse timing 
function T: I' -+ Z. This function will be used in the subse­
quent step of the procedure to guide the search for a schedule of 
computations indexed by /". We derive T from a subset of the 

data dependencies of the algorithm, namely, the subset of con­
stant data dependencies, thus, T provides only a lower bound for 
an actual timing function for 1•. Furthennore, T depends only on 
the implicit dependencies of the problem since it is derived 
before any arbitrary ordering of the computations is introduced. 
The set D~ of data dependencies is non constant in the compu-

i' 

tation space. However, the set Dc defined as the intersection of 

D~ for all ;• e 1• contains only constant data dependencies. 
i' 

For a nested loop with constant data dependencies, a linear (or 
quasi-affine) timing function can be detennined by applying the 
transfonnational method described in [11,13]. Thus, if Dc is not 
empty we can derive a linear timing function T : / 8 -+ Z which 

is compatible with the set Dc, i.e. i8 >o· I" implies 

T(i3 ) > T(i''). In [11, 13] necessary and sufficient conditions 

for the existence of a linear timing function are given. In partic­

ular, it must be: 

T(di) > 0 for each dieDc (4) 

System (4) may have no solution or several solutions. In this 

latter case, the one which minimizes the total execution time 
(defined as the difference between the minimum and maximum 

value of T) is chosen. 



It obvious that if 'C is an actual timing function for I' then 

it must be 't(i');;:: T(i') for each i-. e/9. Moreover, because of 
the monotonocity of data dependencies in Dc , it must be 

i' 

-c(i') > -c(l'') if T(i9 ) > T(l''). 

The partial ordering defined by T on the set of computa­
tions I' defines a partial ordering in a subset of 1n based on the 
availability of operands. Consider the set J" c 1n consisting of 

the n -tuples (i9 , in) for any given i9 e I' and for ln1Sin gn2. For 
any two such n -tuples, we introduce the relation >T defined by: 

Max{T(i9 -di) .... , T(i9 -d:)} > Max{T(i9 -d-;), .. , T(i9 -d:)} 

where Jj and dj' (j=l,..,m) are the data dependence vectors in 
(3) corresponding to values i: and i:·. respectively, of index in. 
Obviously, the relation >T is a partial ordering in J". Thus, J" 
can be decomposed into a number of chains, i.e. subsets whose 
elements are linearly ordered (relative to each other). Of course, 
there will be only one chain if the relation > T is linear to start 
with. Each chain consists of indexed computations which have 
to be carried out one after the other in a specific linear ordering. 
Computations belonging to different chains can be carried out 
independently. Among the many chain decompositions of the 
partially ordered set J", we choose the one in which the compu­
tations in a chain are also sorted (in either increasing or decreas­
ing order) according to the index in . Let us denote by s the 
number of such chains. 

At this point, we are ready to restructure the given algo­
rithm. We partition the computations indexed by J" into s 
separate recurrences, each corresponding to a distinct chain. In 
each recurrence the ordering for index in is chosen according to 
its ordering in the chain. Then, we transfonn each recurrence 
into canonic fonn using the three previous rules: 1) adding 
missing indices, 2) adding new variables, and 3) renaming old 
variables. In addition we also add statements between 
recurrences to correlate variables in distinct recurrences. In fact, 
a recurrence may use a variable generated in another recurrence. 
This last step may introduce non-constant data dependencies in 
the system. 

In conclusion, the obtained new specification is expressed 
as a system of s modules, each module being a recurrence 
equation in canonic fonn. Non-constant data dependencies may 

occur between variables of different modules. 

3.An application to dynamic programming 

Consider the dynamic programming technique applied to 
such problems as optimal parenthesization, and shortest path. 
Both problems can be expressed by the recurrence: 

lSiSn;i<jSn 

ci,j =mini<k<j f(ci,Jeo Ck,j) (5) 
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with initial conditions: 

ci,i+l = Cj 1SiSn 

for some function f. Note that no explicit ordering for the 
indices i ,j, and k is specified. If we choose the nonnal lexico­
graphical ordering for the three indices and we apply some index 
transfonnation we can derive a canonic fonn from the above 
recurrence; however, the systolic implementation of it will have 
execution time 0(n2) since it does not overlap the computations 
ofc;j fordifferentk. 

Let / 3={(i ,j ,k) I lSi ,jSn ;i<k<j} be the index set of the 
recurrence above; and let /2={(i ,j) I lSi, jSn} be the index set 
defined by variable c. Each pair (c, (i, j)) is associated with a 
distinct set of data dependencies (here represented in matricial 
fonn): 

0 i-k 

D(; il = 
j-k 0 

or in expanded fonn: 

0 0 0 -1 -2 i-j+l 

D(; i> = 
j-i+l 2 0 0 0 

The intersection Dc of all the set D(i,i> (lSi,jSn) is non 
empty and is given by: 

0 -1 

D(; j) = 
0 

We derive a timing function T : / 2-7 Z compatible with Dc. 

Since Dc contains only constant data dependencies, we can 
apply the methodology discussed in [11] to detennine a linear 
timing function. Conditions (4) applied to the data dependence 
vectors inDc give: 

T1>0 and T2S-l 

The least integer values that satisfy the above equations are: 

Thus, the optimal time transfonnation is: 

T(i,j) = j- i. 

Next we consider the partial ordering >T in 
J 3={(i ,j ,k) I i ,j are fixed and i <k<j} defined by: 

(i ,j Jc) >T (i ,j ,k") <==::=> 
Max{T(i,k\T(k',j)} > Max{T(i,k'').T(k"J)} 



Notice that the minimal elements with respect to >r are: 

(i,j, (i+j)/2) ifi+j isevenor 
We can now rewrite ($) into a fonn where the execution 

ordering of index k is specified according to the above chains. 

The new specification of the problem consists of two 

recurrences: the first recurrence is a forward recurrence where 

the index k varies from (i+j)/2 to i +1 (or from (i+j-1)/2 to i+1 

if i+j is odd); and the second is a backward recurrence where k 

varies from (i+j)/2 to j-1 (or from (i+j+l)/2 to j-1 if i+j is 

odd) . To transfonn each recurrence into canonic fonn some 

further manipulation is necessary. We first add missing indices 

to variables on both sides of (s) and tlien introduce new 

recurrence variables to eliminate broadcast of a variable to dif­

ferent destinations. We use different sets of variables for the two 

recurrences. Each recurrence initializes some of its variables 

to values generated by the other recurrence. Now equations (s) 
can be convened into the following system of mutually depen­

dent recurrence equations: 

(i, j, (i+j-1)/2) and(i, j, (i+j+l)/2) ifi+j is odd. 

By repeatedly finding minimal elements after removing the 

previous minimal elements from the set we obtain a decomposi­

tion of J 3 in the two chains below (here we only write the third 
component of the index vectors): 

{if (i+j) is even} 

(i+j)/2, (i+j)/2-1, .. ., i+l; 

(i+j)/2+1, (i+j)/2+2, .. ., j-1. 

{if (i+j) is odd} 

(i+j-1)/2, (i+j-1)/2-1, .. ., i+l; 

(i+j+l)/2, (i+j+l)/2+1, .. ., j-1; 

for i :=1 to n-1 do a/: ;+1, i+l := c;, ;+1; c;, i+l, i+1:= c;, i+I; 
for/:= 2 to n-1 do 

for i := 1 to n do begin 

j:= i+l; 

if (i+j)=even) then begin 

A1: k:=(i+j)/2; a;'.j.k = " 
ai,j-t,k ; 

A2: 
ifk=i+lthenb;'.j,k :=c;+1,j,j elseb;'.j.k :=b;~i.j,k; 
c;:j.k :=/(ai:j.k, bi1,j,k ); c/:i.k := ci:j,Jr. 

A3: 

A4: 

end 

else begin {i+j=odd}; 

k:=(i+j-1)/2; a;'. j, k := a/.j-1, k ; 

if k= i+l then b;'.j. k := c;+J,j, j else b;'. j, k := b;~i.j. k ; 

e;'.j, k := f (a;'.j. k , b/,j. k ) 

k := (i+j+l)/2; 

ifk:=j-lthena;"1· k :=c; 1·_11·_1elsea·"· k .-• • • • 1,J, 

b;':j.k := b;~J.j,k; 

C;,j,k := f(a/:j,k, b/:j.k ); 

end 

for k:= r(i+j-1)/2 -11 downto i+l do begin 
, , 

a;,j,k := ai,j-1,k; 

ai,j-1, k ; 

if k= i+l then b;'. j, i+l := c;+1, j,j else b;'. j, k := b;~1 • j, k ; 

ci:j,k .- h (c/.j,k+t•f ( ai:j.k, b/,j,k) ); 

end; 

fork:= LCi+j+l)/2+1jto j-ldobegin 

"fk . 1th " " ,, 1 =1- enai,j,k :=ci,j-l,j-lelsea;,j,k :=ai,j-l,k; 

b·". k ·= b·" . . l,J, . 1+1,J, k , 

c/:j. k := h ( c/:j. k -I• f (a/:j. k ,b/:j. k )): 

end; 

AS: Ci,j,j := h (e;'.j,i+I• C;~j.j-i); 
end. 
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From the above specification we extract distinct sets D 1 and D 2 

of local data dependencies for the two modules. 

c' a' b' c a b" 

0 0 -1 0 0 -1 

D1= 0 1 0 Dz= 0 1 0 
-1 0 0 1 0 0 

Non-constant dependencies between variables of distinct 

recurrences are defined by statements Al to AS in the algorithm. 

We will refer to such dependencies as global dependencies. 

4.Map,ping the algorithm into hardware 

Once the algorithm has been converted into the new form, 

the mapping into a VLSI array can be accomplished in two 

steps: 

1) Finding for each individual module in the algorithm 

representation a separate tinting function which is compatible 

with the local data dependencies and also satisfies the constraints 

imposed by the global dependencies. 

2) Finding a space mapping for each module into the pro­

cessors of a physical network: which is compatible with the tim­

ing function and satisfies global constraints. 

Assume that each processor of a VLSI array is assigned a 

label leL11- 1c zn-l. Furthermore, the connection pattern of the 

network: is described by a set of vectors .6.=[l:)i,8z, ... , 58 ] which 

specify the interconnections among the processors. Precisely, 5; 

is the difference of the integer labels of adjacent cells in the net­

work. 

The space mapping is a mapping from the set of computa­

tions to the set of processors 
S : I"-+ L 11- 1 

which maps simultaneous computations into distinct processors. 

Determining a solution for S is equivalent to find a solution to 

the diophantine equations: 

SD =AK (6) 

for which the matrix r~i 't being the time function, is non­
singular. In (6) K is an integer matrix with positive elements. 

The equations may not have any solution or have several solu­

tions. If no feasible solution is found, the design procedure is 

repeated by starting with a different timing function or else a 

different physical network. If several solutions are possible, the 
one which is optimal according to some criterion is chosen. A 

criterion can be, for example, the minimum number of required 
processors. These issues are discussed in [3]. 

Referring again to the dynamic programming algorithm, 

we first seek linear time transformations A. and µ for module 1 
and 2, respectively. Furthennore, let a be the timing function for 

computation in AS outside the two modules. The linearity 
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requires that for the dependence vectors of the modules it must 
be: 

A. (d) > 0 for ileD1 and µ (il) >0 for ileD2 

that is: 

A.1 s -1 A.z ~ 1 ~ s -1 

µ1 s -1 IJ.z ~ 1 ~ ~ 1. 

Constraints specified by Al-AS lead to the following equations: 

'>J..i' j' (i+j)/2) > µ(i. j-1, (i+j)/2) 
'>J..i, j, i+l) > a(i+l, j, j) 

µ(i,j,j-1)> a(i,j-l,j-1) 
µ(i' j. (i+j+l)/2) > '>J..i+l, j. (i+j+l)/2) 
a(i, j, j) ~ max['>J..i, j, i+l),µ(i, j, j-1)] 

It easy to check that an optimal solution to the above system is 

given by: 

Hence: 

A.1=-l A.z=2 ~=-1 

µ1 = -2 IJ.z = 1 ~ = 1 

<J1 = -2 <J2 = 1 <J3 = 1. 

'>J..iJ,k) =-i+2j-k 

µ(iJ,k) =-2i+j+k 

a(i J J) = -2i+2j. 

The next step is to find a mapping of the computations 

indexed by / 3 into the processors of a VLSI array. We consider 

a triangular array labelled by L 2 = {(x,y)}c z 2• The inter• 
connections among cells are specified by the matrix: 

0 0 

0 -1 0 

The mapping function S: / 3-+L2 of the computations in the tri­
angular array is obtained with a construction similar to the one 

for the timing functions. The same space function is determined 
for the two modules and is given by: 

S(i J ,k)=(j ,i). 

The resulting design is identical to the one first introduced in [4]. 

The systolic array and the action of a cell are depicted in figure 
1. 

5 Conclusions 

We have suggested a methodology to assist a human 

designer into the difficult task. of designing a VLSI algorithm 



starting from a sequential specification of a problem. Among the 
many possible transfonnations which can make parallelism 
explicit in a program the method helps selecting a feasible and 
optimal sequence of transfonnations. The methodology appears 
useful for complex nonnumerical problems for which standard 
restructuring techniques seem inadequate. The class of obtain­
able designs is not restricted to designs having constant data 
flow. 
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Abstract 

We illustrate that the verification of systolic 
architectures can be carried out using techniques 
developed In the context of verification of programs. 
This is achieved by partitioning the original problem Into 
three parts, namely proving the correctness of the data 
representation, of the Individual processing elements, 
and of a composition of a number of such processors. 
By expressing a processing element as a function on a 
stream of data we are able to utilize standard proof 
techniques from programming language theory. This 
decomposition leads to relatively straightforward proofs 
of the properties of the systolic architecture. We 
illustrate the techniques via a substantial example, 
namely ~e proof of the correctness of a linear-time 
systolic architecture for computing the gcd of 
polynomials. Although this architecture has been 
designed a few years ago, a formal proof of correctness 
has not hitherto appeared In the literature. 

I Introduction 
In the last few years there has been much Interest In 

the use of formal techniques for the design and analysis 
of VLSI circuits. Special formalisms have.been Invented 
for expressing transformations and specifications of 
such circuits. One important aspect of the analysis of 
circuits is the correctness problem. In this paper we 
.address the correctness problem for an important class 
of parallel architectures, namely systolic arrays. This 
problem is decomposed In such a manner that formal 
techniques from programming language theory can be 
used In a straightforward manner. The particular 
techniques we use were Invented in the context of 
proving the correctness of data representations (3) and 
semantics of functional languages (4). 

The Individual processors In systolic arrays act 
synchronously (at least they can be conceptually viewed 
thu!, even though t.lie actual implementation may be· 
asynchronous) on streams of data tokens. As a result 
their operation can be divided Into a three-step 
read·execute-write cycle, where the execute phase does 
not branch on the availability of data values. It has 
been shown (4) that under such conditions the action of 

This :research was sponsored tn part by the 011\ce of the Naval Research 
ur.der contract NOOOI4-83·K-1>3I7, and tn part by a Untveratw of Utah 
fellowship. Trawl and other support was obtained from an IBM faculw 
dewlopment grant. 
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such a process can be described completely by a stream 

functiDn. The action of the entire network is therefort> 
merely the composition of these individual functions. 
The verification problem is thus reduced to the problem 
of verifying that the composition of a caeraln number 
copies of a function computes as specified. We shall 
illustrate the technique by proving the correctness of a 
linear systolic architecture for computing the greatest 
common divisor (GCD) of two polynomials [ 1). Due to 
lack of space, we present here only a brief outline of the 
proof. The interested reader is referred to (8) for full 
details. 

The rest of this paper is organized as follows. In the 
following section (Sec II) we briefly describe the 
architecture of the chip. We also express each processor 
In the array as a stream function, provide a 
representation mapping from the domain on which the 
chip operates(i.e. streams of numbers) to the. domain of 
polynomials, and give a representation Invariant. The 
following section, (Sec III) then formulates- the actual 
veriflcaton problem as three subproblems ~d addresses 
each In turn. Finally in Sec IV we compare our 
technique with other existing techniques. for verifying 
systolic architectures. 

n Description of the gcd chip 
The basis of the gcd-chip is Euclid's algorithm which 

depends on the following lemma. If A and B are two 
non-zero polynomials as shown below, 

A = a1 x1 + + -a1 x + a 0 

B = bjxj + ••• + b 1x + b 0 

then their gcd satisfies the following Invariant. 

gcd(A, Bl = gcd( (A - [ai/bj]x:1-j*Bl. Bl if i;::j 

gcd(A, (B - [bj/a1Jxj-i*Al l if j;::i 

This serves as the basis for a gcd-preservlng 
transformation that also reduces the degree of one of the 
polynomials by at least one. It is successively applied to 
the original pair of polynomials until one of them is 
reduced to the zero polynomial, at which point the other 
one is the desired gcd. 4et us view a polynomial as a 
sequence of coefficient-power pairs In decreasing order 
of power. The first term has a nonzero coefficient, and 
thus its power is the degree of the polynomial. If p 1 and 
p2 are two such sequences we can express Euclid ~' 



algorithm as in Fig 11-1. In our proof of correctness we 
shall show that the gcd architecture computes exactly 
this function. 

gcd(pl, P2l = 
if p 1 = (0, OJ then p2 
elseif p2 = [0, OJ then p1 

elseif deg(p1) ~ deg(p2) then 
gcd ( (p1 - [Q (p1 , p2 ) , (deg (p1 ) -deg (p2 )) J *p2 ) , p2 ) 

else 
gcd(p1 , (p2-[Q(p2 ,p1), (deg(p2 )-deg(p1))]*p1)) 

where 
deg (p) = second!flrst(p)) is the degree of p; 

Q(p1 , p2 ) = .first(.first(p1 )) lfirsttfirst(p2 )) 

is the ratio of the leading coefs of p 1 and p2 ; 

and'-' and'*' are operations on polynomials; 
first (and second) is a function that 
returns the first (second) element of a list. 

Figure U-1: Euclid's algorithm 

The Kung-Brent architecture consists of 2*m-l 
processors cascaded linearly. Each processor has three 
data input (and output) channels, and one control line 

. start. Two of the data channels,.a and b carry streams 
of numbers, and the third, d carries a single integer 
(aligned with the signal on the start line). The 
processor begins a new cycle when it receives a start bit 
on the start line. Depending on whether or not d is 
non-negative the processor determines whether stream 
A or stream Bis to be reduced (say A). It then computes 
the coefficient q (= a 1/b1, while delaying the other 
stream B by one time unit. After this it cycles through 
the rest of the input stream (i.e. until a new start bit 
appears) replacing each a element by .ai -q*b1, and 
passing stream B unaltered (except for the delay). We 
shall consider the processor operating on only one pair 
of polynomials. From the description of each processor, 
the equivalent stream function (called reduce, see Fig 
II-2) can easily be determined, using the technique 
described in (7). 

reduce(sA, sB, d) = 
if first(sA)=O or ifirst(sB);i;O /\ d~O) then 

ff< rest( SA) 'rest (SB) ,first ( s A) !fu'st( SB) ) "0' SB' d-1 J 
else 

[ sA,f(rest( sB) , rest(sA) ,.ftrst(sB) /first(sA)) "0, d+lJ 

where J is defined as 
j(sl' s 2 , q) = if s 1 = [J then [] 

else 
!flrst(s1 ) -q*.first(s2 )) "f(rest(s 1), rest(s2 ), q) 
Note: A is an infix cons operator 

Figure II-2: 11ie.function reduce 

In order to prove the correctness of the gcd chip we 
must now demonstrate that the function reduce, applied 
2*m- l times to input streams of length m yields the gcd 
of the polynomials that the input streams represent. 
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Before formulating this problem we must set up some 
basics. Firstly, we must give a mapping, rep from the 
data-domain on which the chip (i.e. reduce) operates 
(treams) to the abstract domain of interest (polynomials). 
Secondly, we must specify a representation invariant, R 
that must be satisfied by elements of the data domain. 
This is done as follows. · We define rep in terms of 
another function prep which talces an integer d and a 
single stream of numbers s (which has no .leading 
zeroes) and yields a polynomial. 

prep(s, d) = 
if d = 0 then 

ifs=[] then [0,0J else f.first(s), OJ 
elseif s=[J then [0,dJ"prep(s, d-1) 
else fjirst(s), d] "prep(rest(s), d-1) 

Using this we now define rep (Fig II-3). AllZero(s) is 
a predicate asserting that all elements in s are zero, 
StrlpTra.UingZeroes(s) is a function that removes all 
trailing zeroes from a stream s (provided AllZero(s) is 
false) and Final(i, s) is the stream consisting of the last i 
elements of a stream s. 

rep(sA, sB, d) = 
if AllZero(sA) then 

[ [ o, o J , prep ( StripTra.llingZeroes ( sB) , 
· length(StripTra.llingZeroes(sB) )-1)] 

elseif AllZero(sB) then 
[prep(StripTra.UingZeroes(sA), 

length(StripTra.llingZeroes(sA) )-1), (0, 0] J 
elseif first(sA) =0 then rep(rest(sA), sB, d-1) 
elseif first(sB) =0 then rep(sA, rest(sB), d+l) 
else 

rep' ( StripTra.llingZeroes ( s A) , 
StripTra.Uingz.eroes(sB), d) 

where 
rep'(s 1 , s 2 , d)= 
if d > length(s1 ) - length(s2 ) then 

[prep (s 1 , length(s2 ) +d-1), 
prep(s2 , length(s2 ) -1)) 

elseif d = length(s 1 ) - length(s2 ) then . 
[prep (s 1 , length(s1 ) -1), prep (s2 , length(s1 ) -1) J 

elseif d < length(s1 ) - length(s2 ) then 
[prep(s 1 , length(s1 )-l), 

prep(s2 , length(s1 )-d-l) J 

Figure U-3: The representation mapping, rep 

The ·representation invariant consists of four 
conjuncts Rl' Rz R3 and R4 which are defined as 
follows. 

R 1 a length(sA) =. length(sB) (= n, say) 
R2 ., tftrst(sA) ;1;0 v first(sB) ;i;O) 
#i (R3 ) a d~O ~ 

(n~d /\ AllZero (Final(d, sB))) v .AllZero (sB) 
R4 a d<O ~ 

(n~-d /\ AllZero (Final(-d, sA))) v AllZero (sAI 



III Problem decomposition and proof 
With this machinery in place, the actual proof of 

correctness ls achieved by demonstrating that reduce 
satisfies the following Conditions. 

• It must preserve the invartant R on every 
· invocation, i.e. 

R(sA, SB, d) ~ R(reduce(sA' SB, d)) (1) 

• It must preserve the gcd of the polynomials 
obtained by applying rep to its input and 
output streams,"1.e. 

gcd[rep(reduce{sA' s8 , d))J = gcd[rep(sA,s8 ,d)) (2) 

• The computation defined by reduce 
"terminates", i.e. if the length of the original 
streams ls m the exactly 2•m- l ap,plications 
of reduce (denoted by reduce2"m· (s A' s8 , d)) 
cause one of the polynomials to become the 
zero polynomial 1• This means that 

fU"St(rep(reduce2"m·tcsA' s8 , d))) = [O,O] 

v second(rep(reduce2"m·tcsA, s8 , d))) = [0,0] (3) 

The proof of Theorem l involves fairly straightforward 
manipulation after substituting the definition of reduce 
in the equation. Next, proving that the function reduce 
preserves the gcd of the polyn9mlals involves a case by 
case analysis on the first elements in the streams s A and 
s8 . Although the prof is somewhat long it is fairly simple 
conceptually. Finally, to prove Theorem 3 we also 
perform a similar casewise analysis. We first show that 
if one of the polynomials that [s A' s8 , d] represent is the 
zero polynomial, then further application of reduce 
leaves the streams (and hence the polynomials they 
represent) unchanged. Then we show that associated 
with each [s A' s8 , di is an integer, N which decreases by 
exactly one on every application of reduce. When N 
becomes zero one of the polynomials ls the zero 
polynomial. The interested reader ls referred to [8] for 
full details. 

IV Conclusions 
We have presented by means of an example how well­

known techniques from programming language theory 
can be profitably applied to the verification of systolic 
architectures. An additional contribution of this paper 
is the proof of correctness of a hitherto unproved systolic 
array. Other researchers have addressed the problem of 
reasoning about systolic architectures (2, 5, 6]. In 
Chen's approach space-time recursion equations are set 
up and their fixed point [9] yields the function describing 
the network. By using our approach we do not need to 

1Note that this formulation of termination Is slightly different front the 
termination In the classical sense. nu. la because our hardware 
architecture has a constant number of processors, and thus applies the 
function raiuce exactly 2m+ l times, regardless of whether It la redundant 
or not. 

2N represents the sum of the number of leading zeroes In one of the 
streams and the degrees of the two polynomials 
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explicitly reason about the time component. Successiwc 
time instants are represented by successive appearances 
of tokens on a stream. Melhem [5] describes a 
formalism involving graphs with colored arcs which is 
very similar to ours. The processing elements are also 
modelled as (essentially) stream functions, though they 
are referred to as operators. The overall network 
behavior is obtained by solving a system of difference 
equations. Purushothaman [6] also has a similar 
approach, where the verification problem is also reduced 
to the solution of recurrence equations. In both these 
methods the equations are set up using the token-wise 
behavior of the individual processing elements, and 
standard techniques for manipulating functions are not 
exploited. Their use of difference/recurrence equations 
implies that both, the data representation and processor 
behavior issues have to be handled simultaneously. 
These issues are cleanly separated in our approach. 
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Abstract In this paper, a design methodology for synthesiz­
ing efficient parallel algorithms and architectures from prob­
lem definitions specified in the language Crystal is presented. 
First, transformations on a problem definition to programs with 
bounded order and bounded degree are introduced. This stage 
of transformations aims to reduce the dominant costs in the 
underlying hardware which might be incurred by a direct par­
allel implementation of the problem definition. At the second 
stage, pipelining is automatically incorporated into an algo­
rithm so that the hardware resources can be most effectively 
utilized. The methodology allows the derivation of systolic al­
gorithms and architectures in a unified framework based on 
Crystal. Since Crystal is a general purpose language for par­
allel proramming, new synthesis techniques and insights into 
problems can be integrated readily within the existing frame­
work. 

1. Introduction 
VLSI technology provides a natural medium for parallel 

processing, from the level of switching elements, to logic gates, 
to functional and control units, and to architectures and algo­
rithms. To expoit its potential fully, parallelism must be used 
at increasingly higher levels. Design automation, consequently, 
must go beyond the level of taking as givens architectural level 
specifications, and should head towards compiling or synthe­
sizing efficient parallel algorithms and architectures. The tech­
nology, on the other hand, constrains the way in which parallel 
computation can be organized. Dominant costs at the tech­
nological level often have profound implications in the designs 
at algorithmic and architectural levels. Clearly, to achieve an 
efficient design, one must take advantage of what the tech­
nology can offer, and minimize the costs associated with the 
constraints it imposes upon the design. 

In this paper, we describe a design methodology that takes 
into account the dominant costs in the underlying technology 
and minimizes such costs to yield efficient parallel algorithms 
and architectures. The design process starts with a problem 
definition specified in the language Crystal (4]. The defini­
tion is interpreted as a parallel algorithm, however naive and 
inefficient it might be. From this naive algorithm, the domi­
nating costs it might incur in the underlying parallel hardware, 
such as that of communications and fan-ins and fan-outs, are 
examined. We then improve the algorithm by a series of trans-
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formations that results in a bounded order and bounded de­
gree program which has reduced hardware costs. Once such a 
program is obtained, it goes through another stage of trans­
formation, called space-time mapping, by which pipelining is 
automatically incorporated into the algorithm and the hard­
ware resources are fully utilized. Algorithms are classified as 
either uniform or non-uniform because space-time mapping for 
uniform algorithms can be obtained by an expedient procedure. 

Throughout this paper, the methodology is applied to the 
dynamic programming problem, which turns out to be a uni­
form algorithm. The well-known systolic algorithm of Guibas, 
Kung and Thompson (7] and others are generated as a result. 
The rest of this paper is organized as follows: in Section 2, a 
mathematical definition of dynamic programming is given. In 
Section 3, its interpretation as a parallel algorithm is described. 
In Section 4, transformations for reducing the number of fan­
ins and fan-outs are presented. In Section 5, transformations 
that reduce long-range communications are illustrated. In Sec­
tion 6, space-time mapping for uniform algorithm is described. 
A general inductive method for finding space-time mapping for 
non-uniform algorithms can be found in (5]. In Section 7, opti­
mization of control signals is illustrated. Finally, some related 
work is discussed in Section 8. 

2. A General Definition of Dynamic Programming 

A large class of optimization problems can be solved by 
dynamic programming. The definition of such problems can 
be posed in a general form where C(i,j) is some cost function 
which is to be minimized. 

{ 

s > 0-+ min {F(C(i,k),C(k,j))} 
i<k<j 

C(i,j) = where Fis some function on the costs 

s = 0-+ C; for some individual cost 

where s = j - i - 1, 
(2.1) 

and i and j are integers in the range 0 < i < j ~ n, for some 
constant n. 

3. Parallel Interpretation of Algorithms 
The straightforward definition given in Equation (2.1) is 



in the form of a Crystal recursion equation with .recursion vari­
ables i and j. It can be interpreted as a parallel algorithm as 
follows: Each pair (i,j) in Equation (2.1) is interpreted as a 
process in an ensemble of parallel processes denoted by the set 

P1 ~ {(i, j) : 0 < i < j ::5 n}. The local processing at each pro­
cess (i,j) is, in this example, the function minid<;{F(xk, Yk)} 
that takes j - i - 1 pairs of arguments. The communication 
between processes is specified, for instance, by the pairs (i, k) 
and (k,j) appearing on the right-hand side of Equation (2.1) to 
indicate that the computation of C(i,j) at process (i,j) needs 
the results from processes (i,k) and (k,j). 

The ensemble of processes and its data flow can be de­
picted by a DAG (Directed Acyclic Graph) as shown in Figure 
1. It consists of nodes, where each node corresponds to a pro­
cess (i,j) in P1, and directed edges, each of which comes out of 
a node whose corresponding process appears on the right-hand 
side of Equation (2.1), and goes into a node whose correspond­
ing process appears on the left-hand side of the equation. The 
directed edges of the DAG define the data dependency relation 
of the algorithm. We say that a process u immediately precedes 
v (u -< v), or v immediately depends on u (v >- u), if there is 

a directed edge from u to v. The transitive closure "..<" of this 
relation, called "precede", is a partial order, and there is no in­
finite decreasing chain from any node v, nor is there an infinite 
number of processes that immediately precede v. Those nodes 
that have no incoming edges are called sources. 

Processes are parallel in nature. A computation starts 
at the sources which are properly initialized, and is followed 
by other processes each of which starts execution ~hen all of 
its required inputs, or dependent data become a~ailable .. 1:he 
parallel execution of the naive dynamic programming defimt1on 
starts with all processes such that s = O, followed by processes 
with increasing s as illustrated in Figure 1. 

J 
6 

+s=O 
,,. .~1 
• 11=2 
• s=3 

•·"" 

Figure 1: The DAG describing the data dependency of dy­
namic programming. 
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An immediate, very naive implementation of the parallel 
interpretation uses one processor for each process, and alto­
gether O(n2) parallel processors are nee?ed. The numbe~ of 
time steps needed to compute the result 1s at best n - ! smc~ 
any C(i,j) cannot be computed until C(i,j-1) and C(i+ l,3) 
are computed. 

4. Problems with Large Number of Fan-ins and Fan-outs 

Due to the inherent physical constraints imposed by the 
driving capability of communication channels, power consump­
tions heat dissipations, memory bandwidth, etc., it is reason­
able ~o assume that data can only be sent or re~eived simulta­
neously to or from a small number of destinations or sources. 
Putting such constraints in algorithmic terms: the number of 
"fan-ins" and "fan-outs" of a datum must be small, where fan­
in degree of a datum is defined to be the number of data items 
on which it depends, and fan-out degree is the number of data 
items dependent upon it. If what we are interested in are prac­
tical and efficient algorithms, the fan-in and fan-out degrees 
should be taken into account in measuring the complexity. 

It can be easily seen that the fan-in degree of C(i,j), which 
appears on the left-hand side of Equation (2.1), is 2s, where 

s ~f j - i - 1. Conversely, for any value appearing as C(i,k) 
on the right-hand side of Equation 2.1, that value is needed by 
C(i,j) for j = k + 1, ... , n (there are n - k such terms). The 
same value also appears as C(k,j) in the equation and it is 
needed by processes (i,j) for i = 1, ... , k - 1 (there are k - 1 
such terms). Since both s and k grow with the problem size 
n, the number of fan-ins and fan-outs therefore grows linearly 
with the size of the problem. 

To avoid the high cost incurred at the hardware level, the 
large fan-in and fan-out degrees must be reduced. In the fol­
lowing transformations, the original fan-in and fan-out degrees 
are reduced from O(n) to a constant while the complexity of 
the original algorithm is maintained the same as before. 

4.1. Reducing fan-out degrees 
The idea used in reducing the fan-out degree is quite sim­

ple: 

Proposition 4.1. Let z(l) for t1 ::5 l ::5 v where t1 and v are 
integers and t1 < v be v - t1 + 1 variables to which a value x 
shall be assigned, i.e., z(l) = x for t1 ::5 l ::5 v (where the fan­
out degree of x is v - t1 + 1). Then the assignments of these 
variables can be performed instead by 

{
l=t1-+X 

z(l) = 
l > t1 -+ z(l - 1) 

or by 

z(l) = { l = v -+ x 
l < v-+ z(l + 1) 

for t1 ::5 l ::5 v 

(4.1) 

(4.2) 

where the fan-out degrees of x and z(l) for u ::5 l ::5 v are 1. 

To decrease the fan-out degree of C(i, k), let the variables 
at processes (i,j) fork ::5 j ::5 n to which C(i, k) will be assigned 
be denoted by a(i,j, k). Similarly, let the variables at process 
(i,j) for 1 ::5 k < i to which C(k,j) is to be assigned be denoted 
by b(i,j,k). Applying Equation (4.1) of the proposition to 
a(i,j, k) and Equation (4.2) to b(i,j, k), we obtain 



{
j = k-+ C(i,k) 

a(i 3· k) -
' ' - . k (" . 1 k) 3 > -+a i,3 - , 

{ 
i = k-+ C(k,j) 

b(i . k) -
. ' 3' - i < k-+ b(i + l,j,k) 

for 1 $ i < k < j $ n. 

(4.3) 

Now the n - k fan-out degree of C(i, k) to all processes (i,j), 
where k < j $ n, is reduced to 1, and so is the k - 1 fan-out 
degree of C(k,j) to all processes (i,j) for 1 $ i < k. We may 
now replace the high fan-out degree values C(i,k) and C(k,j) 
on the right-hand side of Equation (2.1) by the low fan-out 
degree values a(i,j, k) and b(i,j, k): 

{ 
s > 0-+ .min.{F(a(i,j,k),b(i,k,j))} 

C(i,j) = •<k<1 

s = 0-+ C;. 
(4.4) 

4.2. Reducing the fan-in degrees 
The reduction of fan-in degree of a value computed by a 

process relies on the associtivity of the operation being com­
puted. 

Definition 4.1. An operation "Ea", where z = Eau<l<v x(l), on 
v - u - 1 arguments, is associative if it can be replaced by 
the composition of the following sequence of binary associative 
opertions "E9" on variables z(l), u < l < v: 

z(l) = { l = u + 1-+ x(u + 1) (4.5) 
u + 1 < l < v-+ z(l - 1) E9 x(l) 

and z = Zv-1· 

Similarly, the same operation can be achieved by a differ­
ent sequence using both binary and ternary associative opera­
tions. 

Proposition 4.2. If "Ea" is an associative operation on v-u-1 
arguments x(l) for u < l < v, where z = Eau<l<v x(l), then it 
can be replaced by a sequence of binary and ternary operations 
on variables z(l), for m < l $ v of the following form: 

{ 
l = m-+ x(m) E9 x(u + v - m) 

z(l) = m < l < v-+ z(l - 1) E9 x(l) ED x(u + v - l) 

l = v-+ z(l - 1) 
v+u 

where m = r-2-1 
and z = Zv. 

(4.6) 

Since the operation "min" for computing C(i,j) is asso­
ciative, let the high fan-in degree value C(i,j) at process (i,j) 
be computed instead by the sequence c(i,j,k) form< k < j, 

where m ~f rf¥1· Now apply Proposition 4.2 to Equation 
(4.4), and it is transformed to 
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c(i,j,k) = 

s= 0-+ C; 

8 > 0-+ 
k = m-+ min(F(a(i,j,k),b(i,j, k)), 

F(a(i,j,i + j- k),b(i,j,i + j- k)) 

m<k<j-+ 

min(c(i,j,k-1),F(a(i,j,k),b(i,j,k)), 
F(a(i,j,i + j- k),b(i,j,i + j- k)) 

k = j-+ c(i,j,k- 1), 
(4.7) 

and C(i,j) = c(i,j,j) for all (i,j) E P1. 
The application of Proposition 4.2 is motivated by the fol­

lowing: Due to the data dependency, the value F(a(i,j,k), 
b(i,j,k)) for i < k < j cannot be computed before at least 
max(k - i,j - k) time steps. A pair with the least delay is the 
one with k = l t¥ J and/or k = rf¥1, where the delay is about 
half of the interval size. Consequently, the most efficient se­
quence of binary or ternary operations will start with this pair, 
and will be followed by other pairs in the order of increasing 
amount of delay. 

5. Communcations and Bounded-order Recursion Equations 

The following two equations 

. . {j = k-+ c(i,k,k) 
a(i,3,k) = 

j > k-+ a(i,j- l,k) 

{ 
i = k-+ c(k,j,j) 

b(i . k) -
' 3' - i < k-+ b(i + l,j,k) 

for 1 $ i < k < j $ n, 

(5.1) 

are obtained from Equation (4.3) by substituting C(i,k) with 
c(i, k, k), and substituting C(k,j) with c(k,j,j). The system of 

Figure 2: Process structure P2 in which the fan-in and fan­
out degreess are constant, but in which there are still long 
range communications 



recursion equations consisting of Equations (5.1) and Equation 
( 4. 7) is a new algorithm for dynamic programming. The new 

ensemble of processes P2 ~f {(i,j,k) : 0 < i < k < j $ n} is 
now three dimensional, as shown in Figure 2. The added one 
dimension and the increased number of processes are for the 
purpose of decreasing fan-in/fan-out degrees. A remaining cri­
terion for a good parallel algorithm is that all communications 
between processes defined by a system of recursion equations 
should also be local. A few definitions are called for: 

Definition 5.1. The path length between two processes v ~f 
(vi. ... , vm) and u ~f (ui. ... , um) is defined to be lv1 - u1I + 
···+ lvm-Uml· 

Definition 5.2. A communication between two processes u and 
v, where u -< v, is local if their path length is bounded by a 
fixed constant. 

Definition 5.3. The order of a system of recursion equations is 
defined to be the maximum path length between any pair of 
processes u and v, where u-< v. 

Similar to the high fan-in and fan-out degrees, the ex-
. tra delay introduced by the communications of the high-order 
terms in the equations can undermine the efficiency of an al­
gorithm. We therefore require that the order of a system of 
equations be either constant or grow very slowly with respect 
to the problem size. 

5.1. Localizing communications by domain contraction 
Note that Equation (4.7) contains terms a(i,j, i + j - k) 

and b(i,i + j - k,j), which in turn immediately depends on 
processes a(i,j- 1,i + j- 1- k) and b(i + 1,j,i + 1 + j- k) 
by Equations (4.3). The order of the system of equations is 
therefore 2(1k + 1 - !¥1) for i < k < j, which grows with 
the problem size n. To eliminate the high order terms, further 
transformations are required. 

The path length 2{lk + 1 - !¥D between two communi­
cating processes is a linear function of i, j and k. The goal 
is to transform this linear function into a constant one. The 
most obvious choice is to set k = ?:¥, in which case the path 
length becomes 2. Geometrically, we can see that the coordi­
nates of the high order terms above are symmetric to those of 
the low-order terms a(i,j, k) and b(i,j, k), with respect to the 
plane k = (i + j)/2, shown in Figure 2 as a shaded plane. The 
algebraic transformation now corresponds to the contraction of 
the original domain of processes by one half along the plane, so 
that (i,j, k) and (i,j, i + j- k) become a single process (i,j,k). 

Let processes (i,j,k), such that m $ k $ j, be referred to 
as being in the upper half of the process structure P2. Similarly, 
let those processes, such that i $ k $, m' be referred to as being 
in the lower half of P2. 

Let the new process structure be the upper half of P2, i.e., 

Pa ~ {(i,j,k) : 0 < i < j $ n and m $ k $ j}, as shown in 
Figure 3. The data streams a and b of those processes originally 
residing in the lower half must be given new names so that they 
can be differentiated from those of the processes originally in 
the upper half. To achieve this, let d and e be new data streams 
to replace a and b for the processes of the lower half as shown 
in Figure 3. 
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Figure 3: Process structure Pa, in which all data dependen­
cies are local 

5.2. Algebraic manipulation to obtain low order equations 
First, Equation (5.1), defined for (i,j, k), i $ k $ j, is now 

split into two set of equations, one for the case m ~f r !:¥ 1 $ 
k < j where (i,j, k) resides in the upper half .of P2 and the 

other for the case i < k $ m' ~ l ~ J where it resides in the 
lower half. Since, for those processes ( i, j, k) that reside in the 
lower half, a and b will be renamed by d and e, we must be 
aware of the case when a process (i,j, k) is in the lower half of 
P2 while process (i,j - 1, k) might be in the upper half, such 

• h h k I d' •• ( def.• 1· as m t e case w en = m an i + J IS even or s = J - i - IS 

odd). Another case to watch for is when (i,j, k) is in the upper 
half while (i+ 1,j,k) might be in the lower half; it occurs when 
k = m and i + j is even (or s is odd). Two equations in (5.1) 
are now split into four equations, where the above two cases 
are singled out: 

upper half: 

{
j = k-+ c(i,k,k) 

a(i,j,k) = 
m $ k < j-+ a(i,j- 1,k). 

lower half: 

{ 

(k = m') A (odd(s))) -+ a(i,j - 1, k) 
(upper half) 

a(i,j,k) = (k = m1) A (even(s)))-+ a(i,j- 1,k) 

i < k < m'-+ a(i,j- 1,k). 

upper half: 

{ 

(k = m) A (odd(s))-+ b(i + 1,j,k) 
(lower half) 

b(i,j,k) = (k = m) A (even(s))-+ b(i + 1,j,k) 

m < k < j-+ b(i + 1,j,k). 

(5.2) 



lower half: 

. . { k = i-+ c(k,j,j) 
b(i,3,k) = 

i < k ~ m 1 -+ b(i + l,j, k). 

Next, every a(i,j, k) in the lower half is replaced by d(i,j, i+ 
j - k), where (i,j,i + j - k) is now the upper half. Similarly, 
every b(i,j, k) in the lower half is replaced by e(i,j, i + j - k). 

(i,j, k) lower half 

d(i,j, i + j - k) = (k = m') /\ (even(s))) -+ I (k = m') /\ (odd(s)))-+ a(i,j - 1, k) 
(upper half) 

d(i,j- 1,i + (j- 1) - k) 

i < k < m'-+ d(i,j- 1,i + (j- 1) - k). 

(i,j,k) lower half 

{ 
k = i-+ c(k,j,j) 

e(i,j,i + j - k) = 
i < k $ m1 -+ e(i + 1,j, (i + 1) + j - k). 

(5.3) 
Finally, a "substitution of variable" is performed on the 

above two equations, which replaces i + j - k by k': 

{ 
(k' = m) /\ (odd(s)))-+ a(i,j - 1, i + j - k') 

d(i,j, k') = (k' = m) /\ (even(s))) -+ d(i,j - 1, k' - 1) 

m < k1 < j-+ d(i,j- 1,k' - 1). 

{ 
k' = j-+ c(i,j,j) 

e(i,j,k1) = 
m $ k' < j-+ e(i + 1,j,k1 +1). 

(5.4) 
Since k1 is a bounded variable, replace it by k throughout Equa­
tions (5.4). 
5.3. Resulting System of Equations 

The resulting algorithm is the following system of recur-
sion equations: 

{
j = k-+ c(i,k,k) 

a(i,j,k) = . . . 
m $ k < J-+ a(i,3 - 1,k) 

{ 
(k = m) /\ (odd(s))) -+ a(i,j - 1, k - 1) 

d(i,j,k) = (k = m) /\ (even(s)))-+ d(i,j- 1,k-1) 

m < k < j-+ d(i,j- 1,k - 1) 

b(i,j, k) = (k = m) /\ (even(s)) -+ b(i + 1,j, k) { 
(k = m) /\ (odd(s))-+ e(i + 1,j, k + 1) 

m < k < j-+ b(i + 1,j,k) 

{ 
k = j -+ c(i,j,j) 

e(i,j,k) = . . ) 
m $ k < j-+ e(i + l,3,k + 1 

c(i,j,k) = 

s=O-+ C; 

8 > 0-+ 

k = m-+ min(F(a(i,j,k),b(i,j,k)), 

F(d(i,j, k), e(i,j, k)) 

m<k<j-+ 

min(c(i,j,k - 1),F(a(i,j,k),b(i,j,k)), 

F(d(i,j, k), e(i,j, k)) 
k = j-+ c(i,j,k - 1) (5.5) 
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6. Space-time Mapping to Incorporate Pipelining 

From the algorithm (5.5) derived above, we further im­
prove the efficiency of the algorithm by incorporating pipelin­
ing automatically. From the stand-point of implementation, a 
process v in a system of recursion equations wili be mapped to 
some physical processor s during execution, and once the pro­
cess is terminated, another process can be mapped to the same 
processor. In fact, such re-use of the resource is the essence 
of pipelining. We call each execution of a process by a pro­
cessor an invocation of the processor. Let t be an index for 
labeling the invocations so that the processes executed in the 
same processor can be differentiated, and let these invocations 
be labeled by strictly increasing non-negative integers. Then 
for a given implementation of a program, each process v has an 

alias (s, t] ~ f (v), telling when (which invocation) and where 
(in which processor) it is executed. The key to an efficient par­
allel implementation of an algorithm is to find an appropriate 
one-to-one function f that maps a process v to its alias (s, t] 
such that t will be non-negative and t2 > t1 if v1 -< v2, where 

(si, t1] ~ f (v1) and (s2, t2] ~ /(v2). 

6.1. Data dependency vectors 
To find such a mapping, we require that the domains of the 

recursion variables of a Crystal program be vector spaces, and 
that the appropriate vector addition and scaler vector product 
be defined. Though each of the recursion variables i and j 
in Equation (2.1) assumes an integer value, its domain can be 
extended to the set of rationals. For instance, an m dimensional 
process structure is now embedded in an m-dimensional vector 
space over the rationals. From now on, we may refer to the m­
tuple of values of recursion variables identified with a process as 
a vector. AB suggested by (12], a data dependency vector plays 
an important role in mapping algorithms to parallel processors. 
Since the vector addition is defined and the data dependency 
of two vectors takes on an exact meaning, a data dependency 
vector can be formally defined: 

Definition 6.1. A data-dependency vector is the difference v - u 
of vector v and vector u, where u-< v (u immediately precedes 
v). 

6.2. Basis communication vectors 
AB described above, each program defines a set of data de­

pendency vectors. On the other hand, each network topology 
defines a set of basis communication vectors. For instance, in an 
n-dimensional hypercube, a processor has n connections to its 
nearest neighboring processors. Each of the n communication 
vectors (one for each connection), has n + 1 components. The 
first n ones indicate the movement in space and the last one 
indicate movement in time, which is always positive (counting 
invocations). These n communication vectors, together with 
the communication vector [O,O, ... ,O, 1], representing the pro­
cessors's communication of its current state to its next state, 
form the basis communication vectors. In an n-dimensional 
network, there can be more than one set of basis communica­
tion vectors. Taking a two-dimensional hexagonal network as 
an example, a diagonal connection has a communication vec­
tor (1, 1, 1). The set of vectors {[1,0, 1], (0, 1, 1], (1, 1, 1]} serves 
as bases as well as the set {[1, 0, 1], (0, 1, 1], (0, 0, 1]}. For any 
n-dimensional network which has nearest neighbor connections 
and is regularly connected and indefinitely extensible, all pos­
sible sets of basis communication vectors can be obtained by 
the enumeration of its symmetry groups Lin and Mead (10]. 



6.3. Uniformity of a parallel algorithm 
The concept of uniformity is introduced to characterize 

parallel algorithms so that an expedient procedure can be ap­
plied to a uni/ orm algorithm to find the space-time mapping 
from processes to processors. Let d;, 1 $ i :::; k denote the data 
dependency vectors appearing in a program. 

Definition 6.2. A uniform algorithm is one in which a single 
set of basis vectors b;, 1 $ j $ m, can be chosen so as to 
satisfy the mapping condition that every data dependency vec­
tor d; appearing in the algorithm can be expressed as a linear 
combination of the chosen basis vectors with non-negative coor­
dinates, in other words, there exists b; and °'i ~ O, 1 $ j $ m, 

such that 

d; = 0t1b1 + 0t2b2 + · · · + Otmbm, for 1 :::; i $ k. 

6.4. Motivation for the mapping condition 
The mapping condition is motivated by the possibility 

of using as the space-time mapping a linear transform from 
the basis data dependency vectors to the basis communica­
tion vectors. Each basis communication vector e; corresponds 
to a nearest neighbor communication on a network of proces­
sors, and its time component is always 1. When the map­
ping between the two sets of basis vectors is determined, then 
the communication vector c; to which a data dependency vec­
tor d; corresponds is also determined, i.e., c; = L;f=1 0t;e; if 
d; = L:f=1 a;b;. 

If a data dependency vector has a term with a negative 
coordinate 0t;1 in its linear combination, then 0t;1e; represents 
a communication that takes negative time steps, a situation 
that is not feasible in any physical implementation. In the case 
of a non-uniform program, more than one set of basis data de­
pendency vectors must be chosen so as to satisfy the mapping 
condition, and the space-time mapping may become non-linear. 
In this case, the inductive mapping procedure becomes neces­
sary. 

Examples of using such a simple procedure to find linear 
mappings of processes to parallel architectures for matrix prod­
ucts, LU decomposition, array multipliers, etc., can be found 
in [2, 3]. Most of the systolic algorithms reported in the lit­
erature can be obtained this way, and new systolic algorithms 
are discovered due to the ability to generate systematically all 
possible sets of basis communication vectors. 

6.5. A uniform dynamic programming algorithm 
Let d;, i = 1, 2, ... , 5 denotes the data dependency vectors 

of Systems 5.5: 

d ~f 
1 -

d ~ 4-

(6.1) 

Let the following vectors be the chosen basis data dependency 
vectors: 

def def def (-1) (0) (0) 
Z1 = ~l ,z2 = ~ ,z3 = ~ , 

and let matrix Z be defined as Z ~ (zi, z2, zs), then 

~f (
01) ~f (ol) def a 1 - , a 2 - , a 3 = 
0 0 .. ~m ... ~ m 

Note that every component of a; is non-negative, thus System 
5.5 of dynamic programming is a uniform algoi:ithm. Choose 
the set of basis communication vectors as 

(1) (0) (0) def def def def 
C1 = ~ ,c, = ~ ,ca= ~ , and C = (ci,c2,cs). 

(6.2) 
The linear mapping T from the basis dependency vector to the 
basis communication vector is then 
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(-1 0 0) 
T = cz-1 = o 1 o . 

-2 1 1 

Proposition 6.1. The space-time mapping from each process 
(i,j, k) in P3 of System (5.5) to an invocation of a processor 
[x, y, t] is a linear mapping T, in the matrix notation where 
each process and invocation is written as a column vector, or 
written in a functional notation as 

[x,y,t] = f(i,j,k) = [-i,j,-2i+j+k] where 

-n$x<-l,l<y$n,2$t<2(n-1). 

The inverse mapping from the image off to the process struc­
ture, denoted by 1-1 , is 

(i,j,k) = r 1 (x,y,t) = (x,y,2x -y+ t), 

specifying which process is being executed at a particular time 
step t of processor (x,y). 

Similarly, other space-time mappings can be derived from 
other sets of basis communication vectors which are given be­
low in a matrix notation with each basis communication vector 
written as a column vector: 

( 
1 0 
0 1 
1 1 

1) ( 1 0 
1 ' 0 1 
1 1 1 

-1) (1 0 
-1 ' 0 1 
1 1 1 

-1) 0 . 
1 

The set of basis communication vectors in Equation (6.2), or in 
each of the above sets of vectors, results in a different systolic 
architecture, as demonstrated below. 

6.6. Space-time Recursion Equations (STREQ) 
A system of space-time recursion equations (STREQ), which' 

describes a target systolic architecture or algorithm can be ob­
tained from an original program and a space-time mapping 
by algebraica manipulation. The following STREQ that de­
scribe the resulting design are obtained by substituting the 
inverse mapping 1-1 of i, j, and k, the mappings [x1,y1,ti], 
l = 1, 2 ... , 5 of dependency vectors d1, into the original system 



of recursion equations, and by renaming a(x,y,t) = a(i,j,k), 
b(x,y,t) = b(i,j,k), c(x,y,t) = c(i,j,k), d(x,y,t) = d(i,j,k), 
and e(x, y, t) = e(i,j, k). Note that as a result, the substitu-

tion of the predicates s = 0 becomes z = 1, where z ~f y - x, 

k = m becomes t = r3<11;"'ll = r¥1, k = j becomes t = 2z, 
m < k < j becomes U¥1 :5 t < 2z), etc. 

{ 
t = 2z-+ c(x, y, t) 

a(x, y, t) = 3z 
f 21~t<2z-+ a(x,y-1,t-1) 

{ 

(t = f3;1) A (et1en(z)))-+ a(x,y-1,t- 2) 

• 3z • 
d(x,y,t) = (t = f 21) A (odd(z)))-+ d(x,y-1,t-2) 

3z • f 21<t<2z __,. d(x,y-1,t-2) 

{ 

(t = f 3; 1) A (et1en(z)) -+ e(x + 1, y, t + 1) 

• 3z • 
b(x, y, t) = (t = f 21) A (odd(z)) -+ b(x + 1, y, t - 2) 

3z • r 2 l < t < 2z -+ b(x + 1, y, t - 2) 

{ 
t = 2z-+ c(x,y,t) 

e(x, y, t) = 3z 
f 21~t<2z .... e(x+ 1,y,t+ 1) 

z = 1-+ C., 

z > 1-+ 

t = r3zl-+ 
2 

c(x, y, t) = 
min(F(a(z, y, t), b(x, y, t)), F(d(x, y, t), e(x, y, t)) 

3z 
u21~t<2z)-+ 

min(c(x, y, t - 1), F(a(x, y, t), b(x, y, t)), 

F(d(x, y, t), e(x, y, t)) 

t = 2z-+ c(z,y,t -1) 

7. Target Systolic Architecture 

7 .1. Processor and time requirements 

(6.3) 

The design consists ofa triangular array of (n- l)(n-2)/2 
processors which complete the computation in 2(n - 2) time 
steps, as indicated by the range of x, y and tin Proposition 6.1. 
Notice that the space-time mapping has achieved the goal of 
decreasing the complexity of processor requirement from O(n3 ) 

of the naive interpretation of System (5.5), to O(n2 ) in the 
new algorithm by only increasing the time complexity with 
a constant factor, in this case, 2. Thus we see pipelining in 
the resulting algorithm and the successful sharing of a single 
processor among 0 ( n) processes. 

7.2. 1/0 and storage requirements 
In the resulting algorithm, if any of the space components 

of a process on the left-hand side of a Equation, which is the 
identifier of a processor, differs from that on its right-hand side 
(the identifier of another processor), then the corresponding 
datum is an input to the processor, such as a(x, y - 1, t - 1] 
in Equation (6.3), which is from the processor below it and 
which takes 1 time step to arrive. If the processor identifiers on 
both sides of an equation are the same, then the corresponding 
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datum is a stored value such as c(x, y,t - l] in Equati~n (6.3). 
The space-time mapping in Proposition 6.1 yields the well­

known systolic architecture for dynamic programming (7]. It 
can be seen in Figure 4 that a process (i,j, k) is mapped to 
processor (-i,j) at time step t = -2i + j + k. Such an invoca­
tion may have inputs from invocations both at time t - 1 and 
t - 2, corresponding to the fast registers and the slow registers 
described in (7]. All signals controlling the loading and unload­
ing between registers of different speed can be systematically 
derived by techniques of compiler optimization as described 
below. 

Figure (: A series of parallel planes indicates the time steps 
of the space-time mapping. Processes on the same plane are 
mapped to the same invocation number t. (The processor 
number of a process in this case is its projection onto the 
bottom plane with the sign of x changed). 

7 .3. Control requirements 
The predicates in the STREQ are implemented differently 

depending on different target implementation media. In a mul­
tiprocessor machine, the "processor id" (x, y) can be stored and 
an "invocation counter" keeps track of t until conditions such 
as t = 2z is satisfied. In a VLSI implementation, however, it is 
too costly to store these integers and dedicate hardware to per­
form the tests. The following optimization of STREQ becomes 
necessary. 

7.4. Optimization performed on STREQ 
A better design can be obtained by replacing the expensive 

computations of the predicates by transferring a one-bit control 
signal, as illustrated by (7]. For a predicate that'is independent 
of t, there is no concern, since it can be hardwired into the de­
sign. For any predicate that is dependent on t, it must be 
substituted by one that is independent of t. Since a communi­
cation always both moves in space and takes time to complete, 
it can be used to "compute" expressions of the space-time re­
cursion variables. For instance, an expression t = x - 1 can be 



computed by a data stream which carries the value "true" and 
"false". 

{ 
{t = 0) /\ (x = 1) ->true 

(establish the truth initially for the test) 
q(x,t) = (t > 0) /\ (x= 1)-> false 

(t > 0) /\ (x > 1) -> q(x - 1, t - 1) 

It can be easily seen that such signal can be used to compute 
any predicates that is linear with respect to the recursion vari­
ables. Of all the control signals, the one to implement the test 
of predicate t = r¥1 is of particular interest. The predicate 
contains a piece-wise linear expression, and the resulting sig­
nal travels in those processors with even s in half the speed 
as they do in those processors with odd s. This particular 
type of signal is described incorrectly as a linear signal that 
moves "two cells every three time units" in (7] as opposed to 
the above-mentioned piece-wise linear signal. 

Central to an optimizing compiler for parallel systems is 
the making of trade-offs between communications and com­
putations, which can be carried out symbolically in quite an 
elegant fashion, as illustrated here. 

8. Related Work 

Many attempts in pursuit of systematic methods for de­
signing systolic computations have appeared in the literature. 
In the classification of systolic designs from the geometric point 
of view, Lin and Mead [10] classify systolic arrays using symme­
try groups, but there is no attempt made to obtain new designs. 
Cappello and Steiglitz [1] view systolic designs as affine trans­
forms from combinational designs, however, their method does 
not give clues to finding the appropriate transforms. 

Moldovan [12, 13] notes that data dependency vectors are 
what suggest clues to potential linear transforms. Miranker 
and Winkler [11] describe a similar method, and they have ob­

. served that all 2-dimensional regularly connected arrays can be 
embedded in a hexagonal array, called a universal array. Quin­
ton [14] starts with a specification called a system of uniform 
recurrence equations and applies affine and linear transforms to 
obtain a systolic array. The class of systolic computations that 
can be described by uniform recurrence equations is limited to 
those that have only one of their data streams dependent upon 
other data streams. Li and Wah [8] describe a method that 
first finds an appropriate placement of one of the input streams 
and t~en perfor~ the linear transforms. Delosme and Ipsen [6] 
describe how to implement a hyperbolic Cholesky solver by a 
linear transformation from a system of recurrences. 

All of the above four methods use (quasi-)linear or affine 
mappings from a restricted class of algorithms to a new design. 
The class of designs that can be obtained by these methods are 
thus subject to restrictions such as uniform recurrent (a more 
restrictive definition than the uniformity defined in this paper), 
synchronous, regular, having uniform data flow, etc. The capa­
bilities of these methods are, at best, equal to the mapping pro­
cedure for the uniform algorithms described above. Jfowever 
instead of using a simple, constant time procedure consistin~ 
of enumerating the basis communication vectors by subgroup 
enumerations and finding mappings between the two sets of ba­
sis vectors, they find linear mappings by searching through the 
space of possible linear transforms or input placements. The 
search requires a time at least polynomially of the size of the 
problem (8]. None of these methods is able to deal with the 
problem of the large number of fan-ins and fan-outs. 
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Li and Wah [9] have classified the problems that can be 
solved by dynamic programming into several classes and have 
proposed systolic processors for solving them. The formulation 
given in this paper corresponds to the most general class -
in their terminology, the polyadic-nonserial class. In their 
treatment, however, the issue of synchronization and timing, 
which makes the systolic design in [7] particularly interesting, 
is not addressed. 

9. Concluding Remarks 
The objective of this work is the seeking of parallel pro­

grams that effectively utilize underlying technologies. Due to 
the complexity that might arise in dealing with hundreds of 
thousands of autonomous parallel processing elements, we find 
design methodology for this process necessary in order to take 
the enormous burden off the designers. Program synthesis, at 
the very basic level, relies on a formal notation for describing 
the problem, and henceforth on manipulating the descriptions 
to yield efficient parallel programs. This paper describes two 
stages of transformations of programs described in the parallel 
language Crystal. The first stage proceeds from a definition 
of a problem to a program that has fixed fan-in and fan-out 
degrees and uses only local communications. The second stage 
incorporates pipelining into this program by space-time map­
ping. Optimization of control signals is also illustrated. 

It is essential that the language Crystal be amenable to 
algebraic manipulation; hence, techniques developed for algo­
rithm transformation can be carried out formally, and poten­
tially by an automatic process. The procedure of space-time 
mapping for uniform algorithms and the test for the existence 
of a linear mappings are computational attractive and their 
complexities are independent of the problem sizes. 
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As an alternative to using special-purpose hardware to 
accelerate the fault simulation process for digital logic design, a 
new approach is proposed to perform fault simulation using 
multiple workstations or processors in parallel. By dividing 
the faults equally among those processors, it is possible to 
achieve a linear performance improvement for circuits of 
5,000 gates and up. The empirical results obtained from 
i~p!ementation of this approach on ELXSl-6400 super 
mini-computers and Apollo workstations corroborates the 
expectation. 

1. Overview 

The increasing complexity of digital systems has forced digital 
designers to use sophisticated computer-aided design (CAD) 
tools. One of the most widely used ([1]) class of CAD tools is 
digital logic simulators which are used both for verifying the 
behavior of conceptual designs of digital systems and for 
developing tests for digital systems. These simulators are 
commonly referred to as verification simulators or fault 
simulators ([2)) depending upon the intended application. 

There has been an increasing trend ([3][4][5]) towards applying 
parallel processing to accelerate logic simulators. Usually, a 
special hardware engine is proposed and built to implement the 
simulator algorithm. Hardwiring or microcoding one specific 
algorithm may increase the performance from ten to one 
hundred times. The major drawbacks to this approach are the 
extra hardware cost and the difficulty of interfacing with other 
tools. Sometimes the performance gained through one step may 
be lost in the whole design procedure. In this paper, we shall 
describe one method of applying parallel processing to achieve 
acceleration of fault simulation. Our method permits us to use a 
large number of low cost general purpose computers in a 
parallel processing mode to achieve very high speed fault 
simulation at very low cost compared to the use of hardware 
accelerators or expensive mainframe computers. As 
distin~uished from the application of other parallel processing 
techniques ([3][4][5)) applied to digital simulation, our 
technique exploits general purpose computers rather than 
special purpose hardware. Empirical results show that even 
with a large number of processors, we are able to achieve 
nearly linear acceleration of fault simulation as a function of the 
number of processors. With "N" processors, each operating at 
1 Mips, we can achieve close to the performance obtainable 
from a single processor with a processing power of "N" Mips. 

2. Status of Fault Simulators 

Fault simulators are used for developing manufacturing and field 
service tests with a particular view to detection and diagnosis 
of defects in digital systems. They are used for evaluating the 
effectiveness of candidate tests in screening digital systems for 
defects. The same simulators can also be used for developing 
diagnostic information that is used in conjunction with the tests 
to help locate defects caused in manufacturing or defects that 
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develop in the field. The diagnostic information developed from 
the use of fault simulators can then be used in the repair of 
defective products as well as in the ad1ustment of the 
manufacturing process. 

Defects in digital systems can be quite varied ([6]), e.g. shorts, 
opens, pinholes in oxide, improper alignments, etc .. However, 
it becomes impractical to simulate this diversity of defects 
when applying a fault simulator to digital systems of any 
reasonable complexity. The classical stuck fault model is most 
commonly used in conjunction with fault simulators since single 
stuck faults are relatively easy to simulate and empirical 
evidence suggests that this model is highly effective in practice 
when applied to digital systems. Since a large number of single 
stuck faults can exist in a digital system, the computer 
resources needed to simulate these faults for very large digital 
systems can be excessive ([14]). 

Innovations in fault simulation algorithms have made it practical 
to apply fault simulation to digital systems consisting of tens of 
thousands of logic gates. Starting with serial fault simulation 
([7]) involving simulation of one single stuck fault at one time, 
there has been an evolution of techniques that permit simulation 
of several faults at one time. Parallel fault simulators ([8]) 
enable a fixed number of faults to be simulated in parallel, 
typically 31 faults at one time for a computer with 32 bit 
words. Deductive ([9)) and concurrent ([1 OJ) fault simulators 
permit simultaneous simulation of a much larger number of 
fau Its even more efficiently ([14)) than with parallel fault 
simulators. 

More recently there·have been significant developments in 
application of statistical ([11 ]} and approximate ([12]) methods 
to achieve additional speed-up in the fault simulation process. 
There is clear recognition of the value of approximate and 
statistical methods of fault simulation in the design and test of 
digital systems. However, the issue of whether or not one 
needs accurate fault simulation is very much open ([13]) and 
subject to both intense controversy as well as to the application 
at hand and, as such, will not be further elaborated upon in this 
paper. 

Digital systems being designed today are large enough to create 
compute-time bottlenecks for accurate fault simulation ([14)) 
even on the most advanced computers. Rigorous design for 
testability techniques help to significantly alleviate the problem 
bottlenecks. In spite of this, few large digital systems are 
being designed with testability enforced rigorously. Hence, 
there is a continuing need to accelerate fault simulators. 

3. Acceleration of Fault Simulation 

Special purpose computers ([3][4][5]) have been developed 
expressly for accelerating verification simulation and extended 
to accelerate fault simulation as well. These special purpose 
computers, commonly referred to as hardware accelerators, 
are just beginning to enter the marketplace for fault simulation. 
Current hardware accelerators exploit special purpose 
hardware as well as micro-code to directly impl_ement the 



simulation algorithms. 

Another way to improve simulation speed is to use several 
general purpose processors to execute the same simulation 
algorithm. Rather than each processor simulating a piece of the 
algorithm, each processor can apply the complete algorithm on 
separate pieces of data. For logic simulation, each processor 
can simulate part of the circuit ([3]). However, it is not 
practical to obtain a linear performance improvement with an 
increasing number of processors by this method since there is 
no way to ensure an even distribution of simulation events 
across the multiple processors. In fact, the inter-processor 
communication overhead can quickly overtake the benefits 
realized from parallelism. A second approach is to let parallel 
processors simulate the entire circuit with independent subsets 
of the stimulus vectors. This is feasible only when the set of 
stimulus vectors is such that independent subsets of stimulus 
vectors can be identified with each subset not dependent on the 
circuit state created by preceding stimulus vectors. In general, 
without explicit designer assistance, it would be infeasible to 
attempt this form of stimulus vector partitioning for sequential 
logic circuits. In combinational logic circuits however each 
stimulus vector can be viewed as being completely inde~ndent 
of the preceding stimulus vectors. Hence, the technique of 
parallel processing of vectors is quite viable for combinational 
logic circuits. In a recent publication ([15]), this technique has 
been applied by exploiting the bit-wise parallelism inherent 
within all general purpose processors. In ([15]), 256 stimulus 
vectors at a time are simulated in parallel with serial fault 
simulation to achieve significant speed-up in accurate fault 
simulation for large combinational logic circuits. The same 
publication also cited an application of the same approach to 
verification simulation of scan design logic which, for most 
verification purposes, can be treated in a manner similar to 
combinational logic circuits. 

Fault simulation lends itself to multi-processing even more so 
than verification simulation. Besides a plurality of gates and 
stimulus vectors, fault simulation also has another dimension -
a plurality of faults. The time used by a fault simulator can be 
summarized by the following formula: 

T = TP+ TG•P+F•TF•P/2 
where: 

TP is the time spent for the model building and the 
post-processing, 

P is the total number of patterns to be simulated, 

TG is the average time to simulate the good machine for one 
pattern, 

F is the total number of faults to be simulated, 

TF is the average time to simulate one faulty machine for one 
pattern. 

Here we assume that a fault will be dropped from further 
simulation H it is detected in one pattern. By assuming all 
faults are detected unHormly in these P patterns, a fault will be 
simulated only P/2 patterns on average. 

Usually TF is about 0.01 to 0.1 of TG for a concurrent fault 
simulator. For a circuit of 5,000 gates, there are about 
10,000 stuck-at faults to be simulated. Hence, the third factor 
in the equation is about 50 times the second for this circuit. 
This ratio will be increased proportionally with the size of the 
circuit. 
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In a multi-processor computer, each processor can simulate a 
subset of the total faults set. At the end of the simulation, one 
processor can merge the data generated by the other 
processors and produce the combined simulation results for 
viewing by the designer. During simulation time, very limited 
communication is needed between the parallel processors. In 
this way, each processor will spend about 1/Nth of the third 
factor on faulty machine simulation. As such, one would expect 
to achieve an almost linear performance improvement with 
increased numbers of parallel processors, even up to hundreds 
of processors for a 50,000-gate fault simulation. Results 
achieved by us from a practical implementation of these 
concepts corroborates the expectation. 

4 AIDSSIM-A- Acc91eratec:I Eaylt Sjmylation With Parallel 
Pmcessing 

AIDSSIM ([16]) is a concurrent fault simulator which has been 
used in the industry for several years. Based on AIDSSIM, a 
new multi-processor fault simulator, AIDSSIM-A has been 
implemented on ELXSI super mini-computers and on a 
multi-processor Apollo Domain network. The basic algorithm 
can be summarized as follows: 

Step1. 
The main processor, called parent processor, accesses model 

and stimulus vectors for the circuit to be simulated. 

Step2. 
The parent processor activates several children processors 

while passing along the circuit information. 

Step3. 
Each processor (both parent and child) selects an independent 

non-overlapping subset of the total fault set; only one fault 
subset is to be simulated by one processor. 

Step4. 
During fault simulation of each subset of faults, the 

corresponding processor creates the simulation data that is 
written out to unique files. 

Step5. 
As each processor finishes simulating the stimulus vectors 

and its unique fault subset, it signals the parent processor and 
returns sLlmmary information to the parent while terminating 
its own processing. 

Step6. 
The parent processor merges the simulation data cre.ated by 

each of the children and produces the final result 

Since fault simulators spend the majority of their time in the 
simulation of Step 4, the algorithm provides an almost linear 
reduction in elapsed time by using several processors running in 
parallel. Whether the algorithm can achieve the full linear 
performance acceleration depends on the effectiveness of the 
host multi-processing computer in reducing the communication 
overhead. The ELXSl-6400 ([17)) is a super-minicomputer with 
closely-coupled processors. In contrast, Apollo computers 
([18]) are microcomputers linked with a relatively slower 
speed inter-processor communication network. In spite of 
significant architectural differences, both the ELXSI and the 
Apollo systems show an almost linear performance gain with 
increasing number of processors while running AIDSSIM-A. 

We have experimented with different approaches to partitioning 
the total fault set into subsets for parallel processing but have 
_not observed any striking difference from one to the other. The 



·results reported in this paper have been achieved by a fault set 
partitioning that is quite arbitrary and is done as follows. The 
fault set is assumed to have an arbitrary order. Each 
successive group of "n" faults is assigned by associating one 
fault to each of the •n• processors. 

5. AIPSSIM-A Implementation and Results on an ELXSl-6400 

ELXSl-6400 is a multi-processor system with up to ten 
processors. The system can support up to 192 M-bytes of real 
memory. Four billion bytes of virtual memory are available per 
processor. Its GIGABUS, a synchronous, 64-bit data bus 
operating at 320 M-bytes per second, allows data sharing 
among processors with a minimum overhead. With cache 
memory, ELXSl-6400 allows memory segments to be shared 
among processors without any notieeable overhead. Taking this 
into consideration, AIDSSIM-A implementation on the ELXSI 
shares the circuit model's data structure between the multiple 
processors. Only the single parent processor is used to 
perform good machine simulation over a small number of 
consecutive stimulus vectors. The good machine simulation 
result for each group is saved in common memory for access by 
all the children processors. When there is not enough memory 
space to hold good machine simulation data for the next group of 
stimulus vectors, the parent processor will enter a wait state. 
The parent processor's wait state is exited only when the 
children processors have processed the good machine data for a 
previous group, thereby making memory available for the new 
group. When a child processor finishes processing with the 
current good machine data, the child will also enter a wait state 
until new good machine data is available from the parent. 
Provision of shared memory to hold good machine data for up to 
1 O stimulus vectors reduces the number of wait states for each 
processor. Further, to minimize wait states for the children 
processors, the parent processor is made to run faster than all 
children processors by having the parent simulate only half the 
number of faults simulated by the children processors. 

We have processed several circuits on an ELXSl-6400 
computer. Figure 1 shows the results for a circuit containing 
6600 gates. There are 23741faults; 8404 faults are 
equivalence faults. After 104 test stimulus vectors, 16031 
faults are detected. The fault coverage is 67.52"/o. Our results 
are reported from an ELXSl-6400 with 32 M-bytes of main 
memory and 4 processors. Note that the results go up to 9 
processors. We used virtual processors to go beyond the 4 
processors on the machine that was available to us. The total 
processor (cpu) time is the summation of the individual 
processors' times. Note that the total time increases only about 
1 Oo/o from one processor to nine processors. As can be seen, 
the average processor time decreases inversely with the 
number of processors. There is about a 25"/o difference 
between the fastest and the slowest processors running 
independent fault subsets. The effective elapsed time reduction 
has to be determined from the run time associated with the 
slowest of the parallel processors. 

6, AIOSSIM-A On Apollo 

Apollo computers are based on the Motorola 68010/68020 
microprocessors as well as on proprietary bit-slice processors. 
They are linked by the high-speed Apollo Domain network which 
allows communication data rates of up to 1 o M-bits per second. 
Hundreds of Apollo computers can be linked in a network. 

Due to the slower communication speed on an Apollo network, 
(compared to an internal bus on an ELXSl-6400), the AIDSSIM-A 
implementation on the Apollos does not transfer data between 
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parent and children processors during the simulation step (Step 
4). At the beginning of the simulation, the parent processor will 
send the model and fault data to all the children processors. 
Each processor will have its local model data structure, but the 
stimulus vectors file is shared. At the end of simulation, the 
parent processor accesses the simulation result files of 
children processors and produces the final result. 

The circuit used to produce results shown in Figure 1 was also 
processed with AIDSSIM-A on an Apollo network with six 
processors. The results are shown in Figure 2. The Apollo 
processors used are DN460 or DN660, each ranging from 4 
M-bytes to 16 M-bytes of physical main memory. Since only 
six processors were available, AIDSSIM-A results in Figure 2 
are limited to a maximum of six processors. As can be seen, 
the total processor (cpu) time undergoes relatively small 
change as we increase the number of processors. For the 
circuit used, we determined the communication overhead to be 
about 5 to 10 seconds per processor. The average processor 
time also decreases inversely with increasing number of 
processors. 

7 C'&nclusjons and Future Extensjons 

AIDSSIM-A has demonstrated that fault simulation can be 
accelerated almost linearly with an increasing number of 
processors in a multi-processing environment. A major 
advantage of this technique is in permitting the exploitation of a 
large number of low cost processors to provide a powerful 
cosVperformance alternative to the use of special purpose 
processors or hardware accelerators. We further intend to 
gather data from running circuits with one hundred thousand 
gates. Since Apollo networks permit hundreds of processors in 
the network, it will be quite interesting to see how AIDSSIM-A 
performs with a very large number of processors. More work 
is required to permit recovery from the failure of one or more 
processors being used in the network or in a multi-r:>.rocessing 
environment. It would also be desirable to dynamically 
determine the existing/projected workload on various 
processors in a network and allow for migration of the 
processing workload from high utilization processors to those 
processors which have low current utilization by other users. 
In an environment where some of the processors being operated 
in parallel are of unequal compute power, it will be necessary to 
change the allocation of fault subsets and allow for the slower 
processors to be synchronized with the faster processors 
without slowing down the latter. 
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ABSTRACT 

Since its birth two decades ago, the Petri Nets 
theory has been widely applied to system modeling. In 
particularily, Petri Nets are highly suitable for 
modeling and analyzing distributed systems due to its 
inherent property of concurrency. This paper 
describes an algorithm which can slice out all 
concurrency sets of a Petri Nets model. The 
concurrency set is defined as the set of paths in 
different processes which should be executed 
concurrently. Determining the concurrency sets of a 
concurrent or distributed system model is very 
significant in performing analy~. The time 
complexity ofthe algorithm is O((n/N) ). Here n is the 
number of transitions of the model and N is the 
number of processes of the model. An example of the 
application of the algorithm in testing distributed 
software systems is also presented. 

I. INTRODUCTION 

Petri Nets is a well-known theory concerned with the 
concurrency or parallelism property of different kinds of 
systems in the area of computer science and other related 
fields [1]. As the application of Petri Nets are continously 
emerging, many variations and extensions of Petri Nets 
have also been developed, such as Modified Petri Nets [2], 
Discrete Time Stochastic Petri Nets [3], extended Petri Nets 
[ 4], etc. Certainly, they provide more powerful tools in 
modeling and analyzing a variety of systems. 

In general, the problem of analyzing a concurrent 
system is to analyze the interactions among different 
processes in the system. For the Petri Nets model, the 
problem is the analysis of the dynamic relations among the 
transitions in different processes. Typically, firing the 
transitions in one process can affect the execution of 
transitions in other processes. For example, in Figure 1, 
there are two paths in process 1: Pll =(tll, t12, t14), 
P12=(tll, tl3, t14) and two paths in process 2: P21=(t21, 
t22, t23), P22=(t21, t23, t24). Pll and P12, P21 and P22 
are mutual-exclusion paths, i.e. execution of one path will 
suspend another path. In Figure 1, if path P12 in process 1 
is expected to be executed, the path P21 in process 2 should 
be executed concurrently, otherwise the transition t13 will 

Process 1 Process 2 

Figure 1. A conc·urrency set 
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never be enabled. We define the set of paths in different 
processes which should be executed concurrently as 
concurrency set. Therefore, P12 and P21 are in same 
concurrency set. Identifying concurrency sets in Petri Nets 
models is critical to the analysis of these models. 

Upon the modeling of a distributed software system, 
several processes can be executed concurrently on different 
processors. In regard to the testing problem, we want to 
select a set of input data to execute these processes 
concurrently in order to verify the correctness of the 
program [5]; for example, to detect deadlock. Because there 
may exist more than one path in each process, we have to 
determine which paths should be executed concurrently (i.e. 
in the same concurrency set). To date, few research results 
have been reported in this area. 

In section II, a slicing algorithm is presented. The 
algorithm is able to slice out all concurrenccy sets by 
examining the Petri Nets model. The complexity of the 
algorithm is discussed in Section III. An example is given in 
Section IV. Finally, Section V presents the concluding 
remarks. 

II. SLICING ALGORITHM 

Before describing our slicing algorithm, we need the 
following definitions. 

Definition I: 

Definition 2: 

Definition 8: 

Definition 4: 

In a Petri Nets model, if transition t is in 
Process i and l(t), input place of t, is in 
process j or O(t), output place of t, is in 
Process k, i * j or i t= k, then t is termed 
a communication transition. 

A path in a process which contains one or 
more communication transitions is termed 
a communication path. 

For Process i and Process j, if there exists 
t in Process i, such that O(t) is in Process 
j, then Process i and Process j are 
interrelated, or Process i has a relation with 
Processj. 

A concurrency set is a set of 
communication paths, which are selected 
from some interrelated processes and can 
be executed concurrently. 

The slicing algorithm can slice out all concurrency sets 
in a Petri Nets model. In this algorithm, we first find a base 
path which covers at least one communication transition and 
put it into the concurrency set S. We mark those transitions 
in other processes which have relations with this base path. 
Then we scan each process to select a path which covers all 
the marked transitions. This path may generate new 
communication transitions which have relations with it in 
either the previous (been-scanned) processes or the 
succeeding (not-scanned yet) processes. If this path does not 
involve any new communication transitions having relations 
with the previous processes or these transitions are already 
in the concurrency set, then we put this path into the 
concurrency set and mark those transitions having relations 
with the succeeding processes. Otherwise, if this path 
involves new communication transitions having relations 
with a previous process, say x, then we have to give 
temporary marks to these related transitions and backtrack 
to process x to find a new path to cover both marked and 
temporarily marked transitions. If we can find such a path, 
then we replace the ohe already in the concurrency set by 



this new path and mark again the transitions in other 
processes. Otherwise, we erase temporary marks and try to 

find a new path other than the old one which was already in 
the concurrency set. Afterwards, we restart the scanning 
process from x, until all processes have been scanned and a 
concurrency set has been found. This procedure is repeated 
until all communication transitions are included in certain 
concurrency sets. 

Here we should consider a special case in which there is 
no concurrency set in the model. For example, in Figure 2, 
transition ti L and tj2 are mutually exclusive. There exists 
only one pl!.lh which includes t· 1 in process·. t·1 has ~ 
relation with tk in processk and (k has a relation «.1th tj2 m 
processj. When we backtraclt to processj we can find neitller 
a path which covers both t;1 and tj2 nbr a new path which 
covers tjl. In this case, "the algcmthm should terminate. 
Otherwise it will enter an infinite loop. 

Details of the algorithm now follow.. 

Process i Process j Process k 

Figure 2. A special caSe: there is no concurrency set. 

Input: P[ l], P[2], .. ., P[N] : Process 1 to Process N. 
CS = { q t E- T, t is a communication 
transition} 

Output: S[ l], S[2], .. ., S[I] : A set of concurrency sets. 

Variables: M = { q UT, t has a mark} 
TM = {ti t~T. t has a temporary mark} 
WS = { ti tt CS and t is in current process 
being scanned} 
N = number of processes in the model. 

Algorithm Slicing (P[ l],. . .,P[NJ,CS : in; S[l],. . .,S[I] : out) 
for j <-l to N do if There exist more than one path in 
P[j] 

then changable[j] <- true 
else changable[j] < - false; 

I <- O; terminate <-false; 
while CS =t. r/) and terminate = false do 

I<- l+l; S[IJ <- 0; 
M <- (/); TM <- 0; 
WS <- (>; WS <- WS U {t}; /* pick up a t from 
CS which belongs to P[l] */ 

Procedure_findpath (P[l), WS: in; PA: out); 
I* input process P[l], WS to find a path PA in P[l) 
which covers all communication transitions in WS. If 
there is no such path, PA = 0 */ 

S[I) <- S[I) U PA; 
M <-MU {tjtE-P[x), x=l and t has relation with 
PA}; 

Procedure scanning (P[l], ... , P[N] : in; CS, M, 
TM, S[IJ : iii&out); 
I* scanning all processes according to the base path 
to find a concurrency set *I 

CS <-CS - CSOS[I] 
end while 

end slicing 
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The procedure findpath is to find a path in the given 
process such that this path can cover all communication 
transitions in WS. WS is the working set which contains 
the marked communication transitions in the process to be 
dealt with. The Procedure_findpath is not complicated. Here 
we will not give a detailed description. 

The procedure scanning is central to the algorithm. 
Executing this procedure once, we can get a concurrency set. 
The following is the Procedure_scanning: 

Procedure scanning (P[l], .. ., P[N) : in; CS, M, TM, S[IJ 
: in&out) -

i <- 2; flag <- true; 
while i < N and terminate = false do 

if flag = true 
then WS <- P[i)llM; 

ifWS °4' r/) 
then Procedure_findpath (P[i], WS 
: in; PA: out) 
else i <- i + 1 

else PA<-'/> 
end if 
ifWS -:t- 0 and PA= 0 

then i <-No. of nearest changable process; 
flag <-false; 

ifWS #. r/JandPA -:f:. 0 
then if (there is no tin previous processes which 
have relations with PA) 

end if 

or (these tare in S[I)) 
then S[IJ <- S[IJ U PA; 

i <- i + l; 
M <-MU {tjtf P[x) (x>i), and 
t has relation with PA}; 
flag<- true 

else TM <- TM U {tjtf P[x) (x<i) and 
t has relation with PA}; 

end if 

i <- the least No. of process x 
(x < i) which has relation with 
PA; 
S[IJ <- S[IJ - all paths in 
processes j, j > i; 
flag <- false 

if flag = false 
then WS <- P[i]O(M U TM); 

end if 
end while 

end scanning. 

Procedure_findpath (P[i), WS : in; PA 
: out); 

if PA= </J 
then TM <- TM - TMllP[i]; 

end if 

if there is no new path which 
covers WS 

then terminate <-true 
else flag <- true 

III. TIME COMPLEXITY 

Algorithm_ Slicing is basically a backtracking algorithm. 
Finding a concurrency set consists of slicing out N paths 
from N processes. Because there would be several paths in 
e~h process, say k, the total combinations of these paths is 
k . The backtracking in this algorithm is necessary to find 
a new path combination. Hence the worst case is that the 
algorithm tries all possible combinations. 

If there are n transitions in the Petri Nets model and N 
processes, we assume that n transitions are evenly 
distributed in N processes. That is, each process has n/N 
transitions. Now the problem is how to determine the 
number of paths in each process. Let us consider the 
situation in Figure 3. In the upper half, each place has two 
output transitions and in the lower half part, each pair of 
transitions has one output place. Thus the number of paths 
in this model equals the number of transitions at the lllt.h 
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Figure 3. Maximum munber of paths in a Petri Net model 

level. Let x denote the numbel' of transitions in this model:­
We take this model as consisting of two binary trees. Thus 
we have the equation: 

2c2m - 1) - 2m-l = x (1) 

2m - 1 is t:\e number of transitions in a binary tree with 
depth m. 2m- is the number of transitions at the ~ 
level. Solving equation (1): 

2m+l .2 - 2m-l = x 
2m-l c2Z-. 1) = x + 2 
2m-l = (x + 2)13 
m - 1 = lg (x + 2)/3 
m = lg(x +2)13 + 1 

Thus the number of paths (i.e. number of transitions in 
the mth level) is: 

2m-l = 2Clg(x+2)/3+ 1)-1 = 2lg(x+2)13 = (x + 2)13 
number of paths with x transitions = (x + 2)/3 (2) 

The number of paths in a process calculated by equation 
(2) is at least more than the general case, because we 
assume each process has one entry and one exit. 

Now we can continue to discuss the time complexity of 
our algorithm. Since each process has n/N transitions, the 
number of paths in each process is (n/N + 2)13 so that the 
worst case is: ' 

[(n/N + 2)/3]N 

i~i!)s ~[(=e+c~vK~i!; oc<n1N>N >. 

Diaeruision: 

There are two factors affecting the time complexity. One 
is n, the total number of transitions, and the other is N, the 
number of processes. If N has been given (i.e. N is a 
constant), then T(n) becomes simpler. The time increases as 
n becomes larger. But in another case, the problem will be 
more complicated. That is, if n has been given, the 
complexity varies as the ratio n/N changes. Therefore, N 
will affect the complexity c:wsiderably. Now let us analyze 
the complexi~tion (n/N) 
Lety = (n/N) 

( ln y)' = (N ln n/N)' 
y'/y = (N ln n/N)' 
y' = (N ln n/N)'y 

= [ ln n/N + N (-~ )/(n/N)](n/N)N 
= ( ln n/N - l)(~ 

Let y = 0, that is ( ln n/N - l)(n/N) = ~ 
Because in our problem O<N<n, so (n/N) = 0 

( ln n/N - 1) = 0 
lnn/N = 1 
n/N = e 
N= n/e 

when N < n/e y' > 0 
getting larger, 

N>nle y'<O 
getting larger. 

i.e. (n/Nf is increasing as N is 

i.e. (n/Nf is decreasing as N is 
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Figure 4 shows the curve of the complexity function (n/N)N 
(when n_is given). 
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Figure 4. The curve of the complexity function 

For example, if n = 100, T(lOO) = (100/N)N The 
following table gives the time comlexity at different values 
11fN. 

!-l 10 20 25 37 40 so 

Tabl~ 1._ Exa•p_le -val~es of the complexi-ty function 

When N = 100/e = 36. 79, ((n/Nf )' = 0. 

Because N is an integer, we consider N = 37 as an 
extreme ~ue. From Table 1, we can rmd that when II < 
37, (n/N) is increasing; and when N > 37, (n/N) is 
decreasing. 

IV. AN EXAMPLE 

In this section, we shall show how to apply our 
algorithm to the testing of a distributed software system. 
As mentioned in the INTRODUCTION section, in order to 
generate test data for the system, we should first determine 
which parts of the system must be executed during the 
testing. There may exist a set of concurrency sets in the 
system model. We have to determine these concurrency 
sets, before we can generate different sets of input data to 
execute these concurrency sets. 

Figure 5 gives an example of a distributed software 
system modeled on Petri Nets. There are three processes in 
the system. Now we apply our slicing algorithm to this 
Petri Nets model to obtain all concurrency sets. 

Figure S, A system !lodel in Petri Sets 



Input : P[l], P[2], P[3] 
CS = {al, cl, el, a2, b2, d2, f2, g2, c3, d3, 
f3} 

All three processes are changable. 

1. First select the base path (al, bl, cl, el) in process 1. 
S = {(al, bl, cl, el)} 

2. mark communication transitions in process 2. 
M = {b2, d2}; WS = {b2, d2} 

3. Find a path in process 2 to cover WS. 
{ a2, b2, d2, e2, k2, h2 } 

Because this path only has a relation with process 3, 
we put it into Sl : 

Sl = { (al, bl, cl, el), (a2, b2, d2, e2, k2, h2) 
} 
mark ca in process 3. 

M = { b2, d2, c3 }, WS = { c3 }. 

4. Find a path in process 3 to cover WS : 
{ a3, b3, c3, d3, g3 } 

Because this path has the relation with transition f2 in 
process 2 and f2 is not in Sl, we go back to process 2 
and give a temporary mark to f2 : 

TM = { f2 }, WS = { b2, d2, f2 }. 

5. Find a new path in process 2 to cover WS : 
{ a2, b2, d2, e2, f2, g2, h2 } 

Because this path has the relation with el in process 1 
but el is in Sl, so put this path into Sl and delete the 
old one. 

Sl = {(al, bl, cl, el), (a2, b2, d2, e2, f2, g2, h2)} 
mark transition c3 in process 3 : 

M = { b2, d2, c2 }, WS = { c3 }. 

6. Find a path in process 3 to cover WS : 
• { a3, b3, c3, d3, g3 } 

. Because the transition f2 has a relation with this path 
is in Sl , we put this path into Sl : 

Sl = { (al, bl, cl, el), (a2, b2, d2, e2, f2, g2, h2), 
(a3, b3, c3, d3, g3) }. 

7. Now we have found a concurrency set Sl. Delete all 
communication transitions in Sl from CS : 

cs= {f3 }. 

Repeat this procedure: select base path in process 3: 
( a3, b3, c3, ra, h3, g3 ); 

We can easily get another concurrency set S2: 
S2 = { (al, bl, dl, el), (a2, b2, c2, e2, f2, g2, h2), (a3, 

b3, c3, f3, h3, g3)} 

Now CS = r/J, the algorithm terminates. There are two 
concurrency sets Sl and S2 in this Petri Nets model. 

V. CONCLUSION 

A slicing algorithm of concurrency modeling based on 
Petri Nets is presented in this paper. Its application has 
been discussed and an example of an application in 
distributed software testing is given. The time complexity of 
the algorithm is also analyzed. This slicing algorithm will 
be a very useful tool for analyzing distributed systems 
modeled in Petri Nets. 
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Abstract--Simulation, which is very often 
compute bound on uni processor computers, is an 
excellent candidate application for parallel 
processing. This paper . . descri b.es ~he 
implementation of a simple military simulation 
on the BBN Butterfly parallel computer. The 
entity centered nature of the problem will be 
described, followed by an overview of ~he. model 
that represents the essential characteristics.of 
similar full scale simulations. Implementation 
issues on the Butterfly and p~rformance w~l l be 
given, with particular attenti.on to seal.mg up 
to the 124 node size of the available machine. 

1. Background 

The performance problem in military 
simulation is illustrated by the CORBAN (Corps 
Battle Analysis) simulation, which runs only 
about twice as fast as real time for a large 
scenario [1]. Since the period simulated is 
measured in days, this is too . sl~w for 
operational use in decision aids. This is ~ery 
unlikely to be achieved at reasonable cost with­
out resort to para ll e 1 ism. The effort ~eported 
in this paper investigated th~ poten~ial ~or 
speedup by using a small, simple .simulation 
having similar structure to CORBAN, implemented 
on the Butterfly computer. A full report on the 
effort has been prepared [2]. 

The CORBAN simulation represents ground 
combat and some aspects of air combat, including 
perception, attrition, movement,. and 
decisionmaking processes [3][4]. A simulated 
scenario includes many entities, each 
representing a military unit, which may have a 
variety of types of weapons. Each such entity 
may only engage enemy uni~s whJch ~t can 
detect.In addition, combat simulations include 
decisionmaking algorithms and movement 
algorithms that cause entities to . cha~ge 
location and hence the combat rel.ationshi~s 
among them. A time stepped approa~h is us~d in 
CORBAN, so that e~ch At every unit perce~ v7s, 
shoots makes decisions, and moves. Entities 
directiy observe and modify state variables of 
each other. This style of programming maps well 
onto a shared memory parallel computer such as 
the Butterfly where all state variables can be 
maintained in global memory. I?] 

2. The Butterfly Computer 

The Butterfly is a shared memory parallel 
computer having up to 256 nodes, each within an 
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8 Mhz 68000 microprocessor, a 2901 bit slice node 
controller, and 1 Mbyte of memory. Instructions 
referencing memory located locally take about 
1 1/2 microseconds, whi 1 e those referencing 
memory on another node take about 5 microseconds. 
References to other nodes are through an omega, 
or "Butterfly," network topology from which the 
machine takes its name. Each link has a capacity 
of 32 mbits/sec. The machine is programmed by 
the user as an MIMD (Multiple Instruction stream, 
Multiple Data stream) shared memory machine [6]. 

3. The Simulation 

With a parallelism approach that processes 
entities on different processors, potential for 
problems occurs where more than one entity may 
access the same data simultaneously during 
perception, combat processes, movement. 
Decisionmaking is a function internal to an 
entity, so it has no intrinsic requirement to 
reference other entities. Only the perception, 
combat, and movement functions were included in 
this simple simulation since they are the problem 
areas. This simulation named "Zipscreen," was 
written in C with the addition of parallel con­
structs available through the BBN "Uniform 
System" package which supports allocation of 
global memory blocks and scattered matricies, and 
parallel process generation [7]. 

The data structures of the program are shown 
in Figure 1. As in CORBAN, units are represented 
by blocks of data of varying length, which 
contain a number of common attributes in the 
"unitsb" structure and a list of assets in the 
concatenated "asi tern" structures. Units are 
accessed using the "unarry" array. Each asset 
item specifies the type and quantity of each 
asset. The variable "hexloc" specifies an octal 
hex location address. These index into the array 
"phexar" which contains pointers to the linked 
list of units for each hex. The hex address 
"newhex" is the new hex a unit moves to during a 
time step. 

The program structure is illustrated in Fig­
ure 2. The "runsim" routine cycles through all 
of the time steps. The "GenOnlndex" is a 
mechanism provided by the Butterfly "Uniform 
System" to initiate a task for each unit. The 
"ciunit" routine calls "percev," the perception 
routine, to generate a target list of adjacent 
enemy units. The "hxadd" function is used to 
generate the hex addresses to be searched. If 



Figure 1. Data Structures 

ZIPSCREEN PR08RAn STRUCTURES 

t 
... 1nlt 

IOllCEl 

·­(""' l!llCH HEXl 

113DQ8811Y8017 

Figure 2. 

DI.shot • 
Vl!>EMY UNITS 

llSSl!TSl 

d!eplQU...data 

- cmEc-=.-=.J 
LOCll& UTILIZED • 

Parallel Program Structures 

targets are found 1 the subroutine "combat" is 
called. The movement routine then updates the 
unit's position. After "ciunit" is completed for 
all units. "hxmove" is called for all units to 
update the occupancy lists. The combat routine 
makes separate cal cul ati ons of effects for each 
of the weapons in the unit's asset list. A 
separate task, "OneShot 1 11 is spawned for each 
asset. Each weapon then calculates attrition 
against each asset of each target unit. The 
"movent" routine causes each unit to move at a 
constant speed in the direction "hexdir." When 
the unit moves into another hex. "hexdir" is 
added to the hex address "hexloc• to detennine 
the new hex location "newhex." The original data 
structure for hex access had to be modified to 
use the "Al locateScatterMatrix" function of the 
Uniform System. For the hex pointer array, 
"phexar 1 " the columns correspond to the hex 
numbers. A second element in the column is used 
for the lock. The matrix column pointer array is 
duplicated on all of the processors. Figure 3 
illustrates how this is done. 
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4. Performance and Conclusions 

The original simulation, with no 
parallelism, required 29.81 seconds for a run 
with 99 units for five time steps. When 
parallelism was added for units but the machine 
was constrained to use only one processor, the 
run time was 30.59 seconds, a 3.4'.t increase in 
run time. Later, with concurrent processing of 
assets. the single processor run time increased 
to 31.00 seconds, for a total of 3.5'.t overhead. 
A version of the simulation that did not include 
movement was developed and run on the large 124 
node butterfly. Figure 4 shows the results. The 
results are sensitive to the amount of 



combat. With an earlier scatter algorithm th!t 
permitted only 62 of the 800 units to engage_ in 

combat, efficiency for 124 nodes was st1 ll 
relatively high at 56%. 

120 

100 simx 
800 units 
10 time steps 

80 

Figure 4. Zipscreen Performance on the Butterfly 

In later histogramming, movement processing 
was found to consume a very sma 11 amount of the 
computational resources. Figure 4 also 
illustrates speedup curves using the most 
complete version of the simulation. Note that 
for the 480 unit case on 124 processors, removal 
of initialization processing raises the 124 node 
efficiency to 45%. Typical CORBAN runs range 
from about 500 to 1000 units. These two cases 
bound the range of performance that mi g~t. be 
achieved without the use of opt1m1zed 
scheduling. Histograms indicated that load 
balancing was the dominant cause of 
inefficiency. 

The Butterfly computer running the 
Zipscreen simulation demonstrates the 
feasibility of parallel combat simulations of 
the type similar to CORBAN, having entity 
centered, time stepped architecture. Good 
scaling with additional processors was demon­
strated for up to 124 processors, with 
efficiency 1 imited by the task breakdown implied 
by data. 

An effort is currently underway to 
demonstrate parallel simulation on a larger, 
more detailed scale by implementing a subset of 

the CORBAN simulation on the BBN Butterfly and a 
hypercube architecture simulation. These 
projects are being pursued by the US Army 
Ballistic Research Laboratory, Los Alamos 
National Laboratory and The BDM Corporation, 
under the sponsorship of the Defense Advanced 
Research Projects Agency. 
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Abstract - This paper describes a new technique to 
analyze data-independent SIMD algorithms to obtain per­
formance measures or their execution on a parallel pro­
cessing system. The execution time or an SIMD algorithm 
is the greatest amount or time required by the control 
unit and any one processing element to complete execu­
tion. The operations performed by the control unit and 
this single processing element constitute the longest pro­
cessing path or critical path through the parallel algo­
rithm. A procedure is described to extract the critical 
path and to simulate the execution or the critical path on 
an SIMD control unit and a single processing element. 
This is a general technique that combines a complete 
parallel architecture hardware model with serial processing 
tools to obtain very detailed SIMD algorithm performance 
information. The simulation studies presented here are 
for SIMD signal processing algorithms written in Parallel­
C and executed on the PASM parallel processing system. 

I. Introduction 

An SIMD machine typically consists of a control unit 
(CU), an interconnection network, and N processing ele­
ments (PEs) where each PE is a processor-memory pair. 
The CU broadcasts instructions to the PEs and all 
enabled PEs execute the same instruction at the same 
time. Masking operations can be performed by the CU to 
enable or disable any set or PEs within the machine. The 
execution time or an SIMD algorithm is the greatest 
amount or time required by the CU and any one PE to 
complete execution or the algorithm. The operations per­
formed by the CU and this single PE constitute the long­
est processing path or critical path through the parallel 
algorithm. Performance measures or a parallel algorithm 
such as execution time, throughput, utilization, and 
speedup can be determined by extracting the critical path 
and simulating a CU and a PE executing it. This paper 
describes a new technique to extract, compile, and simu­
late the critical path or an SIMD algorithm. 

Many parallel processing systems are currently being 
designed or are under development. During the early 
stages or these systems parallel hardware and a complete 
set of parallel software tools are often not available. The 
simulation technique presented here is important because 
the critical path through the algorithm is a serial program 
and thus can be processed and simulated using existing 
serial processing tools. Simulation of the critical path per­
mits analysis of all major components of an SIMD algo­
rithm including enabling and disabling PEs, inter­
processor communications, and CU operations. This tech­
nique is being used to design a real-time distributed 
speech understanding system (lJ. 

t current address: Institute for Defense Analyses - Supercomputing 
Research Center, 4380 Forbes Blvd., Lanham, :MD 20706 USA 

Section Il discusses the P ASM architecture which is 
used as a model in this paper, the SIMD signal processing 
algorithms to be analyzed, and aspects of the Parallel-C 
programming language in which the algorithms are coded. 
Section ID details the critical path analysis procedure. As 
an example of this procedure, Section IV presents the 
analysis of a Cast Fourier transform algorithm. 

Il. Architecture and Algorithms 

P ASM Parallel Processing System 

PASM (10) is a ;wlrtitionable S.IMD/MIMD system 
which can be structured as one or more independent 
SIMD and/or MIMD machines. This dynamically 
reconfigurable multiprocessor system is being designed at 
Purdue University to serve as a research tool in speech 
and image processing applications. P ASM consists or N 
PEs, Q Microcontrollers (MCs), a partitionable multistage 
interconnection network, multiple secondary storafie units, 
and additional processors for job scheduling and 1/0. 

N/Q PEs are associated with each MC to form an 
MC-group. An SIMD machine partition or MN/Q PEs is 
formed by combining the efforts or M MC-groups. The 
MCs act as CUs for their PEs in SIMD mode. The P ASM 
operating system will schedule and protect system 
resources to support a multi-user environment. A proto­
type of the P ASM parallel system with N = 16 PEs and 
Q = 4 MCs is being constructed. The design uses the 
Motorola MC68010 microprocessor [5J as the computation 
engine or the PE, MC, and support processors. 

Parallel-C Signal Processing Algorithms 

Many common signal processing algorithms used in 
speech and image processing such as fast Fourier trans­
forms (FFTs), digital filtering, power spectrum 
estimation, convolution, and histogramming (7, 8) have 
very regular data-independent control structures. It is 
this type of algorithm that this work addresses. 

The SIMD signal processing algorithms are written in 
Parallel-C (4), an extension to the C programming 
language 13). Parallel-C provides a "high-level" medium 
to describe a parallel algorithm without excessive 
emphasis on the details or the machine's hardware. The 
language extensions for SIMD mode processing include the 
definition or parallel variables, functions, and expressions; 
a scheme for accessing parallel variables by using selec­
tors; and extended control structure semantics. Selectors 
are special variables which are used to define the set of 
PEs that will perform a parallel operation. As in serial C, 
scalar variables, functions, and operations may also be 
defined. Variables are declared in Parallel-C by the new 
keywords parallel, scalar, and selector. 
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Algorithms in Parallel-C can be written for whatever 
number of processors seems "natural" without regard for 
the number of physical processors that may actually be 
available at run time.* If the algorithm's extent of parallel­
ism exceeds the physical machine size, multiple virtual 
processing elements (VPEs) can be emulated on each real 
physical processing element (PPE) to create a virtual 
machine size (VMS) equivalent to the extent of parallel­
ism. For each VPE emulated within a PASM PPE, a vir­
tual microcontroller (VMC) is emulated within the associ­
ated physical microcontroller (PMC). If the extent of 
parallelism in an algorithm is E but only H PPEs are 
available in hardware, the operating system will map E/H 
VPEs into each real PPE and E/H VMCs into each PMC. 
Therefore, each of the M MC-groups in the machine parti­
tion emulates E/H virtual MC-groups. 

Conceptually, the ME/H MC-group emulations 
described above are separate processes, M of which are 
scheduled to run at a time. These processes are forced to 
perform a context switch at certain synchronization points 
in the algorithm to ensure correct emulation of the SIMD 
machine. For example, consider a synchronized SIMD 
inter-processor communication step in which all source 
VPEs write data to destination VPEs through the inter­
connection network. All VPEs must send data to their 
destinations before any is allowed to retrieve the data. A 
synchronization point is required in the network transfer 
routine to force each virtual MC-group to context switch. 
When E/H context switches have occurred all VPEs can 
continue. 

III. Analysis Procedure 

The execution time of an algorithm is obtained by 
extracting the critical path from the Parallel-C source 
program, compiling the resulting serial C program, assem­
bling the code, adding the P ASM library functions, and 
simulating the algorithm. 

Critical Path Extraction 

The source code of an algorithm written in Parallel-C 
describes each scalar and parallel operation and the 
appropriate masking information. The farallel-Q Qritical 
fath (PCCP) preprocessor accepts the Parallel-C source 
program and converts it into an equivalent critical path C 
program using the PASM hardware machine size (Q MCs, 
N PEs) and the machine partition size (M MCs, MN/Q 
PEs) to specify the conversion. The critical path conver­
sion process mimics some of the operations that would be 
performed by a Parallel-C compiler. 

PCCP extracts the critical path of an algorithm by 
transforming each Parallel-C input line into its critical 
path equivalent. As variables are declared, PCCP main­
tains a list of each variable name and type while convert­
ing the declaration into equivalent C language notation. 
Scalar variable declarations remain the same except for 
the elimination of the scalar keyword. Parallel variable 
declarations are converted into normal C language vari­
ables. Selector variables are not declared in the critical 
path code. PCCP uses the variable information to 
differentiate between scalar and parallel expressions and 
to analyze parallel variable selector information. 

A Parallel-C expression containing only scalar vari­
ables is equivalent to its critical path counterpart and no 

* This approach can be used for an operating system implementation 
in which multiple jobs may be active simultaneously and the available 
resources cannot be predicted at compile time. In real-time systems, 
programs would be coded for a specific number of processors and 
would be compile-time bound to those processors. 

changes are necessary. Conversion of an expression con­
taining parallel variables requires several steps. Initially, 
selector information is extracted from the expression. The 
selector information within a parallel statement specifies 
the MC masking operations required to execute the state­
ment. It is necessary for the MC to perform masking 
operations only if the new selector differs from the selector 
of the previously executed parallel statement. The 
number of selectors, the selector type (select a fixed group 
of VPEs or a group of VPEs that varies depending on the 
value of a program variable), and the surrounding algo­
rithm control structure may also indicate the necessity to 
perform MC masking operations. PCCP tracks selector 
information and generates special instructions for the MC 
to perform masking when required. After generating the 
masking information the parallel expression is converted 
by removing all selector information. 

The PCCP preprocessor performs all of the opera­
tions of the standard C preprocessor [3]. This permits the 
inclusion of special optimized algorithm macros and 
assembly language code to improve algorithm perfor­
mance. The preprocessor also permits the selective elimi­
nation of sections of Parallel-C source code from the final 
program. With the exception of the expressions that 
translate into MC control instructions, removing source 
code permits a closer dissection of the execution times of 
the operations which comprise the algorithm such as 
masking operations time, operating system overhead, and 
the time for inter-processor communications. 

Simulation 

The resulting serial C source program text is 
prepared for simulation by an MC68010 C compiler, 
assembler, and linker-loader. P ASM library functions to 
perform C startup, initialization, mathematics, intercon­
nection network, PE masking, and context switching 
operations are linked to the algorithm code. 

The output of the linker-loader is an object file and is 
interpreted by the simulator. The simulation program is 
used to simulate the CU and a PE executing the critical 
path of the parallel algorithm. The simulator is a general 
purpose uni/multi-processor hardware description and 
simulation program. It allows the modeling of a wide 
variety of machine interconnection structures and process­
ing models. 

To obtain the algorithm critical path execution time 
the critical path VPE and associated VMC are simulated. 
When the machine partition size is less than the extent of 
parallelism, the critical path execution time must be mul­
tiplied by E/H to obtain the complete algorithm execution 
time. This is accurate because the overhead of the 
operating system to perform context switching is included 
in the P ASM library functions and hence in the critical 
path simulation results. 

IV. Example Algorithm Analysis 

As an example of the detailed algorithm performance 
measures obtainable by the critical path extraction tech­
nique, the analysis results for a 512-point complex 
decimation-in-time FFT algorithm are presented. The PE 
model used in this simulation uses the Motorola MC68010 
microprocessor and MC68881 floating-point coprocessor as 
the execution unit [5, 6J. A multistage cube interconnec­
tion network [OJ is used. 

Parallel SIMD algorithms to perform FFTs have been 
described in [2]. The principal components of the algo­
rithm include computation steps called butterfly opera­
tions, interconnection network transfers, PE masking 
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operations, and algorithm control. The structure of the 
512-point algorithm consists of g stages each containing 
256 butterfly operations. Each butterfly operation 
requires 2 complex floating point additions and 1 complex 
floating point multiplication. The extent of parallelism _in 
the algorithm is 256 PEs. The complex data, D( 1 ), 
O < i < 512 is distributed 2 data items per VPE. At the 
start of the algorithm VPE i contains D( i) and 
D( i + 256). At algor~thm completion yP~ i. contains da.ta 
item br( 21) and br( 21 + 1 ) where br( 1) md1cates the b1t­
reverse of i. The algorithm is optimized by pre­
calculating the FFT twiddle factors, masking operation 
constants, and interconnection network transfer settings. 

Figure 1 is a graph of the cumulative execution times 
of the operations that comprise the algorithm as a func­
tion of the number of PPEs within the machine partition. 
Starting from the bottom of Figure 1, each solid line indi­
cates the algorithm execution time resulting from the 
addition of the labeled operation to the operations 
graphed below. The top curve on the graph was obtained 
by simulating the complete FFT algorithm. The second 
curve from the top was obtained by using PCCP to elim­
inate the code that performs the operating system func­
tions. The difference between the top two curves is the 
operating system execution time. The difference between 
the next two curves is the execution time of the butterfly 
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Figure 1 The cumulative execution times for the opera­
tions that comprise a 512-point complex fast 
Fourier transform algorithm. 

operations. Additional performance measures such as 
overhead ratio, speedup, and throughput !HJ can be 
obtained by combining these execution time results. Pro­
cessor utilization (11] can be inferred by using PCCP to 
eliminate portions of the algorithm corresponding to each 
PE mask setting, obtaining the execution time for the 
remaining PEs, and comparing these times to the execu­
tion time of all PEs. 

V. Summary 

A new method to obtain execution time related per­
formance measures of certain data-independent SIMD 
algorithms running on a parallel processing system has 
been described. Performance measures such as execution 
time, speedup, throughput, and utilization can be 
obtained by extracting the critical path from a Parallel-C 
algorithm and simulating its performance. The critical 
path analysis procedure is described and the analysis of an 
FFT algorithm is presented. 

The technique allows detailed analysis of parallel 
algorithms at an early stage in the development cycle of a 
parallel system while the software and hardware tools are 
still under construction. Analysis of the critical path per­
mits a more detailed algorithm analysis than is possible by 
purely analytical techniques because it includes actual 
compiler and operating system overhead details such as 
register allocation, function call overhead, high-level 
language initialization, context switch overhead, and 
specific details about the hardware implementation. 
Although P ASM has been used as the specific model in. 
this work, critical path analysis is a general technique and 
can be applied to other SIMD architectures executing a 
Parallel-C-like high-level language. 

VI. References 

(1) E. C. Bronson and L. J. Siegel, "A parallel architecture for 
acoustic proceBBing in speech understanding," 1981! Int. 
Conf Parallel Procuaing, Aug. 1982, pp. 307-312. 

(2) L. H. Jamieson, P. T. Mueller, Jr., and H. J. Siegel, "FFT 
algorithms for SIMD parallel processing systems," J. Paral­
lel and Diatributed Computing, Vol. 3, No. 1, March 1986, 
pp. 48-71. 

(3) B. W. Kernighan and D. M. Ritchie, The C Programming 
Language, Prentice-Hall, Inc., Englewood Cliffs, NJ, 1978 . 

(4) J. T. Kuehn and H. J. Siegel, "Extensions to the C pro­
gramming language for SIMD/MIMD parallelism," 1985 
Int. Con/. Parallel Proce111ing, Aug. 1985, pp. 232-235. 

(5) Motorola, MC08000 10/ 91!-Bit Microprocuaor Program­
mer'a Reference Manual, Prentice-Hall, Englewood Cliffs, 
NJ, 1984. 

[6] Motorola, MC68881 Floating-Point Coproce111or Uaer'a 
Manual, Motorola, Austin, TX, 1985. 

(7) A. V. Oppenheim and R. W. Schafer, Digital Signal Pro­
cuaing, Prentice-Hall, Englewood Cliffs, NJ, 1975. 

(8) . A. Rosenfeld and A. C. Kak, Digital Picture Proceaaing, 
Academic PreBB, New York, NY, 1982. 

(9) H. J. Siegel, Interconnection Network• for Large-Scale 
Parallel Procuaing, D. C. Heath, Lexington, MA, 1985. 

[10) H. J. Siegel, L. J. Siegel, F. C. Kem~ere~l P. T. Muelle!, 
Jr., H. E. Smalley, Jr., and S. D. Smith, PASM: a part1-
tionable SIMD/MIMD system for image processing and 
pattern recognition," IEEE Trana. Comp., Vol. C-30, Dec. 
1981, pp. 934-947. 

(11) L. J. Siegel, H. J. Siegel, and P. H. Swain, "Performance 
measures for evaluating algorithms for SIMD machines," 
IEEE Trana. Software Eng., Vol. SE-8, July 1982, pp. 319-
331. 

798 



MULTI GRID ALGORITHMS IMPLEMENTED ON EGPA MULTIPROCESSOR 

J, Volkert and W, Henning 

Universitat Erlangen-Nurnberg 
Institut fiir Mathematische Maschinen 

und Datenverarbeitung (III) 
Martensstr. 3 I D-8520 Erlangen I F.R.G, 

Abs tr.act 

This paper presents the numerical solution of 
partial differential equations for simulation of 
physical phenomena on a class of multiprocessors, 
c~led EGPA-systems. The used multigrid methods are 
well-suited for the considered EGPA systems. An 
implementation example is given. Communication 
mechanisms are explained, The results are discussed 
in respect to efficiency and speed up, At last a 
view at the future work is taken. 

Introduction 

For many years only computer scientists have 
been interested in multiprocessors consisting of 
more than just a few elements, But with the appear­
ance of the Hypercube, such a system is commercial­
ly available. In the field of vector-computers the 
trend to multiprocessors is also discernible, Till 
now, these supercomputers were offered with only 
a small number of processors, but the number is 
continuously increasing. 

At the University of Erlangen-Nurnberg, West­
Germany, multiprocessors have been investigated for 
several years. We are particularly interested in a 
certain class called EGPA (Erlangen General Purpose 
Array). Since we presented the features of such 
systems in former papers [1-3] we will only give a 
short description of the EGPA architecture in chap­
ter II. The main part of this paper deals with soft­
ware aspect. 

Two EGPA systems were realized, The first one, 
a small prototype (5 processors), was built in the 
late seventies. In chapter III we will have a short 
look at the other system which is presently running 
and consists of 21 processors. 

With both multiprocessors, many algorithms were 
implemented. Encouraging results [4-6] demonstrate 
that EGPA computers are well-suited for a broad 
spectrum of applications, One area is the numerical 
simulation of phenomena in physics, chemistry etc, 
As a rule, the corresponding mathematical models 
use partial differential equations. In order to 
find a good solution of such an equation, the dis­
cretization must be fine and as a consequence, the 
required computer performance in FLOPS is very high, 
The emergence of multigrid methods and the advance 
of vector-processors dramatically improved the si­
tuation. Suddenly, many but not all phenomena can 
be successfully investigated by simulation. A lot 
of supercomputer applications have emerged, and a 
worldwide interest in multigrid algorithms and their 
implementation·is rapidly growing. 
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Since the main objective of multiprocessors is 
high speed computation, such a system must be 
suitably structured to fit these algorithms. In 
chapter IV we present a general method for mapping 
multigrid algorithms onto EGPA systems. A simple 
example, the Poisson-Equation is used in chapter V 
to demonstrate in more detail the implementation 
technique and related problems. The measured speed­
ups for this type of equation together with the re­
sults for the more complicated Steady Stokes Equa­
tions are discussed. Some reasons for the loss in re­
lation to the theoretically maximal values are given. 

In the last chapter we give a short survey of our 
recent research, 

EGPA systems: 

EGPA systems form a subclass of multiprocessors 
with the following features -[ 3 ] : 

Tight coupling: The architecture consists of pro­
cessor-memory-modules (PMM) which are connected in 
two-dimensional orthogonal grid-like structures. 
Each processor has access to the memories of the 
four adjacent PMMs (bidirectional connections) and 
each memory can be accessed by neighbouring proces­
sors through a multiport control device, 

Restricted neighbourhood: By coupling each PMM 
with four neighbours the local complexity remains 
constant throughout the processor plane, whereas the 
global complexity grows proportionally to the number 
of PMMs in the system, The principle of constant lo­
cal complexity and linearly growing global complexity 
can be realized in various size independent topolo­
gies, 

Re~larity and homogeneitl: In most cases a rect­
angular array of processors is most appropriate, as 
it can be derived from many algorithmic schemes from 
relaxation methods. Regularity regarding the inter­
connection structure, and homogeneity regarding the 
PMM-structure are mainly directed to the requirements 
of data-exchange in multiprocessors. 

~ierarc~x: Two or more arrar,s of_PMM~ constit~te 
a hierarchical system through vertical connections. 
Each processor (master) - except those at the lowest 
level - has access to the memories of.four subordina­
ted PMMs (slaves, unidirectional connections). 

For larger systems it is unnecessary to have many 
hierarchical layers. Therefore a possible EGPA com­
puter may have the following structure (s. fig, 1a): 



The number of PMMs in the lowest layer is four 
times larger than the number of PMMs in the 
second la;yer. Each PMM in the second layer is 
connected to a disk via I/O and has access to 
the memories of the slaves. 

- The number of PMMs in the third layer will de­
crease more strongly to produce for instance 
a tapering ratio of 1:16. Then for hardware 
reasons, buscoupling should be preferred me­
mory coupling. 

In such a system there is a functiona~ partitio­
ning. The lowest layer is ·the main worker layer, 
The next layer has to perform mainly. operating 
system functions, e,g, to manage the data swapping 
from or to the disks, The pro9essor (or processors) 
in the top layer constitute an interface to a host 
(or a workstation), All the upper layers are used 
for broadcasting (or collecting) data or programs, 

The EGPA system built with DIRMU modules 

DIRMU (Distributed Reconfigurable M!:!_ltiprocessor) 
is a ki~for building multiprocessors. The basic 
element, a PMM consists of two subunits: the P-sub­
module (8086/87 with 320 kB private memory and 
8 exit-ports) and the M-sub-module (64 KByte 8-port 
memory). Two PMMs can be connected by plugging a 
cable into an exit-port of the first module and in­
to a memory port of the.other module, Therefore~ 
every combination of memory coupled processors is 
possible, whereby each processor can have up to se­
ven neighbours (1 exit-port and 1 memory port are 
used to allow the P-sub-module access its own mul­
tiport memory), One possible architecture is the 
EGPA system shown in fig. 1b. 

This system was used for the implementation -
among others - of the multigrid algorithms described 
in the following. The DIRMU kit and the measured re­
sults are presented in several papers 15-1'1 in more de­
tail. For a better understanding the following des­
cribes briefly the addressing technique, In this 
case we want to build the 3-processor~system shown 
in fig. 2 top. The corresponding DIRMU systems looks 
like fig. 2 bottom and the addressing is explained in 
fig. 3, 

General Multigrid Approach on EGPA systems 

Let us assume that we are searching for a solution 
u (~) of 

Lu=f,~EB, 
c (u). x eaB, 

where L is a (not necessarily) linear different~al 
operator and f i~ a function defined o~ ~he re~ion 
B contained in R , C stands for a condition which 
u has to fulfil at the boundary of B. Henceforth. 
We assume that Bis (or is almost) the unit 
cube. Where necessary, this can be a:hieved by a 
suitable transformation of the equations [ 8J • 

Such equations are usually solved by discretiza­
tion. For this purpose we choose a grid G with mesh 
size h. Then we solve the approximate system by re­
laxation 
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If his small enough and.the relaxation proc7ss 
is executed sufficiently often, then the approxi­
mate solution ~ is a good approximation of u. The 
main problem is that the rate of convergence de­
crease strongly with decreasing h for all known 
relaxation methods. 

The situation can be essentialiy improved by 
using multi grids G., with h = 2-i. A multigrid 
procedure is given by a predefined sequence of 
operations of the type R, E, L, I 1, I 2 ._ The follo­
wing rules must be obeyed: 

- B~sides ~ , each grid under treatment is 
1 • R relaxed bY operation • 

In G1 the equations are solved exactly 
(operation type E) 

- In ca~e o~ a transition from Gi to Gj., 
then i = J + 1. 

- In case of a transition from G. 1, the 
residues (fh-LhUh) are restricted-
( operation L) • 

- In :ase of a transition from Gi to Gi+1: 
a) if G. 1 was already used, 

corr~6tions must be interpolated and 
added to the existing approximations 
of the discrete n-values. 

b) if G. 1 was not yet used, then the 
corr~~ponding u-values must be inter­
polated (operation I 2). 

There are many possible orders through which the 
grids can be passed. One example is the V-cycle 
shown in fig. 4a) and a full multigrid cycle based 
on V-cycles (fig. 4b) • 

Multigrid methods are well-suited to EGPA systems 
because all the operations are homogeneous and 
local. Thus, a general approach for mapping such 
an algorithm onto an EGPA system can be given, 

We assume 
12 , L,I' , , , , 
tne computer 

an EGPA system with 1<m layers L1 (top), 
L (bottom), Mapping the algorithm onto 
will be effected in the following way: 

- Assign each grid to the finest of all layers 
which possesses no more modules than the grid 
has points, This rule avoids situations where, 
for a calculation, a processor needs data which 
it can not access directly. Another consequence 
is that as many grids as possible can be compu­
ted by the processors in the lowest layer - so 
that the computing power is used very efficient­
ly (see fig, 5). 

- If the problem is 2-dimensional, each grid plane 
is partitioned and the parts are assigned to the 
modules of the corresponding processor layer in 
a natural way (fig, 6a), Partitioning is 
achieved in a load balancing manner. This means 
that all parts should be as equal as possible, 
Only parts with points of the boundary should 
be smaller to compensate higher computation 
load, Three dimensional grids are projected in­
to a 2-dimensional grid which is divided and 
assigned to processors in the same manner as 
described before, Each processor manipulates 
the 3-dimensional column of grid points pro­
jected onto the assigned part (see fig, 6 b). 
In any case, each processor has direct access 
to all needed data (fig, 6a), 



It should be mentioned that the influence of the 
boundary must be estimated by the programmer. Auto­
matic partitioning methods are not known at present, 
The computational efficiency can be improved only 
by analysing execution times obtained with test da~ 
ta. 

At runtime, each processor executes a program 
which differs from the mono-program only in index 
boundaries and in additional synchronisation parts, 
If all is correctly implemented the behaviour of 
the multiprocessor program is completely equiva­
lent to that of the monoprocessor program, How 
such a correct program can look will be shown in 
the next chapter: 

A~ implementation example 

In the following, we only discuss the parts of the 
program which differ from that known from monopro­
cessors. For demonstration purposes we chose the 
relatively simple Poisson equations with Dirichlet 
conditions. 

a2 
u(x,y) 

a2 2 
a2 

- - 2 u(w,y) f (x,y),(x,y)E(0,1) =G, 
dX 

(x,y) • (x,y )E:lG, u(x,y) g 

Let for h = 2-k 

k Gh = (x. ,y.). x. = ih;Y. = jh;i,j = 0, 1, .. ,2 • 
i J i J 

A possible discretization of 

(4 u .. 
i,J 

the equation is 
2 

- u .. 1 - u .. 1 -· u. 1 . - u. 1 . )/h =f .. i,J- i,J+ i- ,J i+ ,J i,J 

where 

u.;J· = u(x.,y.) and f .. = f (x., y.), 
~ i J i ,J i J 

We parallelize a full multigrid algorithm (s, 
fig. 4b) implemented by Witsch 19] with the follo­
wing operations: 

Relaxation: Each grid point is relaxed in red 
black order 

with u .. = (h2f .. +u .. 1+u .. 1+u. 1,+u.+1 . )/4 
i,J i,J i,J- i,J+ i- i .J 

Red black order means: All grid points are 
coloured red or black so that the whole grid looks 
like a checkerboard. All red points are relaxed be­
fore all black points. The main advantage is that 
it is unimportant in which order the reds or the 
blacks are relaxed, The reason is that the new red 
values depend only on black values and vice versa. 
Restriction: full injection 
Interpolation 1: bilinear 
Interpolation 2: of 4tn order. 

We now explain the control flow of the user pro­
gram for solving Poisson equation, For sake of sim­
plicity we assume that exactly one grid.level is 
manipulated by a processor layer, The following con­
trol variables are used 

lo grid level is reached for the first time, 
e,g, position«in fig, 4 

deep = 1 grid level is reached for the second time, 
e,g. position• in fig. 4 

2 otherwise 

~~~p~s:t {true finest grid 
= false otherwise.' 

end true = false 
stop 
go on 

top processor: 

The corresponding process is initialized by the sy­
stem, This process initializes the son processes 
at each of its slave processors. Then the follo­
wing loop is executed: 

:xact soluti~n in G1; . 
interpolate into son memories; 
messages to sons, 
wait for messages from all sons, 
if message = "finished" then stop; 
end loop. 

All other processors execute the same program: 

Initialisation: deep: 
V1: 

O; deepest: =true/false 
number of relaxation steps 
befor interpolation 
number of relaxation steps 
a~er restriction, 

initialize sons, 

relax v1 times 

restrict 
residues :=TRUE 

deep 
message message :=2 

'go on' 'fini- I2 I1 
shed' message 

to to 'go on' 
father father to 

wait until all 
sons have sent 

residues 
:= relax 

v times 
restrict 
residues 

message message 
'fini- 'go on' 
shed' 
to to 

father father 

Although the above diagram is self-explaining, 
we have to clarify some features. 

The interpolations II and r 2 produce data, '."hich 
have only effects on the contents of the memories 
of the next deeper PMM layer. In the first case the 
corrections are added to the existing values of the 
grid points, in the other case the grid is gene­
rated for the first time. In contrast to that, the 
restriction operation writes the residues into the 
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memories of the same layer, since the processors 
of a layer have no direct access to the memories in 
the next higher layer. Therefore, the PMMs of the 
higher layer first have to copy the data into their 
memories. 

·While the above diagram shows synchronisation be­
tween layers, the following program demonstrates 
synchronisation between processors of the same le­
vel. 

We only look at the- procedure "relax" 
always called v 1 (V2 ) times in sequence. 

BEGIN 
WHILE blackrel & 

blackrel 
blackrel 
blackrel 

DO wait (t) OD; 
relaxed; 

& 
& 
& 

north :f:. blackrel 
west :f:. blackrel 
south :f:. lllackrel 
east :f:. blackrel 

redrel: = redrel + 1; 
WHILE redrel & north :f:. redrel OR 

redrel & west 
redrel & south 
redrel & east 

DO wait (t) OD; 
relaxblack; 
blackrel: = blackrel 
END 

:f:. redrel OR 
:f:. redrel OR 
:f:. redrel 

+ 1 

which is 

OR 
OR 
OR 

To understand the routine we have to remember 
that this program is running at any processor. This 
is the reason why we write relative programs (rela­
tive to an assumed PMM location within the system), 
We achieve this by using variables with relative 
names. Two examples are "blackrel" and "redrel", 
"redrel" ("blackrel") is tl:ie name of a set of vari­
ables. In each PMM, there is an incarnation of "red­
rel" located in the multiport memory, Such a set is 
relatively addressed. Each processor writes or reads 
the incarnation into its multiport memory by using 
the name "redrel". The corresponding incarnation of 
the western neighbour (according to the gridlike 
interconnection structure) is accessed by "redrel 
& west". With DIRMU (fig. 3) we explain these facts 
from a hardware point of view, Let us assume that 
the connection from a processor to the multiport me­
mory of its western neighbour is plugged into exit­
port 3 and its own multiport memory is accessible by 
addresses of port O. Furthermore we assume that "red­
rel" has the address 8•64 K+d, Then the address of 
"redrel & west" is 11•64 K+d. This address is trans­
formed to 8·64 K+d by the multiport of the western 
PMM and this is the address of the variable "redrel" 
from the point of view of the western processor, 

In the above routine the variables "redrel" re­
spectively "blackrel" indicate how often the red­
points resp. the blackpoints were relaxed. There­
fore this ·variables are set to zero during the ini­
tialisation, The first WHILE guarantees that the 
data needed for relaxing the red points already 
exists in the adjacent PMMs, The second WHILE is 
necessary to be sure that for the relaxation of the 
plack points all needed red points being in the PMMs 
of the .neighbours are updated, 
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Now we discuss an improvement of the main routine 
given by the diagram. The synchronization between 
layers is achieved by messages. In the implemented 
program we realy used spinlocks, because this tech­
nique is much.quickier than message passing (µsec in 
comparison to msec). This technique we illustrate 
for the synchronisation between layers (grids). 

For controlling the states of the sons and of the 
neighbours, we introduce the variables. 

an activity number 
lan: last activity number 

A father-process signals the next activity to the 
sons by incrementing their activity number 

an & sons + : = 1 

(we use this as abbreviation for the real statements 

an & son 1: =an & son 1 + 1; 

an & son 4: =an & son 4 + 1;). 

(Here we address the incarnations of "an" laying 
ir. the memories of the.slaves by adding _&son i 
equivalent to the tec.hnique how we select the incar­
nation in the memories of the neighbours. It is al­
so a kind of relatively programming.) 

Now let us assume that the sons have copied the 
last value of "an" into "lan". If a son-process is 
ready for a new activity, he executes a waiting­
loop 

WHILE an = lan DO wait ( t ) OD; . 

After incrementing "an" by the father the proces­
sor executes the next statement after this WHILE. 
For instance, he can control the states of the 
neighbours by another waiting-loop: 

WHILE an & neighbours :f:. an DO wait (t) OD 
(an & neighbours stands for 
an & NORTH :f:. an OR . • • OR an&WEST;ian ) 

There are a few possibilities for upwards-syn­
chronization (from son to father). 

If the process terminates the current activity, 
he can e.g, change the sign of "an" (an:=-an). Then 
the father asks for the values of "an" in the sons 
memories. 

WHILE an & sons > o DO wait (t) OD; 

The father process leaves this waiting-loop only 
in the case, that all son-processes have been car­
ried out the requested activity. 

In such a way we synchronize within most of our 
programs, We found this time saving technique very 
good and all users preferred it. There is one dis­
advantage in comparison to message passing: there 
is no system control of the synchronization. To 
overcome this we use·d hardware monitors for tra-



cing. Finally we want to emphasize one fact in con­
text with our Poisson program. No matter which tech­
ni~ue _we_ use, only local synchronization takes place. 
This is important, because a global synchronization 
would be much more time-consuming. 

The possibility to synchronize locally (practi­
ced in most of our programs) and the possibility to 
program relatively are two very important features 
of our system. 

Some results 

We implemented two multigrid algorithms on the EGPA 
system build with 21 PMMs (see fig. lb) [r;:>,13]. In 
both ~ases, the processor at the top operates only 
on grid 0 and the four processors of the middle 
layer manipulate grid 1. All other grids were as­
signed to the 16 processors of the bottom layer, 
The results are given in table 1, 

Some comments to the results: 

With increasing number of grids the speedup in­
creases, since the synchronization and communica­
tion part of the program decreases in comparison to 
the calculation part, If the problem is· too small 
it will make no sense to use such an multiprocess~r. 
Some lower bounds for the size, which a problem 
should have, are given by Mierendorff and Kolp [11] 
They showed that in case of a 3 dimensional multi­
grid ~g~rithm the problem size has to be O (p3); 
when p is the number of processors in the lowest 
layer: The results for the Steady State Stokes 
~quation are better than those for Poisson, since 
in the former case there is more work to do, 

Since n?t all ~rocessors_are always busy - only 
one layer is working at a time - the maximal speed­
up cannot be equal to the number of processors The 
ideal speedup gives the upper bound which can ~i­
mally be achieved under ideal circumstances. The dif­
ference between measured speedup and ideal speedup 
reflects the loss, 

This loss is not effected by the time for the 
p:oper synchroni~ation action but by the waiting 
times. These periods of idleness are caused by un­
?ali;nc:d loa~, which is obtaind by the fact that 
it is impossible to divide the used grids into 
parts with equal load, 

Future work 

We introduced EGPA systems. We demonstrated the 
programming of such systems. 

For two multigrid algorithms the speedups mea­
sured at our 21-processor system were given, To­
gether with former enjoying results in context with 
many other problems we were encouraged to continue 
the investigation of such systems. 

In order to increase the performance of the 
DI~~PMM we decided to improve the hardware by 
adding a powerful coprocessor, First measurements 
with a first prototype yielded speedups of more 
than 100 i~ comparison to the existing system, In 

803 

the next time.we will test whether this good re­
sults can be generalized to a whole system [ 7 ] • 

In this context we will investigate the I/0-pro­
blem which will occur if the data to be handled are 
too many and swapping algorithms have to be used. 
Provided that our theoretical estimations are cor­
rect and we believe this, then we will be able to 
manage this problem with additional hardware with­
out slowing our system down, 
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Fig. 3: Addressing scheme for private and shared me­
mory in the DIRMU system. 

The private memory is addressed without address 
transformation (pages 0-7). Each PMM accesses a 
shared memory plugged into exit-port i by addres­
ses corresponding to page 8+i. The PMM of which 
the shared memory is a part sees the addresses 
as belonging to page 8. Therefore each address 
(8+i)·64K+d (displacement) is transformed to 
8.64 K+d. 
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Fig. 4: Multigrid method 
a) V-cycle 

b) full multigrid with V-cycles 

D exact solving (E) 
0 relaxation (R) 
\ interpolation r, 
/ restriction (1) 
\ interpolation r 2 

-1 . 

Fig. 5: Mapping the problem structure onto the EGPA 
system. 
Left, a system with 4 layers. The total 
number of processors in each layer is 
given. On the right, are the grids G. 
(23(i+l) . t . t 3 . . 1 1 ) poin s in he -dimensiona case • 
The arrows show which processor manipulates 
which grid. 
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Fig, 6: Mapping one grid onto one layer 
a) 2-dimensional case. For one example the 

area to which one processor needs access 
is hatched, 

b) 3-dimensional case 

A) POISSON EQUATION WITH DIRICHLET CONDITIONS CMGOOD, WITSCH) 

NUMBER OF GRID LAYERS 6 7 8 
GRID POINTS JN THE 
FINEST GRID 4225 16641 65025 
MONO RUNTIME /SEC 27.o 103.5 400.5 
16 PROCESSORS 2.27 7.18 26.1 
SPEEDUP 11.9 14.4 15.3 

B) STEADY.STATE STOKES EDUATION 

V-i, = v ,_ = 1 (NUMBER OF RELAX STEPS BEFORE/AFTER COARSENING) 

NUMBER OF GRID LAYERS 5 6 7 
NUMBER OF CELLS JN THE 
FINEST GRIDS 1024 4096 16384 
MONO RUNTIME /SEC 12.35 48.43 192.82 
16 PROCESSORS l.24 3.58 12.7 
SPEEDUP 9.95 13.5 . 15.2 
v = v,. = 2 

.-1...._ 
MONO RUNTIME /SEC 20.03 78.72 313.22 
16 PROCESSORS 1. 97 5.75 20.5 
SPEEDUP 10.3 13.7 15.3 
Table 1: 

Measured results with 16 processors in the lowest 
level of the EGPA system {21 processor pyramid), 

In case B we parallelized a proposal of A, Brandt 
[10], This algorithm uses staggered grids. There­
fore the region is partitioned into cells. 



CONSTRUCTING THE VORONOI DIAGRAM ON A MESH-CONNECTED COMPUTER 
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Abstract 

In this paper, we present a Mesh-Connected Computer algo­
rithm to construct the Voronoi diagram of a set of planar points. 
Given a set of n planar 1?£ints, our algorithm constructs a Voronoi 
diagram on an O(..frlxvn) MCC with constant storage per pro­
cesser in 0 (..frllogn) time. Using the Voronoi diagram, the prob­
lem of determining the nearest neighbor between two sets and 
constructing the Euclidean minimum spanning trees can be solved 
with the same time complexity on the MCC. The best sequential 
algorithms for constructing the Voronoi diagram have an optimal 
0 (nlogn) time complexity. Previous known parallel algorithm 
for this problem requires 0 (log3n) time on a Parallel Random 
Access Machine and 0 (log4n) time on the Cube-Connected­
Cycles with O(logn) storage per PE. 

I. Introduction 

Voronoi diagrams (also called Thiessen diagrams) of a set S 
of n points is a well known structure which makes explicit some 
proximity information about S. In the Voronoi diagram [l], each 
point is surrounded by a convex polygon enclosing that territory 
which is closer to the surrounded point than to any other point in 
the set. Shamos [2] applied two-dimensional Voronoi diagrams to 
obtain elegant solutions in computational geometry, such as 
finding the nearest neighbor, construction of minimum spanning 
tree, etc. Generalizations of the Voronoi diagram were considered 
by several authors. Shamos [3] describes an 0 (nlogn) time 
sequential algorithm to construct the planar Voronoi diagram for a 
set of planar points. The strategy used in the serial algorithm is 
divide-and-conquer. In the merging step the Voronoi edges are 
generated in a "zigzag" sequential manner which seems difficult to 
parallelize. 

Our algorithm is based on Brown's [4] approach which 
transforms the problem of constructing a planar Voronoi diagram 
for an n -point set to the construction of a convex hull of n points 
in three dimensional space. Chow [5] worked on parallelizing the 
algorithm to solve this problem. Using the shared memory 
machine (SMM) with n processors, the time performance of her 
algorithm is 0 (log3nloglogn ). A recent paper [6] presented an 
O(log3n) time a~orithm to solve this problem with O(nlogn) 
space. An O(log n) time algorithm for the construction of Voro­
noi diagram on Cube-Connected-Cycles with O(logn) storage per 
processor, was also proposed in [5] with 0 (log4n) time complex­
ity. Our algorithm has 0 (..frllogn) time complexity, and is per­
formed on an O(..frlx..frl) MCC with constant storage per PE 
which is a simpler model than the SMM. It needs to be pointed 
out that ..frllogn < log4n for practical n . 

In the MCC, identical processors are connected via simple 
and regular communication paths to form a two dimensional array, 
each with a constant number of registers. It is a single­
instruction-stream, multiple-data-stream (SIMD) computer. (For 
other geometric algorithm on MCCs, see [7-9].) 

Several well know MCC algorithm such as Sorting [10], and 
performing a Random Access Write(RA W) and a Random Access 

This research was partially supported by an IBM Faculty Development 
Award. 
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Read(RAR) [11] will be used in our paper. Section II describes 
the algorithm for constructing the Voronoi diagram, and section 
III provides some applications of the Voronoi diagram. A sum­
mary will be given in section IV. 

II. Constructing Voronoi Diagram 

Given two points Pi and Pi in the plane, the set of points 
closer to Pi than pi is the half-plane containing Pi that is bounded 
by the perpendicular bisector of Pi and pi" Denote this half-plane 
by H(p;,Pj). Given a set S of n points in the plane, the locus of 
points in the plane that are closer to Pi than to any other point is a 
convex polygon (maybe unbounded). It is known as the Voronoi 
polygon and denoted by V;. 

Vi=('\ H(p;,p j). 
Pi 

The Voronoi diagram is then composed of the n polygons V(i} 
(see Figure 1). The vertices of the diagram are called Voronoi 
points and the line segments are Voronoi edges. 

To construct a 2-dimensional Voronoi diagram, Brown [4] 
used a technique called inversion to transform the planar points to 
3-dimensions. Given an inversion center Po and an inversion 
radius r, we can transform point Q to point Q' by inversion, 
where P'J): is in the same direction as POQ, and IP'Jll = 

r 2/IPOQ 1. The inversion has the following properties: 

1. An inversion transforms a plane which does not pass through 
the inversion center to a sphere which passes through the 
inversion center, and vice versa. Denote the former type of 
transformation as a plane-+sphere transform and the latter as 
a sphere-+plane transform. 

2. The interior of the sphere corresponds to one of the half 
spaces bounded by the plane and the e~rior of the sphere 
corresponds to the other half space. 

3. The inversion is involutory, i.e. application of inversion 
twice yields the original point. 

Given a set of n points on the xy plane, we examine the 
inversion of three of them with respect to an inversion center P0, 

not in the xy plane. We can consider the inversion as a 
plane-+sphere transform such that the three points are on the xy 
plane originally and their images are on a sphere passing through 
inversion center Po- On the other hand, we can consider the inver­
sion as a sphere-+plane transform in which the three points are 
originally on a sphere passing through their circumcircle on xy 
plane and Po out of xy plane, and their images are on a plane. In 
this case, if the other n-3 points are in the exterior of the circum­
circle, then due to property 2, their images are in one half space 
bounded by the plane decided by the images of those three points 
(see Figure 2). So, the problem of determining for each set of 
three points whether their circumcircle excludes all other points 
becomes that of determining for each face if it is a convex face. 
Note that the number of the faces s; 2n-4 for a hull with n ver­
tices. 

The method used to construct a Voronoi diagram will be 
presented in a top-down manner below. 



Algorithm Voronoi: 

input: A set of n points represented by their Cartesian coordinates 
(x;,y;). They are distributed on a WlxWI Mesh-Connected Com­
puter, one point per PE. 

output: A set ofVoronoi edges contained in the mesh. 

1. Perform the inversion for each point. For simplicity, choose 
point (0,0,1) as the inversion center and choose r=l. See 
Figure 3. Let (x;,y';,z';) be the coordinates of the inversed 
image of a point, i.e. x = x/(x 2+y 2+1); y' = yl(x2+y2+1); z' 
= (x2+y2)/(x2+y2+l). 

2. Construct the 3-dimension convex hull CH for the set of 
image points. This is done by algorithm Convex Hull which 
will be described latter in this section. At the end of this 
step, each convex face F; represented by three points through 
which it passes, is stored in a PE with the flag of this face 
extn=l. The addresses (i.e. PE indices) and the PEs in which 
its adjacent faces are present are also known by the PE. If 
we exclude degeneracies, each convex face is a triangle and 
has three adjacent faces. 

3. Each PE performs the "reinversion" for the three points on 
each convex face it contains. The image (x' ,y",z") of a 
point (x ,y',z') on the face F; is given by x'' = x/(1-z'); 
y"=y'/(1-z'). Find the center of the circumcircle of the 
three points corresponding to each face F;. Let C; denote the 
center of this circle. If Po and the CH are at the same side of 
F;, set v; to 1. C; is a Voronoi point. 

4. Each PE containing C; with v;=l does RAR of vi from the 
PE containing Fi such that Fi is an adjacent face of F; in 
CH. 
IfvFl, (C;,Cj) is a Voronoi edge. 
Else C; starts a ray in the c-;l:i direction. 

End of algorithm Voronoi 

Theorem: Algorithm Voronoi finds the Voronoi di!!iram for a set 
of n planar points in O(vnlogn) time on an O(Vnxvn) Mesh­
Connected Computer. 

Proof: We give this proof with the assumption that the algorithm 
Convex Hull is correct and takes 0 (vnlogn) time. (This will be 
justified once we describe algorithm Convex Hull later in this sec­
tion.) Steps 1 and 3 can be done in constant time. Step 4 involves 
at most three RARs and needs O(vn) time. Thus algorithm Voro­
noi has 0 (vnlogn) time performance, subject to the assumption 
about algorithm Convex Hull to be presented. 0 

The rest of this section deals with the description of algo­
rithm Convex Hull. The strategy we used is divide-and-conquer 
based on [4]. Given two set of faces each belonging to a convex 
hull, we need to first decide for each face if it is an external face. 
We then remove the faces which are not external. Finally we add 
new faces along the "circuit" which is shared by pairs of faces 
consisting of an external face and a non-external face. 

To judge if a face is external, we need to test if the two con­
vex hulls to be merged, say convex hull A and B , are in the same 
half space bounded by the face. Let the face to be judged be Ff in 
convex hull A. Denote all the faces in convex hull B as Ff's. 
Instead of testing all the Ff with Ff's, we only test two represen­
tatives F! and FP such that if they are in the same half space as 
convex hull A , every face in B is. When we refer to a face, we 
indicate it by three points and define each point by its coordinates 
(x;,y;,z;). The equation of the plane can be expressed as follows: 
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x y z 1 
X1X2X3 l 
YI Y2Y3 1 
Z1 z2 Z3 1 

=0. 

The general form of the above equation is <X;x + ~iY + "{;z + ~i = 0. 
The details of algorithm Convex Hull are as follows: 

Algorithm Convex Hull: 

input: A set of points represented by their coordinates (x;,y;,z;). 
They are distributed on a WI xWI Mesh-Connected Computer, one 
point per PE. 

output: A set of convex faces where each face is represented by 
three points; a flag indicating whether the face corresponds to a 
Voronoi point and the index of the PEs where the information 
about the adjacent faces are present. 

2.1 Sort the n points by x -coordinates into non-decreasing order 
in shuffled row major. 

2.2 Recursively solve the convex hull problem in parallel on 
each block of the mesh where a block consists of 2k PEs in 
the k-th iteration. 

2.3 Combine two convex hulls each generated in a submesh. 
(Fig. 4(a) is a reference.) 

2.3.1 Decide for each face F; if it is an external face, and 
indicate if so by setting the flag extn to 1, as described 
below. 

Each PE which contains a face of convex hull A , 
Ff, performs the following actions: 

Find the two representative faces of convex hull B , 
F! and FP; (This is done by invoking the algorithm 
Represent which will be presented later.) 

Test if F! and FP and convex hull A are in the 
same half space bounded by Ff. · 
If it is, set flag extn to 1. 

PEs containing faces of convex hull B performs simi­
lar actions independently and simultaneously, with A 
and B reversed. 

2.3.2 Find the circuit edges. 
The PE which contains Ff and has set extn,=l does 

a RAR from the PE where Ff, an adjacent face of Ff, 
lies. If extnk = 0, mark the points shared by Ff and 
Ff, (They form a circuit edge.) All above is repeated 
three times, once for an adjacent face of Ff. 

(Do the same thing for the PEs containing Ff' s in 
parallel.) 

To order the edges in the circuit, independently and 
concurrently sort all the marked points p's in A and 
in B by cos-1 yf'\Jy 2+z 2, which is the angle between 
op' and the y axis where p' is the projection of p on 
yz plane and o is the origin. 

2.3.3 Find the new convex faces between the circuit in A 
and the circuit in B . 
comment: Each face is decided by an edge Ef in cir­
cuit A (respectively Ef in circuit B) and a vertex in 
circuit B (respectively A). Using the method in [5], 
we need to find for each Ef (Ef respectively) a vertex 
from all the vertices in circuit B (A respectively) to 
form a convex face. Once a vertex, say pi is chosen, 
it divides the vertices in circuit B into two subsets. 
Those edges with index smaller(respectively grater) 
than Ef need only search among the vertices with 
index smaller (greater respectively) than Pi· Here is 
the implementation. (See Fig. 4(b).) 

Originally all the edges in circuit A forms a set and 
all the PEs containing points in circuit B (marked 



points) are the submesh associated with the set. Do 
the following recursively: 

(**) Choose an edge with the middle index in each set 
and broadcast its record to its associated submesh. 

For each associated submesh concurrently, do the 
comparison in each row of the submesh in parallel 
and in the right most column of the submesh after­
ward. 

Tirus the vertex to form the convex face can be 
found by the criterion in [5]. Denote the index of the 
PE containing it as PEm. 

Let the edges with index smaller (greater respec­
tively) than or equal to the middle be a set, the PEs 
with index smaller (greater respectively) than or equal 
to PEm be the associated mesh of the set. (For simpli­
city, assume the submesh is a rectangular block, since 
the points in a incomplete row may be distributed to 
the PEs in the regular block with at most constant 
increases in the number of points handled per PE. See 
Fig. 5.) go to the line marked"**". 

For each new face, set extn to 1. 

End of algorithm Convex Hull 

Theorem: Algorithm Convex Hull finds for a set of n_points its 
convex hull in O(walogn) time on an O(../ilx-./n) Mesh­
Connected Computer. 

Proof: Sorting in step 2.1 takes O(wa) time. Denote the running 
time of algorithm Convex Hull as T(n). T(n) can be expressed by 
the recurrence equation T(n) = T(n/2) + M(n). To find M(n), 
assume algorithm Represent in step 2.3.1 is correct and has 
0 (walogn) time complexity. (This will be shown after the 
description of algorithm Represent.) Step 2.3.2 involves a constant 
number of the RARs and sorting steps; therefore 0 (Vn) time is 
sufficient. In step 2.3.3, broadcast, and comparison in each row or 
column takes O(wa) time respectively. S~ 2.3.3 needs to be 
repeated for logn iterations, thus takes 0(-./n121n) time in total. 
Since M(n) = O(.Jillogn), we have T(n) - 0(-./nlogn). A convex 
hull with n vertices has at most 3n-6 edges and 2n-4 faces. We 
can distribute the elements on the Mesh-Connected Computer of 
size .Jn x.Jn, with a constant number of points, edges or faces per 
PE. The proof is complete subject to the correctness of the 
assumption about algorithm Represent which will be shown as fol­
lows. D 

The representative face of Ff is the face F! in CH(B) such 
that angle(Ff, F!) is the smallest. Let the normal vectors of faces 
Ff and face Ff be <a;,bi,ci> and <aj,bj,Cj> respectively. 

cos angle(Ff, Ff)= <a;,bi,Ci>·<apbj,cj> = (ai<Jj+ bibj+ cic'j) 

If angle(Ff, Ff) is the smallest, ai<J1+b/JrciCi is the greatest when 
0 S angle S n:. Investigate the distance between point Pi with 
coordinate(ai,bi>cu and point pi with coordinate(aj,bj,cj). 

distance (pi,Pj) =.../2(1-<.a;.a1+b,b1+cjCj)) 

We can see if a;a1+b;bl+c,-ci is the greatest, distance(p;,Pj) is the 
smallest. To find for Fl with norm.al vector <ai,bi,c;> the face F!, 
we need only to find for point Pi with coordinate (ai,bi,ci) its 
nearest neighbor among all the points p 1, with coordinates 
(aj,bfacj) where <aj,bj,Cj> is the norm.al vector of Ff. 

All the points Pi corresponding to faces of CH(B) are on the 
unit sphere and we can construct a spherical Voronoi diagram for 
them by projecting onto the sphere the edges of the circumscribing 
polyhedron which is formed by the planes tangent to the sphere at 
p/s [4]. Performing point location for query point Pi> we can find 
its nearest neighbor. Observe the Voronoi diagram in Figure 1, we 
can find that it is composed by a set of broken line generated at 
different levels of the merging step, when the Voronoi diagram is 
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being constructed by a divide-and-conquer approach. In Figure 
6(a), the bold broken line was generated in the.final (logn-1 level) 
merge step. The fine broken line was generated one step earlier 
and the dashed broken line was generated two steps earlier. If we 
sort all the points, on whose Voronoi diagram we are locating the 
query point, by their x -coordinates in D.Q_n-decJCasing order so that 
their binary indices are bioga···b1bo, each segment in the i -th level 
broken line is a perpendicular bisector of two points such that the 
most significant bit different between their indices are the i -th bit. 
To locate the query point Pi• we first want to decide whether it 
falls in the left half or right half of the Voronoi polygons. Then 
find which quarter it falls in, and so on. For the example of Fig. 
6(a), we first want to decide which side of the bold broken line the 
query point Pi lies on. Then find which side of the fine broken line 
it lies on and so on. To decide which side of the broken line a 
point lies on, first we divide the plane into horizontal slabs each 
containing one segment (see Fig. 6(b)). Once we find the slab the 
point falls in, it becomes very easy to examine which side of'the 
segment, and thus of the broken line, point Pi lies. The point loca­
tion on the spherical Voronoi diagram is similar. The MCC algo­
rithm is as follows: 

Algorithm Represent 
input: Two sets of faces belonging to the convex hull of A and B 
respectively, where face Fi is represented by the equation <X;Jt + 
p.y + "fiZ + 5i = 0. The faces are distributed one per PE. 

output: For each convex face in A two representative convex faces 
in B, (the PE which contains a face in A will have at the end of 
the algorithm the indices of the PEs which contain the later), and 
for each convex face in B two representative convex faces in A . 

2.3.1.1 A PE which contains a face Ff (Ff respectively) finds 
its normal vectors <a;,bi,ci> and <-a;,-bi,-c;> 
(<afabj,Cj> and <-afa-bfa-cp respectively) where 

CXj 
ai=-==== -../al+Pt-+'Yt 
b·- Pi 

I - ...Jex;2+pjQ 

"fi c;=-==== -../al+pl-+'Yl 
The following steps find for each point p;(a;,b;,c;) and 
p;'(-a;,-bi,-cu in A (B respectively), its nearest neigh­
bor among p1{aj,bfacj)'s in B (A respectively). (They 
are all on the unit sphere.) 

2.3.1.2 Construct the spherical Voronoi diagram for the points 
in A and B respectively. We describe the steps for the 
points in A . Steps for the points in B are similar. 

(a) Find for all the points p; (ai,bi>c;) corresponding to 
· face Ff the planes tangent to the unit sphere at that 

point. These planes will fo~ a circumscribing 
polyhedron of the unit sphere. Each PE which con­
tains a face Ff generates the equation of the plane 
a;x + b.y + ciz - 1. 

(b) To find the edge in the circumscribing polyhedron, 
each PE containing Ff does a RAR from the PE 
which contains an adjacent face Ff. The intersection 
of these planes 

{ 
apt + b.y + CiZ = 1 

ap+bjy+cp= 1 

decides an edge of the circumscribing polyhedron. 

(c) By examining in convex hull A all the faces adjacent 
to Ff of CH(A), we can determine the vertex of the 



circumscribing polyhedron t,{u;,vi,w;)'s. 

(d) Find the Voronoi point A.,{~;.Tti,!;;) and Voronoi arc e; 
of the spherical Voronoi diagram. Each PE computes 

U· 
~+- • 

' .lu7+v7+w7 
'/I I I 

V; 
Tl·~--;::===; 

' -1u7+v7+w7 
'/I I I 

r Wj 
.. -~-;::::;:==:;== 
' "ul+vl+wl 

Each Voronoi arc "remembers" the two points with 
which it is associated. 

2.3.1.3 Mark the levels for the Voronoi arcs in the spherical 
Voronoi diagram, as described below. 

Sort all the points p{s (~\ooirts surrounded by the 
Voronoi arcs) by ei = x/ Xj +y;. Each point has its 
binary index. 

Each PE which contains a Voronoi arc ei does a RAR 
to get the index of the pair of points it is associated with. 

Find the "bit exclusive or", say 'I', of the binary index 
of each pair of points associated with e;. The level of ei, 
l;1 can be found by);= Liog'l'j. [(2's complement(i'' -
2' I\ (index of e{ s associated point)]!2',._1 is the index of 
the chain to which ei belongs. For an example, if ei is 
associated with point 0010 and 0101, "bit exclusive or" 
of0010 and 0101is0111, Llog Olllj = (2)10, so e;is of 
level 2. Furthermore, 2' s complement(22) - 22 = 
2' s complement(OlOO)- 0100 = 1100 - 0100 = 1000. 
(1000 /\ 0010) (or 1000 I\ 0101) = O; so e; is indexed as 
0 in the chains of level 2. 

2.3.1.4 From level i = logn-1, i = i-1, until i = 0, 
each PE containing an unlocated query point in subset 

j checks which side of the Voronoi arc chain j of level 
i it lies at. 

(a) Sort all the points in the chain using the chain index 
as the major key and their y -coordinates as the minor 
key together with the query points using the index of 
the subset they belong as the major key and their y. 
coordinates as the minor key. Each query points 
records the index of the PE which it is in as 
g/obal_rank. 

(b) Sort the query points only, using the same key 
described above. Each query point records the index 
of the PE which it is in as local rank and calculates 

dest = global rank- local rank- 1. 
Then sort all the points in the Voroooi arc chain only, 
using the same key described above. 

( c) Each PE containing the query point does a RAR from 
the PE with index dest to get the equation of the 
Voronoi arc and the two points associated with it. 
Decide_ whether the Voronoi arc lies to the left/right 
side of the query point and record it as 
boundifboundR. 

(d) If a query point has boundL and boundR bounding the 
same region, i.e. has the same associated point, the 
query point has been located. Record the index of 
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the PE in which the "owner'' point of the region lies. 
Let all the unlocated query points on the left/right 

sides of the Voronoi chain of level i be a subset 
whose index is b,.ogn···bc·b1b0 with bi equal to 0/1. 

comment: In a sorted list, the rank of an element is the 
number of the elements before it in the list. Given two sets 
P {p;} and Q{qj}, if they are sorted together, global_rank of 
an element indicates the sum of the number of p(s and qjs 
previous to it. Its /ocal_rank indicates the number of q(s 
previous to it only. So the global_rank-local_rank indi­
cates the number of p{s previous to it, and the one closest to 
it has its own local_rank equal to global_rank - /ocal_rank 
- 1. For the details, see [8]. 

End of algorithm Represent 

Theorem: Algorithm Represent finds for each face in A the 
representative faces in B in O(Wllogn) time on an O(WlxWI) 
mesh. 

Proof: Step 2.3.1.1 needs only constant time. In step 2.3.1.2, step 
(a), (c) and (d) each takes constant time and (b) needs 0 (WI) time 
for RAR. Thus step 2.3.1.2 uses O(WI) time to finish the con­
struction of the spherical Voronoi diagram. Step 2.3.1.3 involves 
a sort and a RAR each requiring O(WI) time. For step 2.3.1.4, 
sorti~ in (a) and (b) each takes 0 (WI) time; RAR in (c) takes 
0(-./n) time and (d) needs constant time only. Step 2.3.1.4 will be 
executed for logn iterations, thereby requiring 0 ( Wllogn) time. 
Thus the time complexity of algorithm Represent is 0 ( Wllogn ). 
The number of the edges in a Voronoi diagram constructed for n 
points is O(n). If there are k Voronoi arc chains of level i each 
with O(n) arcs, there will be 2k of Voronoi arc chains oflevel i-1 
each with 0 (n/2) arcs. So we can always distribute the 0 (n) ver­
tices or arcs in the Voronoi chain together with 0 (n) query points 
on an O(WlxWI) mesh, such that each PE has only a constant 
number of arcs (vertices). 

We have presented an algorithm to construct the Voronoi 
diagram for a set of n planar points on a WI xWI MCC with con­
stant storage per PE, and proved that its time performance is 
O(WIIogn). 

Ill. Applications of the Voronoi Algorithm 

The Voronoi diagram can be used to solve many geometrical 
problems such as finding the nearest neighbors between two sets 
and constructing the minimum spanning trees. 

Given two sets P and Q with p and q points respectively, 
the problem of all nearest neighbors between two sets is to find for 
each point in Q its nearest neighbor in P. To solve this problem 
on MCC, we first construct the Voronoi diagram for points in P, 
which takes 0 (.,/jJlogp) time. Then we perform point location for 
each point in Q using the same method described in algorithm 
Represent. The nearest neighbor of each point in Q can be found 
in 0 (.,/p+q logp) time. 

Given a set of points in the plane, the minimum spanning 
tree of it is a subgraph of the Voronoi dual [2]. Based on a Voro­
noi diagram, the Voronoi dual can be constructed in constant time 
on the (WlxWI) mesh by joining each pair of points which are 
associated with a Voronoi edge. The dual is a planar graph. 
Using, for instance, the mesh algorithm proposed in [12], the 
minimum spanning tree for a planar graph can be constructed in 
0 ( Wllogn) time. Thus the time complexity of the algorithm solv­
ing the Euclidean minimum spanning tree problem on a WI xWI 
mesh is o (Wllogn ). 



IV. Summary 

We have presented the algorithm for constructing the Voro­
noi diagram of a set of planar points on a Mesh-Connected Com­
puter having constant number sto~ ~r PE. Given a set of n 
planar points distributed on an 0 (.../ n xv n ) Mesh-Connected Com­
puter, our algorithm can find the Voronoi diagram for the set in 
0 (...fnlogn) time. 

We have also discussed some geometrical problems which 
can be solved on the Mesh-Connected Computer once the Voronoi 
diagram has been determined. The problem of determining the 
nearest neighbors between two sets and constructing Euclidean 
minimum spanning trees can also be solved with the same time 
complexity. 
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Originally B is a submesh associated with the set of 
edges stoiecl in A . Ef, the edge with the middle index, finds 
pi which divides mesh B into two submeshes, the white one 
and the shaded one. Thus, the white submesh is associated 
with set 1 and the shaded one with set 2. The dashed anows 
indicate the search in the next iteration. 
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Abstract -- We examine the problems of computing the 
discrete Fourier transform and performing matrix multiplica­
tion on an array of processors, where each processor consists 
of an ALU, a constant(:'.53) number of storage registers, and 
has a single serial memory attached to it. We show that the 
discrete Fourier transform can be computed optimally on one 
or two-dimensional arrays with p processors in time 

n 2 n n 2 
0( n + -) and 0( r- + - 2 ) respectively. For the 

P2 vp P 
problem of multiplying two n X n matrices, we show the 

4 

optimal bound of 0(n 2 + ..!!._)for a linear array of p pro­
p2 

n2 n4 
cessors and a lower bound of 0( r- + -) and an upper 

vp P2 

bound of O(~ + ~) for a JP" X JP" array of proces-
p p2 

sors. We also settle the case of multiplying a matrix by a vec-
2 

tor in time 0(.E.. + ..!!._). Optimal bounds are also esta-
n p 

blished for the corresponding bit model. Our lower bound 
techniques use a combination of crossing sequence and com­
munication complexity arguments. 

1. Introduction 

In an attempt to achieve the maximum possible speed­
ups, researchers have studied various architectures and exam­
ined their suitability to solve different classes of problems. 
Many schemes for specific problems have been developed and 
have been shown to achieve optimal speeds on these architec­
tures. However almost all of these designs require that the 
number of processing elements must grow linearly with the 
size of the problem, a condition that makes the hardware cost 
too high. 

We examine, in this paper, a simple array architecture 
(one and two-dimensional) with a fixed number of processors 
such that a serial memory is attached to each processor. 
Serial memories appear in magnetic disk, magnetic bubble, 
charge coupled devices, and even VLSI shift registers. Because 
of their high information density and low cost, serial 
memories seem to be quite attractive for use in applications 
requiring the processing of a large amount of data. However, 
their overall performance seems to be severely limited due to 

* Supported by the U.S. Army Research Office, Contracts No. 
GAAG29-82-K-0110 and DAAG29-83-K-0126. 

t Current address: Department of Computer Science, Penn 
State University, University Park, PA 16802. 
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the fact that the elements can be only accessed in one partic­
ular order. A similar model has been studied by several 
authors ([BL], [BWJ, [CLWJ, [CW], [MTW], [OJ], [TW], [WC], 
[W]). In particular, it was shown in ([OJ]) that sorting n 
numbers on a linear array of p processors (comparators) can 

2 2 
be done in time 0(n + ;), and in time 0( 1)- + ..!!._)on 

P vp P2 
a JP" X JP" array of processors. These results show that the 
performance of serial memories is comparable to that of ran­
dom access memories whenever p is large enough. In this 
paper, we consider numerical problems that have high compu­
tational requirements. Assuming that each processor is an 
ALU, we show that computing the discrete Fourier transform 

2 

on n points requires 0(n + ;) steps in the word model, 
2 2 p 

and 0(n q + ~) in the bit model, where each number 
p 

consists of q bits. For the case of a JP" X JP" array of pro-
n n 2 

cessors, we show the optimal bounds of 0( Vv + - 2 ) and 
2 2 p p 

0( .!!!L + n ~ ) for the word and bit models respectively. 
JP" p 

The lower bound techniques use a combination of crossing 
sequence and communication complexity arguments. We also 
consider the problem of multiplying two n X n matrices and 

4 
exhibit matching upper and lower bounds of 0( n 2 + ..!!._) , 

p2 
for a linear array of p processors, and a lower bound of 

n2 n4 na n4 
0( r- + -) and an upper bound of 0(- + -) for a 

vp p2 P p2 
JP" X JP" array of processors. The problem of multiplying a 

2 
matrix by a vector is shown to require 0( E. + ..!!._) steps. 

n p 
The rest of the paper is organized as follows. The formal 

model is introduced in the next section, while the upper and 
lower bounds for the discrete Fourier transform are presented 
in section 3. The matrix multiplication problem is considered 
in section 4 and the last section is devoted to the problem of 
multiplying a matrix by a vector. 

2. The Model 

We will consider a network of p interconnected proces­
sors, where each processor P1, o :'.5 i < p, consists of one (R1 

in the case of the discrete Fourier transform) or more (A1, B1, 

and C1 in the case of matrix multiplication) storage registers 
and an ALU capable of adding, subtracting, and multiplying 
numbers. A single q bit number can be stored in each 



storage register. Attached to ea.Ch processor P 1 is a single 
serial memory 81• Each serial memory 81 consists of a linearly 
connected array of storage cells CtJ• O :5 j < I. Either a 
single q bit number (the word model) or a bit (the bit model) 
can be stored in each cell CtJ· The length of each serial 
memory 81 is I. 

When a serial register 81 is clocked, the content of cell 
CIJ• 1 :5 j < I, is transferred to cell CiJ _ 1. Furthermore, 
the input to serial memory 81 is transferred to cell C1,1_ 1 and, 
hence, to the serial memory itself. The output of the serial 
memory is the content of cell C1,0. 

Suppose processor P 1 is connected to processors P 1i, 

o :5 j < "i . Then, at the beginning or each step, processor 
P 1 has available to it the contents of the storage register(s) of 
processors P1i O :5 j < "i, the contents of its own storage 
register(s), and the output of its serial memory. At the end of 
each step, each processor is expected to supply a number to 
its serial memory and possibly change the contents of its 
storage registers. 

In this paper we will consider two particular interconnec­
tions. In the first case, the processors are interconnected to 
form a linear array or length p ( linear model). Figure 2.1 
illustrates this configuration for p = 4 and n = 24. 

pl-

' P2L 

I /~---------, 
P 3 - C 3,0 - C3,1 - Cu-Ca.a-C3,4-Ca,o 

Figure 2.1 Linearly Connected Array. 

In the second, the processors are interconnected to form a 
./P X ./P array ( two-dimensional model). 

Our model is consistent with most of the architectures 
which have used serial memories as the principal storage 
memory. In particular the model is consistent with most 
architectures which use rotating magnetic disks, charge cou­
pled devices, bubble memories, and equal length VLSI shift 
registers. 

3. The Discrete Fourier Transform 

The Discrete Fourier Transform, DFT, of n points x 0 , 

x 1, • · · , Xn _ 1 is given by: 
n -1 

Yi= E w•i x;. o :5 i < n, <DFT(n)>, 
j=O 

where w is a primitive n 'th root of unity. In matrix form, 

y=Wx, 

where x = [ x;, O :5 i < n] T, y = [Yi, 0 :5 i < n] T, 

and W = [ w ij , O .:5 i, j < n]. 
In this section we will show that_ DFT (n) can be com-
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n2 
puted in time 0(n + -) on a linear array of p processors ,2 

n n 2 .r:- .r:-and 0(-- + -) on a v p X v p array of processors. In ,;p ,2 
both cases a serial memory of length I = ..!!.. is attached to • p 
each processor. To establish the upper bound for the case of 
a linear array, we will do the following: 

fl 
1) show how DFT (n) can be computed on a. p X - array 

p 
of processors using O(n) steps; and 

2) show how each step of the array can be emulated using 

..!!.. steps on our linear model. 
p 

The fast Fourier transform (decimation in frequency scheme 

(BB)) can be computed on a p X ..!!.. array or processors in 
p 

time O(p + ..!!..). In this case p and n are assumed to be 

both powers of two. From (J02), we see that this algorithm 
consists of logn steps. Step i, 1 :5 i < logp , involves a 

column shulne of length ~. the evaluation of expressions of 
2' 

the form a x + b y at each processor, and a column 

unshulne of length Jf-. Step i, logp :5 i < logn , involves a 
2 

row shulne of length ~. the evaluation or expressions of the 
2' 

form a x + b y at each processor, and a row unshulne of 

length ~- From figure 3.1, we see that a column[row] 
2• 

shulne/unshulne of two sequences of length i can be per­
formed using i - 1 column[row] exchange operations in a rec­
tangular array. 

Figure 3.1 Shulning. 

Hence, DFT (n) can be computed on a rectangular arricy 

using O(p + ..!!..) steps. 
p 

We now consider the emulation or a p X ..!!.. rectangular 
p 

array on our model. To emulate the array, we use a linear 

array of p processors. A shift register of length ..!!.. is 
p 

attached to each processor. In the emulation the contents of 

storage cell CtJ• O :5 i < p, O :5 j < ; represent the state 

of processor P 1J of the arricy being emulated. From (OJ), we 



see that each step on the rectangufar array can be emulated 

using 0( ..!!.) steps on our linear model by shifting the contents 
p 

of all the shift registers through the processors once. Hence, 
the discrete Fourier transform of n points can be computed 

n n n 2 
using O((p + -)-) = O(n + -) steps on our linear 

p p p2 
model. 

The weights used in the algorithm can either be serially 
supplied to the processors or computed. Computing the 
weigh ts requires doubling the length of the serial memories 
and adding another storage register to each processor ([J02]). 

In the case of the two-dimensional array, it is straight-
~ n n n forward to show a bound of O((v p + -)-) = 0( ~ 

2 P P vp 

+ ..!!.___) steps using an emulation of an algorithm for a 
p2 

yp X yp X ..!!. three dimensional array of processors. 
p 

Note that if we assume that a RAM is attached to each 
processor, we can obtain the bounds of O(n) (linear array) 

and 0( J;;- ). Hence, if at least 0( Vn) (linear array) or 
2 p 

O(n 3 ) (two-dimensional array) processors are used, a RAM 
based architecture is not superior to a serial memory based 
architecture. 

To establish the lower bounds, we will elaborate on the 
basic model. We state precisely the conditions we need for 
the proof. 

(1) Each serial memory 81 contains ..!!. numbers, where 2 p 
p 

evenly divides n. The numbers are initially assumed to 
be stored in a predetermined order independent of their 
values. 

(2) Each number consists of q bits and each step operates 
on a number as a single entity. 

(3) The serial memories are unidirectional. 

(4) A general step of the algorithm at processor P 1 consists 
of: 

(a) computing two quantities or; and /3; that depend only 
on the output of 81, R1. R1_ 1, and R1 + i· 

(b) updating R1 with or; and shifting /3; into 81. 

(5) The steps of all the serial memories are synchronous. 

(6) The output numbers will reside in the serial memories in 
a predetermined order independent of their values. 

We will call a cycle a set of ..!!. consecutive shifts. Without 
p 

loss of generality, we assume that the output is generated 

after precisely c cycles, i.e., after c n steps, for some 
p 

positive integer c. 

Theorem 3.1: Under assumptions (1) - (6), computing the 
discrete Fourier transform of n points on p linearly con-

2 

nected processors with serial memories requires 0( ~ + n ) 
p 

steps. For a .JP X yp array of processors, we need at least 
n 2 n 

0(- + ~) steps. 
P2 vp 

Proof: With each set of input values, we associate two 
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sequences of p -tuples which we call cycle sequences. The first 
sequence can be defined as the contents < orjil, orJil, ... , 

orjil >.of the R registers (of the processors) at the steps 

~ + i..!!., O < i < c, where c is the number of cycles as 
2p p -

defined above. The second sequence is the contents < (3}il, 

f3Jil, · · ·, f3jil > of the R registers at steps i..!!., 1 5 i < c. 
p 

Note that the number of possible distinct cycle sequences is 
22qpc. We will next establish a lower bound on this quantity. 

Recall that the n -point discrete Fourier transform of x 
is given by 

y=Wx 

Let x = [x1
] be such that x1 is the length ..!!. vector 

X2 2 
corresponding to the contents of the lower half of the serial 

memories and x 2 is the length ..!!. vector corresponding to the 
2 

contents of the upper half of the serial memories. Similarly, 

we can define the two vectors (again each of length ..!!.) y 1 and 
2 

y 2 which form the output vector. We can reorder the rows 
and columns of W to obtain a matrix W such that 

Let x = [::] and x= [::] bo two '""' "''°" whloh 

have the same cycle sequences. Let y = [~:] and 

Y ~ [~:] bo tho oo=pondlng outp"' vootm. Lot'• ~~­
ine the output vector corresponding to the input vector [ :: ] 

For the first ~ steps, the algorithm works exactly as in 
2p 

the case of the input x. At the beginning of the ( ~ + l)'th 
2p 

step, the situation is identical to the beginning of the 

( ~ + l)'th step on input x since x and x have same cycle 
2p 

sequences. Hence, the algorithm behaves exactly as in the 

case of the input x for the next ~ steps. Again, at the 
2p 

( ..!!. + l)'th step, the situation is identical to that of input x 
p 

at the ( ..!!. + l)'th step, and so on. Therefore, the output 
p 

will be [;: l i.e., we have 

[;:] ~ [::: :::: l ~:] 
It follows that 

Y1 = W1,1 X1 + W1,2 X2 = W1,1 X1 + W1.2 Xz 



But this implies that 

W2,1 (x1 - 'if1) = o (*). 

Let rank (Wl.2) = µ and rank (W2•1) = A. We know that 

([T]) µ + >. > .!!.., regardless of how W is partitioned. 
- 2 

Hence, range {W1,2 u} has 2M distinct point~say { W 1,2 ~l> 
W 12 u 2, · · ·, W 1,2 U1, · · · } and range {W2,1 v} has 2 q 

distinct points, say { W2,1 Vv w~,l V2, ... '"'!Ji V1, ... }. 

Consider the input vectors l:~] and [:~ such that 

(j, i) ~ (j, i). In this case (*) does not hold. Hence any 
two such vectors must have two distinct cycle sequences. The 

n 

number of such vectors is at least 2q2 . Therefore we must 
have 

n q-
22p c q ~ 2 2 

n n 2 
Hence, c > -. >From this it follows that T = 0(-). 

- 4p p2 

We now show that in the case of a linear array O(n) 
steps are required no matter how large p is. Let's look at the 
link between processor PP and processor PP . Half the 

2 2+ 1 

input numbers are to the left of that link and the rest are to 
the right. Computing DFT(n) requires O(n) communication 
between these two halves. Therefore, O(n) steps are required. 

The same argument will give 0( ~) for a ..fi X ..fi array 

of processors. 0 

Note that if we assume that RAM's are attached to the 
n 

processors, we get the lower bounds of O(n) and 0( ..fiJ) for 

the linear and two-dimensional arrays respectively. 

We can also establish similar lower bounds even if we 
assume that each number need not be treated as an atomic 
unit. We modify assumptions (1), (2), and (6) as follows. 

(1 ') Each serial memory S1 contains E!L bits of the input, 
p 

where 2p evenly divides nq. The bits are stored in a 
predetermined order independent of their values. 

(2') Each step operates on single bits, 

(6') The bits of the output will reside in the serial memories 
in a predetermined order independent of their values. 
The bits of an output number are stored in consecutive 
locations in a single serial memory. 

We now define a cycle to be a set of E!L consecutive steps. 
p 

Theorem 3.2: Under the modified assumptions, computing the 
discrete Fourier transform of n points, each consisting of q 
bits, on p linearly connected processors with serial memories 

n 2q2 
requires 0(--2 - + nq) steps. Under the same assumptions, 

p 2 2 

we have the lower bound 0( n p; + J) for a ..fiJ X ..fiJ 

array of processors. 

Proof: The proof is similar to that of theorem 1.1 with the fol­
lowing modifications. Partition the elements of x into two 
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subsets L and U such that I U I. IL I ~ ; and x; EL 

(x; EU) implies that at least .!._ of the bits of X; are initially 
4 

stored in the lower (upper) half of the serial memories. 

Now let x = [ :: ] be such that x 1 and x 2 are the vec­

tors corresponding to the elements in L and U respectively. 

Let y = [~:] be defined as before. We thus have 

[~} [::: ::: l [::] 
after reordering the rows and columns of the matrix W. 
Notice that the bits of x 1 are not necessarily stored initially in 
the lower half of the serial memories. However, we know that 

at least .!L bits of each element of x 1 are initially stored in the 
4 

lower half of the serial memories. Consider all the possible 
input values for which all the bits of any element of x 1, not in 
the lower half of the serial memories, are set to zero, and all 
the bits of any element of x 2, not in the upper half, are set to 

_I!! 

zero. The number of such input values is at least 2 4 • We 
now follow the same argument as in theorem 3.1 in identify­
ing those values which yield identical cycle sequences. 

Notice that if rank (W2,1) = µ, then there exists non­
singular matrices P and Q such that 

P W2.l Q = diag {1, 1, · · · , 1, o, o, · · · , o} , 

where the number of l's is equal toµ. Hence, if u and v have 
different first µ entries, then 

P W 2,1 Q u ;FP W2.1 Q v 

But this implies that W 2•1(Q u) ;F W 2,1(Q v) and thus 
.!!.! 

range (W2,1u) contains at least 2 4 points in this case. 

4. Matrix Matrix Multiplication 

The product 

A = [a; .i , o :::; i , j 

is given by: 

of two n X n matrices 

< n J and B = [ b; ,j, O ::=; i, j < n J 

C = [ci,j = Eau bk,j• O ::=; i, j < n] 
k=O 

In this section we will show that this product can be 
n4 . 

computed in time e(n 2 + -) on a lmear array of p pro­
p2 

na n4 ~ ~ 
cessors and in time 0(- + -) on a v p X v p array of 

p p2 
n2 

processors. In both cases, a serial memory of length I = -
p 

is attached to each processor. To establish the upper bound 
for the case of a linear array, one can do the following: 

1) present an algorithm which computes the product of two 
n X n matrices on an n X n cyclic square array (an 
array with cyclic end around connections) using O(n) 

steps; 



2) show how each step on the square array can be emulated 

using 0( }!_ + .!!.) steps on a p X I cyclic rectangular 
n p 

array; 

3) show how each step on the rectangular cyclic array can 
be emulated using 0(1) steps on a rectangular noncyclic 
array; and 

4) show how each step on a rectangular noncyclic array can 
n2 

be emulated using 0(-) steps on our model. 
p 

We leave the details or steps 1-4 to the reader. 

We now establish the lower bounds. 

Theorem 4.1: Under the assumptions (1)-(6) of section 3, mul­
tiplying two n X n matrices on p linearly connected proces­

n" sors with serial memories requires n( n 2 + - 2 ) steps. For a 
p 

../P X ../P array of processors, we have the lower bound of 
n 2 n" 

n<.~ +-2>· 
VP P 

Proof: We actually prove a slightly stronger result by estab­
lishing the lower bounds for the problem of matrix squaring. 
The main strategy is similar to that of theorem 4.1. We show 
that the number of cycle sequences must be large. 

Let X be an n X n matrix such that each entry consists 
of q bits and let Y = X2. Let X X1 + X,., where Xi. and 
X,. correspond to the entries initially stored in the lower and 
upper halves respectively of the serial memories. Suppose that 
X = X. + X.. generates the same set of cycle sequences as 
X. If Y1 and Yu denote the output arrays corresponding 
respectively to the lower and upper halves of the serial 
memories, then it is easy to see that we have the following: 

Y1 +Yu= (X1 + x,.f =X-i.2 +Xu2 + Xi.X.. + X..X. 

Y1 + Yu=(X. + x,.f =X.2 + X,.2 + X.X.. + X,.X1• 

It is easy to deduce from the above equations the following 
identity: 

(Xi. - x.)(x.. - x..) + (x.. -X..)(Xi. - x.) = 0 (*) 

But in [JK) it :was shown that n(2'"129 ) matrices exist such no 
pair of which satisfy (*), where a > O is some constant. 
Therefore the number or cycle sequences must be at least as 
large, i.e., 

n4 
and hence T = n(-2 ). The rest of the proof follows as 

p 
before. 

Note that as in the case of theorem 3.2, we can establish 
similar results for the bit model. Moreover, it is worth men­
tioning that, for the case of a ../P X ../P array of processors, 
the bounds are optimal if p ~ n or p = e(n 11). On the other 
hand, if 1 ~p ~ n 2 and only the semiring operations of addi­
tion and multiplication are allowed, then some processor will 
have to perform n(n 3/p) operations and hence we have the 

na n4 
lower bound of n(- + -) which matches the upper 

p p2 
bound. 

5. Matrix Vector Multiplication 

The product of a n X n 

A.= J a;,;, O ~ i, j i n J by a n 

b = [b; , O ~ i < n J is given by: 

c = [c,· = E" a·· b· O < i < n]T ,,, ,, -
;-o 

matrix 

vector 

In this section we will show that this product can be 
n n 2 

computed in time 0( ..c.. + -) on a linear array of p proces-
n P 

sors and 0( · fL + ~) on a ../P X ..fP array or proces-
~ ~ p ' 

n2· 
sors. In both cases, a serial memory of length I =;= - is 

p 
attached to each processor. To establish the upper bound, we 

. will do the following: 

1) show how this product can be computed on a p X l 
array or processors using O(n) steps; and 

2) show how this product can be computed on our linear 
p na 

model using 0(- + -) steps. 
n p 

We will first consider the case where p = n. The algorithm 
for a n X n array begins with the storage registers AiJ• BIJ• 
and C1J of processor P1,. o ~ i, j < n containing a;,;, b;, 
and O respectively. Note that the elements of b are repli­
cated. Figure 5.1 illustrates this initial configuration. 

A storage registers 

ao,n -1 

an -1,n -1 

B storage registers 
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0 storage registers 

0 -- ~o 

0 ~ 0 ~o 

0 -- --4 0 

Figure 5.1 Initial Configuration for p = n. 

The algorithm consists of n steps. At the k 'th step, 

1) the contents of the 0 storage registers are shifted right­
ward as indicated in figure 5.1, i.e., the contents of 
01,k _ 1, O :5 i < n , 1 :5 k < n , or 0, o :5 i < n , 
k = 0 are transferred to 01,k; an.d 

2) the content of 01,k• 0 :5 i < n. is replaced by 

Au B1,t + 01,t · 

It is clear that this algorithm can be emulated on our model 
in only 0( n ) steps. 

We now consider the case where p < n. In this case, we 
assume that p evenly divides n. The algorithm for a p X n 
array begins with the storage registers AiJ· B1J, and 0 1J of 
processor PIJ• 0 :5 i, j <_ n containing Iii ,j, bj, and 0 

respectively, where i=LiLJ and f=j +l mod(i,!!.). The 
2 n p 

algorithm consists of .!!__ steps. At the k 'th step, 
p 

1) the contents of 0 1,k-t• o :5 i < n, o~ mod(k,n) or 
o, o :5 i < n, O = mod (k ,n) are transferred to 01.k; 
and 

2) the content of 01.k, o :5 i < n, is replaced by 

A1,t B1,k + 01,t· 

It is clear that this algorithm can be emulated .on our model 
n2 

in only 0(-) steps. 
p 

We now consider the case where p > n. In this case, we 
assume that n evenly divides p. The algorithm for a p X n 
array begins with the storage registers AtJ• BiJ• and 01J of 
processor PIJ• O :5 i, j < n containing d;,j. bj, and 0 

respectively, where 0i=LiLJ and f=j + l mod(i ,..!!.). 
n p 

Clearly, in this case, the product can be computed in 
2 

0( .!!__ + L) steps. Taking all the above. facts together, we 
P n 

get that the product of a matrix by a vector can be computed 
p n2 

in 0( - + -) steps on our linear model. 
n p 

The algorithm for a ../P X ../P array follows from that 
of the linear array. The difference being that the product can 

be computed in only 0( ~ + · IF.-, steps instead of 
P VnJ 

n2 p 
0(- + -) steps, if p > n. 

p n 
It is obvious that these bounds are optimal even if 

RAM's are used. 
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Abstract 

Programming for parallel architectures often includes 
the specification of a process embedding in which logical 
processes and their interconnections are mapped onto 
physical processor elements and their connecting links, 
respectively. Few parallel programming environments 
provide assistance in performing this embedding. We 
are investigating the use of grammar-based descriptions 
of embeddings and we report here on a specific grammar 
that we have developed for generating embeddings of ar­
bitrarily large, complete binary trees in square processor 
arrays. The embedding has an efficient processor utili~a­
tion and it is easily automated. Further, if the number 
of logical processes exceeds the number of physical pro­
cessors, our embedding has a simple contraction which 
yields an optimal, near-uniform distribution of computa­
tion and communication tasks. 

Introduction 

Within the next decade, parallel architectures composed of 
a thousand or more processing elements will be commercially 
available. As the number of processors grows, however, their 
programming will become an increasingly cumbersome "'task. 
This is especially apparent in the activity of program embed­
ding in which logical processes and their interconnections are 
mapped onto physical processing arrays. Aspects of this map­
ping problem have received significant amounts of attention, 
yet current parallel programming environments have been able 
to provide only limited support. We are investigating the use 
of grammar-based graph descriptions in the development of a 
strategy for program embedding, and we report here on the 
characteristics of a specific embedding that we have found for 
mapping arbitrarily deep, complete binary trees in square grid 
processor arrays. 

Previous embeddings of binary trees into rectangular arrays 
have been of two types: hand embeddings and recursive embed­
dings. Hand embeddings[8] have optimal processor utilization 
but they will not be feasible for the huge numbers of process­
ing elements that we anticipate in future machines. Recursive 
embeddings[4]-[5] can be automated but they have so far failed 
to achieve the efficiency of hand embeddings. The Hyper-H 
embedding, for example, is a useful method for laying out the 
tree for VLSI but its processor utilization is not optimal. Our 
strategy, based on specialized shape grammars[6], automatically 
generates optimal embeddings for arbitrarily large trees - even 
in the case where the number of logical nodes exceeds the num­
ber of available processors. 

"Much of this work was supported by the Office of Naval Research un­
der contract N000014-84-K-0647. Duane Bailey was supported under an 
American Electronics Association Fellowship from ComputerVision. 

0190-3918/86/0000/0819 $01.00 © 1986 IEEE 819 

In the next section, we describe the embedding of a 2n­
level complete binary tree in a 2" x 2" processor arrays with an 
interconnection network of the CHiP computer[8]. In following 
section, we describe the mapping of such a tree onto a smaller 
grid. And finally, in the last section, we draw some conclusions 
on extending this program embedding strategy to other regular 
structures. 

The Tree Embedding 

In this section we describe a technique for performing tree 
embeddings for the CHiP architecture[8]. A CHiP machine 
(Figure 1) consists of a 2" x 2" array of processors with lo­
cal memory. Corridors of switches are located horizontally and 
vertically between rows of processor elements. We require that 
each switch have degree 8 and a crossover level of 3, allowing it 
to host three simultaneous communication paths. 

Our tree embedding technique uses a two-phase shape gram­
mar1 to determine the node assignments and switch settings. In 
the first phase, processes are embedded into the processor array. 
For this we use a type of parallel shape grammar, called a tem­
plate grammar, in which derivations are constrained to rewrite 
the entire sentential shape at each step; that is, the left-hand 
sides of the set of productions applied must be a minimal set 
covering the sentential form. In the second phase, communica­
tion channels are routed. For this we use a type of sequential 
shape grammar, called a ruler grammar, in which scaling trans­
formations are not allowed. 

The template grammar for the first phase of our tree em­
bedding is shown in Figure 2. The letters that appear on the 
shapes are not actually part of the shapes - they are simply 
coordinate labels; non-terminal shapes contain an arrow, while 
terminal shapes do not. A sample derivation is shown in Fig­
ure 3. Because the entire shape must be rewritten in every 
step, all successful derivations in this grammar have the same 
form: first odd numbered productions are applied for an arbi­
trary number of steps and then even numbered productions are 
applied for a single step. The very first production divides the 
processor array into quadrants. The root of the tree will be lo­
cated in the quadrant labeled P and it's left and right children 
will be located in the quadrants labeled L and R respectively. 
The single unassigned, "orphan processor" will be located in 
the upper right quadrant, labeled 0. To embed the remainder 
of the tree, the array is recursively subdivided into quadrants 
which will host lower level subtrees. In the final step, processor 

1 A shape grammar operates on shapes in much the same way that a 
conventional grammar operates on strings: the portion of a sentential form 
that matches the left-hand side of a production is replaced by its right-hand 
side. Unlike string grammars, however, the productions of a shape grammar 
may undergo arbitrary Euclidean transformations before matching [6]. 



nodes and "buds" for their communication channels are laid 
down, all of the.nonterminal shapes are removed, and we are 
left with a start shape for the second phase of the grammar. 

A ruler grammar for the channel embedding phase is given 
in Figure 4. In this case, the letters are again used for la­
bels but their positioning is significant. The grammar works 
by "growing" the channels from the buds left by first phase in 
such a way that no two channels share a common wire. Fig­
ure 5 shows several steps in a sample derivation. Derivations 
which erroneously create channels that a.re not part of our em­
bedding will fail to rewrite all non-terminal markers[l]. Final 
embeddings produced by our grammar for a 63 node tree in an 
8 x 8 grid and a 255 node tree in a 16 x 16 grid are shown in 
Figure 1. Note the symmetry of the embeddings and that the 
8 x 8 embedding, rotated by 180°, is found in the upper right 
quadrant of the 16 x 16 embedding. 

Contractions Induced by Tree Embeddings 

When the number of logical processes exceeds the number of 
physical processors, it is necessary to contract the logical struc­
ture to fit the array. The contraction must map sets of processes 
to processors while preserving their connectivity. Fishburn and 
Finkel[3] have suggested using quotient maps to generate equiv­
alence classes of processes which may be multitasked on a pro­
cessor. If the cardinality of each equivalence set is the same, 
the contraction is said to be computationally uniform. A quo­
tient map also induces a set of equivalence classes on the logical 
communication channels and, if every physical channel emulates 
the same number of logical channels, it is said to be exchange 
uniform. If a contraction is exchange and computationally uni­
form, it is said to be totally uniform. 

Berman and Snyder[2] have suggested the quotient map 
shown in Figure 6 in which the depth of the tree has been 
reduced by one, the left and right subtrees of the root have 
been identified, and the root has been grouped with its two 
children. Further contractions would be accomplished by iter­
ating this procedure. Repeated coallessing of the root, however, 
makes this contraction unattractive: it is not computationally 
uniform because the equivalence class of the root must always 
contain nearly twice the number of processes found in any other 
class. 

Quotient maps for grids, however, contract more uniformly. 
Figure 7 details such a contraction. If the grid is folded like a 
napkin - horizontally and vertically - groups of four nodes are 
identified to form a smaller grid of equivalence classes. This 
contraction is totally uniform. It might be expected, therefore, 
that embeddings of trees that take advantage of grid contrac­
tions may yield more uniform distribution of computation and 
communication. We have found this to be true. 

Any embedding of a contracted binary tree in a square grid 
can off-load extra processes from the root to the unused pro­
cessor, provided it is possible to route a channel between them. 
Our embedding assures that the orphan processor is· always lo­
cated horizontally opposite the root, easily accessible to such 
a channel. We call a complete binary tree in which an extra 
process has been attached to the root in this way an augmented 
tree. 

Extending our grammar to augmented trees in the obvious 
way produces an embedding with quadrants that are identical 
under vertical and horizontal flips and can thus be folded into a 
contraction. This contraction identifies nodes and channels in 
much same way as Berman's quotient map except in its use of 
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the extra processor. It off-loads nearly half the processes that 
would otherwise be located at the root, making it exchange uni­
form and as computationally uniform as possible. Our strategy 
of first mapping the tree onto a large logical processor grid, 
and then contracting it to an augmented tree embedding of the 
correct size is conceptually distinct from the contract-then-map 
paradigm and yields a more uniform distribution of the com­
putation and communication. 

Conclusions 

Because shape-related information is often important to the 
embedding process, we have investigated the use of shape gram­
mars for describing layouts of regular process structures. The 
strategy we have developed first recursively assigns processes 
to localities and then routes their interconnections. Using it, 
we have been able to create efficient embeddings of arbitrarily 
large, complete binary trees in a square grid. We expect that 
this strategy will be useful in creating layouts for other regular 
structures and we are now concentrating on the development 
of tools to automate some aspects of these grammatical de­
scriptions. In addition, we have found that our tree embedding 
permits contractions induced by quotient maps of square grids, 
resulting in a uniform distribution of tasks and communication. 
We expect that this embed-then-contract approach will also be 
useful in producing uniform maps of other recursively described 
structures and we are investigating the extent to which it too 
can be automated. 
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Ab•tract - An important consideration while designing 
a large-scale parallel processing system is whether it provides 
adequate bandwidth to sustain its communication require­
ments. We show that for a major class of topologies, if global 
communication is allowed, the communication requirements 
increase more rapidly than the bandwidth with increasing 
number of PEs. We explore the strategy of restricting the 
communication neighborhood of PEs. We give a method for 
maximizing the neighborhood while satisfying the bandwidth 
constraints for the point-to-point topologies and bus topolo­
gies, and demonstrate the advantages of bus topologies. 
1 Introduction 

Massive parallel processing systems, with tens of 
thousands of processors, are feasible with current and foresee­
able hardware technologies and costs. An important concern 
while designing such systems is their scalability. A system is 
scalable if one can add an arbitrary amount of hardware and 
get a corresponding increase in performance. 

In this paper, we first prove that any multi-processor 
interconnection scheme that allows communication between 
arbitrary pairs of PEs cannot be scalable. A possible solution is 
to restrict the maximum communication distance of each PE. 
For many reasons, including the desirability of uniform load 
distribution we wish to maximize the number of PEs reachable 
in that dist~nce from an individual PE. The problem is that of 
maximizing this neighborhood without sacrificing scalability. 

For point-to-point topologies, this problem can be solved 
by choosing the largest communication distance that is con­
sistent with the bandwidth requirements. Bus-based topolo­
gies are more interesting in this context because they provide 
an additional degree of freedom for the designer: namely, the 
number of PEs connected by each bus. 

In the next section, we show why global-communication 
schemes are not scalable. Section 3 enunciates the strategy of 
restricted communication neighborhoods. In Section 4, we 
apply this strategy to point-to-point topologies. Section 5 
develops a method for determining the optimal communication 
neigborhoods for bus topologies, and applies it to some specific 
topologies. Section 6 summarizes the results. 
2 Global Communication is Not Scalable 

Theorem: Any topology that connects a number of PEs 
with uniformly distributed communication requirements without 
using additional switching elements is not arbitrarily scalable. 

'Uniformly distributed communication requirements' 
means that both the source and destination of the messages are 
found with equal probability from any of the PEs of the 
system. The intuitive idea behind the proof is simple: as the 
number of PEs in a network increase, so does the number of 
communication channels, thus creating a balance between mes­
sage data generated per unit time and the total communication 
bandwidth. But each message now has to traverse more chan­
nels than before, and so the communication requirement even­
tually catches up with the available bandwidth. 
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Let B and B be the available and the required 
bandwidth ~fa netwo~k as whole, respectively. The available 
bandwidth can be written as: B •=channels (p )B ( 1) 
where B is the bandwidth of an individual communication 
channel and channels(p) is the number of communication 
channels available in a topology with p PEs. Each PE must 
have connection to a bounded number of channels to be scal­
able. Let that bound be c. Assuming each ~annel connects 
w PEs ( w 22), channels(p) =pc /w (2) 
Then, B • = Bpc /w (3) 

The required bandwidth depends on two factors, the mes­
sage data generated by each PE, say m bytes/sec, and the 
average number of channels that each message has to travel, 
say hops(p); · B,=m p hops(p) (4) 

Given that the number of connections per PE is bounded, 
the average number of hops must increase with p. To ensure 
that the system always provides the required bandwidth, we 
must have B.ZB,. However: 
B.ZB,-+ Bpc/w zmp hops(p) -+ Bc/(mw)zhops(p) 
The left hand side is constant, while the right hand side 
increa.Ses with p, and so there exists a p beyond which this 
requirement can not be satisfied. D 

The preceding theorem has to be understood in proper 
perspective, It does not preclude global communication alto­
gether: The constant factors may require an unreasonably 
large number of PEs before the communication stagnation 
occuts. CommunicatiOn strategies may bias the probability 
distribution of the PEs involved in a message towards shorter 
paths so· that even 'though the length of the longest path 
increases with p, the average path-length does not. Decompo­
sition strategies may increase the grain-size along with the 
number of PEs, thus reducing the overall communication need. 

The result applies to a variety of topologies including the 
shuflle-exchange, the cube-connected cycles ( ccc), and the 
grid of PEs. For example, in ccc, each PE is connected to 3 
channels, and so the number of channels is (3,2)p. So 1f we 
have designed a CCC system with 384 PEs (2 .6) with well­
matched processor speed and communication bandwidth, then, 
the theorem guarantees that for the next possible CCC, which 
has 896 PEs, communication stagnation is bound to occur. 
The boolean hypercube escapes this fate because the number of 
channels in it increas.es asp log p while the hops(p) is at most 
log p. However, it achieves this by increasing the number of 
connections per PE: there are log p connections/PE. This is 
inconsistent with our scalability requirement. 

The result does not apply to systems with switching net­
works because the channels within the switching network pro­
vide the required bandwidth. For example, the omega network 
has p log p communication channels. In this paper we confine 
ourselves to topologies without additional switching elements. 



3 Restricted Communication Neighborhoods 

The theorem of last section points to a fundamental limi­
tation of global communication. A system designer has two 
approaches for dealing with its consequences. 

1. Allow global communication and accept the concom­
mitant limit on the maximum size of the system. This is the 
only possible approach when the application critically depends 
on global communication. That is a reason why Ullman [1] 
suggests this approach for fast sorting on multi-processors. 

2. In many application domains, global communication is 
not necessary. So, it is feasible to limit the communication 
neighborhood of each PE and still retain the scalability of the 
system. Such domains include parallel execution of functional 
and logic programs. Here, the sub-computations can be con­
tracted out to any PE, and in particular to a PE within the 
neighborhood. Considerations such as uniform load­
distribution dictate that the neighborhoods be as large as pos­
sible. Finding the largest neighborhood while satisfying the 
bandwidth constraints is the topic of the rest of the paper. 
4 The point-to-point Topologies 

Let us consider the point-to-point topologies to begin our 
analysis. For these, w=2, i.e. each channel connects only 2 
PEs. Let there be p processors, each generating m bytes/sec. 
Let d be the (average) distance each message is allowed to go. 
Then, the required bandwidth of the whole system, B, = pmd. 
By eqn. (3), the total available bandwidth is: Ba =(pc /2)B, 
where B is the bandwidth of an individual channel. For max­
imum communication distance dmax• we equate the required 
bandwidth with the available bandwidth, to get: 
pmdmax=(pc/2)B. So, dmax=(cB/2m). 

Notice that dmax is the bound on the average communica­
tion distance. It is possible to design communication strategies 
that allow different communication distances, including those 
larger than dma.x' with varying probability so that the average 
is dmax· Here we consider a simpler, more conservative stra­
tegy: restrict each message to travel at most dmax hops. 

Let the number of PEs reachable in d hops be nbrhood.( d) 
for a given topology r. Then the maximum communication 
neighborhood for r is nbrhood,( dmax)· As an example, 2consider 
the 2-dimensional grid of PEs. Here, nbrhood,( d)=2d +2d +1. 
Let the bandwidth of each channel be lOOK bytes/sec. and 
each PE generate a communication load of lOK bytes/sec. 
Each PE is connected to 4 channels ( c =4), so dmax = 
(4X100)/(2X10) = 20 and the maximum communication 
neighborhood includes 2X202 +2X20+1 = 841 PEs. 

5 Bus Topologies 

A bus is a communication channel that connects 2 or 
more PEs. A bus topology is an interconnection scheme that 
uses a number of buses. A few bus-topologies have been 
reported in the literature [2-5]. The number of PEs on each 
bus is called the width of the bus, and denoted by w. We 
assume that all the buses in any specific instance of a scheme 
have the same width. An interconnection scheme may organ­
ize a given number of PEs using a variety of bus-widths. Thus 
w is available as a design parameter that can be chosen with 
some flexibility. This flexibility makes the problem of finding 
the optimal communication neighborhoods interesting. 

We use the notation defined in Section 4. In addition, let 
b be the total number of buses in the system. Equation (2) 
can ~~en be re-written as: pc = bw (5) 
Intuitively, the total number of 'wires' coming out of the PEs 
must equal the total number of connections available on the 
buses. As before: The required bandwidth, B,=pmd 
The available bandwidth, B. =bB=(pc /w )B (by eqn. 5). 
Equating B, and B4 , pmd =(pc /w )B. 
Therefore: wd = cB /m=w 0 (6) 
For a given application domain, m is fixed, and for a given 
communication technology, B is fixed. c is constant for any 
interconnection scheme. So the equation says that the product 
wd must remain constant. We denote this constant by w0• 

Let nbrhood.(w,d) be the number of PEs reachable from 
some PE in d hops in an instance of the topology r with the 
bus-width of w. Obviously, nbrhood,(w,d) increases with 
either of w or d. Equation 6 tells us that we cannot hope to 
increase both simultaneously: their product must be kept con­
stant (=w0 ). This sets up an interesting trade-off between the 
two. The optimization problem thus reduces to maximization 
of nbrhood,( w ,d) subject to the constraint that wd = w0• 

Alternatively, it can be expressed as the maximization of 
nbrhood,(w,w0/w), or of nbrhood,(w0/d,d). 

The approach for finding the optimal design parameters 
for a given topology is therefore to first find its nbrhood func­
tion, and then to maximize the special instance of it expressed 
above. If we cannot find the a closed-form expression for 
nbrhood.(w,d), we may calculate and plot nbrhood(w0/d,d) 
empirically, and look for the maxima. 
5.1 A simple topology 

We first consider a simple topology to illustrate the 
method. An extension of the square grid of buses ( Figure 1) 
leads to the topology of Figure 2. If w is the width of buses, 
then in 1 step we reach 2w-1 PEs. For d>l it can be seen 
that nbrhood( w,d) = ( d-l)w 2 + w2 /8, assuming the source is 

b b b p I 2 l tG 
Square Grid of Buses 

Figure 1 

A linear extension or the Square Grid or Buses 

Figure 2 
Tree of Bu""" 

Figure 3 
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A Lattice-mesh 

Figure 4 

at the center of a bus. The optimal w occurs at the maxima of 
nbrhood( w ,w0 /w) = ( w0/w-l)w2 +w2 /8. By simple analysis, 
the optimal w is 4w0/7. This corresponds to d=w 0/w=7 /4. 
Approximating to the nearest integer, we conclude that the 
best way to arrange this topology is to let each bus span w0/2 
PEs and allow communication to a distance of 2. 
5.2 Tree of buses 

An instance of the tree-of-buses topology is shown in 
Figure 3. Notice that any node can be made to look like the 
root of two identical trees (ignoring the discontinuity intro­
duced by the root and the leaves of the physical tree). So, the 
nbrhood function can be written as: nbrhood( w ,d) = 
2(w1(d+I.l_ 1)/(w1-1) -,-1, where w1 = w-1. For pedagogical 
value, we approximate this to: 2w/ - 1. The optimization 

w /w 
problem then reduces to maximizing: w1 ' The maxima 
occurs when w1+1 = w1 .ln(w1). This leads to w1=3.59, i.e. 
w =4.59 So we conclude that the width of buses should be 5. 
The communication distance can then be calculated as w0/5. 
5.3 The lattice-mesh 

The lattice-mesh [4] can be thought of as a two­
dimensional extension of the square grid of buses. The PEs are 
laid out on the lattice points in a rectangular XmaxXY max 

matrix, where Xmax and Y max are both multiples of w. The 
layout of buses can be best explained by associating a label 
with PE. The label of a PE at (x,y) is (1 + (x+y) mod w). All 
the buses parallel to the X-axis start at a PE with label equal 
to one, and all the buses parallel to the Y-axis start at a PE 
with a label Y,, where Y, is any label other than 1. Figure 4. 
shows a lattice-mesh of 100 PEs with a bus-width of 5. Buses 

extending beyond one end are connected consistently at the 
other end, forming a torroidal structure. 

In d hops, the maximum distance one can traverse along 
either axis is wd /2, because any path is a sequence of 
alternating X and Y axis movements. Moreover, it can be 
shown that the coordinates of the reachable PEs, assuming 
(0,0) to be the coordinates of the starting PE, are bounded by: 
:x:+: Y: ::=:; wd/2+w-2. (Intuitively, every pair of hops can 
traverse only a distance of w, except at the boundaries). 
Assuming d>>l, we ignore the smaller terms to get 
:x:+: Y::s;wd/2. So the reachable PEs are confined within a 
diamond with distance from the center to a corner equal to 

825 

Figure 5 

PEs reachable in 
2 Hops in a Lattice ~Iesh 

wd /2=w0/2. Therefore, nbrhood(w,d) is bounded from above 
by 2( w0/2)2 = w0 

2/2, and so is independent of w and d! (Even 
if w and d vary, their product must remain constant by equa­
tion 6). I.e. beyond a certain point, increasing d does not lead 
to any increase in nbrhood( w ,d). 

A general calculation of nbrhood(w,d) for lattice-mesh 
seems difficult. Instead, we derive the number of PEs reachable 
in a distance of 2. Figure 5-a shows the PEs reachable in 2 
hops from the darkened PE, in a lattice-mesh with w =7. Fig­
ure 5-b depicts the reachable PEs schematically. The doubly 
shaded areas represent PEs that can be reached by two alter­
nate paths. The reachable PEs are those within the shaded 

area. By elementary geometry,1 nbrhood(w,2) 
2 2 2 

4( w )/2 - 3(1/2)( w /2) = (13/S)w . For two hops, w=w 0/2 
(by Equation 6), and we get nbrhood(w,2)=(13/32)w0

2• I.e. in 
two hops alone, we can reach about 80% of the upperbound 
on the number of reachable PEs! 

We therefore did some computations to find the maxima 
of nbrhood(w0/d,d) for specific values of w0• The results are 
depicted in Figure 6. In all the instances examined, the max­
imum occurs at d = 3, and the difference between 
nbrhood( w0/2,2) and nbrhood( w0/3,3) was very small. 

Notice that when the communication distance is 
increased from 1 to 2, for w0 = 24, the number of reachable 
PEs increased from 47 to 223, even though the width of the bus 
dropped from 24 to 12. Thus at a very little (two-fold) 
increase in the delay we get a large increase in the neighbor­
hood, without increasing the total communication require­
ments. Because of the low value of d, very few (1 if d=2) PEs 
incur the overhead of relaying the message. Therefore, the 
conclusion seems clear: limit communication to a distance of 
two or three and choose the width of buses accordingly. 

Figure 6 
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5.4 A Bus-topology better than the grid 

Is ther; a bus-topology that is 'better' than the grid-of­
P_ro~essors, m the sense of having a larger neighborhood with 
similar hardware constraint (i.e. cost) and communication 
technology? To answer this question, ·we construct a bus 
topology that is a generalization of the grid, i.e. one of which 
the grid is an instance with w=2. Such a topology is shown in 
Figure 7. It has 4 connections per PE like the grid. It is called 
a double lattice-mesh (DLM) because it can be thought as two 
lattice-meshes overlapped on each other. A PE at (:z:,y) has 
the label 1 +( :z: +y) mod w. Analogous to the lattice-mesh, the 
DLM is paramterized by 4 numbers X,vX,2, Y,v Y, 2 in addi­
tion tow. There are 2 sets of buses in each row (and column). 
Each set is arranged just like in the lattice-mesh, except that 
buses in one set start from PEs with label Xs1, while buses in 
the other set start from PEs with label X, 2. The buses parallel 
to the Y-axis are similarly defined. It can be easily seen that 
with w=2, this topology reduces to the grid of PEs. 

Again, for the lack of a simple nbrhood function, we per­
formed some computations to plot nbrhood(w0/d,d). Figure 8 

shows the plots for different values of w0• The rightmost 
point on each plot corresponds to the point-to-point grid. It 
can be verified from the plots that the bus topologies (w > 2) 
always do better than the grid. Moreover, d=3 is either the 
optimal distance or is very close to it. 

1More accu~ate calculations for nbrhood(w,2) show that when w is odd, 
n6rllood(,.,2)=(13.w -4.•-1)/B, and when w is even, ntrllood(•,d)-(13.w'-6.w)/B. 

826 

-
3200 

!, ... 
y 

1eoo 

BOO 

• \\'0=36 
+ W0=24 

X Dirtanc" in N•mhn of B.,ps 
Y Niawbrf of n"i1d1<11.lr PE<1 

2 ' 6 8 IO 12 1, 16 18 ~ ~ ~ ~ U ~ M ~ ~ ~ 

x -

Maximum Reachable PEs in Double Lattice-mesh 

Figure 8 

8 Conclusion 

We demonstrated unscalability of global communication 
for a major class of inter-connection schemes, namely those 
with no additional switching elements. For many application 
domains, ,this limitation can be overcome by limiting the com­
munication horizon of each processor. For the point-to-point 
topologies this strategy led to a simple limit on the communi­
cation radius. For the bus topologies, the problem of finding 
optimal communication neighborhoods is more interesting 
because of an additional degree of freedom for design: the 
width of the bus. We gave a general method of finding such 
neighborhoods, and applied it to several bus-topologies. Such 
calculations for a topology that generalizes the grid of proces­
sors were used to show that bus topologies can perform better 
in this respect than the point-to-point topologies. 

We are. investigating bus topologies in the context of a 
system for parallel processing of combinatorially explosive 
symbolic computations expressed as Logic Programs. In 
absense of global communication, the question of distribution 
of work becomes more important. Contribution of different 
topologies towards this needs to be investigated. Also, stra­
tegies such as (1) probabilistic distribution of communication 
distance instead of the absolute bound as suggested in this 
paper and (2) dynamic variation of this distance in response to 
variations in communication load need to be investigated. 
Many simulation studies are planned to that end. 
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Abstract. The KAP/205 is a Fortran source-to-source vectorizer 
which translates serial Fortran DO loops into explicit vector syntax for 
the Cyber 205, a supercomputer with memory-to-memory. vector 
instructions. The translated program may be compiled usmg the 
Fortran-200 compiler and executed on the Cyber 205. This paper 
explains the optimizations of the KAP/205 which ~ peculi_ar to the 
Cyber 205 architecture and gives some speedups attamed relative to the 
Fortran 200 compiler alone. 

1. Introduction 

The Control Data Cyber 205 supercomputer [l] has memory-to­
memory vector instructions. Because of the penalty for starting a vec­
tor instruction and the requirement that vector operands be gathered 
when they are not contiguous, the Cyber 205 performs best when the 
program uses many long contiguous vector operands. The Cyber 205 
is programmed predominantly in Fortran, using the Fortran-200 com­
piler [2]. Fortran-200, a Fortran-77 [3] based language, includes exten­
sions such as explicit vector syntax and in-line machine code. These 
extensions allow users to get good performance from their programs, 
but require much recoding and make the programs entirely non­
portable. Users of the Cyber 205 have long desired a better automatic 
vectorizer that would allow them to access the power of the Cyber 205 
without recoding their programs. The KAP/205 fills this need. 

The KAP/205 is a Fortran precompiler which accepts ·and re­
generates Fortran-200 programs. The KAP/205 examines the DO loops 
in the source program and generates vector code where possible. The 
output of the KAP/205 is an equivalent Fortran-200 program with the 
vectorized DO loops replaced by explicit vector syntax and in-line 
machine code. The advantage of using the KAP/205 is that programs 
remain portable, and the users need not concern themselves with the 
peculiarities of the machine. 

The second section of the paper describes important features of 
the Cyber 205 with respect to optimization. The third section describes 
the KAP/205 and how it maps programs onto the Cyber 205. The 
fourth section describes the vector optimizer of the KAP/205, which 
chooses the best method to execute a loop nest on the Cyber 205. The 
final section presents some speedup results of various programs exe­
cuted on the Cyber 205. 
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2. The Cyber 205 Supercomputer 

The Cyber 205 is a high-speed, pipelined, memory-to-memory 
vector supercomputer. The basic clock is 20 nanoseconds, and the 
Cyber 205 can issue one instruction per clock in the best case. The 
machine is divided into a scalar unit and a vector unit sharing a com­
mon main memory, as shown in Figure 1. The floating point units are 
pipelined (even in the scalar unit), so floating point results can be gen­
erated at a high rate. In addition to simple vector arithmetic operations 
such as add and multiply, the Cyber 205 has vector reduction instruc­
tions, such as sum of a vector, product of a vector, and maximum and 
minimum of a vector. Vectors may have up to 65,535 elements. The 
vector unit can have one, two or four pipelines, which means that one, 
two or four 64-bit floating point results can be generated in each 20-
nanosecond clock period during a vector instruction. Each vector pipe­
line has a multiplier and an adder, so linked-triad operations like A(I) 
= B(I)+C(I)xD, with an add, a multiply, and two vector inputs, can be 
executed with a single pass through the vector pipeline. In this case, 
each vector pipeline executes two floating point operations per clock 
(add and multiply); with four pipelines, the Cyber 205 can execute 
eight floating point operations every 20-nanosecond clock for a peak 
rate of 400 million floating point operations per second ( 400 
megaflops). In addition, the Cyber 205 has HALF PRECISION opera­
tions; for 32-bit operands, each vector pipeline splits in half and can 
execute two adds and two multiplies in each clock period. Thus the 
maximum rate of the Cyber 205 is 800 megaflops using 32 bit 
operands. 

Each vector instruction incurs a certain amount of startup time. 
Scalar instructions must be executed to set up the vector operand 
descriptors, but scalar instructions are very fast Each vector instruc­
tion itself needs many clocks (as many as 50 clocks, or more than a 
microsecond, for some instructions) before the vector unit actually 
starts producing results. Some of this time is related to the pipeline 
depth of the vector arithmetic units, but much of it is required to start 
the vector operands streaming from the main memory. 

2.1 Gathers and Scatters 

All the vector arithmetic instructions require that the vector 
operands be stored in contiguous memory. Non-contiguous operands 
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Figure 1. Architecture of the Cyber 205 Supercomputer. 
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must be gathered into temporary vectors before use, and non­
contiguous results must be scattered after generation. Periodic gathers 
and scatters are used when the stride is fixed, and indexed gathers and 
scatters are used for nonlinear indexing. For example, in Figure 2( a), 
the array C would be gathered before being added to the array B and 
stored in array A. Two vector instructions would be used to execute 
this loop: an indexed gather (using the index vector IP) and a vector 
add. In Figure 2(b), the first column of the matrix D would be gath­
ered before being added. Again, two vector instructions would be 
used: a periodic gather (with a period of N, the size of a row of the 
matrix D), and a vector add. 

Gathers and scatters on the Cyber 205 are slow compared to 
arithmetic operations. Since the speed of a gather or scatter does not 
increase with the number of vector pipelines, a gather or scatter opera­
tion is even slower relative to vector arithmetic on Cybers with multi­
ple vector pipelines. 

REAL A(N),B(N),C(N) 
INTEGER IP(N) 

DO 100 I = 1, N 
100 A(I) = B (I) + C (IP (I)) 

(a) Indexed Gather. 

REAL A(N),B(N),D(N,N) 

DO 200 I = l,N 
200 A(I) = B(I) + D(l,I) 

(b) Periodic Gather. 

Figure 2. Gathering operands. 

2.2 Vector IF hardware 
A vector compare on the Cyber 205 generates a bit vector, with 

l's where the test is true and O's elsewhere. There are several different 
methods to use bit vectors to execute conditional vector operations [4]. 
The choice of the best method depends on various run-time parameters, 
such as the vector length, the density of the vector (percent of l's in 
the bit vector), and the number of distinct vector operands in the code 
under control of the IF test. 

The vector arithmetic operations of the Cyber 205 have an 
optional control vector field, so that the result is stored only where the 
bit vector is 1 (or only where it is 0, for the ELSE part of an IF). 
Where the bit vector is 0, the result vector is left unchanged. Use of 
control vectors is a natural method to execute simple vector IF state­
ments. 

When the density of the bit vector is small, other code sequences 
may be more efficient. An alternate method is to compress each 
operand vector into a temporary vector before performing any arith­
metic, and decompress the result vectors afterwards. This shortens the 
vector length of the arithmetic operands. Obviously if the number of 
compresses and decompresses is larger than the number of arithmetic 
operations, then the control vector method will be faster, since 
compress and decompress operations run at the same speed as vector 
arithmetic. However, if the number of arithmetic operations is rela­
tively large compared to the number of compress operations and the bit 
vector is sparse, then compressing the operands can pay off with short 
vectors throughout the IF block. 

A third method to handle IF statements is applicable when the bit 
vector is very sparse, and the number of compress operations is rela­
tively small. In this method an index vector containing the index 
values of the true elements of the bit vector is built. The compress 
(and decompress) operations above are replaced with indexed gather 
(and scatter) operations using this index vector. Even though the 
indexed gather instruction generates fewer results per clock period, this 
method can be faster since the vector length of the indexed gather 
operation is NXd, while the vector length of the compress operation is 
N (d is the density of the bit vector, i.e. the fraction of l's in the bit 
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vector; OSdSl, so Nx~. So, while the compress instruction may 
produce 2 results per clock (on a 2-pipe Cyber 205), thus taking N/2 
clocks (after startup), the gather instruction produces 0.8 results per 
clock (on average), thus taking l.25xNxd clocks (after startup). If dis 
less than 0.4, this method has a chance of being faster. The additional 
cost of generating the index vector must be taken into account also. 

An example of a DO loop containing an IF statement is given in 
Figure 3(a). Using control vectors for this loop using control vectors 
gives code similar to that in Figure 3(b); the vector code is shown here 
using Fortran 200 primitives. The first vector instruction generates the 
bit vector into a compiler temporary vector, CV. The vector com­
parison has a vector length of N. The next four vector instructions use 
the bit vector to control which elements of the result vector to store. 
Notice the linked-triad statement, performing a vector add and a vector 
multiply together. Each of these vector arithmetic instructions has a 
vector length of N. Assuming a 2-pipe Cyber 205, this vectorized loop 
would take 5xN/2 or 2.5xN clock periods, plus the time to start the 
four vector instructions, plus time for any scalar code. 

Figure 3(c) uses compress/decompress code. The first vector 
instruction is the same as before, generating a bit vector into a com­
piler temporary vector. The next two vector instructions compress the 
vector operands into two more compiler temporary vectors. The vector 
compress instruction uses the bit vector to control the compress opera­
tion, and simultaneously computes the vector length of the result, 
shown as ND in the program. Each of the four vector arithmetic 
instructions has a vector length of Nxd, where d is the density of the 
bit-vector. The last instruction decompresses the shon result vector 
back into the original user array, again with a vector length of N. The 
three compress/decompress instructions would take 3xN/2 or l.5xN 
clock periods (plus three startups). The four arithmetic operations 
would take 4xNxd/2 or 2xNxd clock periods (plus four startups). 

REAL A(N),B(N) 

DO 100 I = l,N 
IF(A(I) .GT.0) THEN 
B(I) = (A(I) '* A(I) + B(I) * B(I)) * 0.5 + X 

END IF 
100 CONTINUE 

(a) Original Program. 

vector 
length 

N 
N 
N 
N 
N 

vector 
code 
CV(l;N) = A(l;N) .GT. 0 
WHERE(CV(l;N)) TA(l;N) = A(l;N) * A(l;N) 
WHERE(CV(l;N)) TB(l;N) = B(l;N) * B(l;N) 
WHERE(CV(l;N)) B(l;N) = (TA(l;N) + TB(l;N)) * 0.5 
WHERE(CV(l;N)) B(l;N) = B(l;N) + X 

total time = S*N/fpipes + 5 startups 

(b) Control Vectors. 

vector 
length 

N 
N 
N 
N*d 
N*d 
N*d 
N*d 
N 

vector 
code 
CV(l;N) = A(l;N) .GT. 0 
TA(l;ND) = Q8VCMPRS( A(l;N), CV(l;N) TA(l;ND)) 
TB(l;ND) = Q8VCMPRS( B(l;N), CV(l;N) TB(l;ND)) 
TA(l;ND) - TA(l;ND) * TA(l;ND) 
TB(l;ND) = TB(l;ND) * TB(l;ND) 
TB(l;ND) = (TA(l;ND) + TB(l;ND)) * 0.5 
TB(l;ND) = TB(l;ND) + 10. 
B (l;N) = QBVDECMP ( TB (l;ND), CV(l;N) ; B (l;N)) 

total time = 4*N/ipipes + 4*N*d/ipipes + 8 startups 

(c) Compress/Decompress 

vector 
length 

N 
N 
N 
N*d 
N*d 
N*d 
N*d 
N*d 
N*d 
N*d 

vector 
code 
CV(l;N) = A(l;N) .GT. 0 
IV(l;N) = QBVINTL(l,l;IV(l;N)) 
IV(l;ND) = QBVCMPRS ( IV(l;N), CV(l;N) ; IV(l;ND)) 
TA(l;ND) = QBVGATHR( A(l;ND), IV(l;ND) ; TA(l;ND)) 
TB(l;ND) = QBVGATHR( B(l;ND), IV(l;ND) ; TB(l;ND)) 
TA(l;ND) = TA(l;ND) * TA(l;ND) 
TB(l;ND) = TB(l;ND) * TB(l;ND) 
TB(l;ND) = (TA(l;ND) + TB(l;ND)) * 0.5 
TB(l;ND) = TB(l;ND) + 10. 
B (l;ND) = QBVSCATR ( TB (l;ND), IV(l;ND) ; B (l;ND)) 

total time = 
3*N/ipipes + 3*N*d/0.8 + 4*N*d/Jpipes + 10 startups 

(d) Indexed Gather/Scatter. 

Figure 3. Vector IFS. 



Adding in the time to generate the bit vector, this comes out to 
(2xd+2)xN clock periods + 8 startups. If d is less than 0.25, the 
compress/decompress method may be faster than the control vector 
method for this loop; of course, the extra startups must be factored in. 

Figure 3( d) uses indexed gather/scatter code to execute the vector 
IF. Again, the first vector instruction generates the bit vector. The 
second vector instruction initializes an index vector with the index set 
(1,2,3,. .. ,N). The third vector instruction compresses this index vector 
into itself; this creates a short index vector which contains the indices 
of the true elements of the bit vector. Each of these instructions has a 
vector length of N. The next two vector instructions gather the vector 
operands into compiler temporary vectors, analogous to the compress 
instructions in 3(c), with the difference that the vector length is Nxd, 
not N as in the compress instruction. The four vector arithmetic 
instructions have vector lengths of Nxd, and the last vector instruction 
scatters the short result vector back into the user array, also with a vec­
tor length of Nxd. The first three instructions would take 3xN/2 or 
1.5xN clock periods (plus three startups). The three gather/scatter 
instructions would take 3xNxd/0.8 clock periods, plus three startups 
(remember gathers operate at a rate independent of the number of 
pipes). The four arithmetic operations would take 2xNxd clock 
periods, plus four startups, just as in 3(c). This totals to 
(l.5+5.7Sxd)xN clock periods, plus ten startups. Thus, if d is less than 
0.17, this has a chance of being faster than the control vector method 
(again, the startups must be taken into account). If d is less than 0.13, 
this has a chance of being faster than the compress method. 

2.3 Fortran 200 Language 

Programming the Cyber 205 is done predominantly in Fortran 
200, a Fortran-77 based language with extensions to allow users to 
access the vector instruction set of the Cyber 205. Some of the vector 
extensions are shown in the example programs in Figure 3. The semi­
colon notation (A(l;N)) describes a starting point (A(l)) and a vector 
length (N), which is how the Cyber 205 hardware describes vector 
operands. Certain vector intrinsics (QSVCMPRS, QSVGATIIR) use 
Cyber 205 vector instructions. In addition there are "special calls" to 
predefined subroutine names which map directly onto most Cyber 205 
machine instructions. 

Fortran 200 implements ROWWISE arrays, which are stored in 
row-major order (like Pascal) instead of column-major. In Figure 2(b), 
if the array D were declared ROWWISE, then no gather would be 
necessary in the vector code. 

The Fortran 200 compiler includes a vectorizer which, compared 
to other automatic vectorizers, is relatively weak [5]. Because of this, 
users of the Cyber 205 learn and use the Fortran 200 vector extensions 
when they require better performance from their programs. The exten­
sions are hard to use, and make programs non-portable and hard to 
maintain. 

3. The KAP/205 Vectorizer 

The KAP/205 was designed to alleviate the difficulty of getting 
good performance on the Cyber 205. The KAP/205 accepts Fortran 
200 programs and vectorizes the DO loops, producing an equivalent 
program with some or all of the DO loops replaced by vector code. 
The KAP/205 uses Fortran 200 explicit vector notation, vector intrinsic 
functions and special QS calls (in-line assembler code) for vectorized 
DO loops. Messages and questions from the KAP/205 translator point 
out the parts of the program which might be further improved with 
additional help from the user. 

The KAP/205 is one of a family of KAP products. The KAP is 
designed to be a rehostable and retargetable Fortran translation system 
for discovery of parallelisDL Our first products are all source-to-source 
vectorizers. 

' The KAP uses the latest software technology for discovery of 
parallelism in programs. Much of our work: is similar to that done at 
the Parafrase project at the University of Illinois [6,7,8]. Related tech­
niques are also used in the PFC project at Rice University [9,10). In 
Parafrase, as well as in the KAP, parallelism is discovered through the 
use of a precise data dependence graph which shows where data values 
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are generated and where they are used within a DO loop or DO loop 
nest The data dependence graph is processed (with simple graph 
traversal techniques) to find potential problem areas, which appear as 
cycles in the graph. Each data dependence cycle is carefully examined 
to see if it can be broken and the loop executed in parallel, or if part or 
all of the loop must be executed serially. 

The KAP includes powerful algorithms for building a high qual­
ity data dependence graph. Exact data dependence tests for the most 
common types of array references are implemented, as well as sophisti­
cated symbolic tests when variables appear as loop bounds or in sub­
scripts. Several auxiliary transformations improve the data dependence 
graph, such as recognition of loop induction variables and promotion of 
scalars into arrays. 

3.1 Retargeting KAP to the Cyber 205 

A general purpose vectorizer does not solve the problem facing 
the users of the Cyber 205. Not all vector operations are equally 
efficient on this machine, as explained in Section 2. Some operations 
to be avoided are gathers and scatters of arrays. Short veclDr opera­
tions can sometimes be slower than performing the same code in scalar 
mode, due to the large startup time for veclDr instructions. (Interest­
ingly, a veclDr divide with a vector length of 2 is faster than two scalar 
divides, because the vector divide unit is pipelined while the scalar 
divide unit is not; this is not true of other arithmetic operations.) Also, 
temporary arrays and vectors must be managed efficiently. Finally, 
many operations cannot be performed in vector mode on the Cyber, 
such as DOUBLE PRECISION arithmetic. 

Retargeting the KAP to the Cyber 205 is made easier due to the 
modular design of the KAP. One of the first steps of the KAP is the 
candidale finder. This step examines DO loops to see that the opera­
tions within the DO loop are legal candidates for vectorization. For 
the KAP/205, statements with operations that cannot be executed in 
vector mode, such as DOUBLE PRECISION operations, are marked as 
non-vectorizable. READ and WRITE statements are similarly marked. 
DO loops consisting of all non-vectorizable statements are marked as 
completely serial, and are not studied further. 

Much of the KAP, such as the induction variable finder, is 
machine independent, so retargeting these steps was no work at all. 
The two largest tasks we faced were customizing the vectorizer to pro­
duce and optimize vector code for the Cyber 205, and representing 
these vector constructs in efficient Fortran 200. 

3.2 Retargeting the Vectorizer to the Cyber 205 

The vectorizer of the KAP looks at different ways to execute 
each DO loop nest and chooses the best For instance, the standard 
matrix multiply program shown in Figure 4(a) can be vectorized at 
least three different ways. In Figure 4(b ), the inner DO loop was vec­
torized, as might be attempted by a simple-minded vectorizer; this 
results in a inner product of a column of A with a row of B. For the 
Cyber 205, however, a periodic gather of the column of A is necessary. 
In Figure 4(c), the second DO loop was interchanged to be the inner 
loop and was vectorized; this produces a vector operation in the inner 
loop. On the Cyber 205, this vector statement is actually a linked-triad 
(an add and a multiply, with one scalar and two vector operands), and 
would execute in one pass through the vector pipe. However, now two 
periodic gathers are required and a scatter of the result is also needed. 
In Figure 4(d), the outermost DO loop was interchanged and was vec­
torized; this produces a simple linked-triad vector operation in the 
inner loop with all stride-one vector operands. 

The vectorizer step of the KAP actually attempts these different 
DO loop orderings. If DO loops are not perfectly nested, DO loop dis­
tribution may be used in order to allow more loop interchanging. A 
Cyber 205-specific vector optimizer decides which of the loop order­
ings should be chosen. Given the loop nest in Figure 4(a), the 
KAP/205 chooses the ordering in 4(d). 

The KAP/205 also attempts to collapse loops. The maximum 
hardware vector length on the Cyber 205 is 65,535; nested loops often 
have a combined limit of less than this, and can sometimes be executed 
as a single long vector. Loop collapsing combines two or more loops. 
Other simple and well-known transformations are statement reordering 



to allow vectorization, and cycle breaking to eliminate simple data 
dependence cycles. Figure 5(a) shows a simple DO loop that can be 
vectorized only if the two statements are reordered; Figure 5(b) shows 
the equivalent vector Fortran 200 code. Figure 6(a) shows a DO loop 
with a cycle in its data dependence graph. Semantic analysis shows 
that this loop simply broadcasts an invariant value to the whole vector 
A, and thus can be easily vectorized 

REAL C(L,M), A(M,N), B(L,N) 

DO 100 I = 1,L 
DO 100 J = l,M 
DO 100 K = l,N 

100 C(I,J) = C(I,J) + A(I,K)*B(K,J) 

(a) Standard Matrix Multiply Program. 

DO 100 I = 1, L 
DO 100 J = 1,M 

TA(l;N) = Q8VGATHP(A(I,l;N), M, N; TA(l;N)) 
100 C(I,J) = C(I,J) + Q8SDOT( TA(l;N), B(l,J;N)) 

(b )Original inner loop (K loop) vectorized 

DO 100 I = l,L 
DO 100 K = 1,N 

TC(l;M) = QSVGATHP(C(I,l;M), L, M;TC(l;M)) 
TB(l;M) = QSVGATHP(B(K,l;M), L, M;TB(l;M)) 
TC(l;M) = TC(l;M) + A(I,K)*TB(l;M) 

100 C(I,l;M) = Q8VSCATP(TC(l;M), L, M;C(I,l;M)) 

( c) J loop vectorized. 

DO 100 J = l,M 
DO 100 K = 1,N 

100 C(l,J;L) = C(l,J;L) + A(l,K;L)*B(K,J) 

( d) I loop vectorized. 

Figure 4. Loop Interchanging. 

REAL A(N),B(N),C(N) 

DO 100 I = 2,N-1 
A(I) = A(I) + B(I-1) 

100 B(I) = B(I) + 1. 

(a) Unvectorizable statement order. 

B(2;N-2) = B(2;N-2) + 1. 
A(2;N-2) = A(2;N-2) + B(l;N-2) 

(b) Equivalent vectorizable statement order. 

Figure 5. Statement Reordering. 

REAL A(N) 

DO 100 I = 1,N 
100 A(I) = A(S) 

(a) 

A(l;N) = A(S) 

(b) 

Figure6. 

3.3 Producing Efficient Fortran 200 

The hardest task of retargeting the KAP to the Cyber 205 was 
the production of efficient Fortran 200 code. Since the vector con­
structs of Fortran 200 are so close to the hardware of the machine 
(even going so far as to define a vector DESCRIPTOR which maps 
onto the hardware vector operand descriptor), this code generation was 
very similar to code generation in a compiler. Our job was easier 
because we did not have to produce our own run-time system and did 
not have to compile the whole Fortran language. 
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However, translating the vectOr constructs into Fortran 200 res­
tricted the operations we could perform. For instance, Fortran 200 
does not allow LOGICAL vectors. In order to vectorize IF statements 
that test LOGICAL array elements, such as the one in Figure 7(a), an 
artificial method is needed in order to point a descriptor at the proper 
LOGICAL array. The KAP/205 generates a call to subroutine 
KQQASS (Figure 7(b)) which returns a descriptor that is used in the 
controlling expression. The code for KQQASS is a simple descriptor 
assignment, with the parameter types declared as INTEGER, since the 
type parameters are ignoced by Fortran. 

Another problem was that while most of the Fortran intrinsic 
functions had a vector form, many of them did not allow for condi­
tional evaluation. To use AMOD under control of a conditional 
expression, for instance, the arguments need to be compressed and the 
result decompressed 

The only dynamic memory feature in Fortran 200 is dynamic 
allocation of descriptors. For this reason, the KAP/205 sometimes 
needs to generate index arithinetic to modify the pointer and length 
fields of the temporary descriptors. This makes the output of the 
KAP/205 for vectorized loops look very much like machine code. 

LOGICAL L(N) 
REAL A(N) ,B (I) 

DO 100 I = 1,N 
IF(L(N))A(I) = B(I) 

100 CONTINUE 

(a) Originalprograrn. 

DESCRIPTOR LD 
INTEGER LD 

CALL KQQASS( LD, L(l), N ) 
WHERE(LD .EQ. 1) A(l;N) = B(l;N) 

SUBROUTINE KQQASS( D, A, N ) 
DESCRIPTOR D 
INTEGER D, A(*), N 
ASSIGN D,A(l;N) 
END 

(b) Vectorized version. 

Figure 7.Logical Vectors. 

4. Vector Optimization in the KAP/205 

As mentioned in section 3.2, the vectorizer of the KAP/205 actu­
ally discovers many different possible methods to execute loop nests. 
The "best" loop ordering is the one that will execute in the shortest 
time in all cases. Clearly this can be data dependent; take for example 
the matrix multiply case shown in Figure 4. To a casual observer, the 
vector code in Figure 4( d) is clearly better than the vector code in 
either of Figures 4(b) or 4( c ); 4( d) has no gathers or scatters, and the 
vector operation is a linked-triad. It seems that this could hardly be 
improved upon. This assumes that the loop bounds are relatively close, 
which is certainly true for square matrices. However, cases do arise 
where the vector length of 4(d), L, is much smaller than· either of the 
other two loop bounds. We can make a rough estimate of the amount 
of time to execute each vector code segment. For Figure 4(b), one 
gather operation (taking one startup time plus 1.25 clocks per item 
gathered) and one inner product (taking one startup plus N/2 clocks, 
assuming a two-pipe Cyber 205) are required, resulting in two startups 
plus l.75xN clocks to execute the vector code. This must be multi­
plied by the outer loop bounds to get the real time. Note that this is a 
very rough estimate; in fact startup times are not equal for all instruc­
tions, and the serial loop overhead should be factored in. 

A similar study of Figure 4( c) counts two gather and one scatter 
operation (taking three startups plus 3xl.25 clocks per item, total) and 
one linked-triad (which takes three startups, one for the LINK, one for 
the MPY and another for the ADD, plus M/2 clocks). Figure 4(d) 
requires just the linked-triad code (three startups plus 112 clocks). 
These numbers are summarized in Figure 8. 

If L, M and N are all the same order of magnitude, then the code 
in Figure 4( d) will be fastest. When L is relatively small, the time for 



4(d) can be dominated by the startup time, and 4(b) can look more 
attractive. If both L and N are small, but M is large, then even 4(c) 
can tum out to produce the best petformance. When all the loop 
bounds are small, scalar execution of the original loop may be the best 
method. 

Arnold [11] showed that for the Cyber 205, performance of vec­
tor Fortran 200 code could be estimated with reasonable accuracy, but 
the performance of scalar code is much less predictable. The presence 
of IF statements in the loop makes the prediction process even less pre­
cise, but is adequate for a first approximation. 

Obviously this analysis can only be applied when the loop 
bounds are known. In many cases, the loop bounds are parameters to a 
subroutine or are read in. Also, the probability that each conditional 
branch is taken must be known to determine the scalar speed and to 
choose the best method to vectorize that conditional from among the 
three methods shown above (qv Section 2.2). When these values are 
not known, some other process must be used to decide what loop ord­
ering to generate. A simpler process is to count important characteris­
tics, such as number of vector statements, number of gathers and 
scatters needed, and so on. 

A third method to approach this problem is to symbolically esti­
mate the execution time of each loop ordering, as we did in Figure 8. 
IF statements would be inserted to compare the symbolic time esti­
mates using the actual run-time loop bounds in order to choose which 
loop ordering to execute. This requires generating code for all possible 
loop orderings. 

The actual method used in the KAP/205 is a simple time estima­
tor based on Arnold's results. The best one loop ordering is chosen 
based on the time estimates, and the code is generated from that loop 
ordering. 

Timing 

code startups vector 
4(b) 2xLxM LxMxNxl.75 
4(c) 6xLxN LxMxNx4.25 
4(d) 3xMxN LxMxNx0.50 

Figure 8. 

4.1 User Interface 

The problems with all these are the time required to do the 
transformations, to estimate the time, and so on, and the necessity to 
tell the user somehow what happened to his program. A simple vector­
izer, that looks only at innermost loops, is much less powerful than the 
KAP, but at least is easy to understand. If a loop did not vectorize, it 
is easy to look at the loop and see why it did not vectorize. The 
KAP/205 has the additional problem of somehow telling the user that 
any of these three loops could be vectorized, but the DO I (or what­
ever) loop was vectorized because it was thought best; or, in some 
cases, a loop was vectorizable, but it was left scalar because it will be 
faster that way. This occasionally produces unexpected results (to the 
user). The user interface from the vector optimizer will have to be 
tuned as the KAP/205 receives more use. 

S. Speedup Results Using the KAP/205 

In this section, we will look at several speedup results using the 
KAP/205. 

Figure 9(a) shows execution time for three different versions of a 
matrix multiply program for a range of matrix sizes. The line marked 
"F1N200" shows the execution time for the program shown in Figure 
4(a) without the use of the KAP/205. The Fortran 200 compiler does 
not vectorize the inner loop, giving only scalar performance. The line 
marked "simple vectorizer" shows the execution time for the program 
in Figure 4(b); this is the code that a simple vectorizer which only 
looks at innermost loops might produce; this code is much better than 
scalar execution. The line marked "KAP/205" shows the execution 
time for the program in Figure 4(d), which is what the KAP/205 pro-
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duces for this program; this shows how important loop interchanging 
and vector optimization are for vector machines. Figure 9(b) shows the 
megaflops obtained by each of these versions of the program. Figure 
9(c) shows the speedup obtained by the KAP/205 over the Fortran 200 
compiler and over the hypothetical simpler vectorizer. 

Figure IO(a) shows execution times obtained by executing an 
EISPACK benchmark program with and without using the KAP/205, 
for a range of problem sizes. Figure IO(b) shows the speedup obtained 
by the KAP/205 over the Fortran 200 compiler alone. No hand code 
modification to the EISPACK subroutines was necessary to obtain these 
results. 

Not all programs get the speedup exhibited by these two exam­
ples. However, over a wide range of programs, the KAP/205 obtains 
an average speedup of 1.7-2.0 over the Fortran 200 compiler alone. 
Some programs will not speed up at all, while others will get reason­
able performance and still others will get fantastic speedup. 
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Abstract. The KAP/S-1 is a Fortran source-to-source vectorizer 
which translates serial Fortran DO loops into explicit vector syntax 
optimized for execution on the S-1 uniprocessor. This paper explains 
the optimizations of the KAP/S-1 which are peculiar to the S-1 archi­
tecture, including transformations to improve performance of the data 
cache. 

1. Introduction 

The S-1 Mark Ila supercomputer [l] is a shared memory mul­
tiprocessor. Each processor has a memory-to-memory vector instruc­
tion set Jn order to relieve the load on the shared memory, each pro­
cessor has a private cache memory. This computer is designed to exe­
cute existing and future programs used at the Lawrence Livermore 
National Laboratory. Most of these programs are now written in 
LRLTRAN, an extended Fortran language [2]. 

The KAP/S-1 is a Fortran precompiler which optimizes programs 
for the S-1 uniprocessor. The KAP/S-1 accepts Fortran-77 [3] with 
selected LRL TRAN extensions, and produces a modified program using 
vector syntax for those statements for which the S-1 compiler should 
generate vector instructions. Several optimizations are also done to 
improve the performance of the cache memory on the S-1, both for 
vectorizable and non-vectorizable loops. 

The next section of this paper describes the S-1 supercomputer in 
more detail, concentrating on the features that affect vectorization and 
optimization in the KAP/S-1. Following that we describe the KAP/S-1 
and how it optimizes programs. The fourth section focuses on the 
cache memory of the S-1 and how the KAP/S-1 attempts to improve 
the cache hit ratio. 

2. The S-1 Mark Ila Supercomputer 

The S-1 Mark Ila computer includes up to sixteen processors, 
which communicate through shared memory. Each processor has a 
private data cache memory and a vector instruction set. In this paper 
we deal only with optimization for a only with single processor. 

The cache memory is 16K 36-bit words organized into 4-way 
set-associative, 16-word cache lines. Because cache loads are .done 16 
words at a time, random memory reference patterns will load down the 
cache-to-main memory link much more on the S-1 than on other 
machines. This is because each cache miss will result in 16 words 
being loaded from the main memory, even if only one of these words 
will be used. However, if memory references are stride-one (meaning 
contiguous memory addresses are referenced), then the cache memory 
will work well, since the first cache miss will load the missing word 
and 15 more words that will be referenced soon. This fits in well with 
the vector instruction set 

The vector instruction set of the S-1 is relatively limited. Vector 
adds, multiplies, and other simple operations, as well as MAX, MIN, 
sum and product reductions are all available. The operands of all of 
these operations must be stride-one, however. The S-1 has a matrix 
TRANSPOSE instruction which can be used to transpose arrays which 
are referenced in the wrong order, or to gather a column from an array 
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inm contiguous locations. None of the vector instructions include any 
method to handle conditionals. 

3. The KAP/S-1 Vectorizer 

The KAP/S-1 vectorizes and optimizes programs for execution on 
the S-1 uniprocessor. The KAP/S-1 accepts Fortran-77 programs aug­
mented by selected LRLTRAN extensions and produces an equivalent 
program with some or all of the DO loops replaced by vector code. 
Vectorized DO loops are represented with vector syntax similar to the 
syntax proposed by the ANSI X3J3 committee, known as Fortran 8x 
[4]. The S-1 Fortran compiler accepts this syntax and generates vector 
code for the S-1. The KAP/St vectorizer is related to the KAP/205 
and KAP/ST-100 [5,6], and uses many of the same vectorization 
enhancement techniques. 

The vectorization was significantly tuned for the S-1. Because 
all vector operations on the S-1 require stride-one operands, stride-one 
array references are preferred. Non-stride-one vector operations are 
handled by the S-1 compiler, which inserts TRANSPOSE instructions 
to gather and scatter non-stride-one operands. DO loops can often be 
interchanged to obtain stride-one array references. For example, the 
DO J loop in Figure l(a) could be vectorized, but the resulting vector 
operations would not have stride-one operands. However, by inter­
changing the loops before vectorization, the KAP/S-1 will generate the 
code in Figure l(b), which has all stride-one array references. 

REAL A(l00,100),B(l00,100),C(l00,100) 

DO 100 I = l,N 
DO 100 J = 1,N 

100 A(I,J) = A(I,J) + B(I,J) 

(a) Non-stride-one. 

REAL A(l00,100),B(l00,100),C(l00,100) 

DO 100 J = l,N 
100 A(l:N,J) = A(l:N,J) + B(l:N,J) 

(b) Interchanged for stride-one. 

Figure 1. 

Vectorization of the stride-one loop is not always possible; the 
stride-one loop in Figure 2(a), the DO I loop, cannot be vectorized. In 
order to obtain vector code, the arrays must be left non-stride-one, as 
in Figure 2(b). The KAP/S-1 tries different loop orderings and chooses 
the "best" one, according to its criteria. These criteria include prefer­
ring vector code over serial code, and stride-one array operands over 
non-stride-one array operands. The KAP/S-1 also optimizes the perfor­
mance of the cache memory, as discussed in the next section. 

Interestingly, much of the initial work of customizing the KAP 
for the S-1 involved restricting the scope of vectorization to that which 
the S-1 hardware and the S-1 Fortran compiler would handle. For 



example, the KAPIS-1 precludes vector IFs, since the S-1 has no vector 
IF hardware. Also, the number of reduction and recurrence operations 
that the KAP/S-1 would recognize was limited to those for which the 
S-1 had instructions. Since the vector extensions used only the triplet 
(colon) notation for vector assignments, diagonal references (such as 
A(l,I)) could not be vectorized. 

REAL A(l00,100),B(l00,100),C(100,100) 

DO 100 J = l,N 
DO 100 I = 1, N 

100 A(I+l,J) = A(I,J) + B(I,J) 

(a) Non-stride-one. 

REAL A(l00,100),B(l00,100),C(l00,100) 

DO 100 I = 1,N 
100 A(I+l,l:N) = A(I,l:N) + B(I,l:N) 

(b) Vectorized non-stride-one. 

Figure2. 

4. Optimizing the Cache Memory 

Good performance of the cache memory is critical for good per­
formance of the S-1 supercomputer. As was already mentioned, the 
KAP/S-1 interchanges loops to get stride-one array operands for vector 
code. For scalar code, the KAP/S 1 interchanges loops to get stride-one 
array references to improve cache performance. Two other transforma­
tions were implemented to improve the cache memory performance. 
These were adapted from work by Abu-Sufah and others [7,8,9) which 
applies program transformations to improve virtual memory perfor­
mance. The applications of these transformations to cache memories is 
clear. 

4.1 Name Partitioning 

The first transformation is name partitioning. Name partitioning 
splits a DO loop into several loops, each of which refers to a non­
intersectiog subset of the arrays in the loop. The increases locality of 
reference by reducing the number of arrays to which each DO loop 
refers. In Figure 3(a), the statements in the DO loop can be split into 
two distinct groups: the first and third assignments refer to the set of 
arrays {A,B}, and the second and fourth assignments refer to the set of 
arrays {C,O}. Figure 3(b) shows how name partitioning would distri-

DO 100 I = 1, N 
A(I) = A(I) + B(I) + T 
C(I) = C(I) + D(I) + T 
B(I) = B(I) / 2. 

100 D(I) = D(I) I 2. 

(a) Original loop. 

DO 100 I = l,N 
A(I) = A(I) + B(I) + T 

100 B(I) = B(I) I 2. 
DO 101 I • l,N 
C(I) = C(I) + D(I) + T 

101 D(I) = D(I) / 2. 

(b) Name partitioned. 

A(l:N) • A(l:N) + B(l:N) + T 
C(l:N) • C(l:N) + D(l:N) + T 
B(l:N) = B(l:N) I 2. 
D(l:N) = D(l:N) I 2. 

(c) Original loop vectorized. 

A(l:N) = A(l:N) + B(l:N) + T 
B(l:N) = B(l:N) I 2. 
C(l:N) = C(l:N) + D(l:N) + T 
D(l:N) = D(l:N) I 2. 

(d) Name partitioned and vectorized. 

Figure3. 
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but.e the DO loop into two loops, each of which refers to a subset of 
the arrays. The original loop refers to four different arrays during each 
iteration. Each of the distributed loops refers to only two different 
arrays, thus improving locality of data reference. 

If the original DO loop were vectorized, as in Figure 3( c ), the 
first vector stat.ement will load arrays A and B into the cache memory, 
while the second vector statement will load arrays C and D. If the 
vector length, N, is very large, the cache will fill up when C and D are 
loaded, thus making A and B non-resident. This means that B will 
have to be reloaded into the cache when the third vector stat.ement is 
executed. When the distributed loops are vectorized, as shown in Fig­
ure 3( d), the second vector statement refers to the array B, which will 
already be cache-resident. 

4.2 Strip Mining 

Strip mining [1 OJ is a more important transformation for the S-1. 
Strip mining is usually -thought to be important for vector machines 
with a small maximum vector length, such as vector register machines 
(like the Cray [11)). Proper strip mining, however, can also improve 
virtual memory (and cache memory) performance. 

The DO loop in Figure 4(a) may be easily vectorized, producing 
the code in Figure 4(b). However, if N is very large, greater than 
8,000, then the first vector statement will overflow the cache memory, 
and will have to start reusing cache memory positions for both the A 
and B arrays. When the first stat.ement is done, the cache memory 
contains A(N-8000:N) and B(N-8000:N). When the second stat.ement 
is started, the first elements accessed are A(l) and B(l); however, these 
locations were 11.ushed back to the main memory by the first stat.ement, 
and thus need to be reloaded. To make matters worse, during the exe­
cution of the second statement, each new element of A and B that is 
loaded will replace some later element of A and B in the cache, which 
will then need to be reloaded later in the vector stat.ement, until all of 
the arrays A and B have been from main memory to cache and back 
twice. For loops which use more arrays, this effect is seen at short.er 
vector lengths. 

The solution is to strip mine the DO loop before vectorizing it, 
as shown in Figure 4(c). The DO IBUJCK loop st.eps between strips 
of the inner loop, and is left serial by the vectorization process. The 
inner loop can be vectorized, as shown in Figure 4(d). The BUJCK­
SIZE is chosen so that the cache memory never overll.ows; a rough 
estimat.e is the size of the cache divided by the number of distinct 
arrays referenced in the loop (assuming stride-one array references); for 
this loop, BUJCKSIZE=8000 would probably be appropriate. The 
memory reference patterns of the inner loop are very different from the 
original loop. Since the vector length is never so large as to overll.ow 

DO 100 I = l,N 
A(I) = A(I) + B(I) + T 

100 B(I) = B(I) I A(I) 

(a) Original loop. 

A(l:N) = A(l:N) + B(l:N) + T 
B(l:N) = B(l:N) I A(l:N) 

(b) Original loop vectorized. 

DO 100 IBLOCK = 1,N,BLOCKSIZE 
ISTART = IBLOCK 
IEND = MAX(N,IBLOCK + BLOCKSIZE - 1) 
DO 100 I = ISTART, IEND 

A(I) = A(I) + B(I) + T 
100 B(I) = B(I) I A(I) 

(c) Strip mined. 

DO 100 IBLOCK - 1,N,BLOCKSIZE 
ISTART = IBLOCK 
IEND = MAX(N,IBLOCK + BLOCKSIZE - 1) 
A(ISTART:IEND) = A(ISTART:IEND) + 

X B(ISTART:IEND) + T 
100 B(ISTART:IEND) = B(ISTART:IEND) I 

X A(ISTART:IEND) 

( d) Strip mined and vect.orized. 

Figure4. 



the cache memory, the second statement will always find its operands 
in the cache memory. When the second strip starts, it overwrites the 
operands from the first strip in the cache memory; since they are not 
needed anymore (for this loop), they can be flushed with no cost later 
in the execution. The total amount of traffic between the cache 
memory and the main memory is reduced by a factor of two for long 
vectors, with a small overhead cost associated with executing the strip 
mining code. Notice that this type of strip mining only affects memory 
traffic when there is more than one reference to some array, since the 
memory traffic that is reduced is the second and subsequent cache 
loads. If there is only one reference to each array in the loop, then this 
type of strip mining will not affect the memory traffic at all. 

More dramatic performance improvements can appear in DO 
loop nests. Consider the doubly-nested DO loop in Figure 5(a). The 
DO J loop can be vectorized, resulting in the code in Figure 5(b ). This 
code can have problems similar to those which occurred in the loop in 
Figure 4. If the loop bound, N, is very large, then the first iteration of 
the serial DO I loop will overflow the cache memory with elements of 
A and B. On the second iteration of the DO I loop, the initial part of 
the A array will have to be reloaded from the main memory. In 
essence, the A array will have to be loaded from the main memory N 
times, once for each trip around the serial loop. Simple strip mining, 
shown in Figure 5(c), will not alleviate this problem, since the refer­
ence pattern for the A array will not change. However, once the DO J 
loop is strip mined, the outer DO JBLOCK loop can be independently 
interchanged with the DO I loop, giving the code in Figure 5(d). Vec­
torizing the inner loop, as shown in Figure 5( e ), will produce a 
different memory reference pattern. In Figure 5(e), BLOCKSIZE is 
chosen so that each vector statement will not overflow the cache. That . 
way, a strip of the A array can remain cache resident for the entire 
execution of the serial DO I loop. Each strip of A will be used N 
times, and then can be flushed back to the main memory since it is not 
used again in this loop. The memory traffic due to the A array is thus 
reduced by a factor of N. Loop interchanging of strip mined loops as 
shown here has clear applications for vector register machines also 
[12]. 

DO 100 I = 1,N 
DO 100 J = l,N 

100 A(J) = A(J) + B(J,I) 

(a) Original loop. 

DO 100 I = 1,N 
100 A(l:N) = A(l:N) + B(l:N,I) 

(b) Original loop vectorized. 

DO 100 I = l,N 
DO 100 JBLOCK = l,N,BLOCKSIZE 

JSTART = JBLOCK 
JENO= MAX(N,JBLOCK + BLOCKSIZE - 1) 
DO 100 J = JSTART,JEND 

100 A(J) = A(J) + B(J,I) 

(c) Strip mined. 

DO 100 JBLOCK = l,N,BLOCKSIZE 
JSTART = JBLOCK 
JENO = MAX(N,JBLOCK + BLOCKSIZE - 1) 
DO 100 I = 1,N 

DO 100 J = JSTART,JEND 
100 A(J) = A(J) + B(J,I) 

(d) Strip mined and interchanged. 

DO 100 JBLOCK = 1,N,BLOCKSIZE 
JSTART = JBLOCK 
JENO = MAX(N,JBLOCK + BLOCKSIZE - 1) 
DO 100 I = 1,N 

100 A(JSTART:JEND) = A(JSTART:JEND) + 
X B(JSTART:JEND, I) 

(e) Strip mined, interchanged, and vectorized. 

Figure 5. 
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4.3 Vectorization and Cache Performance 

One unfortunate side effect of vectorization is a decrease in 
locality of reference. This happens because a loop which formerly 
executed several statements for a particular index value will, after vec­
torization, execute each statement for all the index values before going 
to the next. Thus, if more than one statement in a loop referenced the 
same array element, as in Figure 3, in the scalar version that array ele­
ment would remain in the cache through all of the references. After 
vectorization, the cache will be filled with all of the operands of the 
first statement before executing the second statement. If the vector 
length is long enough that all the operands do not fit in the cache, then 
cache misses will result when the second statement is executed. This 
effect is countered by proper use of name partitioning and strip mining, 
as shown above. In nested loops such as those in Figure 4, vectoriza­
tion and cache transformations will result in fewer cache misses than 
the scalar code, rather than more. 

5. Conclusion 

In this paper we have shown an example of vectorization for the 
S-1, a vector supercomputer with a cache. By using loop interchang­
ing, name partitioning, and strip mining, the KAP/Sl improves the 
cache hit ratio by a significant factor both for loops that are vectorized 
and for those which remain scalar. 
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Although vector constructs could be executed with speedup on a multiprocessor, the resources of a 
multiprocessor are wasted unless there are constructs for which it outperforms a vector processor. This 
paper describes a method of executing iterative loops on a multiprocessor. Loops are classified by their 
parallelism and a class of loops is exposed that must execute sequentially on vector machines yet can execute 
with speedup on a multiprocessor. 

1.0 Motivation and Background 
Program performance can be improved through the execution 
of vector operations, where a single operation is applied 
concurrently to multiple operands. With the advent of vector 
processors came the need for vectorization: the compile-time 
identification of statements within loops that yield vector 
operations. However, programs do not consist solely of vector 
operations. Some form of multiprocessing is required to achieve 
concurrency for constructs of greater complexity than vector 
loops. However, current methods for programming 
multiprocessors either rely heavily on user assistance, or involve 
automatic techniques that are confined to identifying constructs 
that are even simpler than vector loops. This paper presents a 
compile-time technique for determining the parallelism of an 
arbitrary iterative loop, based on the dependences among 
statements within that loop. In particular, loops that must 
execute sequentially on a vector processor can execute concur­
rently on a multiprocessor. 

1.1 Architectures 
Vector processors and multiprocessors both achieve concur­
rency through multiple processing elements, but the capability 
and cost of each can be characterized by the following stylized 
architectures: An SEA machine (Single Execution of Array 
instructions) drives its processing elements in a parallel or 
pipelined manner from a control unit that processes a single 
stream of instructions. In a multiprocessor, each processing 
element is driven by a stream of instructions issued from its own 
control unit. One would expect that the multiprocessor, albeit 
more costly, would provide increased flexibility and performance 
over the SEA machine. 

1.2 Dependence 
A program can be regarded as a collection of operations that are 
constrained in their execution by dependences: certain 

operations must complete before other operations can 
commence. Let a dependence graph be constructed for a 
program, such that directed edges (arcs) connect dependent 
operations.1 A dependence exists between two operations, either 
because they must share or not share some data (data depend­
ence), or because one operation determines whether the other 
operation is performed (control dependence). 

Consider two statements from a program: S, and Sr If S, must 
store any of its output before SJ can fetch all of its input, then a 
flow dependence exists between statements S, and SJ, denoted S, 
6 Sr An anti-dependence exists from S, to SJ, denoted S, 8 SJ, if 
S, requires data from an area in which SJ stores its output. 
Finally, an output dependence exists from S, to SJ, denoted S, lJ• 
SJ, if statements S, and SJ store into common storage locations. 
Whichever statement executes last in the sequential program 
must store its output last in the concurrent program. 

If statement S, determines whether statement SJ is executed, then 
a control dependence exists between statement S, and statement 
SJ , written S, lJc Sr 

1.3 Concurrent Execution of Loops 
This paper describes the effects of concurrently executing 
iterative loops. An iterative loop contains a sequence of 
statements (the loop body) that is performed for a sequence of 
iteration variable values. The iteration space for an uninterrupted 
normalized loop with upper bound Nis the sequence 1,2, ... ,N.2 

A compiler for an SEA architecture must search a program for 
vector loops: loops containing operations that can be executed 
simultaneously for all iterations. Vectorizing compilers consider 
the dependence issues mentioned above to determine the vector 
loops of a program [1, 2, 9, 15]. Statements that participate in a 
dependence cycle cannot be executed as vector loops. 

Consider the execution of a vector loop on a multiprocessor, 
where the iterations of the loop are executed on potentially 

In practice, the nodes of a dependence graph are often statements, which results in smaller graphs of coarser granularity. 
Any loop can be transformed into a normalized loop through do-loop normalization (14 ]. 
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different processors. The absence of a dependence cycle 
guarantees that the statements of the loop can be ordered, such 
that all dependences point lexically forward. All dependences 
then have the form S/JSi, where i < j. If processors are driven 
synchronously, then a compiler can schedule instructions such 
that dependences are honored without explicit synchronization. 
Synchronization is necessary if processors operate asynchro­
nously; however, by the time statement Si executes, statement 
S; should have finished. The processor executing statement S1 

would probably not have to wait for statement S; to complete. 
For more details on synchronization, see [11]. 

Loops with cycles of dependence must be executed sequentially 
on an SEA architecture. However, as shown in this paper, such 
loops can exhibit parallelism when executed on a multiprocessor. 

2.0 The Doacross Technique 
This paper presents a technique that models the execution of 
sequential loops, vector loops, and loops of intermediate 
parallelism. The analysis is first presented for a single loop and 
is subsequently extended for arbitrarily-nested loops. This work 
is then compared with other methods for executing loops on 
multiprocessors. 

2.1 The Doacross Schedule 
Consider a single loop L of s statements (St> Si, ... , S,) and N 
iterations. Let virtual processors3 be assigned to loop L such 
that virtual processor VP, executes iteration i. If loop L is a a 
vector loop, all N iterations can execute concurrently. Consider 
the execution of statement S1 of the vector loop. An instance 
of that statement exists in each virtual processor assigned to the 
loop. There is effectively no delay between the execution of 
consecutive instances of S1 , because all virtual processors can 
start simultaneously. This style of execution corresponds to the 
total partition algorithm [8] that produces the doa/l schedule 
[5]. 

Consider the execution of loop L as a sequential loop. With 
virtual processors assigned as above, the sequential schedule 
requires that processor VP; waits until processor VP;_1 finishes its 
iteration. 

Vector and sequential loops can therefore be modeled by a 
doacross schedule with delay d: each iteration is assigned to a 
virtual processor, but each virtual processor delays executing its 
loop body for the time period d, as shown in Figure 1. 

DO i=l,N 
delay (d*(i-1)) 
Si 
82 

s. 
CONTINUE 

Figure 1. A Doacross Loop 

In general, the delay d between consecutive iterations (virtual 
processors) can range from no delay (the vector loop case) to the 
time of the loop body (the sequential loop case). If T(S;, S) is 
the time for executing statements S; through Sj, inclusively, 
within an iteration of the loop (i :S j), then a doacross loop has 
d = 0 for a vector loop and d = T(St> S,) for a sequential loop. 
These loops, and loops of intermediate parallelism, can be 
characterized by: 

T(S1, S,) -d 
parallelism = x 100 percent 

T(S1, S,) 

Sequential loops have 0% parallelism and vector loops have 
100% parallelism. Loops of intermediate parallelism are of the 
greatest interest in this paper, because they achieve no speedup 
on an SEA architecture. 

In a doacross loop of N iterations, the last iteration will 
accumulate (N - 1 )d delay time before executing the loop body. 
When the loop body of the last iteration has been executed, the 
execution of the loop is complete: 

T(loop) = (N - l)d + T(S1, S,) [1] 

2.2 Generalization of the Doacross Model 
In this section, the doacross model is extended to accommodate 
multiple loops. Figure 2 shows the syntactic model of multidi­
mensional doacross for L nested lc;iops; loop 1 is the outermost 
loop and loop L is the innermost loop. 

Bo 
D0 1 i 1=1,N1 

delay ((i rl) * d 1) 

B1 
D0 2 i 2=1,N2 

delay {(iz-1) * d 2) 

B2 

Bi-1 
DOi ii=l,Ni 

delay ((ii-1) * di) 
Bi 

ENDDOi 
Ai-1 

A2 
ENDD0 2 

A1 
ENDD0 1 

Ao 

Figure 2. Multidimensional Doacross Model 

Virtual processors conveniently model an infinite processor system. Limited processor results appear in [4]. 
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The execution of a doacross loop at nest level l consists of an 
N1 way fork, where the branch corresponding to the iteration 
variable i1 delays (i1 - l)ifi clocks before beginning the execution 
of block B1• At the end of a doacross loop, the branches join 
together. For example, a doubly-nested loop structure with no 
delay at either nest causes all iterations of both nests to execute 
in parallel. 

Consider the timing of a doacross loop at nest level l. Iteration 
N, delays (N, - l)di clocks, and then executes block B,, D01+1 , 

and block A1• The time to execute the statements of Figure 2 is 
therefore: 

L 

Bo+ L «Ni-l)d1 +T(B1) + T(A1)) + A0 [2] 
i=I 

where T(B1) and T(A1) represent the time to execute a particular 
block of code from Figure 2. 

2.3 Dependence Considerations 
This section considers the effects of dependences on delay. 
Although all dependences in a loop can contribute to a loop's 
delay, each dependence can be considered separately,4 with the 
delay for a loop chosen as the minimum delay that satisfies all 
dependences. 

2.3.1 Data Dependence 
Consider a loop of s statements as shown in Figure 3. Consider 
two statements, SJ and S,, where SJ lexically precedes S, (} < i). 
An arc in the dependence graph of Figure 3 from SJ to S, means 
that during the sequential execution of the loop, statement SJ 
computes data used by S,. Let Ik represent the iteration in which 
SJ computes the data, and let /1 represent the iteration in which 
S, uses the data. The semantics of sequential programs execution 
guarantee that Ik :::; Ji; the iteration in which the data is used 
cannot occur earlier than the iteration in which the data is 
computed. 

DO l=l,N 
delay ((1-1) * ??) 
81 

S; 

s. 

Figure 3. A Loop with Unknown Delay 

Consider a virtual processor assignment of the iterations of 
Figure 3 with no delay, as shown in Figure 4. Each column 
represents the statements that are executed sequentially within 
a virtual processor. If processors execute at approximately the 
same rate, virtual processor VP, will not reach statement S, of 
iteration Ii (a column of Figure 4) before statement SJ in virtual 
processor VPk has finished. The dependence, as shown in the 
schedule of Figure 4, is satisfied by the time it is needed, even 
in the absence of any delay. Because this dependence points 
forward in the program source, it is called a lexically-/ orward 
dependence; such dependences do not contribute to a loop's 
delay. As mentioned in Section 1.3, some architectures may 
require synchronization to honor such dependences. 

S~·~ ~i~: ~i~ ~i 
. ··~· ··~· ··~· 

S; . .. . '8; ... S; .. . S; 

s. s. s. s. 

Figure 4. Loop with Lexically-Forward Dependences 

Suppose the dependence were reversed, such that S, 8 SJ' This 
type of dependence points backward in the program source, so 
it is called a lexically-backward dependence (abbreviated LBD). 
A lexically-backward dependence can be transformed into a 
lexically-forward dependence, if S, and SJ do not participate in 
a dependence cycle, by reordering the two statements. Those 
lexically-backward dependences that cannot be eliminated by 
reordering are the only LBDs of interest in this paper: 
statements S, and SJ participate in a dependence cycle, S, 8 SJ, 
and} :::; i. The semantics of sequential programs guarantee that 
Ik < 11 , since SJ executes no later than S, within the same 
iteration. A zero-delay loop schedule will not satisfy the 
dependence, since virtual processor VP, will arrive at statement 
SJ before virtual processor VPk can satisfy the dependence by 
executing S,. Delay must be introduced, such that S, of virtual 
processor VPk executes before SJ of virtual processor VP,, as 
shown in Figure 5. 

Multiple dependence relationships can exist between nodes of a dependence graph. The dependence graph is therefore a multigraph, but each depend­
ence can be treated separately. 
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VP1 VP; VP; VPN 

s. idle idle idle 
idle idle idle 

S; idle idle idle 
idle idle idle 

S'.~~I idle idle 
idle idle 

S, ... S; idle idle 
idle idle idle 
idle ~i~~I idle 
idle idle 
idle S, ... S; idle 
idle idle idle 
idle idle S; ... S 1 

idle idle -~· 
idle idle S, ... S; 
idle idle idle 
idle idle idle S; 
idle idle idle 
idle idle idle s, 

Figure 5. Correct Schedule of a Loop with LBDs 

2.3.2 Control Dependence 
Control dependences are caused by conditional and uncondi­
tional branching in programs. There are two cases of branching 
that must be considered: intra-loop branching and loop exits. 
The result of an intra-loop branch causes either the omission or 
repetition of a portion of the loop body, which affects the 
execution time of a loop. Delay is a probabilistic measure, and 
represents the time interval observed at the start of an iteration 
that is expected to satisfy dependences. The issue of intra-loop 
branching and the calculation of delay will be resolved by 
associating probabilities with statement execution times. 

In the absence of loop exits, all iterations of a loop are executed. 
Consider the program with a loop exit at statement S,. During 
its sequential execution, some iterations of the loop might be 
skipped. Like a loop with an LBD, delay must be introduced to 
accommodate the loop exit, as shown in Figure 6. 

S 1 idle idle 
idle idle 

s.-.....:.:.:.._ • idle idle 
. ..~S1 idle 
~ ~~ 

idle s. ~ . idle 
idle . ..~S 1 
idle S, 
idle idle s. 
idle idle 
idle idle S, 

Figure 6. Correct Schedule of a Loop with a Loop Exit 

2.4 Calculation of Delay 
There are only two constructs that contribute to a loop's delay: 
loop exits and lexically-backward dependences. The following 
sections show how to estimate delay for these two cases. After 
some definitions, a recursive timing formula is presented. 
Invoking the recursive timing formula once yields the (closed) 
formula for calculating delay in a single loop. The recursive 
formula can be invoked again to yield an equation for calculating 
delay in a double loop structure. The optimal solution to this 
equation lies in the linear programming domain, but several 
special cases are discussed. The general formulation for a loop 
nest of L loops is found by invoking the recursive timing formula 
L times. 

2.4.1 Dynamic Statement Instances 
Let a program consist of a static sequence of s statements: St> 
S2 , ••• , S,. Consider statement S, that is surrounded by L 
normalized iterative loops. Let I" I 2, ••• ,IL represent the iteration 
variables of the L loops, where I1 is the iteration variable of the 
outermost loop, and IL is the iteration variable of the innermost 
loop that surrounds S,. Each iteration variable can assume only 
integer values in its iteration sequence. If the upper bound of 
iteration variable I 1 is Ni, then the iteration sequence of that 
iteration variable is <l, 2, ... ,Ni> in the absence of loop exits. 

The L loops form an L-dimensional integer Cartesian space. 
The space is composed of discrete points, where each point 
represents a particular assignment of values to iteration variables 
from their corresponding iteration ranges [15). In the absence 
of loop exits, statement S, will be executed for all possible values 
that the iteration variables can assume. The number of times 

L 

statement S, executes is therefore ITNi. 
1=1 

A dynamic statement instance, or simply an instance, is the 
execution of a statement for a specific point in the iteration 

A 

space of its surrounding loops [8]. The pair (S,,/) represents an 
A 

instance of statement S, for the iteration vector I . The 
components of the iteration vector correspond to values of 
iteration variables for the loops surrounding S, : (i" iz, ... , iL). 

A A 
Let I 1q 1 represent the iteration vector I, truncated to its first q 
elements (1 ::;; q::;; L). 

2.4.2 The Delta Vector 
Consider two statements, S, and Si, that participate in a 
lexically-backward data dependence: S, 8 Si; some dynamic 
statement instance of S, generates data or control information 
that is used by a dynamic statement instance of Si" Let the 

A A 

instance of S, be (S,,I) and let the instance of Si be (Si.,/). Let 
CN(S,, S) be the number of loops that surround both S, and Si; 
these are called the common loops of S, and Si" The ll.-vector is 
defined as the difference in iteration index values of the two 
instances:5 

A A 

fl.= I1cN(s1,S}I -JICN(s,,s}J 

As developed by Wolfe [15), dependence information is 
available only for the common loops of S, and Si" This discussion 

A given dependence can give rise to multiple a-vectors, but these can be accommodated as distinct edges of the dependence multigraph, each treated 
separately. 
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considers only those A -vectors that are valid over the common 
loops of S, and Si, although the results can be generalized. 

As above, let T(SJ, S,) be the time for executing statements Si 
through S,, inclusively, and let T(S,) be (an abbreviation for) the 

I\ 

time for executing only statement S,. Finally, let -r(S,, I) be the 
I\ 

time at which (S,,l) begins to execute. 

2.4.3 A Recursive Timing Formula 
I\ I\ 

Consider a statement instance (S,,I), where L= I I I . Statement 
S, is surrounded by L loops, with IL as the innermost loop. The 

I\ 

time at which S, begins to execute with the iteration vector I can 
be defined in terms of the time at which the innermost loop starts 
and the time at which S, executes within the innermost loop. In 
terms of -r(), 

I\ 

I\ I\ 

-r(S;, I) = -r(DOL,11 L-1 I) + (iL -l)dL 
+ T(DOv S;) - T(S;) 

[3] 

-r(DOL, I 1L_11 ) refers to the time at which the innermost do loop 
I\ 

(DOL) begins to execute with the iteration vector /IL-ti . This 
term regards DOL as a statement within the scope of its outer 
loop (DOL_1). The rest of the expression represents the time at 
which statement S, executes, for iteration iL and delay dL : 
T(DOL, S,) accounts for the execution of statements from the 
DOL through S,, inclusively; T(S,) is subtracted to make the 
formula reflect the time at which S, starts. 

I\ 

The dependence S18SJ implies that for some iteration vectors, I 
I\ 

and J, statement Si must execute after statement S, has 
completed execution. In terms of T(), 

I\ I\ 

-r(Si,J) ~ -r(S;, I) + T(S;) 

I\ I\ 

Since J = I - A, the above formula can be rewritten: 

I\ I\ 

-r(Si, I - A) ~ -r(S;. I) + T(S;) 

After adding T(SJ, S,) - T(S,) to both sides of Formula 4: 
I\ 

-r(Si, I - A) t T(Si, S;) - T(S;) ~ 
-r(S;. /) + T(Si, S;) 

I\ 

By observing that for some DETLA-vector K: 

I\ I\ 

-r(S;, K) = -r(Si, K) + T(Si, S;) - T(S;) 

Formula 5 becomes: 

I\ I\ 

[4] 

[5] 

-r(S;, I - A) ~ -r(S;, I) + T(Si, S;) [6] 

I\ 

Statement S, with iteration vector I - A cannot start execution 
until T(Si, S,) time has elapsed since the start of statement S, 

I\ I\ I\ 

with iteration vector I. Since J = I - A, the instance of 
statement S, in the iteration in which SJ sinks the dependence for 
S,.8SJ cannot execute until T(S1, S,) time after the instance of 
statement S, begins to execute in the iteration in which statement 
S, sources the dependence. 

840 

Using Formula 3, the references to -r() on the left and right of 6 
become: 

and 

I\ I\ 

-r(S;, I - A) = -r(DOv(I - A) IL-1 I) + (iL - AL -l)dL 
+ T(DOv S;) - T(S;) 

I\ I\ 

-r(S;. I)= -r(DOv(I) IL-11) + (iL -l)dL + T(DOv S;) - T(S;) 

where AL is the last (innermost) entry in the A-vector. Formula 
6 can then be rewritten: 

I\ 

-r(DOL,(I -/\A) I L-1 I) - ALdL ~ 
-r(DOv 11 L-l I) + T(Si, S;) 

[7] 

2.4.4 The Single Loop Case 
Formula 7 references the delay in the innermost loop, the 
innermost A- vector entry, and the static execution time between 
statements S1 and S, . Formula 7 also requires the time at which 

I\ 

l1J.e next outer loop begins to execute with iteration vectors I and 
I - A , each truncated before the innermost loop (length 
L - 1). Consider the case of a single iterative loop; because a 
single loop cannot have an outer loop, the recursive references 
to -r() vanish in Formula 7, leaving: 

- ALdL ~ T(Si, S;) 

In terms of linear programming [6, 7], the above formula 
represents a constraint for the delay parameter dL. This 
constraint should be set to minimize the objective function: 

which is the time to execute N iterations of a doacross loop 
containing s statements and delaying dL time between successive 
iterations. A single loop can contain a lexically backward 
dependence only when the iteration in which data is used occurs 
after the iteration in which data is computed. AL was constructed 

I\ I\ I\ 

ffom a particular IL - JL for S,8Si . JL must therefore occur after 
IL , assuring AL < 0 . The delay dL is easily solved: 

T(Si, S;) 
dL~----. 

-AL . 

I\ 

The ifielay due to the pair of statement instances (S,, I) and 
(Si, J) is calculated from the time interval between SJ and S, and 
the distance (in iterations) across which the data is passed. Since 
the above formula provides a lower bound for dL, all delays 
arising from pairs of statements in a loop can be satisfied by 
choosing the delay of maximum value for all pairs. An algorithm 
for determining the delay for a loop in this manner is given in 
[4]. 

Consider the example shown in Figure 7. Each assignment 
statement is linked to the next assignment statement via a 
forward and backward arc in the data dependence graph. 
Figure 7 includes a table of estimated execution times for the 
statements. To estimated (the delay for the loop), all pairs of 
statements involved in lexically-backward dependences (S,8SJ) 
must be considered. For each pair (Si, S,), the function T() must 
be evaluated. Note that in this example, the A-vector for each 
backward dependence is (-1). The delay for the loop should be 
4 time units per iteration, since the pairs (S3,S2) and (S4,S3) both 



yield T() = 4. Figure 7 contains the timing schedule for this 
example. 

By delaying each iteration, Figure 7 shows how the S38S2 

dependence is satisfied. The second processor commences 
execution of S2 at time step 5; S3 finishes execution in the first 
processor during time step 4. C(l) will not be requested in VP2 

until VP1 has calculated C(l). Note also that the third processor 
in Figure 7 is really unnecessary; VP1 finished its loop body 
during time step 7, so VP1 could have executed the third 
iteration. This is an example of limited processor scheduling, 
which is discussed in [4]. 

DO i=l,N 
delay((i-l)*d) 
81: A(i) = B(i-1) + 37 
82: B(i) = A(i) + C(i-1) 
83: C(i) = B(i) + D(i-1) 
84: D(i) = C(i) + E(i-1) 
85: E(i) = D(i) + 77 
END DO 

Statement Execution Time 
81 l 
82 2 
83 2 
84 2 
8..JL l 

Time VP...1. VP..2. VP_a_ 
0 81(1) 
l 82(1) 
2 
3 83(1) 
4 81(2) 
5 84(1) 82(2) 
6 
7 85(1) 83(2) 
8 81(3) 
9 84(2) 82(3) 

10 
11 85(2) 83(3) 
12 
13 84(3) 
14 
15 8_afil 

Figure 7. A Single Loop Example 

2.4.S The Double Loop Case 
Because a single loop has no outer loop, the references to T() 
vanished from Formula 7. A double loop contains an inner loop 
and an outer loop; if the references to T() in Formula 7 are 
expanded using Formula 3, a new formula results that reflects 
the situation of two loops: one at nest Land one at nest L - 1, 
surrounded by a third loop at nest L - 2: 

/\ 

T(DOL-1•(/ - d)IL-21> + - dL-ldL-1 - dLdL ~ [8] 

/\ 

T(DOL_1,11L_21 ) + n..sj,S;) 
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Since there are only two loops, then the references to T() vanish 
from Formula 8, yielding: 

[9] 

Formula 9 imposes conditions on dL and dL-t such that depend­
ences within two nest levels are satisfied; the optimal setting of 
the two delays for a single dependence in a two-loop environ­
ment cannot be determined from Formula 9. The global 
objective is to miniinize the execution time of the two-loop 
construct; the execution time for the multidimensional doacross 
model, restricted to two loops surrounding s statements, is given 
by: 

T(DOL-1> =(NL-I -l)dL-1 + 
(NL -l)dL + n..s1, s,) 

[10] 

The Ininiinization of Formula 10 with respect to the constraint 
of Formula 9 is a linear programining problem, with Formula 10 
as the objective function. The objective can be simplified by 
symbolically replacing constant terms: 

n.,DOL-1) = 'll1dL-I + '112dL + '113 (11] 

where 

'111 NL-I -1 
'112 NL -1 
'113 n..s1. S,) 

Consider the case in which both AL-t and AL are negative. The 
boundary expression for Formula 9 can then be written: 

[12] 

or 

where 

Consider the case where all delay is charged to the outermost 
loop dL_1; no delay is charged to the inner loop, so dL = 0. The 
objective function becomes: 

[13] 

Similarly, all delay can be charged to the inner loop dL; no delay 
is charged to the outer loop, so dL-l = 0. The objective function 
becomes: 

[14] 

A comparison of Formula 13 with Formula 14 decides whether 
it is best to charge all delay to the outer loop or to the inner loop. 

'112 
H 711 < - , then all delay should be charged to the outer loop. 

a2 
Consider the assignment of delay when the loop bounds are the 
same ( 711 = 712); if a2 < 1 , then all delay should be charged to the 
outer loop. Recall that a2 was calculated from the ratio of AL to 



AL-l· The decision as to which loop should be assigned all delay 
is reduced to a comparison of the A-vector elements for the loops 
involved. 

When viewed as a linear programming problem, the two cases 
given above form the extreme points of the convex set delineated 
by Formula 9.· The general solution must be one of the extreme 
points [7], so the two cases provide the general solution for a 
double loop where AL-l and AL are negative: 

Choose When 

dL=O charge outer loop 
(NL-1-l) ..1L-1 

...._(N"""L-'_'-1-).;.. < -Ll-L-, 

dL-i=O charge inner loop otherwise 

Similar inequalities can be derived for A-vectors of other signs. 
An interesting case occurs where AL is positive6 and dL-l = 0. 
For Formula 9 to be satisfied, dL must become negative: 
iteration i is started d time units after iteration i + 1. A doacross 
schedule for a negative delay d corresponds to running the loop 
in reverse with a delay of - d. The accommodation of negative 
delays requires straightforward modifications of the timing 
formulae (such as Formula 10) to account for the magnitude, 
and not the sign, of delays. Of greater concern is the conflict 
that could arise when two dependences place unsatisfiable 
constraints on delay: one dependence could require a positive 
delay while another dependence requires a negative delay. In the 
following section, an efficient algorithm is presented that 
sacrifices optimality but avoids such a conflict. 

2.4.6 A General Solution 
The single loop case was derived by eliminating the references 
to T() from Formula 8 in the absence of any outer loops. 
Expanding T() once by substituting Formula 3 into Formula 8 
exposed the solution to the double loop case. Further expansion 
of T() leads to the general delay formula for a dependence nested 
in L loops between statements Si and S,: 

L 

- ~>,d1 ~ T(Si, S;) [15] 
l=I 

When posed as a linear programming problem, Formula 15 is the 
constraint under which the following objective function should 
be minimized: 

L 

T(D01) = L(Ni-l)d, + T(S1, S,) 
l=I 

The objective function is exactly the formula used to time the 
multidimensional doacross model in Formula 2. The simplex 
algorithm can find optimal values for the delay in all loops, and 
although this algorithm's possible running time is exponential, its 
expected running time is reasonable [6]. However, the presence 
of multiple dependences and A-vectors in a loop greatly 
increases the complexity of choosing optimal delays. This 
section presents an algorithm that performs a single pass over the 
loops surrounding a block of statements to establish the 
minimum delay that should be observed in the surrounding loops 
due to dependences in that block of statements. Consider a nest 

4L-t is always negative for a flow dependence from a sequential program. 

of loops as shown in Figure 2 and the calculation of delay dk at 
nest k to satisfy the dependence S,-OS1, when each statement is 
from block Bk or block Ak. Let A be the distance vector associ­
ated with S,-OSi. Assume dk+t> dk+2 , ••• , dL are already known, but 
di , di., ... , dt_1 are as yet undetermined. Since only one pass is 
desired over the loops, dk must be set such that Formula 15 is 
satisfied even if di, di., ... , dk-l are all 0. Therefore, dk is set such 
that for S,-OS1 and the dependence's associated distance vector 
A, 

L 

- LA,d1 ~ T(Si, S;) 
l=k 

The algorithm consists of two nested traversals of the loop nest 
shown in Figure 2. The outer traversal calls for the assignment 
of delays that satisfy the dependences of blocks B1 and A1• The 
inner traversal considers the dependences and assigns delays 
appropriately in the loops that surround blocks B1 and Ai" 

Input: 

A nested structure of L loops as in Figure 2 

Output: 

Delays db di., ... , dL that satisfy all dependences in the 
L loops. 

for j:=L downto 1 do 

Let y be the dependence graph for statements in blocks 
Bi and Ar 
for k: = j downto 1 do 

Let Q = all pairs {((S,, S1),DELTA)} such that 
i ~ j and (S,8S) E y with distance vector A. 

Let Q = Q U {((S., S1), - 1)} ifs. exits from loop 
k. 

L 

· ~ A{i1 + T(Si, S,) 
dk = max-1·-k+_l ____ _ 

q<Q - /j.k 
end for 

end for 

Note that the algorithm establishes the delay at each loop as the 
maximum delay required by dependences associated with that 
loop. At loop k, if some dependence required a negative delay 
while others required a positive delay, then loop k would be 
assigned a positive delay. Any dependence that requires a 
negative delay will be eventually accommodated as the algorithm 
proceeds to the outermost nest, since an LBD must have some 
A1 <0,1 < k (the dependence is from a sequential program). 

2.5 Comparison with Other Methods 
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This section compares doacross with two other techniques for 
multiprocessor compilation of loops. The first method, loop 
distribution, is the direct application of a transformation 
developed for SEA compilation that separates the vector and 
sequential statements of a loop into multiple loops [10, 14]. The 
second method, partitioning, is targeted for multiprocessors [8]; 
vector and sequential statements are not separated, but 
statements that participate in a dependence cycle are placed in 
a partition and the iterations of a loop are pipelined through the 
partitions [5]. Neither of these two methods provides the 
performance of doacross. 



2.5.1 Loop Distribution 
Consider a loop L of N iterations with q statements participating 
in dependence cycles and s - q statements that appear in vector 
loops after loop distribution. Let the statements be numbered 
such that statements S., S2, ••• , s. are the statements that partic­
ipate in dependence cycles and statements s.+i. s.+z , ... , S, are 
the statements that appear in vector loops after distribution. 
Only one processor is used for the sequential execution of the q 
statements; the time for executing the sequential statements is 
therefore N x T(S., s.) . N processors are used for the vector 
execution of the s - q statements; the time for executing the 
vector statements is therefore T(S., S,) - T(S., s.) . The total 
time for executing the statements of loop L is 
(N - 1) x T(S., s.) + T(S., S,) . The time for executing the 
distributed loops is identical to the time for executing a doacross 
schedule of loop L when S/JS1 and the delay is therefore 
T(S., s.) . In this example of loop distribution, s. and S1 are 
members of a strongly-connected component of the dependence 
graph of loop L. Since this condition does not imply S/3S., the 
delay for the doacross schedule of loop L is bounded by 
T(S., s.). 
Distributing the loops causes another problem for 
multiprocessors even if S98S1• The sequential portion of the loop 
uses one processor, but the vector portion utilizes N processors. 
If N processors are dedicated to the distributed loops of loop L, 
then N - 1 processors are idle during the execution of the 
distributed sequential loops. These sequential loops dominate 
the computation for large N. If processors are allocated 
dynamically, the processor allocation for loop L grows from 1 
to N processors when a distributed vector loop is encountered 
and diminishes from N to 1 when a distributed sequential loop 
is encountered. This fluctuation in processor usage is expensive 
when the overhead for processor allocation and deallocation is 
significant. In [4J, a formula is developed for determining the 
maximum number of processors that a doacross loop with a 
given delay can use. If S98Si. the delay assigned by doacross is 
T(S., s.) . The number of useful processors (as determined by 
[4]) is T(S., S,)/T(S., s.) . These processors are allocated for 
the duration of the execution of loop L. In terms of program 
performance, doacross can use fewer processors yet provide at 
least the performance of loop distribution for multiprocessors. 
In terms of processor usage, the schedules produced by doacross 
utilize processors more uniformly than the schedules produced 
by loop distribution. 

2.5.2 Partitioning 
In [8J, there are two types of partitioning: total partitioning and 
partial partitioning. Total partitioning is possible only when a 
loop contains no dependence cycles; such loops correspond 
exactly to zero-delay loops under doacross. These loops are also 
called fora/I loops in [SJ. Doacross assigns delays to loops that 
contain lexically-backward dependences that (by definition) 
participate in a dependence cycle. 

Consider a loop L of s statements: S1 , !J.i, ... , S,. Partial 
partitioning uses the distance vectors of dependences to divide 
the index set of a loop L into independent partitions; each 
partition can then be assigned to a processor. The number of 
partitions created by the partial partitioning algorithm is given 
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by the greatest common divisor of all negated distances in the 
dependence graph of loop L. Consider the loop of Figure 7. 
There is a dependence arc between each pair of adjacent 
statements, and data is either passed within an iteration (.l = 0) 
or across one iteration (.l = -1). The greatest common divisor 
of the negated distances is 1; only one partition is created by the 
partial partitioning algorithm of [8]. Consider the pipelining 
algorithm of [SJ that is based on partial partitioning. The 
statements of a loop are partitioned by the strongly-connected 
components of the data dependence graph associated with the 
loop. Let II, be the most time-consuming partition of a loop. 
The delay associated with a pipeline schedule is the time for 
executing the statements of II,. 

Doacross introduces a delay that accounts for the most 
time-consuming lexically-backward dependence. Consider the 
partition II,; unless there is a dependence from the last 
statement of II, to the first statement of II,, the delay introduced 
by doacross is strictly less than the delay introduced by [8J and 
[SJ pipelining. The example of Figure 7 shows that doacross 
provides improved performance over partitioning. Pipelining 
places S1 through S5 in a single processor; since the dependence 
S58S1 does not exist in Figure 7, doacross can schedule multiple 
processors for the execution of the loop. 

3.0 Summary and Extensions 
This paper characterizes loops that obtain no performance gain 
on an SEA machine, yet benefit from execution on a 
multiprocessor. Such loops are parameterized by a measure of 
their parallelism. This measure defines the optimization problem 
of rearranging statements to minimize delay (thus maximizing 
parallelism). In [4J, this problem is formally defined and a 
heuristic is given for its solution. For special dependence graphs, 
Munshi has shown optimal solutions [12J. Doacross also 
assumes that statements appear in the same order within each 
processor. Cuny has shown that by allowing the order to differ 
between processors, delay can be reduced [3J. In [4J, the 
techniques presented in this paper are applied to routines from 
the EISPACK package [13J, with very favorable results. 

For this work to be useful, a mapping of iterations to processors 
must be defined. [ 4 J presents a processor allocation algorithm 
for doacross loops, modelled after the predictor-corrector 
algorithms for numerical analysis. 
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Abstract-Large-Grain Data Flow (LGDF) combines dataflow 
techniques with traditional sequential programming to provide a 
high level model for parallel processing. The user designs parallel 
applications using networks of program modules connected by 
datapaths. The resulting specification is automatically 
transformed for efficient parallel scheduling on a particular under­
lying architecture. Program execution is controlled via 
producer/consumer data synchronization. This paper describes 
the LGDF parallel processing approach, and proposes methods for 
implementing efficient LGDF schedulers for a specific computer 
that employs a ring communication architecture, the CDC 
CYBERPLUS. 

1. INTRODUCTION 
The difficulty in achieving reliable, efficient, maintainable, and 
portable parallel programs argues strongly for the use of higher 
level, possibly more restricted, models of parallelism than those 
provided by basic machine facilities. Programmers can use the 
higher level model to design applications, and then can rely on 
automatic means (such as a preprocessor) to generate a concrete 
implementation tailored for a particular parallel machine. Our 
experience has shown that programming within the restrictions of 
a suitable higher level parallel model can make parallel program 
design significantly more reliable and even easier than design 
using a sequential computation model[l]. 

Several other approaches to solving the problems of parallel pro­
gramming have been proposed. Automatic transformation, advo­
cated by Kuck and others[2], envisions development of software 
tools to automatically transform "dusty deck" FORTRAN for 
parallel processing. Complex control and data dependencies make 
this approach very difficult, and results can be poor. Another 
problem with the automatic transformation approach is that it 
does not lead to development of novel, highly efficient parallel 
algorithms, which user-visible parallelism tends to encourage. 

At least for the near future, layered languages show promise for 
making up for the deficiencies of FORTRAN as a parallel process­
ing language. Users code parallel operations using macros. The 
macros are expanded to produce low level synchronizing 

operations suitable for a particular parallel machine. This tends 
to lead to fewer bookkeeping errors in the coding of process syn­
chronization, as well as providing a degree of portability of code 
between different parallel processors. Ideally, one can simply 
modify the definitions of the macros to get layered language pro­
grams running on a different parallel machine. 

A particular layered language approach, Large-Grain Data Flow 
(LGDF) is described in Section 2. Section 3 presents a brief dis­
cussion of the architecture of the CDC CYBERPLUS emphasizing 
characteristics that are relevant to parallel program interaction. 
Possible LGDF scheduler implementation strategies for 
CYBERPLUS are discussed in Section 4. Conclusions and exten­
sions are given in Section 5. 
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2. OVERVIEW OF LGDF 
Large-Grain Data Flow (LGDF) combines some features of 
dataflow computation with subroutine-like code resembling tradi­
tional sequential programming. A comparison between LGDF and 
sequential coding is illustrated in Fig. 1. The main difference 
between the data flow and sequential versions for this small pro­
gram lies in the way that the specified computation (C=A+B) is 
scheduled. Scheduling occurs in traditional sequential program­
ming via the flow of control, represented by the successive values 
of the program counter. The subroutine PlO will be called when 
the process reaches appropriate control points in the program. In 
contrast, the LGDF program PlO is scheduled for execution asyn­
chronously, whenever appropriate, based on the arrival of the 
input values A and B, and on the availability of buffer space to 
write out a new computed value for C. 

SEQUENTIAL 
PROGRAMMING 

SUBROUTINE ADD(A, B, C) 

C•A+B 

RETURN 
END 

LARGE-GRAIN DATA FLOW 
PROGRAMMING 

begln_(p10) 

C·A+B 
clear_(A) 

clear_(B) 

set_(C) 

suspend_ 

end_(p10) 

A~-
B ~ C 

Fig. 1. Traditional and LGDF programs for C = A+B. 

The program shown in Fig. 1 is more fine-grained than the typical 
LGDF program, which corresponds to 5 to 50 or more FORTRAN 
statements. 

2.1. LGDF NETWORKS 
Datapaths link LGDF programs to form networks (Fig. 2) that 
allow communication of data values from one program to 
another. Datapaths can be in one of two states: empty or full. 

d04 

d09 

d14 
d10 

d11 

Fig. 2. LGDF network. 



An LGDF program is activated (asynchronously) depending only 
upon the state of its associated input and output datapaths: 

Execution Rule-A program may start an execu­
tion cycle if and only if all of its input datapaths are 
in the full state and all of its outputs are in the 
empty state. 

Programs can change the state of an output datapath from 
empty to full by means of the LGDF function aeL A aet_ has the 
effect of making the data associated with a datapath available to 
activate downstream programs. In a similar fashion, programs 
can clear_ their inputs in order to make the space available for 
writing into by upstream programs. 

LGDF networks coordinate parallel process activation via data 
flow interactions. Each datapath arc in a network represents 
both a ahared memory and an associated data flow interlock 
mechanism. The control mechanism provided by the program 
execution rule can be used to synchronize access to shared data 
areas with a simple producer/consumer protocol. This protocol 
precludes race conditions for shared data (write/read conflicts). 

An LGDF program that has finished computation and data flow 
interactions for the current execution cycle can auapentL. At that 
point, it is subject to the: 

Data Flow Progress Rule-Upon suspension of an 
execution cycle, a program must have cleared at 
least one input or set at least one output datapath. 
Otherwise, it is terminated. 

Programs that are in the terminated state cannot be scheduled for 
further execution. However, unaffected parts of the same network 
may still execute. By designing programs that satisfy the Data 
Flow Progress Rule, many types of parallel program design prob­
lems can be avoided. 

LGDF networks can be combined into hierarchies, since any node 
in a network may be defined either by an LGDF program or by 
another LGDF network. The meaning of this is the same as if the 

lower level network were substituted graphically for the higher 
level network abstraction. 

Applications designed using LGDF are implemented with the aid 
of a prototype set of software tools that rely on macro-expansion 
techniques to generate appropriate scheduling code for various 
target computers. Several steps are involved in LGDF program­
ming. First, a hierarchical set of LGDF network data flow graphs 
is designed, based on. logical data dependencies inherent in the 
application. The structure of the resulting network is encoded in 
a wirelist file. Data declarations for each datapath in the net­
work are packaged separately. The programmer then writes the 
LGDF programs, combining FORTRAN with a small set of LGDF 
macros. Finally, the LGDF programs are macro-expanded to pro­
duce compilable FORTRAN code for the particular machine, and 
this code is compiled and executed. For more details on the 
software tools and use of LGDF for parallel processing see [3]. 

The basic idea in LGDF programming is to balance the average 
grain size of LGDF programs in a network with scheduling over­
head in order to reduce the significance of the overhead. This will 
in general depend on the capabilities of the given architecture, 
the efficiency with which the LGDF implementation mechanisms 
exploit those capabilities, the particular application algorithm, 
and the strategy for data flow parallelization of the algorithm. 

3. CYBERPLUSARCHITECTURE 
A Control Data CYBERPLUS Parallel Processing System[4] [5] 
consists of an ensemble of up to 16 very fast processors (20 
nanosecond cycle time) organized in a ring structure and inter­
faced to a host CYBER computer. There is a great deal of inter­
nal parallelism possible within one CYBERPLUS CPU. Each pro­
cessor can contain up to nineteen independent functional units. A 
crossbar interconnection provides for the routing of results from 
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CYDER MEMORY RING 

64 BITS/BO NS 
CYBER 

MEMORY 

CYBER CHANNEL 
RINGPORT 
INTERFACE 

SYSlCMRING 

1881TS/20 NS 

CYBERPLUS 
(1) 

CYBERPLUS 
(2) 

... CYBERPLUS 
(15) 

CYBERPLUS 
(16) 

APPLICATION RING 16 BITS/20 NS 

CYBERPLUS MEMORY RING 64 BITS/20 NS 

Fig. 3. Typical CYBERPLUS ring group. 

the output of each functional unit to the input of any or all func­
tional units on the next cycle. A CYBERPLUS processor contains 
two types of memory, a bulk memory (up to 512K 64-bit words) 
for data and a smaller (4K 240-bit words) program memory for 
executable code. Code overlays can be stored in the bulk memory 
for rapid transfer to the program memory as needed. 
At a higher level of parallelism, up to 16 CYBERPLUS processors 
can be interconnected in a ring group and interfaced to the host 
mainframe, as shown in Fig. 3. Up to four ring groups ,can be 
interfaced to the one host computer. 

Two rings allow for the transfer of 16-bit data, the System Ring 
and the Application Ring. These rings interconnect the 
CYBERPLUS processors. The System Ring also provides an inter­
face to the host CYBER computer through its standard 1/0 chan­
nel. The CYBER Memory Ring provides a 64-bit wide data path 
between the CYBERPLUS bulk memories and the memory of the 
host computer through a direct memory access port. The 
CYBERPLUS Memory Ring allows 64-bit transfer of data 
between the CYBERPLUS bulk memories. 

3.1. SYSTEM AND APPLICATION RINGS 
This dual ring system provides a high speed parallel channel for 
interconnecting the processors and the host computer of a 
CYBERPLUS Parallel Processing System. The rings are formed 
by connecting the individual ring ports of the processors in a cir­
cular structure. Each ring port has an input and output register. 
These channels are 29 bits wide, with 16 bits of data and 13 bits 
of control information making up a ring packet. Ring packets 
move sequentially and synchronously around the ring from one 
register to the next, at the rate of 20 nanoseconds per transfer. 
This results in a peak data transfer capability between processors 
of 800 megabits per second per ring. A ring port can remove a 
ring packet from the ring and place the same or a new ring 
packet on the ring on every cycle. Ring packets currently on the 
ring have priority over ring packets trying to enter the ring from 
a processor. 

Each processor has two ring ports, one for the System Ring and 
one for the Application Ring. The System Ring ports respond to 
an extended instruction set that provides additional control over 
the CYBERPLUS processors. The host uses the System Ring to 
transfer programs and data to and from each processor in a ring 
group and to initiate the execution of programs in the processors. 
The System Ring and the Application Ring can be connected to 
circulate data in opposite directions, allowing processors equal 
access to both left and right neighboring processors. Both rings 
can also be used by application programs for the transfer of data 
among the processors and for synchronization of the application 
processes running in the processors. 



3.2. CYBER AND CYBERPLUS MEMORY RINGS 
The CYBER Memory Ring and the CYBERPLUS Memory Ring 
are supported. by the Direct Memory Access Unit (DMAU). Via 
the System Rmg, a program initiates, monitors, and terminates 
all of the data transfers conducted by the DMAU. The DMAU 
also provides a queueing system to allow the stacking of data 
transfer requests, reducing the transition time from one data 
transfer request to the next. A data transfer request may specify 
multiple destinations, allowing the broadcast of a block of data to 
any or all processors in the ring group on one trip around the 
ring. 

The CYBERPLUS Memory Ring allows block transfers between 
the local bulk memories of the processors to proceed at a rate of 
one 64-bit word each 20 nanosecond cycle. This results in a max­
imum transfer rate of 3200 megabits per second. Block transfers 
between CYBERPLUS local memories and CYBER host memory 
use the CYBER Memory Ring and proceed at a rate limited by 
the maximum access rate of the host memory system (800 mega­
bits per second). 

The DMAU provides a much higher bandwidth data path between 
the host computer and the CYBERPLUS local memories than the 
S!stem. Ring (800 vs 24 megabits per second). It also supports 
h1.gher mterprocessor data rates than the System and Application 
Rmgs alone (3200 vs 1600 megabits per second). 

4. IMPLEMENTATION OF LGDF ON CYBERPLUS 
Our primary goal in designing an LGDF scheduler for the 
CYBERPLUS is to minimize scheduling overhead. To achieve 
this, we need to minimize the time when one processor must lock 
out other processors from accessing shared scheduler tables. 
Efficient mechanisms must also be designed for the transfer of 
data among LGDF processes. Secondary considerations include 
providing the ability to schedule arbitrarily large LGDF networks 
and scheduling processes efficiently with any number of processors'. 
Also important is the ability to simulate LGDF parallelism on a 
single CYBERPLUS processor. This aids in implementing large 
networks, provides the ability to debug applications in a more 
controlled (less parallel) setting, and provides greater flexibility in 
assigning processes to processors. 

The smaller the average grain size in a given application, the 
more opportunity there is for parallel computation. However, for 
the CYBERPLUS, it would be inefficient to schedule computations 
on a very low level, such as the basic arithmetic operations. The 
amount of sequential computation in an average grain should be 
large enough relative to the scheduling process to reduce overhead 
to an acceptable percentage, say ten percent or less. 

Since the amount of code required for an LGDF scheduler is typi­
cally quite small, we have chosen to implement a resident 
scheduler in each processor. This avoids the overhead of passing 
messages between a processor and a single central scheduling pro­
cess. In addition, parts of the scheduling process can accom­
plished in parallel. However, to maintain scheduler integrity, the 

distributed LGDF schedulers must obtain exclusive access to cer­
tain system information contained in shared tables for a portion 
of the scheduling process. 

4.1. LGDF SCHEDULER TABLE INTERLOCKING 
Even though the CYBERPLUS has no shared global memory, the 
~ffe.ct of a shared table can be implemented by keeping a copy of 
it m each processor's local memory. A processor wishing to 
update a system table does so under the protection of an interlock 
scheme. The processor then updates its local copy, broadcasts the 
new table to all other processors via the CYBERPLUS Memory 
Ring, and releases the interlock1• 

11t might seem more efficient to broadcast updates to system 
tables, rather than the entire table, but the tables required to 

To implement the required interlocking, a token passing scheme is 
used. Two different types of tokens are required: D tokens to 
protect access to (subsets of) datapath state tables, and P tokens 
to protect access to (subsets of) LGDF process state tables. In the 
following discussion, we will assume that only two tokens exist, 
one of each type. The processor which currently owns each token 
is known by the schedulers on all other processors. If a processor 
needs a token which it does not own (e.g., because an LGDF pro­
~ess which it is executing requests a clear_ or set_), it sends an 
mterrupt message over the ring to the current owner. If the 
current owner of the token no longer needs it, the token is sent to 
the requesting processor by broadcasting the processor number of 
the new owner to all processors via the ring. Thus, when owner­
ship changes, each requesting processor is notified of the new 
owner and can determine if it now has the token. If a requesting 
processor did not get the token on a change of ownership, a new 
request can be made to the new owner for the token. 
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The requirement that the scheduler be able to handle arbitrarily 
large LGDF networks, combined with the limited program 
memory of CYBERPLUS, indicates that LGDF programs should 
be stored as overlays in the CYBERPLUS bulk memory. When 
the scheduler wishes to execute an LGDF process, it loads the 
overlay from bulk memory into program memory and then 
branches to it. This also allows each processor to execute any of 
the LGDF processes of the application. 

P (process) token interlocking behaves as follows. First, the 
scheduler obtains the P token which allows it to examine the pro­
cess queue. The process queue contains the name of all processes 
which have previously been identified as eligible to execute. A 
process is removed from the queue and the revised queue is broad­
cast to all other processors via the CYBERPLUS Memory Ring. 
The P token is then released and the appropriate LGDF process 
overlay is loaded into program memory and executed. When the 
process suspends, it returns to the scheduler, which checks for vio­
lation of the LGDF Data Flow Progress Rule, then attempts to 

select a new process for execution. 
H the process queue was empty when the P token was obtained 
the scheduler must also obtain the D (datapath) token. All eligi~ 
ble processes (i.e., that satisfy the LGDF Execution Rule) that are 
not currently executing are placed into the eligible process queue, 
and scheduling resumes as described above2• If the eligible process 
queue is still empty, the scheduler enters an idle loop. When any 
processor changes the state of a datapath (full to empty or empty 
to full), it sends a special "change message" to all processors via 
the ring. Any schedulers in the idle loop will be interrupted by 
this message. They then compete for the P token in order to 
obtain a process to execute. 
To achieve independence of the scheduling code from the number 
of processors, all processors are treated as equals (there are no 
masters or slaves). All CYBERPLUS processors contain the same 
application programs and scheduling code, as shown in Fig. 4. 

The processors compete for the chance to advance the state of the 
computation by running any eligible process, as described above. 

4.2. IMPLEMENTING LGDF DATAPATHS 
Since each processor can execute any of the LGDF processes, all 
datapaths of the network must be available to each processor. 
This can be accomplished by keeping a copy of each datapath in 
the bulk memory of each processor. A process which wants to 
write on a datapath first updates its local copy of that datapath, 

store the data flow state for LGDF networks tend to be very 
small (a few bits per datapath and per process). 

2 Note that the P and D tokens are not explicitly released. 
The scheduler is merely willing to pass the tokens to whichever 
scheduler requests it next. 
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Fig. 4. LGDF scheduler on CYBERPLUS. 

then broadcasts the update via the CYBERPLUS Memory Ring. 
The process then can then change the state of the datapath to 
Cull by executing a aeL. (In the simplified producer/consumer 
model of LGDF parallel processing under consideration here, each 
datapath can only be written by a single LGDF process, so no 
write/write conflicts are possible). A drawback to this scheme is 
that when datapaths represent large arrays, the duplication can 
consume large amounts of bulk memory. 

Several alternatives exist when this duplication causes a problem 
with resources. As shown in Fig. 5, the memory oC the host pro­
cessor can be used as a global memory for the processors in the 
ring group. In this scheme, the producer process writes the array 
to host memory and places a pointer to it in the datapath, which 
is then broadcast to all processors in the ring group. When the 
consuming process executes, it can load the array directly into its 
local memory, thus avoiding duplication in other processors. 

Fig. 6 shows another alternative that avoids the transfer time to 
and Crom host memory. However, this method requires a memory 
manager on each processor as part of the scheduler. In this 
scheme, the producer process obtains a block of local memory 
Crom its scheduler to contain the large array to be passed to the 
consumer process. The address of this block and processor 
number are placed in the datapath, which is broadcast to all 

other processors in the ring group. The producer process can 
suspend and allow other processes to execute in that processor, 
but the block containing the array is protected by being reserved 
through the memory manager. When the consumer process for 
this array executes, the datapath will contain the processor 
number and the address of the required array. The array is 
tr_anaCerred directly to the consumer processor via the Memory 
Rmg. The scheduler then sends a message via the ring to the pro­
ducer processor's memory manager, releasing the block of memory 
in that processor. 

CYBER 

OMAU d06 

CP4 

Fig. 5. Datapath via CYBER memory. 
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CYBER 

DMAU d06 

CP4 

Fig. 6. Datapath via managed memory. 

Another method for handling extremely large arrays is through 
use of disk storage on the host (or directly on the ring group). 
The array is written to disk, perhaps in piecemeal, by the pro­
ducer processor. A descriptor pointing to it is placed in the data­
path, and the datapath is broadcast via the CYBERPLUS 
Memory Ring to all other processors. The consuming process then 
references the datapath to obtain the disk descriptor and reads 
the data, again perhaps piecemeal, directly into its local memory. 

5. CONCLUSIONS AND EXTENSIONS TO WORK 
An alternative approach to placing schedulers and all code and 
data in each CYBERPLUS processor is to download code and 
data Crom the CYBER host onto a CYBERPLUS only as needed, 
with all scheduling done by the host. This implementation would 
reduce duplication of program and data storage, but the schedul­
ing overhead would be much larger. Thus, a larger average grain 
size would be required to keep the significance of overhead small. 
Another possible strategy is to allow LGDF programs running on 
the host to interact transparently with LGDF programs on the 
CYBERPLUS processors, and migrate back and forth automati­
cally. 

The design described in this paper envisions no distinction among 
CYBERPLUS processors - any processor can run any LGDF pro­
cess. For very large systems, there could be specialized schedulers 
on different CYBERPLUS nodes. One or more CYBERPLUS pro­
cessors would be dedicated to each portion of the total LGDF net­
work. This would require the ability to subset the shared system 
tables. For example, in a CYBERPLUS configuration with multi­
ple ring groups, subsets of the network could be assigned to each 
ring group, with a master scheduler located on the CYBER host 
coordinating data flow between sub-nets. 
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Although there are yet to be developed formal methodolo­
gies for parallel algorithm design, several important principles (do­
main decomposition, substructuring, dataflow) have been estab­
lished as useful in writing parallel algorithms. This paper is an 
exploration into the principle of data flow, examined,at two levels­
macro (or task level) and micro (or instruction level). Several 
versions of concurrent algorithms are presented for a simple linear 
algebra problem. The macro dataflow programs use an extended 
Fortran for the Denelcor HEP. The micro dataflow programs use a 
dataflow programming language Manchester Dataflow (MaD). Pro­
gramming effort and efficiency considerations in each environment 
are contrasted. 
1. Introduction 

. The design of efficient parallel algorithms is still in the realm of 
"black art." However, because of the great progress in develop­
ing parallel algorithms, there are certain principles of parallel pro­
gramming which have been established. This paper investigates a 
specific methodology- dataflow- by means of a case study. Two 
parallel environments are studied. The first extends the tradi­
tional sequential program by supporting concurrent cooperating 
tasks which share data structures (task level parallelism). The 
Denelcor HEP is our example of this programming environment. 
The second is a tagged token dynamic dataflow system, the Manch­
ester Dataflow Machine [1] programmed in Manchester Dataflow 
Language (MaD). This machine supports parallelism at all levels, 
from task to individual instruction. 

The next section expands on the notions of task level and 
instruction level parallelism. Each machine is described briefly. 
Then, we discuss a simple problem: solving an upper triangular 

·system of simultaneous equations using back substitution. An al­
gorithm is outlined to solve the problem under each of the two 
computation models. Efficiency issues under each model are dis­
cussed. Finally we compare and contrast the programming effort 
required for each model. 
2. Two levels of Parallellsm 

In both task level (also called macro) and instruction level (micro) 
parallelism, the programming model involves concurrent execution 
of instructions. At the macro level, the unit of concurrency is the 
process or task. Within a task, instructions are executed sequen­
tially. A machine to support such a form of parallelism usually 
follows the sequential computer model. The concurrency is sup­
ported in hardware by duplication of processing units (PU). Each 
PU has its own PC, ALU, and register set. The programmer spec­
ifies the concurrency by using such primitives as "create task" (or 
"fork") to start a new concurrent process, and "synchronize" (or 
"join") to coordinate execution of concurrent processes. 

Instructional level parallelism might at first gin.nee be thought 
to be at the extreme end of task level parallelism. However, in 
a task level parallel environment, there is some measureable over­
head associated with task set up to context switch among tasks. 
Efficiency demands that the task be sufficiently large that con­
text switch overhead does not overwhelm the computation time. If 
parallelism at the instruction level is to be supported, an entirely 
different computation model (and therefore machine realization) is 
required. 

In practice, data flow has been the most popular model de­
veloped for instructional level parallelism. Rather than instruction 
execution controlled by one (or more) program counter(s), an in­
struction is executed on a data flow machine when all the operands 
required by the instruction are available. Completion of an instruc­
tion causes a new result to be propagated to other instructions 
which use it as an operand. 

0190-3918/86/0000/0849 $01.00 © 1986 IEEE 849 

2.1 The Denelcor HEP 

The HEP is a shared memory multiprocessor with a tagged data 
memory. Each location may be either full or empty. A location 
may be read only if the tag indicates that it is full. A location may 
be written only if the tag indicates that it is empty. The HEP is 
programmed in an extended Fortran IV. The extensions provide for 
asynchronous variables used for process synchronization; process 
creation (a fork command); a coroutine facility; and the ability to 
specify local variables. 

The challenge in creating efficient programs for the HEP is to 
set up independent concurrent instruction streams. The instruc­
tion steams related to one problem constitute a Task System. The 
processes can be synchronized through the scoreboarded memory 

[2]. 
2.2 The Manchester University Data Flow Machine 

Machine language for a data flow machine takes the form of a 
directed graph rather than the traditional linear sequence of in­
structions. A node in the graph represents a unit of computation; 
an arc represents the flow of data into and out from the units of 
computation. A node may "fire" or be executed whenever data. 
(also called a "token") is available on the input arcs, and as a re­
sult, produce data on the output arcs. Variable names in a data 
flow language denote values rather than locations [4]. For this rea.­
son, reassignment to variables ( e·. g. , I : = I + 1) is not generally 
permitted. 

The simple scenario outlined above becomes more complicated 
in the presence of multiple sets of data for an instruction. To keep 
data sets distinct, some implementations provide for data tagging. 
Each token carries with it an identification as to the block level at 
which it belongs. The tag can also be used to differentiate elements 
of an array. 

Definition of array elements poses a special problem for data 
flow machines. The semantics of the data flow programming lan­
guage must ensure that reassignment to individual elements is not 
permitted. However, when a generalized subscript expression is 
used to index an array, there is no way to guarantee at compile 
time that reassignment will not occur. For this reason, data flow 
languages often have restrictions on the definition of arrays. In the 
Manchester Dataflow language (MaD) [3J, assignment to individ­
ual array elements is not allowed. Instead, the programmer must 
formulate one expression which computes the values of all elements 
of the array. 

3, Algorithm Design for Parallelism: An Example 

At this point, using dataflow as the guiding principle, we would 
like to investigate algorithm design for each form of parallelism dis­
cussed above, macro and micro. Our goal is to discover: 1) styles of 
programming and 2) machine characteristics which influence both 
algorithm performance and ease of programming. 

The vehicle we use for the investigation is a very simple prob­
lem in linear algebra. The problem is to solve a set of simultaneous 
equations. The coefficient matrix is assumed to have been reduced 
to upper triangular form by some standard technique. Thus, back 
substitution can be performed on the coefficient matrix to solve for 
th., unknowns. 



The problem may be formula.ted as follows: 

Given a set of n equations in n unknowns, 

a(l, l)z(l) a(l, 2)z(2) a(l,n)z(n) 
0 a(2, 2)z(2) a(2, n)z( n) 

0 
0 

0 
0 a(n,n)z(n) 

find z(i),i = 1 · · • n , where x(i) 

z(i) = b(i) - 'E~=Hl 
a(i,i) 

is given-by 

a(i, k) u(k) 

3.1 Back Substitution on the HEP 

b (1) 
b (2) 

b (n) 

(1) 

(2) 

We first look at a concurrent task-based solution to (2). Let each 
process P(i) be responsible for the computation of x(i). 

P(i): 
(1) Form the swa a(i,k)•(k), k = i+1 ... n. 
(2) Tete b(i) - (1). 

(3) Let x(i) = (2) I a(i,i). 

In addition to the code for each process, we must plan for task 
initiation and synchronization among the tasks. For synchroniza.­
tion, semaphored variables are used. We will make the x vector 
a semaphored variable, a "$" variable in HEP Fortran. The "$" 
variables are placed in the special scoreboarded memory. $x(n) 
may only be read by P(n-1) when the location is FULL. The al­
gorithm is written so that only P(n) writes $x(n). Therefore, even 
if P(n-1) tries to read $x(n) before the value has been computed, 
the process will merely wait on the FULL condition. The program­
mer is responsible for correct use of the scoreboarded variables to 
synchronize tasks. The graph of Figure 1 shows the ftow of shared 
data ( e. g., the $x variables) among tasks. 

~tgur• l- ~low c~ shared 
variables a~ong tasks 

Unfortunately, we cannot merely prepend an x with"$". Wh~ii~ 
process P(i) reads a semaphored variable, it sets the sema.phor . 
EMPTY. Thus all the other processes are stalled: each is waiting 
for FULL on the variable, and this event will not occur again. Our 
solution to this problem involves having multiple copies of the vari­
able, one for each process using it. Figure 2 shows the HEP version 
of the back substitution algorithm. x(i) is the local copy of P(i)'s 
result. The scoreboarded copies are written to $x(Processor-num, 
i), where the processor-num can vary from 1 to i-1. 

For i=n to 1 by -1 
Create process P(i) 

P(i): 
11U111=0 
for k=n to i+1 by -1 

11U111 = swa + 
a(i,k) * $x(i,k) 

( ") _ (b{i)-1um) 
z' - G{i,i) 
for k=i-1 to 1 by -1 

$x(k,i) = x(i) 

Figure 2. Synchronized Task-based Back Substitution 

With this approach, counting only Boating point operations 
and synchronization stores, a 4-equation problem takes 20 timesteps. 
Each additional equation adds a cost of 4. timesteps. 
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A slight modification to the order of evaluation of intermediate 
terms of the program in Figure 2 results in an improved execution 
time. We revise the body of P(i) as in Figure S. The subtraction 
of the sum products on the left from b(i) on the right is done at 
the beginning rather than at the end. With this approach, the cost 
of each additional equation is S timesteps rather than 4. because of 
the _9yerla.J:!ped subt_r~ti9n. . 

In summary, there are two cla.sses of program design we ·have 
employed. The optimizations represented by Figure S could be· 
made by a fairly standard mechanical optimizer. They involve 
expression rearrangement and partial loop unfolding. However, 
the decision at the outset to create a process for each equation; 
to run the loops from n downto 1; the synchronization method: 
these design decision are not as readily mechanizable. This class 
of decision is made by the knowledgeable programmer. 

P(n): 
for k = n-1 to 1 by -1 

$x(k,n) = 0 (!,7!) 
P(i) (i<n): 

swa = b(i) -
a(i,n)•$x(i,n) 

for k=n-1 to i+1 by -1 
sua=swa-

a(i,k)•$x(i,k) 
x(i) = ~·~".' G s,s 
for k=n- to i+1 by -1 
$x(k,i) = x(i) 

Figure S. Task-based Back Substitution Optimized 

3.2 Back Substitution on the Data Flow Machine 

We next implement an algorithm to solve the same problem on 
the data ftow machine. On the HEP we manually decompose a 
problem into concurrent tasks. We must observe from the problem 
description which groups of operations can be done in parallel and 
then explicitly code those groups into discrete tasks. In contrast, on 
the data ftow ma.chine, the concurrency is managed automatically 
by the hardware. We can look at the algorithm as a whole rather 
than as a collection of cooperative tasks. The difficulty on the data 
ftow ma.chine is to formula.te and code the algorithm correctly in 
the data ftow language. 

On the HEP a vector $x in the scoreboard memory holds the 
values of x(i). Elements of the vector are defined incrementally by 
different tasks. In MaD this incremental definition is not allowed. 
Instead the vector must be defined completely by one expression. 
This constraint results in a programming style unfamiliar to most 
conventional language programmers. 

In MaD an array is represented by a (possibly multi-dimen­
sional) STREAM. A stream is a sequence of objects of some type 
terminated by a special token called "end-of-stream". The vector of 
unknowns must be declared in MaD as a "stream of real". Instead 
of the familiar definition 

z(i) = (b(i) - aum)/a(i,i) 

. we must use list processing operators such a CONS to put together 
the vector x. By using CONS, we create a new list which is the old 
list plus a new x(i). 

The vector x is produced as follows: 

The value of one element of x depends on values of other, 
previously computed elements. For example, the value of x(n-1) 
depends on the value of x(n). In MaD we handle this problem by 
iteratively producing new versions of x. Initially xis null. Then a 
new version of xis created which has one element, written [x(n)]. 
The next version of x has two elements, [x(n-1), x(n)], etc. Essen­
tially, we are manipulating the vector as a list, and using the cons 



operator to put a new element to the fi.ont of the list. 

Thia &eeDlll to violate the single usignment rule. However, this 
limited form of reusignment ia permissible in MaD u long u the 
reaBBignment is done within a repetitive block, and we diff'erentiate 
between "old" and "new" values of x at each iteration. The MaD 
code for computing x is u follows: 

new x =cons( (b(i) - sum) I a(i,i), x(i)) 

The next problem is the computation of sum, which is the name 
used for the 

sua(a (i,k)•x(k) ), k = i+1 ... n. 

This computation illustrates another way to specify concurrency 
in MaD, the FOR EACH clause. Given a stream, in this cue, the 
current list x, the clause "for each x" causes some action to be 
performed involving each element of the list x. For the sum block, · 
the product a(i,k)*x(k) is formed. sum is computed in a nested 
block within a while loop in Figure '!&, which gives the complete 
(but incorrect) block in which x and sum are computed. Although 
this code seems correct at face value, it contains a subtle timing 
problem. Consider the sequence of computation for x and sum: 

Initially x "' [b(n)/a(n,n)] and 11ua = 0. 

The new value of sum is a(n-1,n)*x(n). The new value ofx is [(b(n-
1) - 0) / a(n-1,n-1), x(n)). This is incorrect for x(n-1) because the 
sum used in the computation of x is the OLD sum. Because an 
incorrect value hu been generated for x(n-1), an incorrect value 
is computed for sum at the next iteration, and the error is propa­
gated to each subsequent x(i). This problem occurs even if sum is 
initialised to a(n-1,n)*x(n). The new x will be 

[ (b(n-1) - a(n-1,n)•x(n)) I a(n-1,n-1) , x(n)] 

but the new sum will be 

a(n-2,n-1)•x(n) instead of 

a(n-2,n-1)•x(n-1) + a(n-2,n)•x(n) 

The problem is that the new sum computation needs the NEW 
x, not the old one. The correct code should require the keyword 
"new" in the for each clause: 

for each xi in new x do ... 

Unfortunately, the implementation of the MaD compiler used 
for this example does not support the use of a "new" version of a 
variable on the right hand aide of a definition. The final (correct) 
code from which results on parallelism are taken is shown in Figure 
5. We are forced to cycle through the loop 2n times. On the "odd" 
cycle, we update sum, and on the "even" cycle, we update x. 

declare x: •treaa real; i: integer; •um: real; 
initi :-= a.-1: •ua := O; 

x := [b(n)/a(n,n)]; [• x illitiall7 cOD•aiDa x(n) •] 
while i > 0 do [• iterati'H loop •] 

.... i := i-1; 
[• add. the -n x(i) to the front of x •] 

.... X :• COD8((b(i)·lnlll)/a(i,i), xJ; 
new •• :•declare [• a ne•Hd. block•] 

pro4: real; Jr.: iDt•gu; xi: real; 
init Jr. :• i+1; prod :• 0; 
for .. c11. xi in x 4o 

[ • concurre:a:t loop •] 
m prod :• prod + a(i,k)•xi; 
..... t := t+1; 

retUZ'IL prod; (• u "1ae new .... •] 
n'turza Xi 

Figaro 4. (Incorrect) Da•a n.,. Be.ct llubnituti ... 
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declare x: •t:reaa real; i: integer; na: real; 
od4d.: ltool••: 

init;i :• a .. 1: eua :• O: oddd :• true; 
x :• [b(D)/a(D,D)]; [• x illitiallJ coataiu x(D) •] 

while i > 0 do [• it;erat;in loop •] 
-· i :• if oddd t.heD i .1 .. i-1; 

[• add tbo ,... x(i) to tbo fr- of x •] 
,... x :• if-• oddd tbon cou((b(i)-..,•)/o(i,i), x) 

elH Xi 
.... ... :• :if odd.4 t;ba. 

clecla:re [• a neat;ed blodr: •] 
prod.: real:; k: integer: xi: nal; 
illit t :• i+1; prod :• 0; 
for each xi ill x do 

(• CODCUft0Dt loop •) 
.... prod. :• prod + a(i.k)•xi: 
... It:• k+1; 

return prod [ • u \he ae• ma •] 
alaa na: 

uw odd4 :• aot; oddd.: 
return Xi 

Figura 6. (Correct;) Data Plow Back Sub•titut;ioa 

The results for a (-equation problem are summarised in Fig­
ure 6. S1 is the total number of machine instructions executed. 
Sinf is the total number of time steps needed for the computation 
given u many processors u could be used. The Average ParaJ.. 
lelism figure determines the maximum number of processors which 
can be utilised, in this case 9 (8.8). The number of result tokens 
generated can be greater than the number of instructions because 

· some instructions generate two result tokens. The Max Match­
ing Store Occupancy indicates how many tokens were waiting in 
the &BSOciative memory for an11ther token with a matching tag to 
arrive. 

111 = 2626 Sinf = 288 
Average Paralleli•• of 8.8 
3114 RallUl.t Token• Generated 
Max Matching Stora Occupancy = 116 Tokens 

F"igure 6. Data Flow Back Substitution: Unoptimised 
1n· this example,' u in the HEP cue, there are optimisations 

which the programmer can use to increue performance. In the 
computation of sum, prod is created iteratively in spite of the for 
each ~truct. The old value of prod is used at each step to com­
pute a.new value. MaD (and moet data low languages) have a 
more parallel construct to accomplish the same function. We can 
create a stream of a(i,k)*x(k), k = i+1 .. n. All these multiplica­
tions can occur in parallel. Another list processing operator ALL is 
used to create a stream from the products. When indiV1dual data 
items are defined separately, the all operator can be used to gather 
them into a stream. This operator cannot be used to define x be­
cause a new element of x is defined in terms of previously computed 
elements would not be available incrementally. However, previous 
values of prod are not needed in this cue. When the entire stream 
is produced, we can apply the reduction "+!" to the steam. This 
identical to the APL •f" operator: a •+• is inserted between ad­
jacent stream elements, and the new expression is evaluated. H 
logarithmic reduction is implemented, the n-element steam can be 
added in log n time steps. The hllults in emulation from this opti­
misation are summarised in Figme 7. Although the total number 
of time steps and the maximum matching store occupancy have 
decreued, there is an added coat in this optimisation: the total 
number of instructions executed hu increued, and more result to­
kens have been generated. A maximum of 10 PE's could be utilised 
in this case. 

In this cue, u in the tuk-based datallow, we have observed 
two categories of optimisations. The iteration replaced by the re­
duction operator is an optimisation well within the range of current 
optimisation techniques. The timing problem and the generation 
of the stream are in the realm of expert programmer. 

S1 • 2604 Sinf • 266 
Average Paralleli•• of 9.8 
3210 Result Tokana Generated 



Max Matching Store Occupancy = 101 Tokens 

Figure 7. Data Flow Back Substitution: Optimized 

4. Conclusions from the Experiment 

We find even in this simple problem that the programmer bears 
the burden of management of parallelism for both task level and 
instruction level parallel machines. On the HEP, we can observe 
that 

- The programmer bears complete responsibility for organizing 
the task system, including the decisions as to which groups of 
operations should go into which t.asks. . . . .. 

- The programmer Ill.ust synchronize among tasks correctly. Shared 
variables must be allocated in the scoreboarded memory, and . 
a proper discipline of definition and access maintained so that 
race conditions and deadlock are avoided. · 

- The programmer must arrange the order of evaluation within 
a task to maximize concurrency. Shared variables should be 
computed as early as possible so that waiting tasks can con­
tinue. 

- Actual allocation of functional units to tasks is handled au­
tomatically. Thus at the Fortran level, the programmer need 
not statically assign processors to tasks. 

The first two tasks are not readily automated. However pro­
gram analysis tools such as graphical display of data dependencies 
could help the programmer detect errors and/or possible optimiza­
tions. The third can be accomplished to a certain extent by me­
chanical optimization, and the fourth is already handled by the 
operating system and hardware. 

With instruction level dataflow, we have seen that the pro­
grammer is not really freed from these concerns in the data flow 
environment. Data flow languages (of which MaD is a fair repre­
sentative) do limit the expressive power of the programmer. We 
note that 

- Rather than having access to the more problem-oriented data 
structures of vectors and matrices, we are forced to use lists 
and list processing constructs to build the vectors. 

- As illustrated in the first version of back substitution in MaD, 
subtle timing problems can still crop up. We are required 
to have a detailed understanding of timing considerations as 
in hardware design ("old" as opposed to "new" values in an 
iteration) to come up with a correct program. Although we 
do not have to explicitly code synchronization, we still have to 
be aware of what is produced when. 

- The programmer also bears responsibility for using per haps 
less familiar forms of optimize the program. In this example, 
we had to know about the combination of FOR EACH, ALL, 
and reduction to parallelize computation of sum. If we code 
the algorithm in a sequential way, it is not going to be magi- . 
cally parallelized by virture of running on a data flow machine. 
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Of these points, the first could be remedied by using a lan­
guage which allows partial assignment assignment to an array in 
conjunction with runtime hardware to detect duplicate definition 
(perhaps with I-structures [5]). The second is once again in the 
realm of expert programmer. The third could be done by a me­
chanical optimizer. 

We see that the principle we have chosen to investigate -
dataflow - although manifested difl"erently at the macro and mi­
cro levels, is nontheless invaluable as a means of structuring an 
algorithm. In order to design the task system for the HEP version 
of the program we first observed the inherent data dependencies 
of the problem (Figure 1), and then used those data dependen­
cies to generate a structured synchronization mechanism among 
the tasks. We voluntarily observed the discipline that each vari­
able x(i) had one producer and many consumers, and used the 
scoreboarded memory resource to implement this discipline. This 
dataflow usage of the shared variables made the program more eas­
ily understandable and better organized. At the instruction level, 
we were also guided by the flow of data to operators to arrive at 
a correct and efficient algorithm. Thus, the notion of data flow, 
that data dependencies and only data dependencies should govern 
a computation sequencing is a valuable tool by which to structure 
a concurrent algorithm. 
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1 Introduction 

This paper presents several parallel algorithms for 
graph problems, in particular for pedect graphs. 
Our ma.in result is a deterministic .NC algorithm 
for solving the two processor scheduling problem, 
answering an important open problem posed in [VV85]. 
We also present an .NC algorithm for transitively 
orienting comparability graphs. By combining these two 
results, we obtain an .NC algorithm for the matching 
problem on co-comparability graphs (the complements 
of comparability graphs) and nearly co-comparability 
graphs. In addition our transitive orientation algorithm 
gives us .NC algorithms for several additional problems, 
such as identifying permutation graphs and finding 
the maximum weighted clique and optimal colorings in 
comparability graphs. Comparability, co-comparability, 
and permutation graphs are all subclasses of pedect 
graphs. 

Scheduling problems have a long history and ex­
tensive literature. The most fundamental scheduling 
problems involve unit time execution tasks with prece­
dence constraints restricting the order of execution. 
When the number of processors varies, the problem is 
.NP-complete [Ull75]. There are no published poly­
nomial time algorithms for a fixed number of proces­
sors greater than two. The first polynomial time algo­
rithm for the two processor case was published in 1969 
[FKN69]. Faster algorithms were given by Coffman and 
Graham [CG72] in 1972, and a decade later, Gabow 
[Gab82,GT83] found an asymptotically optimal algo­
rithm. Recently, Vazirani and Vazirani have published 
a randomized parallel solution [VV85]. Like Fujii et. al. 
they use the connection between matching and two pro­
cessor scheduling, so their algorithm relies on an n.NC 
matching subroutine such as [KUW85b] or [MVV]. 

In contrast, our scheduling algorithm [HM86b] is de­
terministic and does not require the a.id of a matching 
subroutine. Therefore we are able to exploit the rela­
tionship between matching and two processor schedul­
ing in the other direction, obtaining a deterministic par­
allel matching algorithm for co-comparability graphs. 

This work was supported by in part by a grant from the 
AT&T Foundation, ONR contract N00014-85-C-0731, and NSF 
grant DCR-8351757. 
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The only ingredient required to convert our schedul­
ing algorithm into a matching result is an .NC transi­
tive orientation subroutine. This routine takes an undi­
rected graph and directs the edges so that the result­
ing digraph is transitively closed. Those graphs which 
can be transitively oriented are called comparability 
graphs. The complements of comparability graphs are 
co-comparability graphs. Kozen, Vazirani and Vazirani, 
in independent work, coupled a transitive orientation 
routine with our two processor scheduling algorithm to 
achieve an .NC matching algorithm on co-comparability 
graphs [KVV85]. Our transitive orientation subroutine 
is also the key element in our algorithms for testing 
for permutation graphs and :finding maximum weighted 
cliques and optimal colorings on comparability graphs. 

2 Main Theorems and Applications 

In this section we give some definitions, state our ma.in 
results, and prove several important consequences. We 
use [a, b] to denoted a directed arc and (a, b) to denote 
an undirected edge between vertices a and b. 

A perfect graph is an undirected graph where the 
chromatic number and maximum clique size of every 
induced subgraph coincide. A precedence graph is an 
acyclic, transitively closed digraph. Thus if arcs [a, b] 
and [b, c] are in a precedence graph, then so is the arc 
[a, c]. A comparability graph is an undirected graph with 
the property that every edge can be assigned a direction 
such that the resulting graph is a precedence graph. The 
complement of a comparability graph is a co-compara­
bility graph. Precedence graphs are equivalent to partial 
orders. Some graphs, such as a simple three-cycle, are 
both comparability and co-comparability graphs. 

The undirected graph G = (V, E) is a permutation 
graph if there exists a pair of permutations on the 
vertices such the edge ( v, v') E E if and only if v 
preceeds v' (or v' preceeds v) in both permutations. 
Permutation graphs are equivalent to the comparability 
graphs of partial orders with dimension two. A graph 
is both a comparability graph and a co-compara­
bility graph if and only if it is a permutation graph 
[PLE71]. Permutation graphs, comparability graphs 
and co-comparability graphs are all subclasses of pedect 
graphs [Gol80]. 



An instance of the two processor schedulin~ problem 
is given by a precedence graph G = (V, E). Each 
vertex represents a task whose execution requires unit 
time on either of two identical processors. If there is a 
directed edge from task t to task t', then task t must be 
completed before task t' can be started. A schedule is a 
mapping from tasks to timesteps such that at most two 
tasks are mapped to each timestep and for all tasks t 
and t' if t must preceed t' ( t -< t') then t is mapped to 
an earlier timestep than t'. The length of a schedule is 
the number of timesteps used. An optimal schedule is 
one of shortest length. 

The maximum matching problem on co-compara­
bility graphs and the two processor scheduling problem 
are closely related. If G is a co-comparability graph 

and G is a transitive orientation of G's complement, 
then the pairs of tasks mapped to the same timestep 
in an optimal two processor schedule of G correspond 
to a maximum matching in G. Furthermore, there 
is a sequential algorithm for converting any maximum 
matching for G into an optimal two processor schedule 

for G (FKN69]. In (VV85] it was conjectured that 
this process is inherently sequential, but with our two 
processor scheduling algorithm it can be solved quickly 
in parallel. 

Theorem 1: Two processor scheduling is in NC. 

Proof: We outline an O(log2 n) time algorithm in 
section 3. Further details can be found in (HM86b]. 

D 

Theorem 2: There is an NC algorithm which detects 
if an undirected graph is transitively orientable, and if 
so finds a transitive orientation. 

Proof: We present such an algorithm in section 4. See 
also [KVV85]. 0 

Corollary 2.1: There is an NC algorithm which de­
tects whether or not a graph is a permutation graph. 

Proof: Graph G is a permutation graph if and only 
if both G and G are comparability graphs (PLE71]. 
Therefore, by running our transitive orientation algo­
rithm on both G and G, we can determine if G is a 
permutation graph. 0 

Corollary 2.2: There is an NC algorithm which finds 
a maximum node-weighted clique in comparability 
graphs. 

Proof: Given a comparability graph G, we find a 
transitive orientation, G. Examine any k-path in G. 
Because G is transitively closed, the nodes on the k­
path form a k-clique in G. Similarly, every k clique 
in G is a k-path in G. Thus the problem of finding a 
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maximum node-weighted clique in G reduces to finding 
a maximum weight path in G. Since G is a DAG, 
standard parallel techniques (i.e. transitive closure) can 
be used to find a heaviest path in G. 0 

Corollary 2.3: There is an NC algorithm which finds 
a minimal node-coloring of comparability graphs. 

Proof: Given a comparability graph G, we find a 
transitive orientation, G. We say that a vertex v is 
on level i in G if the longest (directed) path from v to 
a sink contains exactly i vertices. Clearly any pair of 
nodes on the same level are not adjacent in G, so they 
can be assigned the same color. Every node on level 
i > 1 is a predecessor of at least one node on level i - 1. 
Therefore, if G has k levels then G has a path of length 
k and G has a k-clique. Since no coloring can use less 
colors than the size of the largest clique, this yields an 
optimal coloring. 0 

Theorem 3: There is an NC algorithm for finding 
maximum matchings on co-comparability graphs. 

Proof: One such algorithm is given in section 5. O 

This theorem is extended to nearly co-comparability 
graphs in section 5. 

Corollary 3.1: Maximum matchings for permutation 
graphs and partial orders of dimension 2 can be found 
in NC. 

Proof: As stated above, these graphs are co-compa­
rability graphs. 0 

Corollary 3.2: There is an NC algorithm which finds 
maximum matchings on interval graphs. 

Proof: Interval graphs are a subclass of co-compara­
bility graphs [GH64]. 0 

3 Two Processor Scheduling 

The scheduling algorithm is built around a routine that, 
for any precedence graph, computes the length of the 
graph's optimal schedule(s). This length routine is 
applied repeatedly in order to find an actual optimal 
schedule for the input graph. 

Let G = (V, -<) be the precedence graph we are 
interested in. If t -< t' then t is a predecessor of t' and t' 
is a successor oft. For any pair of tasks, t, t' E V, define 
v;~ to be the set of tasks which are both successors of t 
and predecessors of t' and G~, to be the subgraph of G 
induced by v;L The schedule distance between tasks t 
and t', SD(t, t'), is the length of an optimal schedule for 
G~,. If t-/. t' then SD(t, t') = 0. 



level jump 

7 3 

6 

5 0 

4 3 

3 6 10 2 

2 1 

1 

Figure 1: This is a precedence graph containing fifteen 
tasks (transitive arcs have been omitted). The special 
tasks ttop and tbot are added when computing the length 
of optimal schedules for G. The levels of the original 
graph are on the left and the jump sequence is on the 
right. 

Lemma 3.1: Let S be a set of tasks such that for all 
ie S: 

i. t -< i-< t'; 
ii. SD(t, i) ~ k; and 

iii. SD(i, t') ~ l. 

Then SD(t, t') ~ k + l + ISl/2. 

Proof: Count the number of timesteps required to 
schedule those tasks between t and t'. There must be at 
least k timesteps before the first task in S is scheduled. 
It takes at least ISl/2 timesteps to complete the tasks 
in S. After the last task in S has been completed, 
at least l additional timesteps are required. Therefore 
SD(t, t') ~ k + l + ISl/2. 0 

The distance algorithm (see figure 2) uses a method 
like transitive closure to compute the schedule distance 
between all pairs of tasks in a precedence graph G = 
(V, A). It initially guesses that the scheduling distance 
between each pair of tasks is zero. By repeatedly 
applying lemma 3.1 to each pair of tasks in parallel the 
algorithm refines its guesses. Below we prove that after 
log IVI iterations, the algorithm's guess for each pair of 
tasks has converged to schedule distance. The distance 
algorithm has a straightforward implementation on an 
n 5 processor P-RAM taking O(log2 n) time. 
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do(*,*):= O; 
for i := 1 to [1ognl do 

for all t, t' with t -< t' do in parallel 
for all 0 :5 k, l < n - 1 do in parallel 

S1,t•,1c,1 := { s : t -< s -< t', 

P1 

P2 

time 

di-i(t,s) ~ k, 
di-i(s,t') ~ l}; 

di(t,t') := s ';""' .... {di-1(t,t1), 
t,t,Jr,IT 

k + l + rlSt,t•,1c,il/2l }; 

Figure 2: The distance algorithm. 

Xs X4 X3 X2 X1 

ttop 15 14 12 11 8 6 4 2 

10 9 7 5 3 1 

1 2 3 4 5 6 7 8 9 

tbot 

10 

Figure 3: This is a lexicographically maximal jump 
schedule for the graph in figure 1. Each of the sets 
Xi is boxed. 

Lemma 3.2: The distance algorithm always computes 
the schedule distance between every pair of tasks. 

Proof: Lemma 3.1 guarantees that the distances 
computed by the algorithm are never greater than the 
the schedule distances. 

In [CG72] it is shown how to construct sets of tasks 
Xo, Xi. ••. , Xie for any precedence graph such that: 

• Those tasks in any Xi are predecessors of all tasks 
in Xi-1' and 

• The length of optimal schedules for G is Li r!Xil/21 
(See figure 3). 

Our algorithm doesn't compute these xs, we simply use 
their existence to prove that the distances the algorithm 
does compute converge to the scheduling distance. 

Examine how the distance algorithm computes the 
schedule distance between an arbitrary pair of tasks, t 
and t'. Let x 1, x2, •.. , Xk be a set of xs for G~,, Xo = { t}, 
and Xlc+l = {t'}. After the first iteration of the outer 
loop, the distance computed between any task in Xi 
and one in Xi+2 is at least r!Xi+il/21- After the second 
iteration, the distance computed between any task in Xi 
and any task in Xi+4 is at least r Xi+i/21 + r Xi+2/2l + 
rx;+3/2l (S = x2, k = rxi+i/21, l = rxi+i/21). Each 
iteration we double the number of xs accounted for. 



After log k iterations, the computed distance between 
t and t' is at least the optimal schedule length for c:,, 
and thus at least SD(t, t'). 

Since G contains n tasks, each c:, has at most n - 2 
xs. Therefore, after r1ogn l iterations the algorithm 
computes the schedule distance for each pair of tasks. 

D 
The distance algorithm can be used to compute the 

length of optimal schedules for a graph. Augment the 
graph with two dummy tasks, ttop and tbot, which are 
a predecessor and successor (respectively) of all other 
tasks in G. Now SD(ttop, tbot) is the length of G's 
optimal schedules, and can be found using the distance 
algorithm. 

The method for converting the distance algorithm 
into one which finds an optimal schedule involves several 
constructions. For the sake of brevity this paper 
contains only an outline of our method. Interested 
readers should consult [HM86b) for a more detailed 
presentation. 

The search for an optimal schedule can be restricted 
to the class of Lexicographically Maximal Jump (LMJ) 
schedules. Each task t in the precedence graph is 
assigned a level equal to the number of tasks in the 
longest path from t to a sink. A level schedule gives 
preference to tasks on higher levels. More precisely, 
suppose levels L, ... , l + 1 have already been scheduled 
and there are k unscheduled tasks remaining on level l. 
If k is even level schedules pair the k tasks with each 
other and there is no jump from level l. If k is odd, a 
level schedule pairs k-1 of the tasks with each other and 
the remaining task tis paired with a task from a lower 
level l' < l. In this case, level l jumps to level l'. We 
assume that there are an unlimited number of dummy 
tasks on level 0 which can be paired with any other 
tasks. The jump sequence of a level schedule is the levels 
jumped to, listed in decreasing order by level jumped 
from (see figure 1 ). The Lexicographically Maximum 
Jump {LMJ) sequence is the jump sequence (resulting 
from some level schedule) that is lexicographically 
greater than any other jump sequence resulting from 
a level schedule. An LMJ schedule is a level schedule 
whose jump sequence is the LMJ sequence. Note that 
our definition of LMJ is similar to the definitions of 
highest level first in [Gab82) and [VV85). The following 
theorem establishes the importance of LMJ schedules. 

Theorem 4: [Gab82) Every LMJ schedule is optimal. 

D 

Our two processor algorithm uses the distance 
algorithm to find the LMJ sequence and which jump 
(if any) a pair of tasks can be used for. In general, 
there will be many possible pairs for each jump. A path 
doubling computation finds a consistent set of task pairs 
for the jumps. The remaining tasks are paired up within 
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levels. Since there are never precedence constraints 
between two tasks on the same level, this pairing can 
be done arbitrarily. An LMJ schedule is obtained by 
sorting the resulting set of task pairs (both for jumps 
and within levels). 

4 Transitive Orientation 

The transitive orientation problem is nontrivial because 
some edges cannot be oriented independently. If the 
edges (a, b) and ( b, c) are in the graph to be oriented, 
but the edge (a,c) is not, then the edges (a,b),(b,c) 
cannot be oriented independently. If we choose the arc 
[a, b] then we are forced to include the arc [b, c) in the 
transitive orientation (see figure 4). The binary relation 
r reflects this simple kind of forcing. [PLE71). Given 
G = (V,E), we say that [a,b)r[a',b') if (a,b) E E; 
(a',b') EE and either a= a' and (b,b') ¢ E orb= b' 
and (a, a') ¢ E. Thus [a, b)f[a, b] and if [a, b)r(c, b] then 
[b, a)f[b, c), however [a, b) ,l'[b, a). 

The reflexive, transitive closure of r, f*, is an 
equivalence relation on the possible orientations of edges 
in E. For obvious reasons, we call these equivalence 

classes implication classes. If A is a set of arcs (e.g. an 
implication class) then A* denotes the set of undirected 
edges {(a,b): [a,b) E AV [b,a) EA}, and A-1 is the set 
of arcs {[b,a]: [a,b) EA}. A set of arcs A is consistent 
if An A-1 = 0, and is inconsistent when An A-1 =/:- 0. 

Implication classes and f-decompositions have been 
studied by M.C. Golumbic. Many of the lemmas in this 
section also appear in [Gol77) or [Gol80). 

Lemma 4.1: If A =/:- B are implication classes of G 
then either A= B-1 or A* n B* = 0. 

Proof: Assume that (a, b) E A* n B*. Without loss of 
generality, let [a, b] E A. If (a, b] E B then B = A since 
implication classes are equivalence classes. Therefore 
[b,a) EB, and [b,a] ¢A. By definition, if [a,b]r(a',b') 
then [b, a)f[b', a']. Thus some [c, d)f*(a, b] if and only if 
[d, c)f*[b, a], so A= B-1 • D 

a._______.. c e dof b 
a._______.. c 

b h g 

[a, b)f(c, b] 
e do! 

a._______.. c 

b h g 

[b, a]r[b, c] [d, e]r[f, e]r[f,g]r ... r[e, d)r ... r(h, e] 

Figure 4: Graphs and Implication Classes 



Given an undirected graph G1 = (V, E) pick any 
implication class Bi and delete it, forming G2 = (V, E­
Br). Next form G3 by removing some implication class 
B2 from G2. Continue the process until removing B,. 
from G-,. results in a graph with no edges. The sequence 
of implication classes removed, B 1 , B 2 , ... , Bk, is called 
a r-decomposition of G. The following theorem points 
out the usefulness of r-decompositions. 

Theorem 5: (TRO Theorem {Gol80}) Let Bi,B2 , ... , Bk 
bear-decomposition of an undirected graph G. The 
following statements are equivalent: 

i. G is a comparability graph. 

ii. Every implication class of G is consistent. 

iii. Each B; in the r-decomposition is consistent. 

Furthermore, when these conditions hold the union of 
the B;s is a transitive orientation ofG. 

Proof: The proof of this theorem requires several 
technical lemmas, and thus is beyond the scope of 
this paper. The interested reader is referred to 
[Gol77,Gol80]. 0 

The TRO theorem suggests a sequential algorithm 
for transitively orienting comparability graphs. One 
can take any edge, orient it arbitrarily, find the 
associated implication class, add the implication class 
to the transitive orientation and remove it from the 
comparability graph. Repeating this procedure yields 
a r-decomposition of the comparability graph and 
therefore a transitive orientation. This is essentially the 
algorithm in [PLE71]. 

In order to parallelize this algorithm it is neccessary 
to understand how implication classes change during a 
r-decomposition. We will see below that the changes 
are very simple: implication classes are either merged 
with other implication classes or remain unchanged. 

Lemma 4.2: Let A and B (A* =/:- B*) be implication 
classes of G = (V, E). Then all of the arcs in A are in 
the same implication class of G' = (V, E - B*). 

Corollary 4.2.1: Let B be an implication class ofG = 
(V, E). Every implication class of G' = (V, E - B*) is 
the union of implication classes of G. 

Proof: A r relationship between two arcs is lost 
only if one of the arcs is deleted or a triangular 
edge added. Removing B* certainly doesn't add any 
triangular edges, and by Lemma 4.1 A* n B* = 0, so all 
edges of A• remain in G'. 0 

Three edges, (a,b),(a,c),(b,c) in an undirected 
graph G form a tricolored triangle if G has three 
implication classes, A, B, and C such that A* =/:- B* =I­
C* :/=A* and (a,b) E A*,(b,c) EB*, and (a,c) EC*. 
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We say that A and B are triangle related, written AD..B, 
if either A = B-1 or there is a tricolored triangle in G 
with one edge in A* and another edge in B*. 

Lemma 4.3: Let G = (V, E) be an undirected graph 
with implication classes A and B, A* =/:- B*. A is not an 
implication class of G' = (V, E - B*) ~ AD..B. 

Proof: ( <=) Since AD..B, G contains a tricolored 
triangle (b,c) E A*,(a,c) E B*,(a,b) E c•. Without 
loss of generality, let [b, c] E A and C =/:- A be the 
equivalence class containing [b,a]. The edge (a,c) is 
not in E - B*, so [b, c]r[b, a] in G'. Since A is not closed 
under the r relation, it can not be an implication class 
of G'. 

( =>) By Lemma 4.2 A is a proper subset of some 
implication class for G'. Therefore in G' and arc [b, c] E 

A is r related to an arc [b,a] ¢ A (the case where 
[b, c]r[a, c] is analogous). Let C be the implication class 
of G containing [b, a] (A =/:- C =/:- B). Since [b, c]r[b, a] 
in G' but not in G, the triangular edge (b, c) must be 
in B*. Thus (b,c) E A*,(a,b) E C*,(a,c) EB* form a 
tricolored triangle in G and AD..B. 0 

Lemma 4.4: Let the implication classes Bi, ... , Bk of 
G = (V, E) be an independent set under the 6. relation. 
Then in G' = (V, E-Bi), {B2, ... , Bk} is an independent 
set (under 6.) of implication classes. 

Corollary 4.4.1: If implication classes Bi, ... , B,. of G 
form an independent set under the 6. relation, then 
Bi, ... , B,. are the first k implication classes in a r 
decomposition of G. 

Proof: By Lemma 4.3, B2, ... , B,. are all implication 
classes of G'. Assume to the contrary that G' contains 

a tricolored triangle (a, b) E Bi, (a, c) E BJ, ( b, c) E A*. 
The arc [b, c] belongs to some implication class C of 
G. By Lemma 4.2, Bi =/:- C* =/:- BJ. Therefore, 
(a, b), (a, c), (b, c) is a tricolored triangle in G and B;D..Bi 
- contradiction. O 

Lemma 4.5: Let Bi, B 2 , ... , B,. be a maximal indepen­
dent set under the 6. relation for some graph G1 = 
(V, E). Every implication class of Gk+t = (V, E - Bi -
Bi - ... - Bk) is the union of at least two implication 
classes of G. 

Corollary 4.5.1: The number of implication classes 
for G is at least twice the number of implication classes 
for Gk+t· 

Proof: Every other implication class of G is 6. 
related to some B;. Therefore, by Lemma 4.3 every 
implication class of G is merged with at least one other 
implication class of G during the formation of Gk+t· 



Since implication classes are never split (Lemma 4.2), 
every implication class of Gr.+1 must be the union of at 
least two implication classes of G. D 

The input to our algorithm is an undirected graph 
G1 = (V, E). Our algorithm's output is either G, a 
transitive orientation of G1 , or an indication that G1 

has no transitive orientation. The algorithm proceeds 
in several iterations. Graph G1 is initialized to (V, 0). 
During iteration i the algorithm determines a maximal 
independent set of implication classes for G,. These 
implication classes are deleted from G, forming G,+1, 
and added to G, forming G;+l From Lemma 4.5 tlie 
number of implication classes in G is halved each 
iteration. Therefore, after log n iterations G will contain 
no edges and G will be a transitive orientation of the 
original graph. 

Each iteration consists of the following four steps: 

1. Determine the implication classes of G;. This can 
be done using standard parallel techniques such 
as solving two-SAT formulae or finding connected 
components [SV82]. 

2. Determine the b.. relation on implication classes. 

3. Use a maximal independent set subroutine, such 
as [KW84,Lub85], to obtain a maximal indepen­
dent set, M of implication classes. 

4. In parallel, for each of the A;s in M, delete Aj 
from G;, and add A; to G;. 

Step 3 is the most expensive of these steps, requiring 
O(log2 n) time and n 4 processors. The log n iterations 
can therefore be done in O(log3 n) time on n4 processors. 

5 Maximum Matching 

The two processor scheduling and transitive orientation 
algorithms can be used to find maximum matchings on 
co-comparability graphs. To find a maximum matching 
on the co-comparability graph G = (V, E), first create 
the comparability graph G = (V, {(a, b) : (a, b) fl. E} ). 
Applying the transitive orientation routine converts G 
into a precedence graph. An optimal two processor 
scheduled can be found for the precedence graph using 
our scheduling algorithm. We will see below that the 
pairs of tasks scheduled together form a maximum 
matching of G. 

Let S be any optimal two processor schedule for .,. 
G. A task-pair of S is a pair of tasks mapped to the 
same timestep by S. Since there are no precedence 
relationships between tasks in a task-pair and each task 
is mapped to a single timestep, the set of task~pairs 
of S form a matching in G. Because S is an optimal 
schedule, no schedule has more task-pairs. 

A task is available at some point in a schedule if 
it can be executed without violating the precedence 
constraints. 
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Lemma 5.1: If co-comparability graph G has a perfect 
:t 

matching then G has a schedule where every task is in 
a task-pair. 

Proof: We say a pair of tasks is mated if the pair is 
in the perfect matching. Construct the schedule (and 
modify the "mated" relationship) iteratively as follows: 

H two mated tasks are both available, 
schedule one such mated pair. Otherwise 
find two mated pairs, (t, t') and (s, s'), such 
that t and s are available and there is no 
precedence relationship between t' and s'. 
Schedule t withs and mate t' withs'. 

Note that there are never precedence constraints be­
tween a. pair of mated tasks. This method clearly takes 
two tasks each timestep and does not violate the prece­
dence constraints. What we must show is that it always 

constructs a schedule for G. 
Assume to the contrary that at some point it does 

not find a pair of tasks to schedule. Let U be the set 
of available tasks and U' be the set of tasks which are 
mated to tasks in U. Since the method fails, Un U' = 0 
and there is a precedence relationship between every 
pair of tasks in U' (i.e. U' is totally ordered). Let 
t' be the task in U' which preceeds all other tasks in 
U'. Since t' fl. U, there must be some t E U such that 
t -< t'. However, by the transitivity of precedence, t also 
preceeds its mate - contradiction. D 

Lemma 5.2: Let G = (V, -<) be a precedence graph 
:ti 

and Sa two processor schedule for G = (V - {t},-<). 
A single timestep containing t can be inserted into S 
yielding a schedule for G. 

Proof: Let t' be the last predecessor oft in S. Insert 
task t immediately after the timestep containing t'. 
Obviously there are no precedence conflicts between t 
and its predecessors. Since S is valid schedule, there 
are no precedence conflicts between tasks in V - { t}. 
Therefore any precedence conflict which is violated is 
of the form t -< f. By transitivity t' also preceeds f, 
so f comes strictly after t' in S. Since t is inserted 
immediately after t', task t appears before f in the 
modified schedule. D 

Let M be the tasks in a maximum matching on 
G. The above Lemmas suggest a way to obtain a 

:t 

schedule, S, for G = (V, -<) where the paired tasks of 
S are precisely the tasks in M. Start by finding an 

:t 

optimal schedule, S' for the subgraph of G induced by 
M and add the tasks in V - M one at a time. One 
.NC implementation of this algorithm involves bucket 
sorting the tasks in V - M based on which task-pair of 
S' they follow. By topologically sorting the tasks within 
each bucket we can quickly determine where each task 
should be inserted. 



Theorem 6: The task-pairs of any optimal schedule 
':Z 

for G form a maximum matching on G. 

Proof: Let M be the tasks in some maximum matching 
of G. Let S be an optimal schedule for the subgraph 

of G induced by M. By Lemma 5.1, the task-pairs 
of S form a maximum matching on G. By Lemma 

5.2 we can insert the other tasks of G one at a time 
without disturbing the task-pairs. Therefore, the task­
pairs of the resulting schedule for G form a maximum 

matching on G. Since every optimal schedule has the 
same number of task-pairs and the task-pairs of every 
schedule form_ a matching, the task-pairs of any optimal 
schedule for G forms a maximum matching on G. D 

H G is not transitively orientable it may still be 
possible to find a maximum matching in G = (V, E). 
Assume we are given a set U, consisting of O(log n) 
edges, such that G U U is transitively orientable. The 
following method finds a maximum matching in G. 

For each S' E 28 such that S' is a matching find 
(in parallel) a maximum matching in G' = (V - {v : 
( v, v') E S'}, E - S. A maximum matching for G occurs 
whenever the cardinality of the maximum matching for 
G' plus IS'I is maximal. 

A graph G is a k-nearly comparability graph when: 

- G has at most k log n inconsistent implication 
classes and 

- each inconsistent implication class of G is split into 
consistent implication classes by the addition of 
at most k edges. 

A k-nearly co-comparability graph is the compliment of 
a k-nearly comparability graph. 

Let G be a k-nearly co-comparability graph (for 
some constant k ). The following is an outline of an 
NC algorithm for finding a maximum matching in G. 
In parallel examine each set, T, of k edges not in G. 
Determine which inconsistent implication classes are 
split when T is added to G. For each inconsistent 
implication class A, pick any set of k edges which splits 
A into consistent implication classes. At most k2logn 
edges are picked, so the above method can be used to 
find a maximum matching for G. 

· 6 Conclusions 

Although the algebraic approach was used to obtain 
the first parallel matching algorithms [KUW85b,MVV], 
these are randomized algorithms. It is interesting that 
we can obtain deterministic matching algorithms for 
wide classes of graphs using a purely combinatorial 
approach. Perhaps the combinatorial approach will 
yield deterministic algorithms for matching on other 
classes of graphs as well. 
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It was surprising how much more difficult comput­
ing the actual schedule was than simply computing its 
length. In higher complexity classes such as P and NP 
it is often easy to go from the decision problem to com­
puting an actual solution, because of self reducibility. 
However this does not necessarily seem to be the case 
for parallel complexity classes. To support this observa­
tion we note that the random NC algorithm for finding 
the cardinality of a maximum matching is much sim­
pler than the random NC algorithm for determining an 
actual maximum matching [KUW85a]. 

There are several open problems related to schedul­
ing. We are attempting to extend our two processor 
result to the case when the tasks have nonuniform start 
times and/or deadlines. When the precedence con­
straints are restricted to in-trees or out-trees there are 
parallel algorithms for generating schedules on an ar­
bitrary number of processor [DUW84,HM86a]. It is an 
open problem whether interval-ordered tasks [PY79] can 
be scheduled in parallel. 

One variant of the two processor problem that 
we know to be NP-complete (by reduction from the 
clique problem) allows incompatibility edges as well 
well as precedence constraints. When there is an 
incompatibility constraint between two tasks they can 
be executed in either order, but not concurrently. 

Incompatibility constraints arise naturally when two 
or more tasks need the same resource, such as special 
purpose hardware or a database file. 
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Abstract-Communication bandwidth is a resource ignored by 
most parallel random-access machine (PRAM) models. This pa­
per shows that many graph problems can be solved in parallel, not 
only with polylogarithmic performance, but with efficient com­
munication at each step of the computation. We measure the 
communication requirements of an algorithm in a model called 
the distributed random-access machine (DRAM), in which com­
munication cost is measured in terms of the congestion of memory 
accesses across cuts of an underlying network. The algorithms are 
based on a communication-efficient variant of the tree contraction 
technique due to Miller and Reif. 

1. Introduction 
Underlying any realization of a parallel random-access machine 
(PRAM) is a communication network that conveys information 
between processors and memory banks. Yet in most PRAM 
models, communication issues are largely ignored. The basic as­
sumption in these models is that in unit time each processor 
can simultaneously access one memory location. For truly large 
parallel computers, however, computer engineers will be hard 
pressed to implement networks with the communication band­
width demanded by this assumption. The difficulty of building 
such networks threatens the validity of the PRAM as a predictor 
of algorithmic performance. This paper introduces a more re­
stricted PRAM model, which we call a distributed random-access 
mach.ine (DRAM), to reflect an assumption of limited communi­
cation bandwidth in the underlying network. 

We measure the cost of communication in a network in terms 
of the number of messages that must cross a cut of the network, 
as in [9] and [12]. Specifically, a cut S = (A, A) of a network1 ~ 
a partition of the network into two sets of processors A and A. 
The capacity cap(S) is the number of wires connecting processors 
in A with processors in A, i.e., the bandwidth of communication 
between A and A. For a set M of messages we define the load 
of Mon a cut S = (A,A} to be the number_.?f messages in M 
between a processor in A and a processor in A. The load factor 
of Mon Sis 

>.(M S) = load(M,S), 
' cap(S) 

and the load factor of M on the entire network is 

>.(M) = m;x>.(M, S). 

The load factor provides a simple lower bound on the time re­
quired to deliver a set of messages. For instance, if there are 10 

Thia research was supported in part by the Defense Advanced Research 
Projects Agency under Contract N00014-80-C-0622. Charles Leiserson is 
supported in part by an NSF Presidential Young Investigator Award. Bruce 
Maggs ia supported in part by an NSF Fellowship. 

1 We assume that the communication network is an interconnection network:, 
meaning that the procesaors are interconnected as a graph, and routing of 
messages is performed by the processors. The generalization to a routing 
network, where routing can be done by switches that are not processors, is 
straightforward, but complicates the definitions. 
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messages to be sent across a cut of capacity 3, the time required 
to deliver all 10 messages is at least the load factor 10/3. 

Networks in which the load-factor lower bound can be met to 
within a polylogarithmic factor as an upper bound include volume 
and area-universal networks, such as fat-trees [9,12] and meshes 
of trees [13]. The load factor can be also met to within a poly­
logarithmic factor as an upper bound by the standard universal 
routing networks, such as the Boolean hypercube, the butterfly 
(a.k.a. FFT, Omega), and the cube-connected cycles, but the 
lower bound is weak because every cut of these networks is large 
relative to the number of processors in the smaller side of the 
cut. Networks for which the load factor lower bound cannot in 
general be approached to within a polylogarithmic factor as an 
upper bound include linear arrays, meshes, and high-diameter 
networks in general. 

Whereas communication is essentially free in PRAM models, 
the cost of communication in a DRAM depends on the locality of 
memory accesses as measured by the load factor of an underly­
ing network. The DRAM is an attempt to abstract the essential 
communication characteristics of volume and area-universal net­
works without relying in detail on any particular network. Much 
as the PRAM can be viewed as an abstraction of a hypercube, in 
that algorithms for a PRAM can be implemented on a hypercube 
with only polylogarithmic performance degradation, the DRAM 
can be viewed as an abstraction of a volume or area-universal 
network. Fast, communication-efficient algorithms on a DRAM 
translate directly to fast, communication-efficient algorithms on, 
for example, a fat-tree. 

This paper shows that many graph problems for a graph 
G = (V, E) can be efficiently solved with O(IEI) processors in the 
DRAM model. The algorithms we give apply to all of the popular 
PRAM models because a PRAM can be viewed as a DRAM in 
which communication costs are ignored. In fact, the algorithms 
we give can all be performed on an exclusive-read, exclusive-write 
DRAM, and when run on a PRAM, they are nearly as efficient 
in the PRAM model as corresponding concurrent-read, exclusive­
write PRAM algorithms in the literature. 

The remainder of this paper is organized as follows. Section 2 
contains a specification of the DRAM model and the implemen­
tation of data structures in the model. The section demonstrates 
why the "recursive doubling" technique frequently used in paral­
lel algorithms is inefficient in the DRAM model. It also defines 
the notion of a conservative algorithm as a concrete realization 
of a communication-efficient algorithm, and gives a "Shortcut 
Lemma" that forms the basis of the conservative algorithms in 
this paper. Section 3 presents a conservative "recursive pairing" 
technique that can be used to perform many of the same functions 
as recursive doubling. Section 4 presents a linear-space, conser­
vative "tree contraction" algorithm based on the ideas of Miller 
and Reif [17]. Section 5 presents treefiz computations, which are 
generalizations of the parallel prefix computation [3, 7,18] to trees. 
We show that treefix computations can be performed using the 
tree contraction algorithm of Section 4. Section 6 gives short, 



efficient parallel algorithms for tree and graph problems, most 
of which are based on treefix computations. Section 7 contains 
some concluding remarks. 

2. The DRAM model 

This section presents the DRAM model. We show how a data 
structure can be embedded in a DRAM and define the load factor 
of a data structure. We demonstrate that many existing PRAM 
algorithms are not communication efficient in the DRAM model 
by examining the •recursive doublin~ technique (21] used exten­
sively by algorithms in the literature. We introduce the notion 
of a coMervative algorithm as one in which the load factor of 
each set of memory accesses can be bounded above by the load 
factor of the input data structure. Our conservative algorithms 
are based on a simple lemma that shows how pointers in a data 
structure can be "shortcut" without increasing the load factor. 

A DRAM consists of a set of n processors. All memory in the 
DRAM is local to the processors, with each processor holding 
a small number of O(lgn)-bit registers. A processor can read, 
write, and perform arithmetic and logical functions on values 
stored in its local memory. It can also read and write memory in 
other proceBBors. (A processor can transfer information between 
two remote memory locations through the use of local tempo­
raries.) Each set of memory accesses is performed in a memory 
access step, and any of the standard PRAM assumptions about 
simultaneous reads or writes can be made. Our algorithms use 
only mutually exclusive memory references, however, so these 
special cases never arise. 

The essential difference between a DRAM and a PRAM is that 
the DRAM models communication costs. We presume remote 
memory accesses are implemented by routing messages through 
an underlying network. Each cut S = (A, A) of the proceBSors 
has an assigned capacity cap(S). For a set M of memory accesses, 
we define load(M, S) to be the number of accesses in M between 
a processor in A and a processor in A. The load factor of M on S 
is .X(M, S) = load(M, S)/cap(S), and the load factor of Mon the 
entire network is .X(M) = ma.xs .X(M, S). The basic assumption 
in the DRAM model is that the time required to perform a set M 
of memory accesses ia .X(M). 

Because the load factor of a set of memory accesses is the time 
required to perform them, the embedding of a data structure 
within a DRAM affects the time required to perform operations 
on the data structure. A natural way to embed a data structure 
in a DRAM is to put one record of the data structure into each 
processor. The record can contain pointers to records in other 
processors, as well as auxilliary local storage. As an example of 
how the embedding of a data structure influences communica­
tion costs, consider an embedding of a list in which alternate list 
elements are placed on opposite sides of a narrow cut. H each el­
ement fetches a value from the next element in the list, the load 
factor across the cut is large. Thus, a set of memory accesses 
that theoretically takes unit time in the PRAM model can re­
quire considerably more time due to network congestion. On the 
other hand, there may be a better embedding for the list in which 
the number of list pointers crossing any cut is small compared to 
the capacity of the cut. 

We can measure the quality of an embedding by generalizing 
the concept of load factor to a set of pointers. The load of a 
set P of pointers across a cut S = (A,A), denoted load(P,S), 
is the number of pointers in P from a processor in A to a 
processor in A or vice versa, and the load factor is .X(P) = 
maxs load(P, S)/cap(S). The load factor of a data structure is 
the load factor of the set of its pointers. 
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Figure 1: A cut of capacity S oeparating two ha! ... of a linloed Hat. The 
load of the Hot on the cut lo 1. At the Bnal atep of rec:uraiw doubHn1 each 
element on the left oide of the cut acceaoea an element on the right ~hich 
inducea a load of 8 on the cut. ' 

For many problems, good embeddings of data structures can 
be found (see Section 7). Even if a good embedding of a data 
structure is found, however, there is no guarantee that stan­
dard PRAM algorithms will behave efficiently on the data struc­
ture. To illustrate this point, couider the •recursive doubling" 
or •pointer jumpin~ technique which is used extensively by algo­
rithms in the literature. The idea is that each element i of a list 
initially has a pointer p(i) to the next element in the list. At each 
step, element i computes p(i) +- p(p(i)), doubling the distance 
d(i) between i and the element it points to (until it points to the 
end of the list). This technique can be used, among other things, 
to compute the distance of each element to the end of the list. For 
each element i, d(i) is initially one. At each pointer jumping step, 
element i computes d(i) +- d(i)+d(p(i)). In a PRAM model, the 
running time on a linked list of length n is O(lg n). Variants of 
this technique are used for path compreBBion [17,19,21], vertex 
numbering [20,21], and parallel prefix computation [21]. 

In the DRAM model, however, recursive doubling can be ex­
pensive even if a data structure has a good embedding. Figure 1 
shows a cut of capacity 3 separating the two halves of a linked 
list of 16 elements. In the first step of recursive doubling, the 
load on the cut is only 1 because the only access across the cut 
occurs when element 8 copies the pointer of element 9. In the 
second step the load is 2 because element 7 accesses element 9 
and element 8 accesses element 10. In the third step, the load 
is 4, and in the fourth step, the load is 81 as each of the first 
eight elements makes an access across the cut. Since the load 
factor of the cut in the fourth step is 8/8, this set of accesses 
will require a least 3 time units. Whereas the capacity of the 
cut was large enough to support the memory accesses across it 
in the first step, by the fourth step it was insufficient. The only 
way to guarantee that recursive doubling runs fast is to ensure 
that every cut of the network is sufficiently large to accommodate 
worst-case communication patterns. In the next section, we shall · 
·show how a recursive pairing strategy can perform many of the 
same functions as recursive doubling in a communication-efficient 
fashion. 

All of our algorithms have the property that the load factor of 
memory accesses in any step is bounded by the load factor of the 
input data structure. We define a set M of memory acceBBes to be 
cofl8en1ati11e with respect to another set M' of memory accesses 
if .X(M) ~ .X(M'), and we make the natural generalization of 
this definition to pointers and data structures. A conaervative 
algorithm is one all of whose memory accesses are conservative 
with respect to the input data structure. 

An algorithm that communicates only across pointers in the 
input data structure is conservative, but may require time linear 
in the diameter of the data structure to pass information between 
two elements. The following simple, but important, lemma shows 
how to shortcut pointers in the input data structure without in-
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Figure 3: The Shortcut Lemma. In each of the four CllHI illustrated, the 
load factor &Cl'OllB the cut is either unchanged or diminU.hed by replacing 
a-+ band b-+ c with a-+ c. 

creasing communication requirements. 

Lemma 1 {Shortcut Lemma) Let P be the aet of pointer• in 
a data atructure containing pointera a -+ b and b -+ c. Then the 
aet P' of pointers defined by 

P' = Pu{a-+c}-{a-+ b,b-+ c} 

is conaen1ati11e with reapect to P. 

Proof: We shall show that l(P',S) ~ l(P,S) for any cut S 
of the underlying network, which implies that l(P') ~ l(P). 
Consider the eight ways in which a, b, and c can be assigned to 
sides of the partition induced by a cut S. Half the cases can be 
eliminated by symmetry if we assume that a is on the left side. 
In each of the four remaining cases, the load factor across the 
cut is either unchanged or diminished when a -+ b and b -+ c are 
replaced with a -+ c, as is shown in Figve 2. I 

We shall typically use a straightforward generalisation of the 
Shortcut Lemma. Specifically, we can shortcut any set of pointer­
disjoint paths in a data structure without increasing the load 
factor. 

Because the algorithms presented in this paper are based on 
the Shortcut Lemma, they are not only conservative, but they 
are also independent of the cut capacities of the DRAM and of 
the embedding of an input data structure in the DRAM. Thus, 
independent of the underlying network, the algorithms are cor­
rect, and if the embedding of the input data structure is good, 
the algorithms run fast. Moreover, for a specific embedding on a 
specific DRAM, the running time can be analysed precisely. 

3. List contraction 

In this section we show that a conservative "recursive pairing• 
algorithm, Algorithm LC can perform many of the same functions 
on lists as recursive doubling. The idea is to construct a O(lg n)­
height binary contraction tree whose leaves are the elements in 
the list. After building the contraction tree, operations such as 
broadcasting from the root or parallel prefix can be performed in 
a conservative fashion. 

Algorithm LC is a randomised algorithm, and with high prob­
ability, the height of the contraction tree and the number of steps 
on a DRAM are both O(lgn). A deterministic variant based on 
deterministic coin tossing [5] runs in O(lgnlg* m) steps, where 
m· is the number of processors in the DRAM, and produces trees 
of height 0 {lg n). 

Algorithm LC requires a constant amount of extra space for 
each element in the input list. Each processor contains two ele­
ments, an element in the list, and a apare element that will act 
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as an internal node in the contraction tree. We call the two ele­
ments in the same processor matea. Each element holds a pointer 
to an unused internal node, which for each list element initially 
points to its mate. The use of spare nodes allows the algorithm to 
distribute the space for the internal nodes of the contraction tree 
uniformly over the elements in the list. Spare internal nodes are 
used in [1) and [14] for similar reasons, but in a dift'erent context. 

Algorithm LC now proceeds as follows. 2 (For a more complete 
description, see [161). In each iteration, each element in the list 
randomly picks either its left or right neighbor. If two elements 
pick each other, they merge, and the left element takes control. 
A new internal node of the contraction tree is made using the 
spare of the left element. The spare for the new node is the spare 
of the right element. The new node's left child is the left element 
and its right child is the right element. The new nodes and th~ 
unpaired nodes then form themselves into a •contracted• list in 
the terminology of Miller and Reif [17]. 

To describe the efficiency of randomised algorithms such as 
Algorithm LC, we shall use the term -with high probability,• 
by which we shall mean "with probability 1 - 0(1/nA:) for any 
constant le> o,• where n is the sise of the input. 

Theorem 2 With high probability, Algorithm LC talcea O(lgn) 
ltepa to conatruct a contraction tree for a circular liat of n 
elementa. I 
Theorem 8 With high probability, the height of the contraction 
tree ia O(lgn). 

Proof: The height of the contraction tree is not greater than the 
number of iterations of Algorithm LC. I 

We can now prove that Algorithm LC is conservative. 

Theorem 4 Algorithm LC ia conaen1ative. 

Proof: The key idea is that the order of the list elements and 
their spares is preserved by the operation of contraction. By 
convention, let the mate of an element in the input list lie in the 
order between that element and its right neighbor. Then in each 
iteration, an active element's spare lies between the element and 
its right neighbor in the contracted list. Thus, both the pointers 
of the contracted list and the pointers between active elements 
and their spares correspond to disjoint paths in the input list. 
The memory acceBBeB in a step of the algorithm correspond to 
a set of pointers between active elements and their left or right 
neighbors in the contracted list, or to a set of pointers between 
active elements and their spares. I 

Once a contraction tree has been constructed, it can be used to 
broadcast a value to all of the elements of the list, to accumulate 
values stored in each element of the list, and more generally, 
for performing prefi:r computationa. Let D be a domain with 
a binary associative operation E9 and an identity element e. A 
prefix computation [3,7,18] on a list with elements :i:1 ,:i:2 , ••• , :i:,. 

in D puts the value y; in element i for i = 1, 2, ... , n, where 
Iii = :i:1 E9 :i:2 E9 ... E9 :i:;. 

A prefix computation on a list can be performed by a conser­
vative, two-phase algorithm on the contraction tree. The leaves 
of the contraction tree from left to right are the elements in the 
list from :i:1 to :i:,.. The first phase proceeds bottom up on the 
tree. Each leaf passes its :i: value to its parent. As the algorithm 
proceeds, each internal node receives values from its left and right 
children, call them zi and z,.. The node saves value z1, and passes 
z1 E9 z, to its parent. The second phase proceeds top down after 
the root receives values from its children. The root then passes 

2 A 1imilar algorithm worka for circular li1to. 



s to its left child and its ., value to its right child. Each child 
receives a value from its pa.rent, call it Zp 1 and pUBell that value 
to its left child and 111 ~ z,. to its right child. Each leaf receives 
the correct y value. 

The algorithm performs the prefix computation in O(lg n) 
steps. At each step, the algorithm communicates across a set 
of pointers in the contraction tree, all of which are the same dis­
tance from the leaves in the first phase and from the root in the 
second. That this computation is performed in a conservative 
fashion is a consequence of the following lemma. 

Theorem 5 Ld CT he a colltroctio" tnse computed 6y Algo­
rithm LC on an input liat L, and auppoae P ia a aet of pointer• 
of OT in diajoint 1u6tn1111 of OT. Then P ia conaeniative tuith 
reapect to L. 

Proof: An inorder traversal of CT alternately visits list elements 
(leaves) and their mates (internal nodes) in the same order that 
the list elements and mates appear in L. ThW!, the pointers in P 
correspond to disjoint paths in L. By the Shortcut Lemma, any 
set of pointers that correspond to disjoint paths in the list L are 
conservative with respect to L. I 

Algorithm LC, which constructs a contraction tree in O(lgn) 
steps, is a randomised algorithm. By using the •deterministic 
coin tossing" technique of Cole and Vllhkin (5] the algorithm can 
be performed nearly as well deterministically. Specifically, the 
randomised pairing step can be performed deterministically in 
O(lg" m) steps on a DRAM with m processors, where lg" m is 
the number of times the logarithm function must be successively 
applied to reduce m to a value no greater than 1. The overall 
running time for list contraction is thus O(lg n lg" m). 

4. Tree contraction 

This section presents a conservatiw tree contraction algorithm, 
Algorithm TC, based on the tree contraction ideas of Miller and 
Reif (17]. The algorithm uses a recursive pairing strategy to build 
a contraction tree for an input rooted binary tree in much the 
same manner as Algorithm LC does for a list. Algorithm TC is 
a randomised algorithm, and with high probability, the height 
of the contraction tree and the number of steps on a DRAM are 
both O(lg n). A deterministic variant based on deterministic coin 
tossing (5] runs in O(lgnlg" m) steps, where mis the number of 
processors in the DRAM, and produces trees of height O(lg n). 

We now outline Algorithm TC which performs tree contrac­
tion. (For a more complete description, see (16].) At each step, 
nodes in the input tree are paired. The pairing strategy has each 
node pick from among its neighbors according to how many chil­
dren it has. A leaf picks its parent with probability 1. A node 
with exactly one child picks its child or its parent, each with 
probability 1/2. A node with two children picks each child with 
probability 1/2. The root, which has no parent, picks its children 
with equal probability. If two nodes pick each other, they merge 
and the parent takes over. A new internal node of the contraction 
tree is made from the spare of the parent in the pair. The spare 
of the new node is the spare of the child in the pair. One child 
in the contraction tree is the parent of the pair, and the other 
child in the contraction tree is the child of the pair. The new 
nodes and the unpaired nodes form themselves into a new tree, 
which is guaranteed to be binary by the the pairing strategy. The 
algorithm is applied recursively to the new tree. 

After the input tree has been contracted to a single node, it 
may be •expanded• by undoing the contractions in the reverse of 
the order in which they occurred. When an internal node of the 
contraction tree expands to a parent-child pair, the tree pointers 
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of these nodes are used to restore the tree to the state it had when 
the contraction took place. These pointers have been undisturbed 
by the algorithm since the nodes merged. The expansion requires 
only constant space at each node. In the next section we will see 
that tree expansion allows us to describe treefix computations 
recursively. 

The proof that, with high probability, Algorithm TC takes 
O(lg n) steps to contract an input rooted binary tree to a single 
node requires three technical lemmas. The first lemma shows that 
in a binary tree, the number of nodes with two children and. the 
number of leaves are nearly equal. The second lemma provides 
an elementary bound on the expectation of a discrete random 
v&riable with a finite upper bound. The last lemma presents a 
•chernoft'• (4] type bound on the tail end of a binomial distribu­
tion. 

In the theorems and lemmas that follow, let Vo, Vi and V2 

denote the sets of nodes (excluding the root) with sero, one, or 
two children, respectively, in a rooted binary tree of IVI nodes. 
Let IVol, IV1I, and IV2I denote the sises of these sets and let d(r) 
be the degree of the root. 

The first lemma shows that in a binary tree, the number of 
nodes with two children (excluding the root) is equal to the num­
ber of leaves plus the degree of the root. 

Lemma 8 IV2I + d(r) = IVol I 
The next lemma provides a lower bound on the probability 

that a discrete random variable with a finite upper bound will be 
larger than some fixed value. 

Lemma f Let X S 6 6e a diacrete rondom varia6le tuith espected 
value µ. For w < 6, 

Pr(X 2:: w) 2:: "'6 - w • I 
-w 

The final lemma presents a bound on the tail end of a binomial 
distribution. Consider a set of t independent Bernoulli trials, 
each occurring with probability p of success. The probability 
that fewer than a successful trials occur is 

•-1 ( ) B(a, t,p) = L : p"(l - p)t-• . 
lo=O 

The lemma bounds that probability B(a,t,p) that fewer than 1 

successes occur in t trials when t > 2a and p < 1/2. 

Lemma 8 Fort> 2a a•d p < l 1 

We now prove that with high probability, Algorithm TC takes 
O(lg n) steps to contract a rooted binary tree to a single node. 
The key observation in the proof is that for each node that pain 
with its parent, the number of nodes in the tree decreases by one. 

Theorem 9 With high pro6G6ility, Algorithm TO tabs O(lg n) 
contrtJCtion 1tep1 to co•tl'Gct a rooted binary me of n •odea to G 

single node. 

Proof: The proof has three parts. We use Lemma 6 to show 
that that if a rooted binary tree has IVI nodes, the expected 
number of nodes pairing with a parent is at least IVI /4. Next, 



we call a pairing step asuccessful" if at least JV I /8 nodes pair 
with a parent. In the resulting contraction, the size of the tree 
decreases by at least a factor of 7 /8. We use Lemma 7 to prove 
that the probability that a pairing step is successful is at least 
1/3. Finally, we use Lemma 8 to show for any constant k that 
after a log8 / 7 n steps, for some constant a > 2, the probability 
that fewer than log8 / 7 n successful steps occur is 0(1/n"). 

We first show that the expected number of nodes pairing with 
a parent is at least JV I / 4. A node is picked by its parent with 
probability 1 when its parent is a degree 1 root, and 1/2 other­
wise. Thus a leaf pairs with its parent with probability at least 
1/2, and a node (other than the root) with one child picks its par­
ent with probability at least 1/4. Let P be the number of nodes 
pairing with a parent. Apply Lemma 6 to the simple bound on 
the expected value of P, 

E(P) ~ 

to yield the desired result: 

Now we show that the probability that a pairing step is success­
ful is at least 1/3. At most half of the nodes pair with their par­
ents. Using Lemma 7 with b = IVI /2, w = JVI /8, andµ~ IVI /4 
we have 

IYL JX.l 1 
Pr(P~JVl/8)~ ~-~=a 

2 8 

Finally, we show that with high probability, Algorithm TC 
takes O(lg n) contraction steps to contract the input tree to a 
single node. In the contraction following a successful pairing 
step, the size of the tree decreases by a factor of 7 /8 or more. 
After log8£7 n successful steps, the tree must consist of a single 
node. By emma 8 with p = 1/3, the probability that fewer than 
s = log8 / 7 n successful steps occur in as steps is 

For any 
value k, we can choose a so that B(logs/7 n, a logs/7 n, 1/3) is 
0(1/n"). In particular, for k = 1, setting (2/3)aae ~ 7 /8 yields 
a~ 8. I 

We now prove that Algorithm TC is conservative. 

Theorem 10 Algorithm TC is conservative. 

Proof: The key idea is that each active element in the contracted 
tree is a arepresentative• of a subgraph of the input tree that has 
been contracted to a single node. The contracted subgraphs, 
which are trees, are disjoint in the input tree. The representative 
and spare of a subgraph are either elements in or mates of ele­
ments in the subgraph. The pairing strategy ensures that each 
subgraph is adjacent by an edge to at most one subgraph which 
is higher in the input tree, and to at most two subgraphs which 
are lower. The representative of the subgraph has pointers to 
the representatives of these subgraphs, and to the spare of the 
subgraph. 

As in the list contraction algorithm, memory accesses in a step 
of the tree contraction algorithm corresponds to a set of dis­
joint paths in the input data structure. Since each subgraph is 
connected, the pointers between representatives and spares cor­
respond to disjoint paths in the input tree. Similarly, any set 
of pointers between each representative and the representative 
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of at most one of the two adjacent subgraphs lower in the input 
tree corresponds to a set of disjoint paths in the input tree. The 
memory accesses in a step correspond to a set of pointers between 
representatives and spares or to a set of pointers between each 
representative and the representative of at most one of the two 
adjacent subgraphs lower in the input tree. I 

Tree contraction can be performed conservatively and deter­
ministically in O(lg n lg* m) steps on a DRAM with m processors 
using the deterministic coin tossing algorithm of Cole and Vishkin 
[5]. The key idea is that in Algorithm TC, the nodes in the tree 
that can pair form chains, and by Lemma 6 these chains contain 
at least half the tree edges. The chains can be oriented from child 
to parent in the tree, and deterministic coin tossing can be used 
to perform the pairing step in O(lg* m) steps. 

5. Treefix computations 

This section presents a generalization of the parallel prefix com­
putation to binary trees. We present two kinds of treefiz 
computations-rootfiz and leaffi,,._and show how they can be 
implemented by an O(lg n )-step conservative algorithm in lin­
ear space. As we shall see in Section 6, treefix computations 
can greatly simplify the description of many parallel graph algo­
rithms in the literature, and moreover, treefix computations can 
be performed by conservative algorithms. 

We begin with a definition of treefix computation. 

Definition 11 Let /) be a domain with a binary a1Bociative op­
eration E9 and an identity element e. Let T be a rooted, binary 
tree in which each 11ertez i E T has an assigned value z; E /). The 
rootfiz problem is to compute for each vertez i E T with parent j, 
the value y; = Yi E9 zo, where Yi = e if i ia the root. The leaffiz 
problem ia to compute for each vertez i E T with left child j and 
right child k, the value y; = z; E9 Y; E9 y,., where Yi = e if i haa 
no left child and y,. = e if i has no right child. 

Simple examples of treefix problems are computing the depth of 
each vertex in a rooted binary tree and computing the size of each 
subtree. These and other examples appear in the next section. 

Like the prefix computation on lists, treefix computations can 
be performed directly on the contraction tree. To simplify the de­
scription here, however, we describe a recursive version. We exe­
cute one contraction step and then recursively perform a treefix 
computation on the new tree. The treefix values for the input 
tree can be computed immediately from the treefix values for the 
new tree. The recursion level of a node in the contraction tree 
can be maintained by recording the step in which it was created. 

Theorem 12 A rootfiz or leaffiz computation can be performed 
by a conservative randomized algorithm which, with high prob­
ability, takea O(lg n) atepa, or by a conservative determiniatic 
algorithm which takes O(lg nlg* m) steps, where m ia the number 
of processors in the DRAM. 

Proof: We first describe the computation for rootfix. First the 
input binary tree T is transformed to a new tree T' by one con­
traction step. Each new node u in T' resulting from the pairing 
of parent p and child c in T passes input value Zc to the child in 
T' that u inherited from c. Node u passes e to its other child. 
Each unpaired node v in T' passes e to each of its children. Each 
node in T' receives a value from its parent, call it z. Each new 
node u computes z~ +- z E9 zp. Each unpaired node v computes 
z~ +- z E9 z,. A rootfix computation is performed recursively on 
T' using the z' values as input and yielding y' values as output. 
The contraction step from T to T' is then undone. Each new 



node u passes V,. to p and c. Node p computes !/p +- V,. and c 
computes !le+- V,.eze. Each unpaired node v computes !Iv +- sl.,. 

We now describe a· computation of which leaftix is a special 
case. Each node i in Tis assigned input values z,, Z., and r,. 
Node i with left child j and right child k computes output value 
!Ii= ZJED!1;EDZ.ED1111er,, where !Ii and Z. are• ifi has no left child 
and !/Al and r, are s if i has no right child. For the special case of 
leafix, Z. and r, are both s. First, a contraction step transforms T 
to T'. Consider each new node u in T' resulting from the pairing 
of parent p and left child c in T with input values Zp1 lp, rp and 
Ze1 le respectively. (The cases where c is a right child, or where 
c has a right child or is a leaf, are similar.) Node u computes 
z'u +- Zp ED Ze 1 l~ +-le ED lp, and r',. +- rp• Each unpaired node 
v computes Z:, +- 11:01 l~ +- !,,, and r!, +- r0 • The computation 
is performed recursively on T' using the :i:' values as input and 
yielding 11' values as output. Each node passes its y' value to its 
parent in T'. Each node receives values from its left and right 
children, call these values 111 and llr· Each new node u passes 111 

to c and both 11J and 11, to p. The contraction step from T to T' 
is undone. Node c computes !le +- Zee., e le. Node p computes 
!/p +- Zp e Ze e ., e le e Ip e •• E9 rp. Each unpaired node " 
computes !Iv +-ti.,. I 

6. Conservative algorithms 

This section presents a collection of conservative DRAM algo­
rithms, all of which use treefix computations. The algorithms 
use two processors per edge of an input graph G = (V, E) and re­
quire constant extra space in each processor. Since the algorithms 
are based on shortcutting pointers in the input data structure, 
they are independent of the underlying DRAM or embedding of 
the data structure. 

We represent each vertex in an undirected graph G = (V, E) by 
a doubly linked incidence ring of proceBBorB, one for each edge. 
Each element of the incidence ring contains pointers to the next 
and previous elements in the ring, and one pointer for a graph 
edge. For each edge ( u, v) E E the element in the incidence ring 
for u contains a pointer to an edge element in the incidence ring 
for v, and vice versa. A directed graph is represented in the same 
doubly linked fashion, but the graph edges are labeled with their 
directions. 

We represent trees with arbitrary vertex degrees by an inci­
dence ring structure as well. If the tree is directed, each ring has 
a unique principal element that points toward the root. Breaking 
the incidence ring before the principal element yields the stan­
dard binary tree representation of the tree (10, pp. 332-333). 

We now present brief descriptions of the algorithms. The per­
formance is given terms of the number of steps on a DRAM when 
the input representation has me n. We assume the implicit tree 
contractions in the algorithms are performed by the randomised 
Algorithm TC. Deterministic bounds can be obtained by multi­
plying the number of steps by O(lg* m), where m is the number 
of procesBOrB. An upper bound on the actual performance can be 
obtained by multiplying the number of steps by the load factor 
of the input. 

Generalized treeJlx. Perform a treefis operation on a di­
rected tree with. arbitrary vcrtes degree. The input valuea {zo} are 
atored in th.e principal element. of tAe tree, which ia where tAe 
output valuea {rli} are to be placed. 7'Ae lea/Jis value at a node i 
t11hOBe Children have valUeB !/1 J ~I " ., !/Al U !/i = :Z:j (D !/1 E9 ~ (D 

· · • E9 !/Al. Each element that is not principal stores the identity 
element • for its value. A binary treefix computation performed 
on the binary tree representation underlying the tree computes 
the desired values. Performance: O(lgn). 
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'l'J'ee functiODB. Given a directed tree, compute for each node 
tAe number of deacendenta, ita height, or ita depth.. The number 
of decendents for each node can be computed by a leaffix compu­
tation with e as integer addition and Zi = 1 for all nodes. The 
height of a node can also be computed by a leaffix computation 
where a E9 b = max( a+ 1, b + 1), the identity is s = -oo, and 
Zi = 0 for all nodes. The depth of a node can be computed by a 
rootfix computation with ED as addition and Zi = 1 for all nodes 
except the root which has value 0. Performance: O(lg n). 

Rooting an undirected tree. Piel: a root of a tree with. 
undirected graph pointer• and orient th.e graph pointer• tot1111rtl 
th.e root. Form an "Eulerian tour" of the pointers of the repre­
sentation [20) by directing each element of the tree to link its 
incoming ring pointer with its graph edge directed outward and 
its graph edge directed inward with its outgoing ring pointer. 
Each graph edge is used twice in the tour, once in each direction, 
but each ring pointer is used only once. Using the variant of 
Algorithm LC which works for circular lists, form a contraction 
tree of the tour. Choose the root of the contraction tree to be 
the root of the tree, and break the tour so that it begins with the 
root. Use parallel prefix to number each node according to its 
firat occurrence in the tour. Use contraction trees to distribute 
the smallest value in each incidence ring to the elements of the 
ring. Orient each graph edge from the larger value to the smaller. 
Performance: O(lgn). 

Rerootlng a directed tree. Given a directed tree and an­
other diatinguiahed vertes k, reorient tAe graph edgea of tAe tree 
to point to k. The algorithm for rooting a tree can be used by 
picking k as the root instead of the root of the contraction tree 
but a single treefix computation suffices. Perform a leaflix com: 
putation with z11 = 1 and Zi = 0 if i #< k, and use Boolean OR 
for e. Each principal element whose leaffix value is 1 lies on the 
path from z11 to the root. Reverse the direction of the graph 
pointers of these elements. (Note: rerooting a tree changes the 
principal elements.) Performance: O(lgn). 

'l'J'ee-walk numberings of a binary tree. Number tAe nodea 
of a binary tree according to th.e order th.e11 woald be fliaited in 
a preorder /inorder /poatorder tree wall:. For each of the walks, 
we will compute 1111 1 the number of nodes visited before the left 
subtree of k. Use a leaflix computation to compute the number 
aise11 of the subtree rooted at k. We first compute the preorder 
numbering. (For the purposes of these numbering algorithms we 
consider the root to be a left child.) If node k is a left child: set 
z11 to 1. If node k is a right child, set z1c to 1 plus the Bise of its 
sibling subtree. A rootfix computation with+ yields y11 , which 
is the preoder numbering of node k. The inorder numbering can 
be computed similarly. If node k is a left child, set :i:11 to O. If 
k is a right child, set z11 to 1 plus the sise of its sibling subtree. 
Compute !I• for each node using a rootfix computation with +. 
The inorder numbering of node k is 1 plus !/Al plus the sise of its 
left subtree. The postfix numbering can be computed by setting 
z11 to 0 if node k is a left child, and by setting z11 to the sise of its 
sibling subtree if k is a right child. After computing !/Al using a 
rootfix computation with +, the postfix numbering of node k is 1 
plus !/Al plus the mes of its two subtrees. Performance: O(lgn). 

Pre8x/poatflx numbering of a directed tree. N•mber th.e 
edges of an arbitrary directed tree according to tAe order tM11 are 
fliaited in preorder /poatorder tree wall:. The problem reduces to 
prefix/postfix numbering on the underlying binary tree represen­
tation. Performance: 0(1gn). 

Diameter and center of a tree. The diameter ia tAe length. 
of th.e longest path. in tAe tree. A center iB a vcrtes v asc:h th.at 
fAe longelf path. from V to a leaf U minimal Otler all VerDceB in 
th.e tree. The diameter can be determined by rooting the tree and 



using rootfix to find the furthest leaf from the root. Reroot the 
tree at this leaf. The distance from the new root to the furthest 
leaf is the diameter. (Based on an analog algorithm attributed to 
J. Wennmacker [6).) A center of the tree can be determined by 
finding a median element of the path that realizes the diameter. 
Performance: O(lgn). 

Centroid of a tree. A centroid ill a vertez v 1uch that the 
largest subtree with v as a leaf ill minimal over all vertices in 
the tree. A centroid can be determined by rooting the tree and 
computing the me of each subtree. By broadcasting the me m 
of the tree from the root, each graph edge in each incidence ring 
can determine the number of elements on the other side of the 
edge. For each incidence ring, compute the maximum of these 
values. A vertex with the minimum of these maximum values is 
a. centroid. Performance: O(lgn). 

Separator of a tree. A separator [15) ill a partition of the 
vertices of an m-vertes tree into three sets A, B, and C, with 
IAI 5 f m, IBI = 1, and IC[ 5 fm, auch that no edge of the 
tree goes between a vertes in A and a vertes in C. Determine 
a centroid of the tree. This vertex is the separator vertex in B. 
It remains to partition the remaining vertices between A and C. 
For each graph edge in the incidence ring, count the number of 
vertices in the subtree on the other side of the edge. Put the 
largest subtree in A. Use parallel prefix on the incidence ring to 
compute a running sum of the sizes of the other subtrees. Put 
all subtrees whose prefix value is at most fm in C, and put the 
remainder in A. Performance: O(lgn). 

Subexpression evaluation. Given a directed tree in which 
each leaf has a value and each internal node has an operator from 
{+,-,·,+}, compute for each internal node the subespresaion 
rooted at that node. A single leaflix computation suffices using 
the ideas of Brent [2) and Miller and.Reif [17). Performance: 
O(lgn). 

Minimum cost spanning tree. Given an undirected input 
graph G = (V, E) and a coat /unction w : E -+ R, determine 
a set F !;:; E of edges such that each vertez in V ill incident 
on an edge of F, and the aum of the weights of the edges in F 
ill minimal. We give a conservative DRAM implementation of 
Sollin's algorithm [8, section 5.5]. We assume without loss of 
generality that the edge weights are distinct-otherwise, we can 
assign the weight of a graph edge e between two incidence ring 
elements with addresses a and bto be (w(e), max( a, b),min(a, b)) 
and then compare weights lexicographically. We determine F by 
marking edges in G. Initially, no edges are marked. At each 
step of the algorithm, the currently marked graph edges form a 
subforest of F. Break each incidence ring by removing a single 
ring pointer and direct the resulting linear list. At each step 
of the algorithm, the marked graph edges and the ring pointers 
form a set {7'} of rooted trees, where the index i of the tree is 
the address of the root. The algorithm proceeds as follows. For 
each tree 7', use a rootfix computation to broadcast i to all of 
the elements inn. Use a leaftix computation on 7' to determine 
an edge e EE with the smallest weight w(e) connecting an edge 
element u E 7' with an edge element v E Ti• where i ¥= ;. If no 
such edge exists, the algorithm terminates. If Ti picks the same 
edge as 7', the tree with smaller index does nothing. Otherwise, 
mark e as a member of F, directing it into Ti, and reroot 7' with 
u as the new root. Repeat this procedure until the algorithm 
terminates. Performance: O(lg2 n). 

Connected components. Gi11en an undirected input graph 
G = (V,E), determine a labeling l: V-+ Z 1uch that auch that 
I( v) = l( v') if and only if 11 and v' are in the aams connected 
component of G. The algorithm is the same as the minimum 
spanning tree algorithm, choosing the weight of a graph edge e 
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between incidence ring elements with addressee a and b to be 
max( a, b), min( a, b). The label of a vertex is the index of its tree. 
Performance: O(lg11 n). 

Biconnected components. Two edges of an undirected graph 
G = (V, E) are in the 111me biconnected component if they lie on 
a common 1imple cycle. Determine a labeling l: E-+ Z such that 
l(e) = l(e') if and only if e and e' are in the same biconnected 
component of G. We give a conservative DRAM implementation 
of the biconnectivity algorithm of Tarjan and Vishkin [20). We 
assume that the reader has some familiarif¥ with that algorithm. 
Find a (directed) minimum spanning tree T = (V, F) of G. Num­
ber the vertices in the minimum spanning tree in preorder. Use 
leaftix computations to compute for each vertex v three values: 
nd(v), low(v), and high(v). Here nd(11) is the number of descen­
dants of v, while low(v) and high(v) are the lowest and highest 
vertices (with respect to the preorder numbering of T) that are 
either a descendant of v or adjacent to a descendant of 11 by an 
edge of E - F. Build a new graph G' where the edges of F 
are the vertices of G'. Let e be an edge from u to p(u), where 
p(u) is the parent of u in F. The adjacency ring for u in G acts 
as the adjacency ring for e in G'. Add two kinds of edges to 
G'. For each edge {w,11} in E- F such that v + nd(v) ~ w, 
add an edge {{v,p(v)}, {w,p(w)}} to G'. For each edge (v,p(11)) 
of F such that v ¥= 1 and p(11) ¥= 1, and low(v) < low(p(v)) or 
high(v) <:'; p(v)+nd(p(v)), add an edge {{v,p(v)}, {p(v),p(p(v))}} 
to G'. It can be verified that the representation of G' is conserva­
tive with respect to the representation of G. Find the connected 
components of G'. Two edges of F are in the same block if as 
vertices in G' they are in the same connected component. Fi­
nally, for each edge e = {w, v} in ·E- F, let l(e) = l({w,p(w)}). 
Performance: O(tgll n). 

Eulerian cycle. An Eulerian cycle of on undirected grapA 
G = (V, E) ill a cycle containing each edge in E esactly once. If 
any vertex has odd degree, then no Eulerian cycle exists. Form 
a set of disjoint cycles of the pointers of the representation of 
G as in the algorithm for directing a tree. The cycles can be 
merged using an algorithm similar to the minimum spanning tree 
algorithm. Performance: O(lg11 n). 

1. Concluding remarks 

The efficiency of a DRAM algorithm depends on how well its 
input is embedded in the DRAM, but this embedding problem 
must be faced by algorithm designers in any bandwidth-limited 
distributed network. In general, the problem of determining the 
best embedding is NP-complete, but for many common situa­
tions, good embeddings can be found. For example, any of our 
polylogarithmic-step conservative algorithms can be run on pla­
nar graphs properly embedded in an area-universal fat-tree, and 
they will exhibit polylogarithmic time performance. 

As another example, a subproblem in switch-level simulation of 
a VLSI circuit is the finding of electrically equivalent portions of 
the circuit. A naive divide-and-conquer embedding of the circuit 
on an area-universal fat-tree [12) yields small load factors for ev­
ery cut. Thus, our conservative connected components algorithm 
will never cause undue congestion in communicating messages in 
the underlying network, and the algorithm will run eft'ectively as 
fast as on an expensive, high-bandwidth network. 

Many other classee of algorithms can be implemented in a con­
servative fashion on a DRAM. Any algorithm that communicates 
olny across pointers in an input data structure is conservative. 
Passing a single datum between two procemors, however, can re­
quire time linear in the diameter of the data structure, whereas 
our algorithms all run in a polylogarithmic number of steps. As 
another example, systolic array algorithms for matrix problems 



[11,14] can be implemented efficiently if the matrices are properly 
embedded. In general, any fixed-connection network algorithm 
will run well on a DRAM if the communication required by the 
network can be supported by the underlying DRAM network. 

As a final comment, it may well be that the notion of a con­
servative algorithm is too conservative. A contraction tree is not 
conservative with respect to its input tree (though the levels of 
the contraction tree are), but the load factor of the contraction 
tree is at most O(lg n) times the input load factor. As a practi­
cal matter, it is probably not worth worrying whether every set 
of memory accesses is conservative with respect to the input, as 
long as the load factor of memory accesses is polylogarithmically 
bounded. Algorithms with this looser bound are somewhat eas­
ier to code because of the relaxed constraint, and they should 
perform comparably. 
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ABSTRACT New efficient techniques for manipulating 
linked structures in parallel are presented. These techniques 
work on the EREW machine, which is the weakest shared 
memory machine. Using these techniques we develop algo­
rithms for connected components, spanning trees, minimum 
spanning trees, and other graph problems. All of these algo­
rithms achieve linear speed-up for all but the sparsest graphs. 
We also present a new parallel radix sort algorithm that is 
optimal for keys taken from a small range. 

1. INTRODUCTION 

We present new parallel algorithms for several important 
graph problems including spanning forest, connected com­
ponents, biconnected components, and (undirected) minimum 
cost spanning tree (MST}. All of the algorithms are improve­
ments over the best results known in several respects: they 
assume the weakest model of shared memory parallel compu­
tation, i.e. the EREW (exclusive read, exclusive write) model; 
they are deterministic; they are fast on all graph densities. In 
addition, the input is not required to be in any prearranged 
order, such as adjacency lists; the input can consist of an 
unordered list of edges. When the problem size is large rela­
tive to the number of processors and the graphs are not 
extremely sparse (i.e. as long as n =o ( e )), the algorithms 
achieve a linear speedup, which means they have optimal 
processor-time product. As a by product, we obtain a parallel 
version of radix sort that is optimal as long as the range of 
the elements sorted is at most polynomially larger than the 
number of processors. 

The algorithms employ a set of useful techniques for 
efficient parallel manipulation of data structures to avoid 
conflicts between processors. The most powerful and original 
technique is a recursive two-step, block-based algorithm. It is 
used in an algorithm for solving the "parallel prefix" problem 
on a linked list of elements. In quite a different way, it is 
used to convert an edge list representation of a graph into an 
adjacency lists representation. The former representation is 
how a graph is often defined; the latter representation is often 
required for efficient parallel access to edges of the graph. 
Variants of the technique are shown to be useful for perform­
ing table lookup, update without conflicts, and radix sort. 

Sections 2, 3, and 4 describe basic building blocks. Sec­
tion 2 reviews the model and some work on solving linked list 
problems in parallel. In Section 3, we show how a graph can 
be converted from an edge list representation to an adjacency 
list representation efficiently in parallel. We also present the 
parallel radix sort algorithm. Section 4 shows how tree prob-

Part of the work was done while the first author was at 
the University of Illinois, Urbana-Champaign, the second au· 
thor was at Carnegie-Mellon University, and the third author 
was at the Courant Institute of Mathematical Sciences, New 
York University. 
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!ems can be solved efficiently in parallel. We then use the 
basic building blocks in Section 5 to obtain parallel algorithms 
for finding spanning trees, connected components, biconnected 
components, and minimum spanning trees. A chart at the 
end of the paper summarizes our results and shows how they 
compare to the current best. 

2. PRELIMINARIES 

2.1. The Model 

We assume the PRAM computation model: a PRAM 
consists of p autonomous processors, all having access to a 
common memory. At each step, each processor performs one 
operation from its instruction stream. Instructions accessing 
shared memory are also assumed to be accomplished in one 
cycle. Borrowing the notation of [12], we distinguish three 
variants of the PRAM family: In a Concurrent Read, Con­
current Write (CRCW} model, processors may simultaneously 
access the same memory location; there are various schemes 
for resolving write conflicts. In a Concurrent Read, Exclusive 
Write (CREW) model, several processors may simultaneously 
read the value of a memory location, but exclusive access is 
required for write. Finally, in the Exclusive Read, Exclusive 
Write (EREW) model, a memory location cannot be simul­
taneously accessed by more than one processor. Our algo­
rithms can be implemented on the weakest of these three 
models: the EREW PRAM. 

2.2. Linear Linked List Problems 

We now review our algorithm for solving problems on 
linear linked lists [7]; it will be extended in the following sec­
tions to more general linked structures. Although our results 
for linear linked lists have since been improved by Cole and 
Vishkin [4], their technique does not seem to extend to more 
general linked structures. 

The product computation problem is to compute the pro­
duct a 0 o a 1 o · · · o an-l• given n elements a 0, al> ... , an _1, 

and a binary, associative operation, denoted o, e.g. ordinary, 
matrix, and Boolean addition and multiplication. The initial 
prefix problem is to compute all n initial prefixes a 0, a 0 o a i, 
. .. , a o o a 1 o · · · o an _1. The initial prefix problem when 
solved in parallel is known as parallel prefix. When the ele­
ments are laid out in known memory locations there are well 
known methods to solve both problems in time 
O(n/p +logp) [9]. 

The problem is harder to solve when the elements are 
stored in a linear linked list. The locations of the elements is 
given, but it is not known which element is which. Only the 
location of the first element is given along with a map Succ 
from the ith element to the (i +l)st element, and a map 
Pred from the i th element to the (i -l)st element (the second 
mapping can be computed from the first in 0 (n /p) time). 



It is easy to solve the product and initial prefix problems 
sequentially in 0 ( n ) time by starting at the first element and 
following the links. Wyllie [15] shows that this problem can 
be solved with p < n processors in 0 ( n log n / p ) time, 
using a recursive doubling technique. The algorithm never 
achieves linear speedup. 

An efficient parallel solution to this problem has the fol­
lowing general form. 

General Parallel Prefix Algorithm 
if the list contains more than one element then 
begin 

pick a set S of nonadjacent elements in the list; 
for each a E S do 
begin 

{replace a pair of adjacent elements by one 
element} 

val ( succ (a)) := val (a ) o val ( succ (a )); 
succ (pred (a)) := succ (a ); 
pred (succ (a)):= pred (a) 

end; 
apply algorithm recursively to the list; 
for each a E S do 
begin 

{expand element back into a pair} 
val (a) := val (pred (a )) o val (a ); 
succ (pred (a)) := a ; 
pred(succ(a)) :=a 

end 
end 

The first part of the algorithm solves the product prob­
lem, successively compacting the list until only one item is 
left; the second part, where the recursion unfolds, expands the 
list back, and computes the missing partial products. Any 
parallel algorithm that solves the product problem by succes­
sive compaction can be used to create a parallel prefix algo­
rithm, that expands the list back by matching step by step 
the compression operations done by the parallel product algo­
rithm. The resulting algorithm will have twice the running 
time of the original algorithm. We shall henceforth consider 
only the product part. 

It is not obvious how to pick at each iteration a set S of 
O(p) nonadjacent element, while devoting only constant time 
per element. Assume w.l.o.g. that both n and p are powers 
of 2 (this affects the result only by a constant factor), and 
that p ~ n /2. The product algorithm consists of e(log n ) 
iterations. At each iteration the elements are partitioned into 
n /p blocks, each block containing p elements. The proces­
sors visit the blocks one by one; the i th processor always 
visits the i th element within a block. It pairs this element 
with its successor, only if the element is not marked as 
deleted, and its successor belongs to another block. It takes 
0 ( n / p ) time to process all n / p blocks. 

After visiting the blocks, every element has formed the 
product with a neighbor, provided it and its neighbor were in 
different blocks; all pairings remaining to be done at this 
phase are internal to a block. Since there are n /p blocks 
and p processors, p 2 / n processors can be assigned to each 
block. 

If p 2/n > 1, then we recursively apply the same routine 
within each block. If p 2/n ~ 1, assign each processor n /p 2 

blocks, and pair elements sequentially with each block. Note 
that p and p 2 / n are powers of 2. 

After this, if an element has not been paired with one of 
its neighbors, then both of its neighbors must be paired 
(except for the first and last elements of the list), so at most 
2n /3 + 0 (1) elements are left. 

Let Hp (n) be the number of steps required by one itera­
tion on a list of length n . 

Hp (n) = 0 ( ~) + Hp2/n (p) if p > 1, 
p 

Hp ( n ) = 0 ( n / p ) otherwise. 

It is easy to check that 

() - (n logn 
HPn-0 l(/)). p og n p 

After each iteration, the remaining elements are packed 
to the top of array, being careful to maintain the integrity of 
the pointers (which can be done by first determining the loca­
tion of each element, then updating pointers to point to the 
new locations, and finally moving the elements). Once there 
are less than 2p elements, the 0 (n log n / p) = 0 (log p) 
parallel algorithm is used to complete the algorithm. 

Let TP ( n ) be the number of steps it takes to solve a 
problem of size n, i.e. the execution time of the procedure 
Product. If n <2p, TP (n) = 0 (log n) using the standard 
parallel algorithm. Otherwise, 

TP ( n ) = 0 ( HP ( n ) + ~ + log p ) + TP ( ~) . 
p 3 

It is not hard to show that 

O(n logn) 
p log(2n /p) · 

We obtain 

Theorem 2.1: The parallel prefix problem for items 
represented by a linked list can be solved on an EREW 

h. . 0 ( n logn ) . f mac me m ( / ) time or p < n . 
p log n p 

Note: This yields, for any constant O<e~l, a linear 
speedup when p ~ n I-< (or equivalently when the time 
Tp(n)~n'). 

This algorithm can be used to solve the linked list pack­
ing problem: Given a list of n items, a subset of which are 
active, pack the active elements to contiguous locations of 
memory (starting at some specified location). We can use the 
parallel prefix algorithm to rank the active elements, and then 
move each one to the location indicated by its rank plus the 
starting location. As a by product, the elements are packed 
in order so that the i th element is contiguous to the ( i -1 )st 
and (i +l)st elements. 

A slight variation of the parallel prefix algorithm can be 
used to assign to each node on the list the value 
a 1 o · · · o an . The second (list expansion) phase is modified 
so as to broadcast the product computed in the first phase. 
We call this the product broadcast algorithm. For example, 
we can use this algorithm to label each node in a list with the 
name of the first node in the list, or with the name of the 
least node in the list. The product broadcast algorithm can 
also be run on a linked circular list, provided that o is a com­
mutative operation. 

If the parallel prefix algorithm is applied to a union of 
disjoint lists, than it will compute initial prefixes in parallel in 
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each list. Similarly, if the product broadcast algorithm is 
applied to a union of disjoint lists (circular lists), then it will 
assign to each node the product of the elements in the list it 
belongs to. 

3. GRAPH ADJACENCY LIST CONSTRUCTION 

The adjacency lists representation of a (directed) graph 
is particularly useful for many parallel graph algorithms. 
Unfortunately, this is not always the input format of a graph. 
The graph adjacency list construction problem has as input 
the list of the edges of the graph (presented as pair of nodes). 
The edges are stored in an arbitrary order in an array. One 
constructs an adjacency lists representation of the graph, that 
is an array L [1..n] of linked lists, where L [i] is the list of 
nodes adjacent to node i. 

Constructing the adjacency lists for a graph with n 
nodes and e edges requires only 0 ( e +n) serial time and 
0 ( e +n ) space. The array L [1.. n ] is initialized to nil in 
time 0 ( e ). The adjacency lists are then constructed in time 
0 ( e ) by inserting edges successively in the adjacency lists. 

The parallel version using p processors is not so simple. 
When the graph is dense, i.e. e =0( n 2), a matrix can be used 
to avoid interference. When the graph is sparse one must be 
careful to insure that multiple processors do not try to add 
elements to the same adjacency list at the same time. 

Assume w.l.o.g. that p and e are powers of 2, and that 
p :5n /2. We create an adjacency list representation, where 
each entry in the array L [i] has a pointer to the head and a 
pointer to the tail of the i th list. Each entry in the edge list 
will point to to the corresponding entry in an adjacency list. 
Each adjacency list is doubly linked. 

If p 2:5 e then the edges are split into p blocks each of 
size e / p . Each processor is assigned a block and it sequen­
tially creates adjacency lists for the edges in its block. This 
has to be done with some care: since e /p might be much less 
than n , one cannot afford to pay the 0 ( n ) overhead of ini­
tializing the array entries to nil. Instead we initialize 
correctly only those entries that are going to be used. There 
are two passes over the data. In the first pass no insertions 
are made; for each edge, (the header of) the list the edge is to 
be inserted into is initialized to nil. In the second pass the 
insertions are actually made. We create a structure where 
nonempty adjacency lists have valid format, whereas empty 
adjacency lists may contain garbage. This phase requires 
0 (e /p) time and 0 (pn +e) space. 

Next all the partial adjacency lists are linked up: We 
start with an empty structure and serially link to it the adja­
cency lists of the p blocks, one at a time. All p processors 
always process the same block at the same time. As above 
this is done in two passes. In the first pass each processor 
picks an edge, and if this edge is the first in its list then the 
processor initializes the corresponding array entry in the new 
structure to nil. In the second pass each processor picks an 
edge, and if this edge is the first in its list then the processor 
links that list at the head of the corresponding adjacency list 
in the new structure. Since each block structure contains one 
entry per node there are no conllicts. 

The time to process a block in the second phase is 
0 ( e / p 2). There are p blocks, so the total time for the 
second phase is 0 (e /p ). The total time for the algorithm is 
0 ( e /p) and the space is 0 (pn +e ). 
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If p 2> e then the edges are split into e / p blocks of size 
p . The algorithm is recursively applied to each block in 
parallel, with p 2 / e processors per block. Note that p 2 / e and 
p are powers of 2. Next the e /p partial adjacency lists are 
linked up, with each block being processed one at a time by 
the p processors. The same two-pass method is used to avoid 
initialization overheads. This part of the algorithm takes 
0 (e /p) time and 0 (pn +e) space. 

Let T, ( e ,n) be the running time of this algorithm, and 
let S, ( e , n) be the space used by the algorithm. Then if 
p 2:5e I 

T,(e,n)=O(e/p). 

If p 2> e , we get 

T, (e ,n) = T,.1.(p ,n) + 0 (e /p) . 

This recursion solves to 

T ( ) _ 0 ( e loge ) 
P e ,n - 1 ( / ) . p og e p 

It is easy to modify the above algorithm to set the empty list 
headers to nil at an additional expense of 0 (( n +e )/ p ) time. 

There are at most p graph adjacency list construction 
tasks running in parallel, with a total number of edges e. 
Thus, the space used is 0 (pn + e ). 

Theorem 3.1: The edge list to adjacency list conversion 
problem can be solved on an EREW machine with p :5 e /2 
processors in 0 ( .!:... ~ogf ) · + ..!!. ) time and 0 (pn +e ) 

plogep p 
space. 

Note: This yields a linear speedup when p :5e l-< for any 
constant l>e>O; the space requirement is no more than for 
an adjacency matrix. 

Corollary 3.2: A list of e numbers in the range 1..n k can 
be sorted with p :5 e /2 processors in time 

0 (k ( e 1 
1(g/ ) + ..!!.)) and space 0 (np + e ). 

p oge p p 

Proof: Assume k =l. For each key value i in the range 
1..n we create a linked list containing the items with key 
value i . This is done in the same manner an adjacency list 
was created in the previous algorithm. It requires time 
0 ( e loge + ..!'!.) 

plog(e/p) p" 

We then pack the list of nonempty buckets, in time 
0 ( n / p + logp ). A sorted list can now be created in time 
O(n/p). 

The result for general k is obtained by running k phases 
of a radix sort algorithm, with radix n . D 

Corollary 3.3: A list of m numbers in the range 1, ... ,R can 

be sorted with p :5 m processors in time 0 ( ~ 1 lCg 7 ) ). 
p og m p 

Proof: We use the previous corollary, with R = n k. The 
m logm T time is minimized when n = 1 ( / ) . hereby, the 
p og m p 

ak . O ( m log R ) sort t es time l ( / ) . D 
p og m p 

The sorting time is optimal when p :5R 0 (l). 

Corollary 3.4: Given an adjacency lists representation of a 
graph with e edges and n nodes, the adjacency lists 
representation of the reversed graph (i.e. the graph where the 
direction of each edge is reversed) can be computed in time 



0 ( e loge + ..!!.). 
p log(e/p) p 

These results can also be used to compute the composi­
tion of mappings. Let f be a function with domain 1...m 
and range l...n, and let g be a function with domain l. .. n. 
Assume that f is given as a (not necessarily sorted) list of 
pairs < i ,/ ( i )>, and g is represented by an array of values, 
with the i th entry storing g ( i ). We compute a representa­
tion of g of as a list of pairs <i ,g (! (i ))> using the follow-
ing steps. -

(1) The pairs <i,/ (i)> are stored in bucket lists, 
indexed by the value of the second coordinate f ( i ). 

(2) The first element of each list is marked. 

(3) Each marked element <i,j> (j=f (i)) performs a 
look-up for the value of g (j ), and stores this value. 

(4) The value of g (j) is broadcast to all elements in the 
bucket, using the product broadcast algorithm. 

Empty buckets are never accessed, so that it is not 
necessary to initialize them. We obtain 

Theorem 3.5: The composition problem can be solved with 

p processors on an EREW machine in time 0 ( m ~ogi ) ) 
p lo m p 

and space 0 ( np +m ). 
If the function g is also represented by an unsorted list 

of pairs, the the composition can be computed in time 
0 ( m +n log( m +n) n) . . . 

l (( )/ ) + - , usmg the compos1t1on algo-
p og m+n p p 

rithm given in (11). 

4. TREE PROBLEMS 

4.1. Tree Recursions 

The parallel prefix algorithm can be extended to "paral­
lel prefix" computations on a tree. This has been indepen­
dently noted for mesh connected computers (1,13). 

Let T be tree represented by its adjacency list (each 
child has an edge directed to its parent). For each node ti of 
T let val ( t1 ) be a value stored at that node. Let 

F(t1)= E val(v) 
v descendant or u 

(where a node is taken to be descendant of itself). The addi­
tion is an arbitrary associative and commutative operation. 
The function F can also be defined by the recursion 

F(t1)= E F(v)+val(t1). 
v child or u 

We wish to compute the value of F at each node of the tree. 
The parallel prefix problem is a particular case of this general 
problem, when the tree degenerates into a linked list. Other 
interesting cases are 
(1) Computing d ( t1 ), the number of descendants of each 

node, including itself. We take val (t1 )=l, and + is 
usual addition. 

(2) Computing the path length of the tree. We take 
val ( t1 )=d ( t1 ), and + is usual addition. 

(3) Computing the height of each node in the tree. We 
have val (t1 )=1, and+ is the minimum operation. 

An efficient parallel algorithm for solving tree recursions 
has the following form 
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General Parallel Tree Recursion Algorithm 
if Tree contains more than one element then 
begin 

Pick a set S of nodes such that 
(1) no two nodes in S are adjacent or have 

the same parent 
(2) each node of S has at most one child; 

for each node t1 E S do 
begin 

add the value of ti to the value of parent ( t1 ); 

delete t1; 

if t1 has a child then 
link the child to parent ( t1 ) 

end; 
execute algorithm recursively; 
for each node ti E S do 
begin 

link t1 to parent (ti ); 
if t1 has a child then 
begin 

add the value of child (ti ) to t1 ; 

link child ( t1 ) to u 
end 

end 
end 

It is easy to see that this algorithm solves the tree recur­
sion problem correctly. One has to show that a set S con­
taining a fixed fraction of the nodes can be picked at each 
iteration, while spending only constant time per node. 

Assume that the tree T has degree bounded by two. 
We shall divide each iteration in the execution of the algo­
rithm in two stages, one where left children are active, the 
second where right children are active. This guarantees that 
children of the same parent do not conflict. Conflicts between 
a child and its parent are handled exactly as in the parallel 
prefix algorithm, by dividing the edges into blocks that are 
handled one at a time. 

At least half of the nodes of T have no more than one 
child. At least 1/3 of the nodes with no more than one child 
are paired at each iteration. We thus obtain that the recur­
sion can be solved with p processors for a binary tree with n 

nodes in time 0 (; 10~0:ip)) in the EREW model. 

Let T be now a general tree. The tree T can be 
mapped onto a binary tree T 1 , as described in [6, § 2.3.2). 
The mapping is readily computed from the adjacency list 
representation of T, with edges going from parent to child: 
v := le/ t ( u ), if v is the first child in the adjacency list of 
u ; v := right ( u ) if v follows u in the adjacency list of their 
common parent. 

Let F b be the function computed on the binary tree T 6 

by solving the tree recursion problem on this tree. Then 
F 1 ( u ) is the sum of val ( v ), taken over all descendants of u 
and descendants of elder siblings of u . We have 

{
F 6 (u) ifright(u)=nil 

F(u)= F 1 (left(u))+val(u) otherwise 

Thus, F can be easily computed from F 1 . We obtain 

Theorem 4.1: Given an adjacency list representation of a 
valued tree with n nodes, the tree recursion problem for the 
tree can be solved on an EREW machine with p processors in 
. 0 ( n logn ) 

time 1 ( / ) for p < n . 
p og n p 



4.2. Tree Traversals 

Given a tree with n nodes represented by an adjacency 
list (with edges going from parent to child) a linear linked list 
of the nodes arranged in preorder can be produced by p pro­
cessors in time 0 ( n / p ). A similar construction is given by 
Wyllie [15] for binary trees. 

Let ui and uR be two copies of the node u in the tree. 
Define the mapping next as follows. 

next (ui) = { 
vi 

UR 

if v is first child of u 

if u has no children 

vi list of parent ( u ) { 
if v follows u in the adjacency 

next ( uR ) = parent ( u )R if u is last child of parent ( u ) 

This mapping corresponds to a traversal of the tree in the 
order Root-Children-Root ( ui represents the first traversal of 
u , and uR represents the second traversal). 

Each node of the tree (with the exception of the root) 
occurs exactly once in an adjacency list. The linked list 
defined by the relation next can be created by p processors 
in the time it takes to traverse a linked list in parallel: Each 
processor is assigned n /p entries from the adjacency list; the 
processor creates those nodes of the list corresponding to the 
nodes of the tree it was assigned. The linked list traversal is 
required for each last child to determine its parent. 

A preorder list of the nodes can be obtained in time 

0 ( n 1 ~ogj ) ) from this list by deleting all the "uR " 
p og n p 

nodes, and shrinking the list accordingly. This is done by 
running the parallel product algorithm. 

Applying parallel prefix to this list will provide the 
preorder number of each node with linear speedup for 
p ~ nl-<_. 

If we apply this algorithm to a forest then we shall 
obtain a preorder list for each tree in the forest, and compute 
the preorder number of each node in the tree it belongs to. 
Postorder on trees or forests and inorder on binary trees can 
be handled in a similar manner. Note too that the adjacency 
list of a tree can be recreated from the list defined by the 
next relation in time 0 ( n / p ). 

4.3. Unicycular Graphs 

In this section we show how a "unicycular" graph can be 
converted to a forest with the same connected components. 
Although algorithms on unicycular graphs are not by them­
selves particularly important, this routine is useful in later 
sections. A unicycular graph is a tree with one cycle; it con­
sists of a set of n nodes, each with a parent pointer to 
another node in the set. Since each node in a unicycular 
graph has a unique parent, one can define on such a graph the 
mapping next used in the last section. 

Lemma 4.2: Let G be a unicycular graph, and let next be 
the mapping defined above. Let Gn••t be the graph defined 
by this mapping: The nodes of Gn••t consist of two copies of 
each node of G, and uv is an edge of Gn••t ilf v = next ( u ). 
Then 

(1) The graph Gnezt consists of exactly two cycles. 

(2) The nodes ui and uR occur in distinct cycles of Gne•t 
iff u is on the cycle of G . 
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Proof: Each node has exactly one successor and one prede­
cessor in Gnezt , so that this graph is a union of cycles. The 
node u is on the cycle of G , iff a traversal starting at u 
reaches u again before it backtracks. Hence u is on a cycle 
of G iff the path in Gnezt starting from ui returns to ui 
before it reaches uR . The graph G can be transformed in a 
tree by deleting one edge from its cycle. This causes the dele­
tion of one edge, and the change of one edge in Gnezt , thereby 
obtaining a linear graph. It follows that Gn••t contains 
exactly two cycles. D 

Let G be a graph that is the union of disjoint unicycular 
components. The graph G 1 is a forest decomposition of G if 
G 1 is obtained from G by deleting one edge from each cycle, 
thereby replacing each unicycular component with a tree. 

Theorem 4.3: Let G be a graph with n nodes that is the 
disjoint union of unicycular components, represented by its 
adjacency list. The adjacency list of a forest decomposition of 
G can be computed with p processors in time 

0 ( ..!!. 1 
1(g i ) ) in the EREW model. 

p og n p 

Proof: The following algorithm will do. 

(1) Construct the linked structure defined by the next 
relation. 

(2) Assign a distinct label to each circular list (e.g. the 
least name, in lexicographic order, of an item in the 
list); label each item with the label of the list it 
belongs. 

(3) Mark those items ui such that uR occurs in a list dis­
tinct from the list containing ui . 

(4) Mark on each list the least item ui that was marked 
in the previous phase. 

(5) Delete from the original adjacency list the edge leading 
to u , for each item uL that was marked at the previ­
ous stage. 

Each of these phases can be implemented to run within the 
required time. D 

5. SP ANNING FOREST AND CONNECTED COM­
PONENTS 

Connected components can be derived from a spanning 
forest by creating a preorder list for each tree, and marking 
each node with the label of the first node in its list. This can 
be done with p < 11 /2 processors in the EREW model in time 
0 ( n logn ) 

p log(11 /p) · 
Our algorithms for finding a spanning forest are in the 

spirit of most of the previous algorithms for this problem: 
(super) nodes are continually combined into super nodes. 
When no more combining is possible, each super node will 
represent a connected component, and a spanning tree will 
also exist for each component. 

Eckstein (5] has shown that a spanning forest can be 
found in 0 ( e /p + 11) time using either depth-first or 
breadth-first search [5]. This is optimal when the number of 
processors is small relative to the denseness of the graph, i.e. 
p=O(e/n)). 

Let G be an (undirected) graph with e edges and n 
nodes. Our algorithms use two auxiliary graphs: the graph 
G1 is a forest that is a subgraph of G; the graph G8 consists 



of the supernodes of G. Each connected component (tree) of 
G1 is represented by one supernode in G, . Two supernodes 
are connected if the corresponding trees are connected by an 
edge in G. Initially G1 contains all the nodes of G and no 
edges; G, is initially identical to G. At each iteration super­
nodes that are connected in G, are combined into a new 
supernode; edges are added to G1 to merge the corresponding 
trees into a new tree. The algorithm terminates when G, 
does not contain any more edges. At that point G1 is a 
spanning forest for G . 

The graph G1 is represented by marking in the adja­
cency list of G those e<"ges that belong to G1 . Separate 
adjacency lists represent G, . In order to achieve the desired 
running time, the number of accesses to each edge entry in 
this list must be bounded by a constant. Therefore, it is not 
possible to update the edge entries at each iteration. Instead, 
each edge in an adjacency list of a supernode of G, is 
represented by an entry with the name of the incident node in 
G. Some of the edges in this adjacency list may be self loops, 
i.e. entries in the list of a supernode with the name of a node 
belonging to this supernode. 

We keep a membership list for each supernode, i.e. a list 
of the nodes belonging to each supernode. Each supernode 
has a weight count, which is the number of nodes belonging to 
it. We also keep an inverse directory, i.e. an array that indi­
cates for each node the name of the supernode it belongs to. 

At the end of each iteration we pack the adjacency list 
of G, so that nodes with nonempty lists of incident edges are 
in the first locations. As we do not want to modify the edge 
entries, the packing is actually done on a separate array of 
pointers to the supernodes. 

The initial adjacency list for G, can be created in 
0 (( n +e )/ p) steps; it can be packed in time 
0 (n /p + logp ). The membership list and inverse directory 
for supernodes can be created in 0 ( n / p ) time. 

We terminate the "graph compaction" iterations when 
the number of nonisolated supernodes is 0 (max(n /p, p I+•)). 
We can then use Eckstein's algorithm to terminate in time 
0 ( n / p + p I+• + e / P ). 

Assume that the number of supernodes with nonempty 
adjacency lists is at least pl+<. At each iteration we serially 
perform the following steps. 

(a) Pick the first edge from each nonempty adjacency list of 
G,. Delete these edges from the graph G,. 

(b) Delete from this set of edges those edges that are self 
loops. 

(c) Create an adjacency list for the graph consisting of the 
remaining edges, and their endpoints. This graph con­
sists of a union of unicycular components. 

(d) Create a generating forest F for the graph, by deleting 
edges from the new adjacency list. Each tree in this 
forest will be replaced by one new supernode. 

(e) 
(f) 

(g) 

Mark the edges of F as belonging to G1 . 

Select in each tree of F the supernode of largest weight 
(this is the new supernode), and label all the supernodes 
in the tree with the name of the selected supernode. 
Mark all supernodes with the exception of the new 
supernodes F as inactive. 

Update the membership list and inverse directory for 
supernodes. 

(h) 

(i) 

Link the adjacency lists of supernodes marked inactive 
in (f) to the adjacency list of the new supernode they 
belong to. 

Pack the list of supernodes with nonempty adjacency 
lists. 

It is easy to check that this iteration performs a valid 
compaction of the graph. We shall now estimate the running 
time of each step. Let a be the number of active supernodes 
(i.e. supernodes with nonempty adjacency lists) at the start of 
the iteration. 

The edges picked in (a) are <supernode,node> pairs. 
We compute the <supernode,supernode> edge represented 
by this pair by composing the mapping represented by the 
pairs picked in (a) with the mapping represented by the 
supernode inverse directory. This is done in time 

O ( a log a ) = O (a / p ). Self loops can then be deleted 
p log( a /p) 

in time 0 (a / p ). 

Thus, step (b) can be performed in time 0 (a/ p ). It is 
easy to see that each of the remaining steps, with the possible 
exception of step (g) can also be executed within the same 
time bound. As a edges are deleted from G, at this itera­
tion, it follows that the total time spent executing these steps 
is 0 (e /p ). We shall now estimate the time spent in updat­
ing membership lists and inverse directories for supernodes. 

Let m be the number of nodes that change supernode 
during the iteration. The number of affected supernodes is 
bounded by a . Using the membership list it is possible to 
create a list of affected nodes in time 0 (a /p ). This can be 
used to update the inverse directory in time 0 (m /p ). The 
membership list (and the weights associated with it) is 
updated by moving the member lists of inactivated super­
nodes in time 0 (a /p) 

Let u; be the number of times node i changes supernode 
membership. The last discussion shows that the total amount 

of time spent while executing step (g) is 0 (~+.!.Eu;). 
P Pi=l 

Since smaller supernodes are merged into larger ones, the 
size of the last supernode node i belongs to is at least 2u;. 
When the last merge is performed we have more than n / P 
components. This implies the inequality 

f;_l_ > ..!!. . 
i=l2u' P 

n 
The maximum of E u; under the above constraint is equal 

i=l 
to n lg p . Thus 

n 
Eu;< nlogp. 
i=l 

Hence, the total time spent performing step (g) is 

0 ( ~ + n logp ). 
p p 

It follows that the total time taken by the algorithm is 

0 ( ~ + n logp + p I+•). 
p p 

Theorem 5.1: A spanning forest for a graph with n nodes 
and e edges can be computed by p < n /2 processors in the 
EREW model in time 

O(~ +~+pl+•). 
p p 
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and space 

O(pn + e). 

Corollary 5.2: The connected components of a graph with 
n nodes and e edges can be computed with p <(n +e )/2 
processors in the EREW model in time 

( n +e log( n +e ) ) 0 ( ) 
0 1 (( )/ ) and space pn +e . 

p og n +e p 

6.1. Biconnected Components 

Tarjan and Vishkin [14] developed a parallel algorithm 
to compute the biconnected components of a connected graph. 
Their algorithm, however, required that the graph be dense, 
the input already be in the form of an adjacency list, and 
that the model of parallel computation allow concurrent reads 
and writes. Given our algorithms to compute the spanning 
forest of a graph as well as the ability of construct preorder 
and postorder numberings and lists of a tree, we can use their 
method but improve the result: 

Corollary 5.3: The biconnected components of a graph can 

be computed in 0 ( ~ + n logp + p 1+•) time, provided 
p p 

P $n. 
Proof: The algorithm of Tarjan and Vishkin requires the 
computation of a spanning tree for the graph, the computa­
tion of the preorder number of each node in this spanning 
tree, and the solution of several tree recurrences. We can per­
form each of these operations within the claimed time bound. 

D 

6.2. Minimum Spanning Tree 

The spanning forest algorithm can be modified to give a 
minimum spanning tree algorithm. A sequential algorithm for 
minimum spanning tree merges supernodes iteratively. At 
each iteration a supernode is chosen; the least cost edge out­
going this supernode is used to merge it with another super­
node. The order the supernodes are chosen is arbitrary (see 
[3]). 

We can merge supernodes in parallel provided that the 
merging is consistent with some serial execution of the algo­
rithm above. Let G, I the supernode graph, and a, I the 
spanning forest graph, be defined as in the previous algo­
rithm. A general parallel algorithm that finds a minimum 
cost spanning tree for a connected graph G =< V ,E > has 
the following form. 

General parallel algorithm for MST 
G1 = <V,empty >; G, = G; 
while G, has more than one node do 
begin 

1. pick least cost outgoing edge from each node of G,; 
let U be the subgraph of G containing these edges 
( U is the disjoint union of unicycular graphs); 

2. delete from each cycle of U an edge with largest 
cost; let F be the resulting graph (F is a forest); 

3. add the edges of F to G1 ; 
4. combine supernodes of G, that belong to the same 

tree of F into one supernode 
end 

The number of supernodes is at least halved at each 
iteration, so that at most lgn iterations are performed. 

We implement this general algorithm using data. struc­
tures similar to those used for the spanning tree algorithm: 
We keep an adjacency lists representation of a. I and 
represent G1 by marking edges in the adjacency list of G. 
We assume that p <n ,e. 

(1) A least cost edge is picked in each adjacency list of 
a, by running a product broadcast algorithm on the 
lists of edges. This can be done m time 
0 ( e loge ) 

p log(e/p) · 

(2) A trivial modification of the algorithm of Theorem 4.3 
can be used to delete from each cycle of U an edge of 
highest cost (rather than an edge with least index, as 
done in the original algorithm). This is done in time 
O(n logn) 

p log(n /p) · 
(3) The new edges can be added to G 1 in time 0 ( e J p ). 

(4) A supernode is selected from each tree of F, and each 
node of the tree is marked with the label of this super­
node, by running a product broadcast algorithm in 

time 0 ( n 1 ~ogi ) ). The edges can be now updated 
p og n p 

to point to 
0 (~ loge ) 

the new supernodes in time 

This is done by computing the com-
p log(e/p) · 

position of two mappings: the mapping that maps an 
edge to the old incident nodes, and the mapping that 
maps these nodes to the new supernode they belong to. 
A new adjacency lists representation is built from 

these updated edges in time 0 ( e 1 lCge ) ). While 
p og e Ip 

the new list is created self-loops can be deleted. 

Each iteration takes time 

0 ( e loge + ~ logn ) 
p log(e /p) p log(n /p) · 

Since there are at most lgn iterations we obtain 

Theorem 5.4: A minimum cost spanning tree of a connected 
graph can be computed with p $e ,n processors on an 
EREW machine in time 

O «e +n )logn log(e +n) ) 
p log((e +n )/p) · 

Note: This algorithm is efficient relative to Kruskal's algo­
rithm provided that p =0 (( e +n )1-•). 

A minimum cost spanning forest for a general graph can 
be computed withing the same time bounds: the algorithm is 
modified so that supernodes with no outgoing edges are not 
visited. This is done by packing the list of nodes at each 
iteration. 

8. CONCLUSION 

Many simple and fast serial algorithms are often hard to 
parallelize. In many cases there is enough work that can be 
performed in parallel, but the challenge is to ensure that the 
processors do not conflict when performing this work, and 
that different processors do not replicate the same computa­
tion. The problem is harder when sparse structures are han­
dled: If a compact data representation is used then the data. 
layout is irregular, and it is hard to distribute work efficiently 
among processors. If, on the other hand, a regular data. struc­
ture is used then superfluous work is performed. 
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We have presented techniques for working with sparse, 
irregular structures, and used these techniques to solve several 
important graph problems. We believe these techniques are 
generally applicable to other sparse problems. We still do not 
know whether large, extremely sparse graph problems can be 
solved efficiently, i.e. when p << n and e = 0(n ). 
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Abstract -- We present a fast parallel algorithm for com­
puting the dominators of a directed acyclic graph. The 
model of computation used is a parallel random access 
machine which allows simultaneous reads but prohibits 
simultaneous writes into the same memory location. Let 
Pt(n) be the processor complexity of computing the transi­
tive closure of an n-vertex directed acyclic graph on this 
model. Our algorithm for computing the dominators 
requires O(log2n)t time using O(Pt(n)) processors. The only 
known parallel algorithm for this problem [6] requires 
O(nPt(n)) processors. Our algorithm therefore improves the 
processor complexity of this algorithm by a factor of n, but 
has the same time complexity. 

1. Introduction 

Computing the dominators of a directed acyclic graph 
{DAG) is a very important code optimization step in com­
pilers (see [2) for details). Consequently, this problem has 
attracted widespread attention and several excellent sequen­
tial algorithms have been developed for it (see [l]). Of late, 
growing interest in parallel computation has led· to a proli­
feration of parallel algorithms for graph problems on a 
model of synchronous parallel computation (6, 7]. Surpris­
ingly, despite the importance of the dominator problem. the 
only known parallel algorithm for it is due to Savage (6]. 
This algorithm computes dominators using a parallel ran­
dom access machine which allows simultaneous reads but 
prohibits simultaneous writes into the same memory loca­
tion. We refer to this model as R-PRAM. A powerful varia­
tion of this model that allows simultaneous writes into the 
same memory location by more than one processor, is 
referred to as W-PRAM. 

Let G = (V, E) be a DAG rooted at r, and 1V1 = n, and 
IEI = m. We say that vertex i is a dominator of vertex j if i 
is on every path from r to j. For each vertex k, Savage first 
constructs a graph Gk, by deleting from G all edges leaving 
k. Next, the transitive closure of each of these graphs is 
computed in parallel. Let G* and Gt* denote the transitive 
closures of G and Gk respectively. Dominators are then 
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computed by using the simple observation that if i is reach­
able from r in G* and not in Gk*• then k is a dominator for i. 
Savage's algorithm requires O(log2n) time and uses O(nPt(n)) · 
processors, where Pt(n) is the processor complexity of com­
puting the transitive closure. The two known parallel algo­
rithms for doing so are due to Hirschberg (4] and Chandra 
(3], and require O(n3 /log n) and O(n2·81 /log n) processors 
respectively. 

In the following section we will describe our algorithm 
for computing the dominators on a R-PRAM. Our approach 
is radically different from both Savage's as well as those 
used in sequential algorithms. The time complexity of our 
algorithm is O(log2n), and it uses O(Pt(n)) processors. 
Observe here that the processor requirement our algorithm 
has decreased by a factor of n over Savage's algorithm. 

It is interesting to note that computing the transitive 
closure seems to be an important step in parallel algorithms 
for various properties of directed graphs, and hence their 
processor complexities are determined by that of the transi­
tive closure algorithm. Our algorithm does achieve this 
bound for processor complexity. This is similar to comput-

. ing properties of undirected graphs in parallel, where the 
processor complexities are determined by the connected com­
ponent algorithm (7]. 

2. Preliminaries 

We begin with a review of graph-theoretic terms. 

Let G=(V,E) denote a graph where V is a finite set of 
vertices and E is a set of pairs of vertices called edges. If 
the edges are unordered pairs then G is undirected else it is 
directed. Throughout this paper we assume that V consists 
of the set of vertices {1,2, ... ,n} and IEl=m. We denote the 
undirected edge joining the vertices u and v by (u,v) and the 
directed edge from u to v by <u,v>. An adjacency matrix 
A of G is an nXn boolean matrix such that A[u,v]=l if and 
only if (u,v) 1: E. A directed path in G joining two vertices io 
and ik is defined as a sequence of vertices (i0,i1,i2, .. ik) such 
that all of them are distinct and for each 0 ~ p < k,. 
<i,,i,+1> is an edge of G. An undirected path is defined 
similarly. If i0 = ik then the path is called a cycle. A 
directed acyclic graph (DAG) has no cycles. We denote a 
directed path from u to v by (u-+v]. We say that an 
undirected graph G is connected if for every pair of vertices 
u and v in V, there is a path in G joining u and v. A tree is 
a connected undirected graph with no cycles in it. 



A rooted directed tree has a distinguished vertex called root 
from which every other vertex is reachable via a directed 
path. We say that vertex u is an ancestor of vertex v if u 
is on the path from the root to v. The father of a vertex is 
its immediate ancestor. A descendant of a vertex is defined 
similarly. The lowest common ancestor (LCA) of vertices x 
and y in T is the vertex z such that ·z is a common ancestor 
of x and y, and any other common ancestor of x and y in T 
is also an ancestor of z in T. 

A directed graph is rooted at r if there is a path from r 
to every vertex in V. For the rest of this paper, without loss 
of generality we shall assume that G is a directed acyclic 
graph rooted at r. We say that vertex i is a dominator of 
vertex j if i is on every path from r to j. In particular, for 
every i in V, r and i are dominators of i. Dominators exhibit 
transitivity, that is, for vertices i,j and kin V, whenever i is 
a dominator of j and j is a dominator of k, then i is a domi­
nator of k. Therefore it is easy to see that the set of domi­
nators of a vertex j can be linearly ordered by their order of 
occurrence on a path from r to j. The dominator of j closest 
to j (other than j) is called the immediate dominator of j. It 
follows from the definition that immediate dominator of 
every vertex is unique. We can now express the dominator 
relation as a directed tree T d rooted at r called the domina­
tor tree. If u is the immediate dominator of v then <u,v> 
is an edge of Td. Note now that i is a dominator of j if i is 
an ancestor of j in Td. 

The transitive closure matrix A• is a boolean matrix 
such that A*[i,j] = 1 if there is directed path from i to j in 
G, else A0 [i,j] = 0. For completeness, we first describe the 
parallel algorithm for the transitive closure. 

It has been observed in [4] that the transitive closure of 
a directed graph be computed in O{log2n) time on a R-PRAM 

by straightforward parallelization of the known sequential 
algorithm that is based on repeated multiplication of the 
adjacency matrix. In this parallel algorithm {see Algorithm 
2.1 below) and and or operations replace multiplication and 
addition operations of an inner product step. We refer to 
this as the and-or multiplication of two matrices. The algo­
rithm initializes the transitive closure matrix A• to the adja­
cency matrix A and then performs (log n) iterations of the 
and-or multiplication of A* by itself. The matrix DD is used 
as temporary storage for clarity. 

// All steps involving i and j are executed for all i, j, 
1=:;i=:;n and 1=:;j=:;n // 

1. A*[i,j] := A[i,j] //Initialize// 

2. for t:=l to log(n-1) do 

n 
2a. DD[i,j]:= or { A'[i,j], A'[i,k] and A*[k,j] } 

x=l 

2b. A*(i,j] := DD(i,j] 

Algorithm 2.1 
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Lemma 2.1: The above algorithm computes the transitive 
closure A" in O(log2n) time using O(n3/log n) processors. 

Proof: The proof is immediate from the steps (1) and (2) of 
Algorithm 2.1. If Chandra's [3] parallel algorithm for matrix 
multiplication is used in step {2a), then the processor com­
plexity of this algorithm is O(n2·81 /log n). Throughout this 
paper we refer to the processor complexity of this algorithm 
as O(Pt(n)). D 

We now describe our algorithm for computing domina­
tors. 

3. The Algorithm 
In order to compute the dominator tree we first con­

struct a spanning tree for G that is rooted at r. We then 
compute the set of dominators for each vertex in a matrix 
DOM such that DOM[i,j] = 1 if i is a dominator of j otherwise 
DOM[i,j] = 0. The computational steps are as follows. 

1. Compute the transitive closure matrix A* for G. By 
Lemma 2.1, this computation requires O{log2n) time 
and uses O(Pt(n)) processors. 

2. Construct a directed spanning tree T1 from the adja­
cency matrix A and the transitive closure matrix A•. 
This is done by specifying the father of each vertex i, 
the smallest vertex j such that <j,i> is an edge of G. 
This selection can be done in O(log n) time by assign­
ing n processors to each vertex. Since there are n ver­
tices in G, we need n2 processors for this step. 

3. For every vertex, mark all its ancestors in T, as its 
dominators. That is, set DOM[iJ] = 1, if i is an ancestor 
of j, else set DOM[iJ] to 0. Ancestor computation can 
be done in O(log n) time using O(n2) processors (see 
(7]). Initialization of the matrix DOM requires constant 
time and O(n2) processors. 

4. For every vertex v, consider the non-tree edges incident 
on it. For all such edges <x,v>, compute the lowest 
common ancestor of x and v in T 1• Among these LCAs, 
select h(v) = LCA(u,v) be the vertex closest to the root 
r (h stands for highest). The lowest common ancestors 
for all vertex pairs can be computed in O(log n) time 
using O(n2) processors (see [7]). For each vertex v, h(v) 
can be determined in O{log n) time using n processors. 

5. Now, the edge <u,v> provides a path from h(v) to v 
passing through u, other than the path present in T1• 

Therefore all vertices on the path [h(v)-+v] are not 
dominators of v. For all such vertices j, set DOMU,v] = 
0. Since the number of vertices on any path is at most 
n, we need O(n2) processors to do this step in constant 
time. 

6. For every vertex y, if i is not a dominator of y then i is 
not a dominator of any vertex reachable from y. 
Therefore for every vertex j, i is not a dominator for j 
if there exists at least one vertex x, such that i is not a 
dominator for x and j is reachable from x. Therefore 
set DOM[i,j] = O, if 



n 
or 

x=l 
{ (DOM[i,x] = 0) and (A'[x,j] = 1) } 

evaluates true. This computation is equivalent to and­
or multiplication of DOM and A*. Therefore this step 
requires O{log n) time and O{P1{n)) processors. 

This completes the description of our algorithm for 
dominators. We now provide the proof of its correctness. 

Lemma 3.1: If vertex u is not a dominator of vertex v then 
at the end of our algorithm DOM[u,v] will be set to 0. 

Proof: If u is not on the path from r to v in T 8 then 
DOM[u,v] is set to 0 in step 2 of our algorithm and it stays 0 
for all following steps. If u is on the path from r to v in T, 
but it is not a dominator of v then there must exist a path 
from r to v that does not pass through u. There are two 
types of paths to be considered. First, v has a non-tree edge 
<x,v> incident on it such that u is on the path from the 
LCA(x,v) to v. In step 5 of our algorithm, we select h{v) to 
be the closest LCA to the root r. Therefore u must be on the 
path [h(v)--+v], and DOM[u,v] will be set to 0. Second, v is 
reachable from some vertex y such that y has a non-tree 
edge incident on it, providing another path to y from r that 
does not use u. In step 5 of our algorithm DOM[u,y] will be 
set to O, and since v is reachable from y, in the next step, 
DOM[u,v] will be set to 0. Hence the Lemma. D 

Theorem 3.1: The above algorithm computes the domina­
tor matrix DOM in O(log2n) time using O{P1(n)) processors. 

Proof: The correctness of our algorithm is proved in 
Lemma 3.1 and the processor and time complexities are 
immediate from steps 1 to 6 of our algorithm. D 

Given the matrix DOM, the dominator tree can be con­
structed by determining the immediate dominator for each 
vertex. Recall that the immediate dominator of a vertex is 
unique, and it is the closest dominator of that vertex. In the 
dominator tree, the closest dominator of a vertex is its 
father. The steps for construction of the dominator tree are 
as follows. 

1. For every every vertex i, count the number of domina­
tors of i by summing the entries in the i1h column of 
DOM. This summation requires n2 processors and O{log 
n) time. 

2. For every vertex i, determine the immediate dominator 
of i. If i has d dominators then the immediate domina­
tor of i is a dominator of i that has {d-lJ dominators. 
This can be done in constant time using n processors. 

3. The father of every vertex i in the dominator tree is its 
immediate dominator. The root of the tree is r. 

The above procedure constructs the dominator tree 
from the matrix DOM in O{logn) time using n2 processors. 
The time and processor complexities are immediate from the 
steps given above, and the correctness is direct from the fol­
lowing lemma. 
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Lemma 3.2: Let d be the number of dominators of i. A 
dominator j of i is the immediate dominator of i iff j has 
(d-1) dominators. 

Proof: The number of ancestors of any vertex in the domi­
nator tree is equal to its dominators. Since the dominator 
tree is unique, the immediate dominator, which is the father 
of i in the dominator tree, must have {d-1) dominators. D 

4. Conclusions 

We have described an O{log2n) time algorithm for dom­
inators of a DAG that uses O{P1(n)) processors, where P1(n) is 
the processor complexity of computing the transitive closure 
of a directed graph. This improves the processor complexity 
of Savage's [6] algorithm, by a factor of n. Finally, it is 
worth mentioning that the algorithm presented here would 
require O(log n) time on a W-PRAM that allows simultaneous 
writing in the same memory location by more than one pro­
cessor. The only step in our algorithm that requires 
O(log2n) time is computing the transitive closure matrix. 
All other steps require O(log n) time. Since the transitive 
closure can be computed in O(log n) time on a concurrent 
write model [5], our algorithm would therefore require O(log 
n) time on a W-PRAM. 
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Abstract 

The design of parallel computations involves numerous 
decisions whose effect on execution efficiency is not im­
mediately clear. A Petri Net based model is presented which 
has the representational power to model a wide range of 
computations while retaining the flexibility to alter con­
figuration parameters with ease. The model can be used to 
predict optimal values for configuration parameters such as 
degree of parallelism and task granularity on the efficiency 
of the computation. 

1 Introduction 

This paper describes a model for representing and 
evaluating the performance of parallel computations. An im­
plementation of the model is being used to analyze the be­
havior of programs expressed using the Computation Struc­
tures Language (CSL), a language designed and imple­
mented at the University of Texas. 

The model can be used as a vehicle for studying the 
configuration space of a computation. A parallel computa­
tion [1] consists of a collection of programs (called tasks) 
and the specification of dependencies between them. The 
dependencies could be simple synchronization or sequencing 
relationships, constraint relationships such as mutual exclu­
sion for shared resources, or communication relationships 
signifying data transfer between two or more tasks. The per­
formance of a parallel computation is therefore architecture 
dependent, since different architectures would support these 
dependencies with varying degrees of efficiency. The basis 
for a model for parallel computations is to be able to predict 
the efficiency of execution of a parallel computation on a 
given architecture, and to study the effect of varying dif­
ferent configuration parameters of the computation. The 
configuration space of interest includes the following 
parameters: 

• shared memory/ message model: the interaction 
between the tasks of a computation can be 
specified using a message model, a shared 
memory model, or a mixture of the two. This 
choice is based on the support provided by the 
host architecture and the volume and size of the 
information being exchanged. 

*This research was sponsored by the Department of Energy un­
der grant number DE-AS05-81ER10987 and grant number DJ<.-:.. 
FG05-85ER25010. 

0190-3918/86/0000/0880 $01.00 © 1986 IEEE 

• granularity of a unit: the efficiency of the com­
putation is directly dependent on the size of each 
schedulable unit of computation. Larger units 
would usually reduce the amount of parallelism 
possible, while smaller units could entail ad­
ditional overheads of data movement. 

• computation structure: this includes the 
specification of synchronization and sequencing 
of the units composing the computation. 

• underlying or host architecture: all the earlier 
parameters are implicitly dependent on the 
choice of the host architecture. 

The model described here was initially designed to 
represent computations specified using the Computation 
Structures Language (CSL) ([2], [3]). CSL is a language that 
allows specification and programming of multitype, mul­
tiphase parallel computations. It supports dynamic structur­
ing of computations through multiple phases, each of which 
may display different types and degrees of parallelism and 
differing requirements for sharing of data and interprocess 
communication. The model is a direct abstraction from 
CSL. Each instance of a computation expressed in CSL has 
an equivalent representation using our model. CSL programs 
are directly derivable from the Petri Net model and vice 
versa. 

The proposed model is based on Petri Nets with exten­
sions to allow the representation and performance evalua­
tion of parallel computations. The extensions are predicated 
upon a performance evaluation viewpoint rather than a 
theoretical view of Petri Nets. Performance statistics for a 
computation are achieved by first expressing the computa­
tion in terms of the model, and then simulating the behavior 
of this net instance. The choice of a Petri Net based model 
allows most of the communication and synchronization 
primitives of the computation to be directly modeled. Any 
non-determinacy in the computation can also be easily cap­
tured in the model. Extensions are provided to allow 
dynamic structuring and scalability of the modeled com­
putation. 
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The rest of this paper is organized as follows. 
Section 2 gives a brief introduction of Petri Nets and high­
lights some of the previous work in this area. Section 3 con­
tains the definition and details of the proposed model, while 
the implementation is briefly described in Section 4. The 



utility of the model is demonstrated by means of an example 
in Section 5. 

2 Petri Nets 

Informally, a Petri Net [4] consists of two sets of ver­
tices (called places and transitions) in a bipartite, directed 
graph. Arcs connect places to transitions or transitions to 
places. If an arc exists from a place to a transition, the place 
is an input place for that transition. Similarly, if an arc ex­
ists from a transition to a place, the place is an output place 
for that transition. Places can contain tokens. One inter­
pretation given to Petri Nets is that places represent con­
ditions, transitions represent actions, and the presence of a 
token in a place represents the presence of that condition. 
The set of input places for a transition signifies the con­
ditions that should be present for that event to occur. The 
occurrence of an event is represented by the firing of a 
transition. For a transition to fire, all its input places must 
contain tokens, and upon firing, the transition removes one 
token from each of its input places and puts one token each 
in its output places. The state of the net is simply the dis­
tribution of tokens in the places of the net. Petri Nets are 
represented graphically as shown in Fig. 1 with the places 
shown as circles, the transitions as bars, and the tokens as 
dots. 

Token 

Figure 1: A Petri Net 

Extensive work has been done to include timing infor­
mation in Petri Nets. The most common addition is that of 
associating delays with transitions. When a transition begins 
to fire, it removes its input tokens as before, but places 
tokens in its output places only after a period of time equal 
to its delay value. E-nets [5] had fixed delays associated 
with transitions, Timed Petri Nets [6] allowed arbitrazy 
delays; while extensions to their model in [7] allowed state 
dependent delays. While these models are suitable for 
modelling parallel systems, they lack the ability to model 
data-dependent control flow with ease. 

An extension was proposed by Keller [8] to help model 
this control flow. His mo_del included a set of program vari-
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ables. Each transition had a transition procedure and predi­
cate based on the program variables. In addition to requir­
ing tokens on all input places, a transition was now con­
sidered enabled only if its predicate was true. Also, when a 
transition fired, its procedure was executed, thus altering 
the program variables. This model was designed for verify­
ing correctness properties of parallel algorithms, and did not 
include the notion of time. 

The model proposed in this paper attempts to combine 
these ideas, while also including additions to support fea­
tures such as dynamic structuring and scalability of com­
putations. 

3 PCM: A model for parallel computations 

This section contains a description of the model, along 
with some details of the simulation procedure used to do the 
performance evaluation. 

3.1 Definition 

The Parallel Computation Model (PCM) is defined by 
the three-tuple 

PCM = ( PN, V, TA ) 
where 

PN = (P, T, I, O), a Petri Net, where 
P = {p1 •..• pn}• a set of places,n ~ o 
T = {t1 •..• t•}. a set of transitions. m ~ o 
I ~ PxT, the transition input function 
O ~ TxP. the transition output function 

where P and T are disjoint 

V = {v1 .v2 •..• vr},a set of program variables 

TA = is a three-tuple <ll, ~. T>; 
and 

ncv> = <~1 cv>. ~2 cv> ..... ~.cv>}. 
a set of predicates, 

~(V) = {~1 (V), ~2 (V), .. ··~m(V)}, 
a set of procedures, 

T(V) = {r1 (V), r2 (V) •... ,rm(V)}, 
a set of delays. 

The basic underlying structure is the standard Petri 
Net PN. In addition, the model allows a set of program 
variables (V), and attributes associated with each transition. 

Each transition ti in the model defined above has a 

corresponding predicate ~i(V) and a transition procedure 

~i(V). The predicates are defined on program variables, and 

are used to enable transitions under the modified firing 
rules. The transition procedures also operate on elements of 
V and can be used to modify them. The function ri{V) 

specifies the delay associated with transition ti' and can also 

be a function of the .set of program variables. 



3.2 Firing Rules 

The definition of the model is completed by specifying 
the modified firing rules. Each place in the net is concep­
tually divided into an enable and a hold region (Fig. 2). 
This division helps in describing the behavior of the net. A 
transition can be in one of three states: disabled, enabled, 
and firing. The rules governing transition state changes are 
as follows. 

• A disabled transition ti is enabled if each of its 

input places contains at least one token in its en­
able region and the predicate 1ri(V) corresponding 

to the transition is true. 

• An enabled transition ti enters the firing state 

by moving one token in each of its input places 
from the enable to hold region. If this transition 
shares input places with other enabled tran­
sitions, they must satisfy rule 1 to remain en­
abled, failing which they become disabled. 

• A transition t. remains in the firing state for a 
I 

period of time specified by its delay function 
Ti(V).' A the end of this period, it removes one 

token from the hold region of each of its input 
places, and places a token in the enable region of 
each output place, and executes its associated 
procedure 1ri(V). It then returns to the disabled 

state. 

Enable Region 

i <=5 i>5 

Predicate 

Figure 2: Execution of Net 

Transition firings are no longer instantaneous, as in 
the case of standard Petri Nets. When a transition starts 
firing, it removes its enabling tokens , which can no longer 
contribute to the firing of any other transition. Tokens ap­
pear on the transition's output places only after a certain 
delay. There are two ways in which the firing of a transition 
can effect other transitions. When a transition starts firing, 
the removal of tokens from its input places could cause 
other enabled transitions to become disabled. Also, when a 
transition completes firing, it modifies the marking as well 
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as the state of the program variable vector, thereby causing 
other transitions to be either enabled or disabled. 

Transition predicates, procedures and program vari­
ables provide the means to represent standard looping and 
branching constructs with ease. Figure 2 shows the branch­
ing construct where the enabling of the two transitions is 
dependent on the current value of the program variable i -
both transitions can not be enabled simultaneously. 

The state of this system at any time is given by the 
current marking along with the vector of program variables 
and the vector of 'remaining firing times' for the transitions .. 
The marking expresses the 'control' state, while the program 
vector specifies the 'data' state. If a transition is in the 
process of firing, its remaining firing time specifies the 
period of time after which firing will be complete. If the 
transition is not firing, its RFT is zero. 

3.3 Hierarchical Modelling 

PCM supports hierarchical modelling by allowing tran­
sitions to be designated as subnets. A subnet transition is 
constrained to begin and end with special places called the 
start and stop places (Figure 3a). When the subnet tran­
sition begins firing, a token is placed in its start place, and 
the subnet becomes active. When a token appears in the 
stop place, the subnet ceases to be active. Only transitions 
in active subnets can fire .. 
In addition, subnets can be parameterized in two ways. A 
subnet can have a set of parameters which cause the entire 
subnet to be replicated upon its activation. Subnets can also 
contain special places which have parameters associated 
with them. When the subnet becomes active, these places, 
along with their connecting arcs, are expanded to produce 
simple places. In Figure 3a, P2(i,j) is a parameterized place 
with j ranging from 1 to i. When this net becomes active, all 
parameters are applied to the nodes of the net, resulting in 
the net shown in Figure 3b. Dynamic structuring of the 
graph can be achieved by using program variables as 
parameter ranges. 

4 Model Behavior 

The PCM simulator package has been implemented in 
C on a SUN workstation. A menu-driven graphics front-end 
is provided to create and modify net instances. The current 
implementation supports a wide range of net attributes. 
Transition delays can be specified either as instantaneous 
(zero delay), fixed delay, or random based on exponential or 
uniform distributions. In addition, the delays can be ex­
pressed as functions of the program variables. The tran­
sition procedures and predicates are specified as standard C 
functions, which are precompiled. Places have types as-

. sociated with them to specify the kind of performance 
values expected from them. For example, a place modelling 
·a queue would yield figures on throughput, mean wait and . 
service times, etc. The length of the simulation run is 
specified by the user. The simulation proceeds by moving 
time-stamped tokens through the net and collecting timing 



- Start 

Tl(i) 

Pl(i) 

T2(i) 

- Stop 

(a) 

(b) 

Figure 3: Subnets 

information at the places. Alternately, a state history of 
the execution of the net is maintained, which can be used to 
determine the sequence of events in the computation. The 
simulator has been validated using analytical results ob­
tained using the Stochastic Petrinet Analyzer [9). 

5 An Example 

In this section, the utility or the model is 
demonstrated by means or an example. The computation, 
suggested by J. Dongarra and D. Sorensen of Argonne Na­
tional Laboratories, is the solution of a lower triangular 
matrix: 

Tx=b 
where T is an nxn lower triangular matrix, x and b are n-
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Xl 

X2 

Xn 

T x B 

N = No. of Blocks 

s = size of each block 

Figure 4: A Triangular Solver 

vectors. The algorithm used is to decompose the matrix 
into blocks as illustrated in Figure 4. There are three types 
of tasks in the computation: init, solve and matvect. The 
tasks a.re described next: 

init(i) 

solve(i) 

ma.tvect(j, i) 

initializes one block row of the system. 

triangular ·solver for the ith triangular 
diagonal block. It solves for xi in the sys­

tem: 

Tiixi =bi 
This can be done only after all matvect 
tasks for row i have completed. Observe 
that solve(l) (solve for block 1) can begin 
immediately after initialization, and does 
not depend on any ma.tvect tasks. 

executes the transformation 
T .. x. - b. -> b. 

JI l J J 
on the jth block in column i. This step 
ca.n only be executed if solve(i) has been 
completed. 

Figure 5 shows the CSL program which specifies the above 
computation. The CONSTRUCT statement contains 
declarations of the tasks, shared variables and communica­
tion channels involved in the computation. The declaration 
of Solve, for example, specifies N tasks Solve(l), 
Solve(2) ... Solve(N). All Solve tasks are identical, and their 
compiled (object) code is found in file C2. A list of shared 
objects accessible to each task completes the specification of 
the Solve tasks. The Matvect tasks process the non­
diagonal blocks of the matrix. Associated with each Mat­
vect is a boolean task condition which is set after each ex­
ecution of the task. 
The program starts off N parallel streams, as denoted by 
the outer COBEGIN. Each parallel stream begins by ex­
ecuting a diagonal (solve) task first, a.nd then all non­
diagonal (matvect) tasks in that column in para.lie! (inner 
cobegin). The WAIT statement ensures that the execution of 
each solve task begins only after all matvect tasks in its row : 



JOB Triangle; 

VAR N : integer; 

BEGIN 
N := 4; 
CONSTRUCT 

TASKS 
Init(i) : C1 [ T(i,j), X(i) 

RANGE j = 1 to i, 
i = 1 to N; 

Solve(i) : C2 [T(i,i), X(i) 
RANGE i = 1 to N; 

Matvect(i,J) : C3[T(i,J), X(i), X(j)] 
CONDITION C(i,j) 

RANGE j = 1 to i-1, 
i = 1 to N; 

END; { CONSTRUCT } 

WITH T(i,j), X(i) DO 
EXECUTE Init(i) RANGE j = 1 to i, 

i = 1 to N; 

COBEGIN 
( II WAIT C(i,j) RANGE j = 1 to i-1; 

WITH X(i), T(i,i) DO 
EXECUTE Solve(i); 

COBEGIN 
(II WITH T(j,i), X(j) : X(i) DO 

EXECUTE Matvect(j,i) 
) RANGE J = i+1 to N; 

CO END 
RANGE i = 1 to N; 

COEND; 
END. 

Figure 5: CSL Program for Triangular Solver 

signal their completion by setting their task conditions. 
The statement: 

WI'Ili T [j , 1]. X [j] : X [1] DO 
EXECUTE Matvect (j,1); 

specifies that the task matvect requires exclusive access to 
shared objects T[j,i] and XU]; and wishes to use X[i] in read­
only, or non-exclusive mode. Finally, the CSL program 
demonstrates the power of the RANGE statement as a con­
struct for parameterizing the computation. 

The equivalent representation of the computation in 
the PCM model, shown in Figure 6, consists of four subnets. 

9 
Initarray 

Solution 

(a) 

X(i) 

(b) 

i= 1..N 

T(i,i) 

(c) 

matvect(j,i) 

C(j,i) 
(d) 

Figure 6: PCM solution 
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Figure 6(a) shows the top level decomposition of the com­
putation into the initialization phase (Initarray), and the 
solution phase (Solution). Initarray (Figure 6(b)) models N 
parallel streams, with each stream containing one execution 
of !nit. The place T(i,j) is parameterized, and is expanded 
when the subnet becomes active. For example, if i is 3, T(i,j) 
would be expanded to T(3,1), T(3,2) and T(3,3). The subnet 
Solution, shown in Figure 6(c) models the rest of the com­
putation. Each solve task solve(i), requires exclusive access 
to T(i,i) and X(i), and can execute only after conditions 
C(i,1), C(i,2) .. C(i,i-1) are set. After completion of solve(i), 
subnet Column is activated, which models the matvect task 
executions. The transition Acquire is used to gain exclusive 
access to shared objects T(j,i) and X(j), and non-exclusive 
access to X(i). The non-exclusive access is modelled here by 
merely copying the contents of X(i) into local memory. A 
more elaborate reader-writer scheme could be modelled by 
means of auxiliary program variables and appropriate tran­
sition predicates and procedures. 

To calculate the delays in the model, the following ar­
chitectural model is assumed. The system contains several 
independent processors, each with sufficient local memory. 
In addition, all processors can access a shared memory, and 
can set locks on parts of this memory. Access times are as­
sumed to be equal for both local and remote accesses. The 
only overhead for remote accesses is for setting or releasing 
locks. Figure 7 shows the delays assumed for some opera­
tions. Also shown are delays associated with the transitions 
of the model, in terms of the size of each block. 

The simulation results presented here are for a 48x48 
system. The execution speed is measured for different values 
of N, the number of blocks. Figure 8 shows the various ex­
ecution speeds as N is varied from 1 to 6. The structure of 
the computation is such that the parallelism is mostly con­
tained in the concurrent executions of the matvects for a 

Operation 

multiply + add (V) 
acquire/release shared memory (c) 
local store in memory (1) 
copy from shared memory (r) 

For block sizes, 

matvect 

Solve 
Acquire 
lnit(i) for ith row 

30 
10 
5/element 
IO/element 

s2V + 2c 

s2V/2 + 4c 
rs+ 4c 
ls(s(i+I/2) + 1) 
+ 2(i+I)c 

Figure 7: Delays associated with some operations 

column. This explains the limited speedup when N is in­
creased from 1 to 2. The small speedup that does appear 
seems to be due to the parallelism in the initialization tasks. 
As N is increased to 3 and 4, a substantial decrease in ex­
ecution time is observed. Eventually, the bottleneck is due 
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to conflicts for access to X(i) 1· y all matvect tasks in column 

I. 

Using the powerful parameterization features provided 
in this model, the simulations can be repeated for various 
values of N with no changes to the net itself. The model is 
also capable of evaluating resource utilizations for com­
munication channels and throughputs at various points in a 
computation, which can be used to determine bottlenecks in 
the computation. 

425 

375 

'<ii' 325 ., 
~ 
~ 275 ., 
~ 

225 

115 
4 

No. of Partitions 
6 

Figure 8: Execution Time vs No. of Partitions 

6 Conclusions 

In this paper, we have presented a model for represen­
tation and performance evaluation of parallel computations. 
In addition to modelling the algorithm behavior, the model 
incorporates features to study the execution overheads such 
as synchronization and communication delays. The model 
provides a vehicle for studying the configuration space of a 
given parallel computation, and deciding which configura­
tion is most suitable for a given computation and architec­
ture. 

The parameterization mechanism described here leads 
to a powerful and compact representation which is ex­
tremely flexible. Dynamic graph structures can be 
represented using this parameterization scheme. Only small 
changes need to be made to a model instance to vary 
parameters like the granularity of a task or the degree of 
parallelism. 

The model has been designed to provide a straight for­
ward mapping from CSL programs to net instances. This 
mapping could be automated, providing a useful tool for 
analyzing and debugging CSL programs. A unique element 
of this modelling system is that it models the execution of 
programs, thus capturing the effects of different represen­
tations of algorithms. The Petri Net model is directly 
coupled to CSL constructs and vice versa. 
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* Parallel Parsing on a One-Way Array of Finite-State Machines 
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Abstract. We show that a one-way two-dimensional 
iterative array of finite-state machines can recognize and 
parse strings of any context-free language in linear time. 
What makes this result interesting and rather surprising is 
the fact that each processor of the array holds only a fixed 
amount of information (independent of the size of the input) 
and communicates with its neighbors in only one direction. 
This makes for a simple VLSI implementation. Although it 
is known that recognition can be done on such an array, 
previous parsing algorithms require the processors to have 
unbounded memory, even when the communication is two­
way. 

1. Introduction 
The parallel recognition of context-free languages by 

iterative arrays of finite-state machines was first considered 
in (11], where it was shown that context-free languages can 
be recognized by two-way two-dimensional iterative arrays 
in linear time. The construction in [11] is a parallel imple­
mentation of the well-known Cocke-Younger-Kasami 
(CYK) dynamic programming algorithm for recognizing the 
strings generated by a context-free grammar in Chomsky 
normal form [1]. Later in [10], the problem of computing 
the cost of an optimum binary search tree was shown to be 
solvable by a one-way two-dimensional array of 
unbounded-memory processors in linear time. It follows 
from the construction in (10] that context-free language 
recognition can also be done on a one-way two-dimensional 
iterative array (see, e.g., [3]). A recognition algorithm akin 
to the CYK algorithm is Earley's algorithm [1]. The advan­
tage of the latter algorithm is that it does not require the 
context-free grammar to be in Chomsky normal form. A 
parallel implementation of Earley's algorithm was recently 
reported in [2]. Both recognition and parsing were 
considered, and detailed VLSI implementations were 
described. The structure of the iterative array implementa­
tion of the recognition algorithm is similar to that in [10] 
with each processor of the array being finite-state. How­
ever, the array implementation of the parsing algorithm 
required the processors to store and manipulate data which 
grow with the length of the input string being parsed. This 
is because of the way the parse is generated: the "indices" 
specifying the decompositions of the input string in the 
dynamic programming method are stored in the processors. 

* This research was supported in part by NSF Grant MCS 
83-04756. 0. H. Ibarra was also supported by a John 
Simon Guggenheim Memorial Foundation Fellowship. 
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Moreover, each processor must be capable of comparing 
index values, thus making the "control mechanism" (for 
transmitting and distributing data) of the array more com­
plex. Thus, the parallel parser in [2] is not finite-state and 
its VLSI hardware implementation is not as simple as the 
one for recognition. 

In this paper, we show that we can produce the parse 
without storing the "indices". In fact, we show that both 
recognition and parsing can be carried out on a one-way 
two-dimensional iterative array of finite-state machines 
(2DIA) in linear time. Because the array is finite-state, the 
processor's logic is simple and independent of the input size. 
This, together with the one-way communication, makes 
VLSI implementation simpler. 

A 2DIA (4] is shown in Figure 1-(a). It consists of an 
nXn array of identical finite-state machines (nodes) that 
operate synchronously at discrete time steps by means of a 
common clock (not shown in the figure). The node at the 
upper right hand corner receives the serial ·input 
a1a2 · · · an$ beginning at time 0. The serial output 
b1 b2 · · · bk$ is observed from the node at the lower left 
hand corner, and is output beginning at time 2n-1. Thus, b; 
occurs 'at time 2n-2+i. (Note that all nodes generate out­
puts, but only the output of the node at the lower left hand 
corner is observed.) The a;'s and b/s come from finite input 
and output alphabets I: and .6., respectively. Both input 
and output strings are terminated by a special endmarker 
$, which is not in I: U .6.. We assume that, unlike the a;'s, $ 
is not "consumed" when read by the array, and is always 
available for rereading. The state and outputs of a node at 
time t are functions of its state and the states of its neigh­
bors (or the external input in the case of the node at the 
upper right hand corner) at time t-1. At time 0, each node 
is in a distinguished quiescent state q0, with its outputs set 
to the blank symbol >-.. It remains in this state until one of 
its neighbors enters a non-quiescent state. The 2DIA has 
time complexity T(n) on input a1a2 • • · a 0 $ if it outputs $ 
after at most T(n) steps. Clearly, T(n)2::3n-1. We note 
that the 2DIA and the triangular array of Figure 1-(b) are 
equivalent. Clearly, the former can simulate the later. For 
the converse, the triangular array simulates in parallel the 
computations of the nodes that overlap when the 2DIA is 
folded along its diagonal. Our algorithms will be carried 
out on 2DIA's, since they are more convenient to use in our 
constructions. It is clear, however, that they can also be 
carried out on triangular arrays. 

The 2DIA, being finite-state and one-way, is not so 
easy to program. Concurrency and synchronization of 



processes are not easy to handle. Thus, for the proofs, we 
use an equivalent formulation of the 2DIA in terms of a res­
tricted type of uni-processor sequential machine called 
2DSM [7,8) (see Figure 2). The 2DSM consists of a finite­
state control, with an input terminal from which it receives 
the serial input a1a2 · · · an$ and an output terminal from 
which the serial output b1b2 • · · bk$ is observed. As in a 
2DIA, we assume that $ is not consumed when read by the 
machine and is always available for rereading. The 2DSM 
operates on a two-dimensional worktape of n X n cells. Ini­
tially, all cells of the worktape are set to .>.. The 2DSM 
operates in sweeps as shown in Figure 3. A sweep begins 
with the machine in a distinguished start state <lo and the 
read-write head (RWH) scanning the rightmost cell of the 
first row. The machine then reads an input symbol and 
scans the first row from right to left. For each cell scanned, 
the machine rewrites the cell, outputs a symbol, and 
changes state (except into <lo)· When the machine has pro­
cessed the leftmost cell, the RWH is reset to the rightmost 
cell of the next row in state <lo· The operation is repeated 
for all other rows. After scanning the bottom row, the 
RWH is reset to the rightmost cell of the first row to begin 
the next sweep. (Thus, a sweep begins at the rightmost cell 
of the first row and ends at the leftmost cell of the bottom 
row.) The RWH has the following capability: when scan­
ning a cell in some row, it can also read (but not rewrite) 
the content of the cell directly above the cell currently 
scanned. The output symbols b1, .•. , bk,$ are the outputs 
produced by the leftmost cell of the bottom row. The 
2DSM has sweep complexity S(n) on input a1a2 · · ·an$ if it 
outputs$ after at most S(n) sweeps. Clearly, S(n);;:::n+l. 

In (7,8), the following result was shown: 

Theorem 1. Let T(n) ;;::: 3n-1. If M1 is a 2DIA with time 
complexity T(n), then we can effectively construct an 
equivalent 2DSM M2 with sweep complexity T(n)-2n+2, and 
conversely. 

Thus, we need only show the constructions on a 2DSM, 
since automatic conversion to the corresponding 2DIA is 
guaranteed by the constructive proof of this result. 

2. Context-free Language Recognition 
and Parsing on a 2DIA 

Our construction is based on the CYK algorithm [l). 
The same techniques should apply to Earley's algorithm [l). 

Let G = (N, E, S, P) be a context-free grammar 
(CFG), where N and E are finite nonterminal and terminal 
alphabets, respectively, S EN is the start symbol, and P is 
a finite set of productions (or rules) in Chomsky normal 
form. Thus, the productions in P are of the form A-Be or 
A-a, A,B,C E N and a E E. Let L(G) denote the language 
generated by G. For any string x = a1a2 · · ·an, n;;:::1 and ai 
E E, let Q(i,j) = {A I A E N and A 9 aiai+l · · · ai}, 
l:=:;i:g:=:;n. Then, Q(i,i) = {A I A E N and A-ai E P}, 
l:::;i:::;n, and Q(i,j) = U Q(i,k)·Q(k+l,j), l:=:;i<j:=:;n, where 

iSk<i 
X·Y = {A I (B B,C) (B EX, C E Y, and A-Be E P)}. The 
CYK algorithm builds table Q by dynamic programming. 
Then, x E L(G) if and only if SE Q(l,n). 

The above algorithm can be modified so as to also out­
put a parse of x if x E L(G). This is accomplished by associ­
ating with each Q(i,j) another set R(i,j) containing "rules" of 
the form [A-BC) or [A-a], A,B,C E N and a E E. The 
R(i,j)'s are computed as follows. Suppose that A becomes a 
member of Q(i,j), i<j, as a result of the rule A-Be, B E 
Q(i,k) and C E Q(k+l,j), for some i:=:;k<j. Then [A-BC) is 
in R(i,j). Similarly, if A becomes a member of Q(i,i) as a 
result of the rule A-ai, then (A-ad is in R(i,i). Note that, 
in fact, the Q(i,j)'s need not be computed, since they can be 
derived from R(i,j)'s. (Q(i,j) is simply the set of all nonter­
minal symbols appearing on the left-hand sides of rules in 
R(i,j).) 

Figure 4-(a) gives an example of a CFG G. For input 
x = baaba, the table R of R(i,j)'s is shown in Figure 4-(b) 
(ignore the *'s for now). Observe that baaba is in L(G) since 
R(l,5) contains at least one rule whose left-hand side is S. 
The same table, with the entries relabeled, is shown in Fig­
ure 4-(c). 

If x E L(G), a parse tree of x can be obtained by back­
tracking. That is, one starts by choosing from R(l,n) a rule 
of the form [S-AB]. Then, for k = 1, ... , n-1, R(l,k) and 
R(k+l,n) are searched for rules of the form (A-CD] and 
[B-EF), respectively. (IC the search is successful for more 
than one value of k, one is chosen arbitrarily.) The process 
is repeated for each newly found successor until the R(i,i)'s 
are reached. Figure 4-(d) gives a parse tree of the string x 
= baaba, obtained by backtracking on the table R of Figure 
4-(b). In each node, the number below the rule represents 
the set from which the rule was chosen. (The chosen rules 
are also marked * in Figure 4-(b).) The parse itself can be 
specified in several ways. For our purposes, we shall output 
the right parse of the input string, which is obtained by 
traversing the parse tree in reverse preorder. For the given 
example, the right parse is [S-BC], [C-AB), [B-CC), 
[C-a), [C-AB), [B-bJ, [A-a), [A-a), [B-bJ. Thus, the 
right parse is obtained from the sequence of nodes 15-14-
12-5-8-4-3-2-1. 
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We now show that the above parsing algorithm can be 
carried out on a 2DSM operating in O(n) sweeps. It then 
follows that the corresponding 2DIA also operates in linear 
time. The construction is complicated by the fact that the 
2DSM is finite-state, since in this case it cannot store 
numbers whose values grow with n. As we shall see, this 
restriction makes the generation of the parse quite difficult. 
To simplify the presentation, we only illustrate the con­
struction by means of an example, using table R of Figure 
4-(b). 

Let M be a 2DSM. Without loss of generality, assume 
that M has a worktape consisting of 3nX3n cells. (The 
worktape can always be reduced to nXn by simulating a 
3X3 subarray in one cell.) Each row of the worktape is 
divided into three tracks. M operates in several phases: 
Table Construction, Tape Reversal, Regeneration, Parse­
Tree Extraction, and Outputting of the Right Parse. 

Table Construction. M starts by constructing table R on 
the first track of the worktape. The operation of M during 
this phase is a modification of that given in [8] (where only 
context-free language recognition was considered). The idea 



is to compute the entries on the ith diagonal of the table 
(Figure 4-(c)) during the ith sweep of M. Figure 5 shows the 
pattern we wish to achieve. The jth row of sweep i, l~j~i, 
computes the jth entry of diagonal i of the table (starting 
with the topmost entry). For instance, during sweep 3, M 
computes S, 7 and 10 in rows 1, 2 and 3 of the worktape, 
respectively. Note that an entry is computed only after 
forming the "convolving" pairs on which it depends. For 
example, in the third sweep, 10 (represented by the pair 
(10,10}) is computed by first forming the pairs (7,1) and 
{S,6} on the first two cells of the row. 

A careful study of the profile will reveal how M should 
generate the pairs. Except for the leftmost pair of each 
row, the left element of each pair is propagated diagonally 
downwards (i.e., one row down and one cell to the left). 
The right elements of the pairs are obtained by shifting 
them one row down during each subsequent sweep. The 
leftmost pair of each row is simply the value of the entry 
computed on this row. All of these actions can be per­
formed by M. However, a problem arises when generating 
the left element of the first cell of each row. For instance, 
consider rows 3 and 4 of sweep 4 of the profile. The pair 
(11,1) in row 4 can only be formed by propagating 11 of the 
pair {11,11} in row 3 into this pair. However, M cannot 
pass information from left to right since it changes states 
only during a right-to-left row scan. This problem is over­
come by using the following "folding technique". The idea is 
to fold the profile of each sweep along the dotted lines 
shown in Figure 5. The folded profile is shown in Figure 6. 
As a result of the folding, all the necessary propagation and 
shifting of elements can now be performed by M. For 
instance, in sweep 4 of the profile, pair {11,1} is now directly 
below pair (11,11}. Hence, 11 can be propagated from the 
latter pair to the former during a right-to-left row scan of 
M. Figure 7 gives the rewriting rules necessary to achieve 
the folding. In the figure, the boxed cell is the cell currently 
being rewritten; the solid (dotted) arrow means: copy the 
current (previous) contents. Thus, the right element of a 
pair is obtained from the previous right element of a pair in 
the row above it. The second track is used to hold these 
previous values. 

While performing the above steps, M also creates, on 
the third track, a table T whose ith row, l~i~n, is simply 
the bottom row of sweep i of M (see Figure 8). Thus, at the 
end of n sweeps M has the last sweep profile of Figure 6 on 
the first track and table T on the third track of the work­
tape. When $ is first read (on the (n+l)st sweep), M can 
then check whether 15 has a rule whose left-hand side is S 
(the start symbol). If no such rule exists, M outputs "error" 
and halts. Otherwise, it chooses one such rule, marks it by 
*, and proceeds to the next phase. 

Tape Reversal. During this phase, M reverses the tape 
contents by first reversing the rows, then the columns of the 
worktape. To reverse the rows, M proceeds as follows. 
When $is first read (on the (n+l)st sweep), M rewrites the 
rightmost cell of the first row by '-' and stores the previous 
contents of this cell on the left end of the row (i.e., after the 
last 'B'). (M in fact stores the previous contents in reverse. 
That is, if the previous contents were (a,b)(c,d), then M 
stores (d,c)(b,a)). M also marks the left end of the row by 
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@. The same is done for all other rows. In succeeding 
sweeps and for each row, M moves past the '-'sand rewrites 
the first cell encountered by '-'. It then stores the previous 
contents of this cell in the cell marked @, while shifting the 
tape contents to the left. M repeats the process until the 
next cell to be rewritten is the one marked @. The tape 
profile of M after reversing the rows is shown in Figure 9-
(b ). Next, M reverses the columns. The steps carried out 
are the same except that they are done vertically (see Fig­
ure 9-(c)). M also marks the bottom row of the table by@. 
This phase takes 2n sweeps to complete. The configuration 
of the worktape after reversal is shown in Figure 10. 

Once the tape contents have been reversed, M gen­
erates a parse tree of the input string by backtracking. It 
does this by performing the next two phases simultaneously. 

Regeneration. During this phase, M regenerates the 
sweep profiles shown in Figure 6 in reverse order starting 
with sweep 5. In general, M can regenerate the profile of 
sweep i from the profile of sweep i+l and from table T. For 
instance, to regenerate the profile of sweep 4, M starts by 
erasing the top row of the current profile and replacing the 
right elements of the pairs in the second row by the 
corresponding elements in the second row of table T. The 
left elements of the second row and the pairs of the remain­
ing rows are obtained by shifting and propagating the 
entries according to the rules given in Figure 12, which are 
essentially the "inverses" of the rules given in Figure 7. 
Again, the boxed cell represents the cell currently being 
rewritten; the solid (dotted) arrow means: copy the current 
(previous) contents. The same steps are carried out to 
regenerate the remaining sweeps. In each case, the top row 
of the current profile is erased, and the right elements of 
the next row is replaced by the right elements in the 
corresponding row of table T. The left elements of the row 
and the pairs of the remaining rows are formed using the 
rules in Figure 12. The regeneration phase terminates after 
the bottom row of the table has been erased. To know 
when this happens, M does the following. At the start of 
the regeneration phase, M initializes a marker on the right­
most cell of the top row ((15,15)(15,15} in Figure 11). In 
each subsequent sweep, it shifts the marker one cell to the 

left. The regeneration phase terminates when the marker 
moves past the leftmost column of the table. 

Parse-Tree Extraction. While executing the regeneration 
phase, M simultaneously performs a marking phase through 
which it extracts a parse tree of the input string. Recall 
that at the end of the table construction phase, M has 
marked by * a rule in 15 which has S (the start symbol) on 
its left-hand side. This rule is the root of the parse tree 
generated by M. The rest of the tree is generated as fol­
lows. When scanning a row, M checks if the rightmost 
(non-'B') entry has a rule marked *. If no rules are marked, 
M writes '-' at the left end of the row. Otherwise, the rule 
is either of the form [A-+a] or [A-+BC]. In either case, M 
remembers the rule in its state and writes the rule at the 
left end of the row. In addition, if the rule is of the form 
[A-+BC], M does the following. While moving left on the 
worktape, M searches for the first pair of entries (X,Y) in 
which B appears on the left-hand.side of a rule in X and C 



appears on the left-hand side of a rule in Y. Let the two 
rules be [B-+DE] and [C-+FG]. M then marks both 
[B-+DE] and [C-+FG] by*. 

During the regeneration phase, the entries (along with 
any marked rules) are shifted and propagated according to 
the transition rules given in Figure 12. Thus, at some point 
an entry with a marked rule will reach the rightmost (non­
'B') cell of some row. 

The execution of the above steps results in the genera­
tion of a matrix of rules, as shown in the last sweep profile 
of Figure 11 (to the left of the dotted vertical line). This 
represents essentially a parse tree of the input string (see 
Figure 4-(d)). This phase terminates at the same time as 
the regeneration phase. 

Outputting the Right Parse. What remains to be done is 
to output the right parse itself. Intuitively, this can be 
done by scanning the matrix of rules one column at a time, 
starting with the rightmost column. Within each column, 
the rules are output one at a time, starting with the top­
most one. However, a problem arises because M cannot tell 
when it has exhausted one column and proceed to the next. 
To overcome this problem, M performs a "shift-and­
accumulate" phase during which the matrix is shifted down­
wards and the rules are accumulated on the bottom row of 
the matrix. (The bottom row of the matrix is marked @ at 
the end of the column-reversal phase.) The details of this 
phase are shown in Figure 13. The bottom cells can hold at 
most two rules. The cell acts as a queue so that when a 
rule is shifted into a cell which is already full, the first rule 
shifted in is taken out and passed to the next cell. Note 
that there are exactly 2n-l rules in the matrix, and these 
can all be accommodated in the bottom cells. This "shift­
and-accumulate" phase can be performed by M in n sweeps. 
Once completed, M can then output the right parse of the 
string by outputting the rules from right to left. (Note that 
the output is observed at the bottom row of the worktape, 
which is different from the bottom row of the matrix. In 
this case, M simply outputs the same rule in each of the 
remaining rows of the tape.) We leave it to the reader to 
verify that outputting the rules in this order does indeed 
give the right parse of the input string. 

M takes 7n sweeps to complete the computation. The 
corresponding . 2DIA has time complexity 9n-2. Thus, we 
have 

Theorem 2. Context-free langua,ge recognition and parsing 
can be carried out on a 2DIA in linear time. 

Remark 1. The 2DSM described above can be made to 
operate in time (n+l)-tin for any real number E>O, by 
simulating k sweeps in one sweep and allowing the machine 
to output k symbols at a time. It follows from the charac­
terization that the 2DIA can be made to operate in time 
(3n-l)+En. 

Remark 2. Strings of length less than n can also be 
recognized/parsed by the 2DSM. This follows from the fact 
that the length of the input determines the size of the table 
built by the 2DSM during the table construction phase. 
Moreover, during the outputting of the parse, the answer is 
propagated to all rows lying below the table. 
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3. Conclusion 
We have shown that context-free language 

recognition/parsing can be carried out on a 2DIA in linear 
time. One can show that a (one-way) 2DIA operating in 
linear time can be simulated by an unbounded two-way 
2DIA (Figure 14) also operating in linear time. Moreover, 
the computation of the two-way 2DIA can be sped up to 
operate in time (n+l)+En, for any real number E>O [7]. It 
follows that CFL recognition/parsing can be carried out on 
a two-way 2DIA in (n+l)+En time. 

Our techniques are applicable to other problems 
involving dynamic programming, e.g., to the problem of 
finding approximate patterns in strings [14,15], the string­
to-string correction problem [12,16], the longest common 
subsequence (LOS) problem [5,6,12,16], dynamic time warp­
ing, optimum generalized alignment, error-correction, etc. 
[13]. For these problems, we are interested in the "parse", 
rather than the value, of an optimal solution. For example, 
for the LOS problem, what we require as output is an LOS 
of the two given strings, not its length. If only the value of 
an optimal solution is required, the problems can be carried 
out in linear time on a one-dimensional array of non-finite­
state processors [9]. 

[l] 

[2] 

[3] 

[4] 

[5] 

[6] 

[7] 
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Figure 4. (a) A CFG G; (b) Table R for x = baaba; 
(c) Table R, relabeled; (d) A parse tree for x = baaba. 
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Figure 7. Rewriting rules for M during 
the table construction phase. 
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ABSTRACT 

The recent advances in computer architec­
ture for image processing will provide unpre­
cedented systems capabilities in the upcoming 
decade. Among the most significant aspects of 
the architectures will be their increasing ability to 
process image data in a parallel fashion. This 
paper presents a new computing architecture 
called "DRAFf" (Dynamically Reconfigurable 
Architecture for Factoring Things) used in paral­
lel processing of image data structures. Further­
more, we show that quadtree data structures can 
be processed efficiently on this new parallel com­
puting architecture. Algorithms are given for 
constructing and pruning the quadtree structure 
and for findings neighbors in a parallel fashion. 
The computational requirements of the "DRAFT' 
system in image processing are examined and 
their analysis is presented in detail. 

INTRODUCTION 

The quadtree has received much attention 
in recent years as an efficient data structure for a 
variety of image processing applications. Recur­
sively defined a quadtree may be empty or it may 
consist of a root with either none or exactly four 
sons consisting of quadtrees. For this paper a 
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region will be the BLACK portion of a 2**n x 
2**n array made up of a unit square pixels 
colored BLACK or WHTIE. A sample region is 
presented in Fig. 1 and its quadtree is given in 
Fig. 2. We define a node in a quadtree to be a 
record containing the following fields. If P is a 
(pointer to a) node and D is in the set of direc­
tions {NW ,NE,SW,SE}, then we may define the 
fields as follows. COLOR(P) has value WHITE 
or BLACK for a leaf, GRAY for an interior node. 
SON(P) (pointer to) a collection of four nodes 
which are the sons of P in each direction; NIL if 
no such node exists. FATHER(P) (pointer to) 
the father of P; NIL if P is the root. PA TH(P) a 
path code recording the position of the node as an 
encoded series of directions from the root to the 
node as proposed by Jones, Raman and Iyengar 
[l, 2). The (pointer to the) root of the quadtree 
will be denoted by ROOT. In our figures, the 
offspring of a node are drawn in the canonical 
order NW-NE-SW-SE. 

Many algorithms have been written to pro­
cess patterns stored as quadtrees. Important to 
these algorithms are procedures which allow 
determination of the neighbors of any given non­
gray node. These "neighbors" are the closest 
nodes in any of four directions, referred to as 
N,E,S, and W. An algorithm for traversing a 
quadtree to find these neighbors is given in 
Samet[3]. For a broader treatment of quadtree 
related research see [4, 5, 6, 7, 8). 



This paper presents a scheme for perform­
ing quadtree functions in parallel on a new type 

of architecture called the DRAFf arehitecture. 
We begin with a brief overview of the architec­
ture in section two. Section three outlines several 
programming concerns designed to maximize 
parallelism. Next a parallel data structure for 
representing quadtrees in a DRAFf machine is 
presented in section four, followed by an algo­
rithm for building these structures from raster 
input in section five. Section six demonstrates 
parallel operation in the DRAFf environment 
with a sample neighbor find algorithm. An 
analysis of the expected performance improve­
ment for common quadtree operations is provided 
in section seven. 

Figure 1 

Figure 2 

A HORIZONTALLY RECONFIGURABLE 
ARCIUTECTURE (DRAFr) 

The DRAFI' is an extended word length 
machine, 256 bits in the current implementation. 
This 256-bit word is constructed of 32-bit slices. 
A switching network is placed between each of 
the slices and is controlled by an 8-bit field in the 
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microinstruction word. By setting or resetting the 
bits in this field the microprogrammer can at the 
micro-instruction level join one or more adjacent 
slices into a single processing unit or separate 
them into independently operating parallel pro­
cessors. Thus the machine is horizontally 
reconfigurable along its word length into any 
combination of processing elements which can be 
constructed by joining adjacent slices. Possibili­
ties range from a single 256-bit processor to eight 
32-bit processors. For clarity we will refer to 

processing elements constructed in this manner as 
segments and the underlying 32-bit building 
blocks as slices. Figures 3 - 5 illustrate the details 
of the DRAFf architecture machine. 

FIG. 
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As stated, the slices and hence the segments 
configured from the slices are independently pro­
grammable. The major components of each slice 
include a control RAM and instruction pipeline, a 
32-bit ALU built from VLSI bit-slice devices, a 
64k-by-32-bit data RAM, and the switching cir­
cuitry necessary for constructing segments. The 
local control and data RAMs provide each seg­
ment with an instruction and data stream separate 
from the other segments in a given configuration. 
When combined into a segment, the control 
RAMs of each slice are simply programmed with 
the same instruction. The data RAMs of adjacent 
slices combine into higher- and lower-order 32-
bit pieces of the segment data word 

Two components of the DRAFf machine 
which are global to the slices are the microin­
struction sequencer and the global condition mul­
tiplexer. The microinstruction sequencer broad­
casts a common next instruction address to all 
segments and is itself programmed with a 
separate sequencer instruction. The resulting pro­
gram structure is unique in that a single control 
structure encloses parallel operations taking place 
within different processors of the same machine. 

To provide for conditional execution of the 
segments, a slice level control mechanism is 
added by the global condition multiplexor. 
Between the slices and the global sequencer is a 
hierarchical arrangement of condition codes. At 
the bottom of this hierarchy is the slice level con­
dition code bit This bit is set by a combination 
of inputs, including the status output from the 
ALU, a slice level condition mask which selects 
the appropriate status output, and the segmenta­
tion word which propagates condition codes from 
the high-order to low-order slices within a seg­
ment 

The sequencer requires a single binary con­
dition code to control branching within the global 
control structure. The function of the global con­
dition mux is to generate the logical AND and 
logical OR combination of the local condition 
codes and to select under program control the 
appropriate combination for use by the sequencer. 
Thus, transfer of control instructions for the 
sequencer have, instead of the conventional con­
ditional and unconditional analogs, unconditional, 
conditional all slices, and conditional any slice 
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versions. The slice level control structure is 
implemented as conditional and unconditional 
analogs of all slice operations. Unconditional 
versions operate as normal instructions, while 
conditional analogs execute only so long as the 
local condition code is false. Once the local con­
dition becomes true, these instructions become 
NOPs, and the slice essentially drops out of any 
parallel computations occurring within the global 
iterative or conditional structure. It is also not­
able that each segment has the ability to directly 
set or reset the local condition code independent 
of the actual status. This mechanism completes 
the condition code structure by adding the capa­
bility to mask out a given slice from consideration 
in a conditional all or conditional any decision for 
the global control structure. For a broader treat­
ment of the DRAFT machine see[9]. 

DRAFT PROGRAMMING PARADIGMS 

What most distinguishes DRAFf based 
parallel algorithms from other types of parallel 
algorithms is the unique mix of global and local 
control structures. Because of the common 
instruction word address, each segment must wait 
until all segments have finished with a block of 
code before continuing. The conditional execute 
option allows a slice to shut itself off while wait­
ing. At the programming level, this provides an 
excellent environment for converting sequential 
algorithms into parallel algorithms. The parallel 
algorithm is written as though it were sequential, 
with the added specification on conditional 
branching instructions indicating whether the 
branch is dependent on the condition testing true 
for all of the segments or just one of the seg­
ments. 

Obviously it is possible to lose parallelism 
if some of the segments are shut off. This is the 
cost one must pay for the simplicity of the 
DRAFf programming environment However, 
there are several ways in which can parallelism 
can be maximized by the programmer. 

Paradigm 1: Since each slice processor includes 
its own local slice of the DRAFf memory word, 
the arrangement of data structures in memory is 
key to parallel operation. As the slices combine 
into segments of longer word length so do the 
memories. If a data item is to be considered as a 



256 bit item, it should be right justified in the 
memory of the 256 bit segment to be used. Con­
versely if eight items are to be used in parallel 
they should be placed adjacent to one another in 
the slice level store of each segment 

Paradigm 2: Whenever possible, replace a block 
of code involving a conditional branching opera­
tion with a functionally equivalent block without 
conditional branching. Conditional branches 
depend on the status of all segments either 
ANDed or ORed together to generate global 
transfers of control. It is possible that when a 
conditional structure is executed, some of the seg­
ments will invoke conditional execution and shut 
themselves off. Since the objective is to maxim­
ize parallelism and minimize non-executing con­
ditional code, the substitution of logical opera­
tions for conditional control structures such as if­
then and case is advised wherever possible. If the 
function can be implemented without any type of 
conditional branching, this insures that all seg­
ments will remain active throughoiJL Although 
this seems to be a restriction on the programmer, 
examination of code and judicious selection of 
internal representations for data will reveal some 
branches that are the result of programming style 
and which can be eliminated without undue cost. 

Paradigm 3: DRAFI' micro-code allows parallel 
programming of the global micro-sequencer con­
currently with the operation of the slices. The 
programmer has the opportunity to test condition 
bits at each instruction and branch out of redun­
dant or useless operations. Although this branch­
ing is usually done at the end of a block of code 
on a sequential machine, it is possible to speed up 
an algorithm on the DRAFI' by redundant testing 
in the microprogram sequencer. 

A PARALLEL DATA.STRUCTURE 
FOR QUADTREES. 

The data structure used by Samet and oth­
erS [4, 1,2, 7,8] f<I' image quadtrees contains a 
color value and pointers to each of the four sons 
representing the NW ,NE,SW, and SE quadrants 
of the image section. The structure proposed here 
is similar but includes additional fields for a 
parent pointer and a path code to be used in 
neighbor finding. The major difference in the 
DRAFr implementation is that the son quadtree 
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nodes will be processed in parallel and reside 
adjacent to one another in a single segmented 
location of DRAFr memory. Thus the parent 
requires only a single pointer to this location. 
Figures 6 and 7 show a 4 x 4 raster scan and its 
corresponding full (worst case) quadtree 
representation. Figure 8 illustrates how the quad­
tree representation can be partitioned in a the pro­
totype DRAFr machine. 

1 

2 3 4 s 
6 7 10 11 14 15 18 19 

8 9 12 13 16 17 20 21 

Figure 8 

The layout parallels the segmentation to be used 
in processing at each level: 256 bit uni-processing 
at the root, four segments of 64 bits each at the 
next lowest level, etc. Since the current DRAFf 
prototype is an eight-slice machine, nodes at lev­
els three and below must be arranged as might be 
expected in a single processor environmenL This 
amounts to a data partitioning between the slices, 
so that one eighth of the total area represented is 
handled by each processor and each of eight 
image octants will be processed in parallel. How­
ever, the DRAFr architecture imposes no limit on 
the number of slices. The current prototype has 
eight, but since only neighboring interconnections 
are required, it is feasible to string together a 
large number of slices to meet the requirements 
of some particular imaging task. 

Note how this arrangement of the quadtree 
into DRAFr memory greatly increases the avail­
able parallelism in quadtree algorithms. Assum­
ing that the number of slices is sufficient to hold 
all leaf nodes in a quadtree of depth N. It is pos­
sible by successive reconfigurations to access 
each node in a full quadtree in N steps, compared 
with the 4 .. N-1 steps required for traversals in a 
sequential environment. If the number of slices is 
not sufficient to hold every leaf node, the access 
time degenerates to that of a sequential access in 
all levels below log4(P) where P is the number of 
slices. In such a case, each slice is executing a 



sequential traversal with all slices running in 
parallel. 

Other quadtree operations work well in this 
data partitioned format. Rotation of the image in 
90 degree increments can be achieved by chang­
ing the order in which the child nodes are 
accessed; the pointer to the NW quadrant 
becomes the pointer to the SW quadrant, et.c. No 
actual movement of data is required and pointer 
updates proceed in parallel. The same is true for 
a transposition of the image across some axis 
inside the plane of the image. Since superimpos­
ing one quadtree image upon another is a task 
which requires traversing two quadtrees simul­
taneously while constructing a third, one can 
expect timing improvements for this operation to 
be proportional to the improvements in traversal 
time. The time complexity for finding the inter­
section of two images should also be improved 
from 4**N to N, assuming a processor slice is 
available for every pixel. 

QUADTREE CONSTRUCTION FROM 
RASTER INPUT 

For testing on the DRAFf prototype, two 
implementations of the quadtree structure were 
proposed: a vertical storage, where each field is 
placed in a different data location with the color 
at the base of the data page, and a horizontal 
packing where all fields are kept in a single data 
location. Vertical storage assigns one node to 
every data page; therefore horizontal packing is 
16 times more memory efficient. However, hor­
izontal packing has a disadvantage that extra code 
is required to extracted each field from the data 
word before it can be used. The procedures below 
were coded assuming horizontal packing. 

Having chosen a representation scheme for 
the quadtree nodes the next problem is loading 
image data for an input device, such as a raster 
scanner into the DRAFf memory. This operation 
is important since the arrangement of pixels in the 
proper slice order is critical in constructing the 
parallel quadtrees as shown in Figure 8. For a 
DRAFf machine implementation sufficiently 
wide to provide a slice for each pixel this problem 
is relatively trivial. More difficult is the arrange­
ment of nodes for the case of a limited number of 
slices, each processing a sub-quadrant of the 
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image. Such was the case with the following test 
algorithms designed for the eight slice prototype. 
For loading an N x M pixel raster the data must 
be divided into eight octants of size N/2 x M/4. 
As the raster is scanned pixels from lines 1 to M/4 
are placed in slice one for n < N/2 and slice three 
for n >=N/2. The next quarter for m are placed in 
slices two and four, then five and seven, and the 
remaining quarter loads into slices six and eight. 
Shown below is a sample implementation of this 
algorithm for the DRAFf machine host proces­
sor. The routine get _pixel reads the next pixel 
from the scanner and store _pixel places the pixel 
into the memory of the second parameter "slice". 

!*sample algorithm for loading an N x M 
raster into an 8 slice DRAFI machine *! 

int slice[4] = 0,1,4,5; 

form = 1 to max _lines 
{ !* lower half of line *I 
for n = 1 to pixels _per _line/2; 
{ . 

·pixel= get_pixel; 
store _pixel(pixel,slice[int(m/4 )]); 
} 
for n = 1 to pixels _per _line/2; 
{ !* upper half of line */ 
pixel = get _pixel; 
store _pixel(pixel,slice[int(m/4 )] +2); 
} 
} 

The store _pixel routine also performs an 
additional function to ease the construction of 
quadtrees for each of the octants in the next step. 
For this construction step the sequence of pixels 
in sequential memory locations will need to be 
the ordering from left to right of the leaves in the 
full quadtree to be constructed. This is not the 
order in which the pixels are received from the 
scanner. To achieve the required shuffling of the 
pixel locations the loading program uses an M/4 
by N/2 translation raster. Each location in the 
translation raster holds the offset from raster base 
into which the pixel is to be stored. Figure 9 
illustrates a translation raster. for an eight-by-four 
octant processed at the slice level in a 16-by-16 
raster. 



Input Raster 

1 2 3 4 5 6 7 8 

9 10 11 12 13 14 15 16 

17 18 19 20 21 22 23 24 

25 26 27 28 29 30 31 32 

Translation Raster 

1 2 9 10 3 4 11 12 

17 18 25 26 19 20 27 28 
5 6 13 14 7 8 15 16 

21 22 29 30 23 24 31 32 

Figure9 

The final step in preparing a raster for DRAFr 
quadttee operations is to construct and color the 
parent nodes ascending upwards to the root 
Phase one scans in parallel the pixels of each of 
the eight octants. Every fourth pixel generates a 
new node colored black if all four pixels are 
black. white if all four are white, and grey if a 
mixture of black and white exists. Also during 
this scan the parent field of each pixel is filled 
with the address of the new node and the son field 
of the new node is set to the base address of the 
group of four. After scanning the pixel level 
nodes the process is repeated for each of the new 
parent parent nodes created until in the final itera­
tion a single root node is generated for the octant 
quadtree processed by each slice. The procedure 
below shows the code for each slice. The actual 
code is implemented in DRAFT microcode. 

I* sample slice level algorithm/or generating 
quadtreesfor raster octants *I 

nodecount = n*m/8; 
while(nodecount > 0) 
for i = 1 to nodecount by 4 
{new _parent= mo.ke_parent_node; 
son(new _parent) = i; 
color(pa.rent) = color(i) 
for j = i to i+3 
{ pa.rentUJ=new _parent; 

} 
} 

color(parent)==color(j) : color(parent)=GREY; 
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Note that the conditional testing of child colors 
appears to be backwards in this algorithm. In fact 
the statement is an example of conditional execu­
tion~ The program sequencer will cause the 
assignment statment to execute in all slices, how­
ever in those slices for which the local condition 
code is true, the assignment statement is con­
verted to a nop and the parent color is unchanged. 

Phase two of quad~ construction com­
pletes the upper levels of the image quadtree as 
shown in Figure 7. In the eight-slice prototype 
this will be two additional levels. Since all of the 
octant quadtrees roots lie in adjacent slices of the 
same location, the completion of the address 
fields is trivial. Each level is executed using a 
successively larger segmentation until the root 

executes in single segment mode. Having con­
structed the quadtree, the next step is the imple­
mentation of common quadtree operations. A 
complexity of analysis of most such operations 
will inevitably be dependent on the complexity of 
quadtree traversal. As stated, a sufficiently wide 
DRAFT implementation reduces such traversals 
to complexity proportional to the depth. When 
DRAFT segments must traverse entire subtrees in 
panillel the single instruction address forces the 
complexity to the worst case of the eight (for the 
prototype) subtrees. This is because all other seg­
ments must wait for the "slowest" segment to 
complete its traversal before continuing. 

FINDING NEIGHBORS 

One essential quadtree operation that has 
received a good deal of attention [2, 10] is the 
neighbor-find operation. The DRAFr implemen­
tation of this algorithm is a good example of how 
varying segmentation can not only assist in quad­
tree traversal but can also return information such 
as the size of a neighboring block. The algorithm 
proceeds recursively with an N bit parameter 
holding the path code of the node for which the 
neighbors are to be located. N in this case is the 
number of bits in the current segment. At each 
level of the recursion the machine reconfigures to 
divide the current segment into four new seg­
ments which will simultaneously search the four 
children. Each of these segments is given an N/4 
bit copy of the original parameter arranged across 
the parameter word as shown in Figure 10. 



Before Reconfiguration 

parm I 

After Reconfiguration 

I parm I parm I parm I parm I 
Figure 10 

A identical mechanism is used in reverse for the 
return parameter. In this case the segment locat­
ing a neighbor places an N bit copy of the path 
code for that neighbor into the corresponding seg­
ment of the return parameter word. When the 
recursion returns to the root the resulting word 
contains a string of four values representing the 
four neighbors of the node in question. The seg­
ment size of each of this values determine the size 
of the neighbor block returned. A recursive slice 
level algorithm for nearest neighbor is shown 
below. The actual micro-code for nearest neigh­
bor on the DRAFT prototype is a non-recursive 
implementation using the parent pointers. This is 
due to the limited size of the stack memory for 
the sequencer chip used. 

ftnd_neighbor(node,quadtree) 
{ 
/* locates the neighbors of "node" 

in "quadtree" */ 

if (color( quadtree) < > GREY) 

} 

then if (is _neighbor(node,quadtree)) 
then return(O); 

else return(quadtree); 
else {re_seg(4); 

find _neighbor(node,son( quadtree)); 
} 

The re seg procedure above resets the segmenta­
tion a~d regenerates the parameter as above. 
Is neighbor is a boolean function which com­
p;es the path codes of "node" and "quadtree" to 
determine if they are neighbors. 
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Algorithms have also been devised for 
union and intersection functions of two image 
quadtrees. For these functions the result quadtree 
is the union or intersection of the blacks regions 
of the two inputs Both algorithms are based on a 
top down traversal like the one discussed in sec­
tion three and thus have complexity proportional 
the depth of the inputs. 

ANALYSIS 

Analysis of DRAFT algorithms must be 
made based on two cases. In case one the slice 
width of the DRAFT implementation is equal the 
number of nodes in the worst case quadtree to be 
constructed. For this case quadtree construction, 
traversal, and neighbor finding reduce to O(N) 
since each step processes an entire level and N is 
equal to the depth of the quadtree. While this is 
not an unrealistic assumption based on current 
VLSI capabilities, no such machine for non­
trivial rasters has been built. For operations on 
the existing eight slice DRAFT prototype the 
analysis divides into two phases. Phase one is the 
analysis above for the upper levels of the quad­
tree. Phase two, is an eight processor parallel ver­
sion of essentially sequential operations on the 
eight octant subtrees. The proposed data structure 
divides all work evenly so that the time required 
to execute in parallel is the same as the equivalent 
sequential algorithm divided by p, where p is 
some even number of slices. The cost paid for this 
improvement is log4(p) steps representing those 
levels which can be fit into adjacent slices. For 
quadtree construction each quadtree is con­
structed in with 0[(4(N/p)-l)/3] where N is the 
number of pixels in the raster. The entire quadtree 
for rasters of N pixels is thus constructed in 
O[log4(p) + (4(N/p)-l)/3] Assuming an N 
log4(N) complexity for sequential neighbor 
finding yields an identical analysis for the 
DRAFT neighbor find algorithm of complexity 
O[log4(p) + Nip log4(N/p)]. Traversals and 
traversal oriented operations improve from O(N) 
for the sequential case to 0[log4(p)+ Nip) in' the 
DRAFT algorithm. 

In Iyengar and Moitra [5], a paradigm is 
given for measuring EPU, the Effective Processor 
Utilization, is defined as (complexity of the 
fastest sequential algorithm for a problem)/( the 



number of processors used * time complexity of 
the parallel algorithm). Using this measurement, 
DRAFr algorithms have an EPU of 1. 

FUTURE RESEARCH 

The DRAFr machine has great potential 
for use in an image processing environment. Its 
quasi-SIMD structure makes it possible to create 
algorithms which make good use of parallel pro­
cessing while retaining the familiar programming 
structures of a sequential environment. In addi­
tion to the work in new algorithms for this 
machine, two other areas are currently being 
given attention. The first is an attempt to reduce 
the essential switching functions to custom VLSI. 
The existence of such a chip set would greatly 
enhance the ability to apply this new processor 
design to a wide range of special purpose 
machines. Second is the development of a high­
level programming environment. Whereas the 
current micro-code environment is well suited to 
optimizing performance, high-level language to 
support such operations as the segmented recur­
sion discussed in this paper would be of great 
advantage. 
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Abstract 

Given a sequence of numbers which can be mapped into an 
m X n array, sorting rows and columns is shown to yield an overall 
sorted sequence. This unusually simple procedure is proven to 
require O(log2m) iterations by analysing the data movement in the 
array under successive row and column sorts. An efficient bubble 
sort network suitable for VLSI implementation, with near-optimal 
area-time 2 performance is a direct application of the row-column 
sorting technique. The ease in implementation for practical VLSI 
chips is also demonstrated. 

I. Introduction 

The problem of sorting numbers on a two-dimensional array 
has been studied by various researchers ([I), [2), [10)) and more 
recently by Leighton[3), Lang et al.[8) and Tseng et al.[12). This 
problem involves routing of each data item to a distinct position of 
the army predetermined by some indexing scheme. Three different 
schemes have been considered by Thompson & Kung[!) : row major, 
shuffled row major, and snake-like row major (see Figure 1). The 
corresponding column-major forms can be considered equivalent to 
the schemes above. Most of the above referenced algorithms are 
based on two dimensional adaptations of very efficient sorting algo­
rithms for linear sequences like bitonic sort[9) in [l) and [2), and 
odd-even merge sort[9) in [10) and these are essentially recursive in 
nature. Even though they perform optimally within a constant fac­
tor of the lower bound of O(n) for a nXn array, these algorithms 
spend most of the time in routing data to appropriate processors. 
Consequently, the complexity of the execution time is dominated by 
the number of unit routing steps in a SIMD model. Thompson and 
Kung[I) derived a 4(n-l) lower bound from an initial configuration 
where elements on the opposite corners of an n X n array have to 
be exchanged. 

However, mere figures of time complexity appear to be 
superficial, when we consider the complexity of the control structure 
for the complicated da.ta routing during the successive stages of 
recursion. One hardly needs to overemphasize the cost of the com­
munication overheads in a VLSI implementation. In this context one 
can be more enthusiastic about the algorithm in [12), which in spite 
of being recursive in nature gets away with minimal control and 
achieves a bound within O(log njl•l of the optimal. Jn the realm of 
sorting a two-dimensional array of numbers, a seemingly "nice" way 
would be to sort rows and columns (since it involves sorting on 
smaller problems of approximately Vn size) and "hope" that 
somehow a combination of these two operations will terminate in a 
sorted sequence. Unfortunately, such a procedure doesn't seem to 
work when implemented in a straight-forward manner and indeed 
Leighton [3) observes that " .. if the matrix were square, we would 
essent,ia.lly be sorting rows and columns which is well known to leave 
entries arbitrarily away from the correct sorted position". This was 
in obvious reference to the row-major indexing scheme. Paradoxi­
cally things fall into place when one sorts the rows in a snake-like 

(a) Throughout. t.his paper log will bf.' assurnt><l to br tot.he base 2 unless ot.herwisE" mrnt.ionrd. 
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3 4 7 8 

9 10 13 14 

11 12 15 16 

row-major form without increasing the complexity of the procedure. 
This simple algorithm, which we call shear-sort , will be formally 
introduced in the next section. Section III will provide the analysis 
of ihe algorithm. In section IV we discuss very efficient and simple 
VLSI implementation of the algorithm using only bubble-sort net­
work and in section V we discuss a method to optimize the algo­
rithm by simple manipulations. 

II. Row-column sort 

Let Q = [ qi.j ) be an mXn matrix onto which we have 
mapped a linear integer sequence S. Sorting the sequence S is then 
sort.ing the elements of Q in some predetermined indexing scheme. 
We suggest an iterative algorithm in which every iteration consist of 
the two basic operations: 
(I) Row-sort - Sort independently all the row vectors of Q such that 
adjac~cnt rows are sorted in opposite directions (alternate rows in 
the same direction). In a normal snake-like row-major indexing 
scheme, sort the first row from left to right (increasing). At the end 
of this step, qi.j ::; QiJ+I for all i = l, 3, 5, .. 2p+l and q;.j ::; qi,J+I 
for all i = 2, 4, 6, .. 2p. 
(2) Column-sort - Sort independently, in an ascending order from 
top to bottom all column vectors of Q. After this step q;.j ::; qi+l,j 

for all j = l, 2, .. n. 

The shear-sort algorithm is defined as a repetitive application 
of steps 1 and 2 until one of the following conditions is satisfied : 
(a) all the columns are sorted, i.e. no element has moved in the 
present column-sort after a row-sort, or 
(b) no element has moved in the present row-sort after a column 
sort. 
A step by step application of the algorithm is shown in Figure 2. 



1 4 9 13 
2 6 10 141 
3 7 -11 15 1 

5 8 12 161 
Fig 2. a Rows and columns 
are sorted in row-major form 
but the array as a whole is 
unsorted. 

1 4 6 2 
3 7 8 5 
14 10 9 13 
16 12 11 15 

Fig :z. c End of iteration 1 

1 2 4 3 
8 7 5 6 
9 10 12 11 

16 15 13 14 
Fig :Z. e At the end of itera­
tion 2 all elements are in 
their final sorted rows. 

I 1I4 I 91131 
\14l1ok~2j 
i3 7111115 
16112 8 5 

Fig '.L b After the first 

rowsort in snake-like row-

major indexing scheme. 

1 2 4 6 
8 7 5 3 
9 10 13 14 
16 15 12 11 

Fig 2, d Rowsort of iteration 2 

1 2 3 4 
8 7 6 5 
9 10 11 12 
16 15 14 13 

Fig ~ f A snake-like row­
major sorted sequence. 

The reader may note that the algorithm will terminate into a 
sorted snake-like row-major sequence from the definition of such an 
indexing scheme. It is trivial to observe that, if the rows and 
columns are sorted in the directions corresponding to the algorithm, 
the array is sorted. Thus conditions (a) and (b) are equivalent and 
are necessary and sufficient conditions. 

To give the reade1· an insight into the 'mechanism' of this sort­
ing t.echnique and throw some light on how such a simple procedure 
results in a sorted sequence we will obtain a very loose upper bound 
using an informal analysis. In the next section we will derive a tight 
upper bound using an indirect technique. 

Consider the n smallest elements in Q and .assume they are 
randomly distributed over the rows and columns of the array. The 
first column-sort will move these elements to the first row if initially 
they all happen to be in different columns. However, if all n smallest 
elements are in the same column (only possible for m ;::: n), by vir­
tue of alternating sorting direction on rows, a row-sort will have the 
effect of moving the elements on odd rows to the leftmost column of 
the array and the remaining half to the rightmost column. This 
phenomenon is analogous to normal shear of a column and hence the 
name of this algorithm . Clearly, at the beginning of the second 
iteration the n smallest elements have moved up into the upper half 
of Q. The second row-sort will then pair the elements on the two 
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leftmost columns for the odd rows and on the two rightmost 
columns for the even rows. Following the same reasoning, it is not 
difficult to see that the column sort of the p iteration will move the 

n smallest elements of Q to the band defined from rows l.. ..!!... • 
2' 

Without loss of generality we can assume n to be a power of 2 and 
conclude that the n smallest elements of Q will move to their sorted 
positions in at most log n iterations. 

It follows from the above discussion that for m < n, the n 
smallest elements move into their sorted position in at most log m 
iterations. It is evident that once the first row is in place, it will 
continue to do so throughout the remaining iterations. Therefore we 
now face a problem of sorting the reduced array Q_1 of dimension 
m-IXn. Each time a row is in its place, we reduce the problem to a 
smaller array on which the smallest elements are brought to the 
'first' row in pog(m-A:)l iterations where k is the number of previ­
ously discarded 'first' rows. The total number of iterations to sort 
the array is thus 

k=m-1 

r; flog(m-A:)l 
k=CI 

which is bounded from above by mlog m. 

In this simple analysis we assumed that after the 'first' row of 
array Q_k is in place all the remaining elements are randomly dis­
tributed in the reduced array Q-t-i· This is not the case as we will 
show in the next section which gives a much better bound of O(log 
m) iterations. 

ill. Analysis of the algorithm 

We shall prove that shear-sort converges in O(log m) itera­
tions, for an mXn array, by showing that the elements go within a 
specified distance of its fina(sorted row in every successive iteration. 
It will be seen that an arbitrary element (and hence all elements) 

goes within ..!!!.. of its final sorted row after p iterations, from which 
2P 

the O(log m } bound follows immediately. We will use here an 
application of the [0-t]principle (Knuth[6]) (for a direct combina­
torial proof see Scherson & Sen[tJ]). For the purpose of applying 
the [0,1] principle, we will visualize our sorting algorithm as a sort­
ing network of logm + 1 stages, where in each stage we sort all the 
rows in a row-major snake-like form followed by sorting all the 
columns (Figure 3). 

Consider the simple case of a 2Xn array containing arbitrary 
number of O's and l's. 
(a) Aft.er the rows are sorted, the O's in the first row will be packed 
to the left, while O's in the second row will be pushed to the right. 
Let us denote the number of O's in the first and second rows by n1 
and n2, respectively (Figure 4). 
(b) Depending on the value of n1 + n2, sorting the columns (in this 
case a simple compare exchange), will result in one of the following 
Case I ( n1 + n2 < n ) : the bottom row will contain only 1 's and 
the top row will be a mixture of O's and I's. 
Case 2 ( n 1 + n2 = n ) : the top row will contain only O's and the 
bottom row will have.only l's. 

" ~ .. "' u u 
c: .. 
i + .. RD\il SORT CIL SORT £ .. Ill ... .!! 
! 

~ .s 



0 0 0 0 0 0 1 1 1 1 
1 1 1 1 1 1 1 0 0 0 

Figure 4a. The top row Is sorted froM left to right 

a.ncl the loottoM row froM right to left(non-clecrea.slng) 

0 0 0 0 0 0 1 0 0 0 
1 1 1 1 1 1 1 1 1 1 

Figure 41o. Afterthe coluMn sort, one of the two 

rows<seconcl In this co.se) conto.1ns only O's or 

ts. In o. More fo.voro.lole co.se, loath rows a.re cleo.n. 

Case 3 : ( n 1 + n2 > n) : the top row will contain only O's and the 
boUom row will contain an unordered sequence of O's and l's. 
Out. of these cases, Case 2 is the most favorable, since the rows arc 
already sorted and in the other cases we have a sorted row (first in 
ca"e l and second in case 2). Also, the rows arc mutually ordered 
i.e., all the clements of the top row arc less than or equal to the clc­
mcnt.s of t.hc bottom row. In the next row-sort the remaining row is 
ordered and sorting is complete. Henceforth we shall refer to a row 
as being 'clean', if it contains idenUcal clements (only O's or only 
l's). Analogously, a row consisting of both O's and l's will be called 
'dirty'. 

The above discussion makes it clear that in a pair of adjacent 
rows, after the first iteration at least one of the rows is 'cleaned', 
i.e. it consists of only O's or l's. We will now extend the above 
phenomenon to an mXn array. Without loss of generality assume 
m t.o be a power of 2. After the row-sort of the first iteration we 
have O's squeezed to the left on the odd- numbered rows and packed 
to the right on the even-numbered rows. Consider that a column 
sort consists of the following two stages 
( l) F'or an element Qi.)> do a compare exchange with the elcm~nt 
Qi+t.J• for i = 1,3 .. ,m-1. F'or i = 2,4 .. ,m, compare exchange Qi.J with 
9i-t.J· (This is equivalent to sorting m/2 pairs of adjacent rows 
independently.) 
(2) Sort the columns normally i.e. across the entire columns. 

It should be clear that decomposition of a column sort in the 
above manner is not going to affect the ordering resulting from a 
normal column sort. The extra (hypothetical) step makes the 
analysis much simpler. F'rom the previous discussion, we know 
that following step 1 there is at least one clean row among every 
pair of odd-even rows. We may now consider an entire 'clean' row 
as a single entity during the column sort since a 'clean' row contin­
ues to be clean throughout the subsequent iterations. This follows 
from the observation that, when a 'clean' row of O's is compared 
with a 'dirty' row across the columns, the clean row bubbles to the 
top row remaining 'clean'. Similarly a 'clean' row of l's sinks to the 
bottom. Clearly, two clean rows, when compared across the 
columns cannot 'dirty' themselves. lt may be easier to visualize this 
process of column sort being a bubble sort, in which all elements of 
a row vector are simultaneously compared to the corresponding ele­
ments in their adjacent row. The reader should note that the actual 
algorithm used for sorting columns does not necessarily have to be a 
bubble-sort since the ordering obtained is independent of the algo­
rithm used. Row-sorts do not affect the clean rows. 
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0 0 0 0 0 . . . . .. ·...l 1 1 1 
1 1 1 1 1 1 . . .. . . 0 0 0 
0 0 0 0 0 .. .. . . . ' 1 1 1 1 
1 1 0 0 0 I I 0 I 0 0 0 0 0 0 0 0 

1 1 1 1 1 1 1 1 . . ... • 0 
0 0 0 ...... 1 1 1 1 1 1 

1 1 1 1 . ...... ' .. 0 0 0 0 0 
0 0 0 0 . . . . . . ... 1 1 1 1 1 
1 1 1 I 0 0 0 o 0 I • 0 0 0 0 0 0 

Fig 5 a \\'e can visualize the colurnr1 
sorting as 
~. sorting on pairs of ro\-\'S o.cross all 
columns which 'cleans atieast half the 
nu..T..ber of "dirty· ro\-V£ follo\'•..-ed by 
2. sorting on columr1s across the en­
~:.re arra.y. \'ote that 'cleaned· rows in 
.;rev1ous s"Lep coutlnues lo rernain 

'clean' ; nereafter 

0 0 0 0 0 . . . .. . . . 0 0 0 0 
0 0 0 0 . . . . .. • 0 0 0 0 0 
0 0 0 0 0 . . . . .. 0 0 0 0 
0 0 0 0 0 0 • . . . . .. 0 0 0 

1 1 1 0 0 1 0 0 1 
0 1 0 1 1 0 0 1 1 

1 1 1 1 1 IO 0 I 0 0 I I 1 1 1 1 
1 1 1 1 IO IO 0 0 0 I . 1 1 1 1 1 
1 1 1 1 1 1 . I 0 0 0 '. .. 1 1 1 

iig 5 b The ·clean· rows of O's bubbie 
up at the top of the array and the 
·clean' rows of l's settle down. '\ote 
that the 'dirty' rows are contiguous 
somewhere between the bands of 
'clE-->rl. rows. 

It follows, that after the column-sort step of iteration 1, we 
have at least half (m/2) rows 'clean', with the clean rows of O's at 
the top and 'clean' rows of l's at the bot.tom. The 'dirty' rows will 
occupy a band of at most m/2 rows in the middle of the array (Fig­
ure 5). Actually we may find less than m/2 'dirty' rows since two 
'dirty' rows may mutually 'clean' each other during the column sort. 
ln the course of the second iteration, half of the m/2 'dirty' rows 
will become clean by applying the same argument to the contiguous 
band of dirty rows while the clean rows continue to be clean. By a 
repetitive application of this phenomenon of cleaning half the 
number of dirty row with every successive iteration, we may 



conclude that there can be at most one dirty row after log m itera­
tions. An additional row-sort orders this dirty row which actually 
separates the clean rows of O's from the clean rows of 1 's in the 
sorted array. Thus, for an initial array consisting of an arbitrary 
number of O's and l's the shear-sort algorithm terminates suc­
cessfully in logm +1 iterations. 

The classification of rows as 'clean' and 'dirty' in constructing 
the complexity analysis was extremely helpful since it reduced the 
hurdcn of keeping track of every clement in the array to only m 
rows. At this point the implications in a generalized array consisting 
of clements which may not be only O's or I's, is not clear. Neverthe­
less, we can state the following important result: 
Theorem 1 : An m X n array of clements can be sorted using 
shear-sort. in time proportional to r1ogml+ I [m*(timc for row-sort) 
+ n*(timc for column sort)]. 
The proof follows immediately from the previous discussion and the 
[O, I] principle. The tightness of this bound should be obvious from 
I.he the informal discussion at the end of the previous section. In the 
next section we will present an efficient implementation of this algo­
rithm on a mesh-connected processor array. 

The average-case performance analysis can also be simplified 
using I.he [0-1] principle. An important corollary following from the 
discussion of clean and dirty rows can be summarized as follows: 
Corollary 1 : A 0/1 array consisting of 'd' dirty rows inil.ially, can 
be sort!'d using r logdl iterations of shear sort. 
Theorem 1 can be stated as a special case, since all m rows can be 
dirty initially. Consider O(m) O's uniformly distributed in the 
m X n array, the other clements being 1 's. Recausc of the uniform 
disl.ribution, we may conclude, that on the average, m/2 rows will 
be dirty. From Corollary I, the average number of iterations is logm 
- 2 or O(log m). This shows that the algorithm is optimal within 
minor variations of the basic shear-sort paradigm. 

IV. VLSI Implementation of shear-sort 

In spite of the terrible performance of a normal single proces­
sor bubble sort, efforts have been directed towards obtaining 
efficient VLSI implementations ([5], [6]) because of the inherent sim­
plicity of the algorithm. For this purpose a parallel version of bub­
ble sort viz. odd-even transposition sort([6]) has been adopted. By 
using crossing sequence techniques, several researchers have shown 
that the optimal AT2 bound for sorting n clements is 0( n2 ) in 
word model and 0( n21og2n ) in bit model ([3],[5],[6]). The normal 
N/2 processor bubble sort where each processor performs one 
compare-exchange operation during each of the N iterations behaves 
horribly ( 0( n3 ) ) with respect to the AT2 measure. This remains 
unchanged even by using completely pipelined bit-parallel com­
parison exchange modules to sort more than one problem instance. 
The pipelined scheme consists of 0 ( n2 ) comparators which reduces 
the effective area by a concurrency factor(n) - the time remaining 
unchanged ( [5]). 

Theorem 2 : The A T2 performance of shear-sort implemented with 
a bubble-sort network is 0( n41og3n) for n2 clements. 

Figure 6c shows the implementation of the shear-sort using a 
pipelined scheme where each of the n rows(columns) are pipelined 
through this sorting network. The 'Transpose/ Detranspose ' net­
work aligns the array properly for the next column (row) sort. Fol­
lowing Leighton's[3] argument, the TransposefDetranspose network 
needs n non-unit length wires and hence occupies O(n2) area where 
the transposition is performed in n parallel stages by hardwiring the 
rows to the corresponding columns (and vice versa- see Figure 6b). 
The bubble-sort network consists of n2 comparators and thus the 
total area of the network is 0( n2logn ). We will need 2n word steps 
to sort all n rows (columns). Each comparator is capable of per­
forming a compare-exchange operation of two O(log n} bit numbers 
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in 0(1} time. As observed previously the Transpose/Detranspose 
~etw~rk also needs O(n) time for each iteration. Since we need log 11 
1terat1011s the AT2 performance for this scheme will be 

O(n21ogn)XO((nlogn)2) = O(n~log3n) 



This is only 0( log3 n ) away from the lower bound. A similar result 
can be obtained for the bit model by using bit-serial compare 
exchange modules. Each compare-exchange module can per[orm a 
com pa re exchange operation every O(log n) time units and can fit. 
into an 0(1) by O(log n) unit rectangle. Thus the bubble-sort cir­
cuit. occupies an area or 0( n 21ogn ) units. The 
Transposc/Dctransposc circuit consists of n non-unit length wires 
which occupy an area or 0 ( n2 ) units. Each or these wires routs 
O(n logn) bits of data and thus takes O(n logn) units or time to 
compldc the operation. The total time is 0( nlog2n ) and so the 
AT2 measure for this scheme is 0( n 11og'n ). This is only a [actor or 
log"n away from the optimal which is 0( n 11og2n ) for O( n2 ), 

O(log n) bit. numbers ([:l]). 

As not.cd by Thompson[.'>], this net.work needs very lit.ti" in t.hc 
way of control as no complicat.cd opcrat.ions arc involvl'd and may 
be more at.t.ract.ivc than its AT2 performance indicates (being a cou­
ple or log n fact.ors away from t.hc optimal). There is hardly any 
need to ovcremphasiie that this scheme of sort.ing which exploit.s the 
powerful property of the algorithm has made bubble-sort compar­
able t.o some more sophisticated VLSI sort.ing net.works as far as 
area-time 2 trade-off is concerned. 

Figure 7 shows a more regular net.work for accomplishing the 
required compare exchanges, though it needs slightly more area (a 
fact.or or logn more than the previous approach). We have managed 
to incorporate the comparators for carrying out. row and column 
sorts within the mesh- connected network, which is very similar to 
an ILLIAC fV like machine. The horizontal and the vertical 
compare-exchange modules arc used during row-sort. and column 
sort. stages respectively. A ROW /COLUMN control line decides 
which set. of the comparators is being used. A ROWDIR control line 
which controls the direction of compare exchange for t.hc horizontal 
comparators, achieves alternating sorting directions in rows. A sin­
gle row /column or clements 'oscillates' bet.ween two adjacent. 
row(column) n/2 times, each or which carries out the required 
compare-exchanges needed for two it.crat.ions of odd-even 

transposition sort. The ROWDIR is changed during every clock 
cycle or the row-sort stage, so that adjacent rows are sorted in 
opposite directions. The overlapped comparators in the figure actu­
ally represent single comparators multiplexed between the row and 
column sorts. Each cell is drawn with two inputs, but only one of 
them is selected according to the row or column sort stages. After 
O(logm +I) such iterations the array is sorted in a snake-like order­
ing. 

A [ew comments may be expedient at this point to emphasize 
the case in implementation and the expandability of this scheme 
which arc of major concern to any VLSI chip designer. The simpli­
city in the control structure, which is the result of purely iterative 
nature or the algorithm, and the regularity or the layout due to use 
of only nearest- neighbor type operations, make it ideally suitable 
for systolic implementation. Each chip containing a subset k X k of 
the n X n components will be connected to four similar chips in the 
four (North, East, South, West) directions, thus presenting no addi­
tional complications for chip interconnections. To account for the 
pin limitations in a chip, and packaging a maximum number or 
components in a single chip, we can use bit serial communications 
between the nearest neighbors. This would not change the asymp­
totic performance since a compare-exchange operation is of the 
same complexity as a bit-serial communication time of a 'b' bit 
words ( O(b) time). For example, in a 80 pin package, we need at 
most 10 pins for the global control signals leaving us with 70 pins 
for the inter-chip communication. Rounding this to the nearest 
power of two, i.e. 64, we can integrate a 16 X 16 mesh-connected 
compare-exchange modules in a single chip (for a k X k array, we 
need 4k data pins). 

While this scheme is theoretically inferior to Lang et al.[8] by 
a factor of logn, it may prove to be more [easible for reasonable 
sized arrays by sacrificing a little time-performance in the bargain. 
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V. Optimization of the shear sort 

A further reduct.ion in execution t.inw for shear-sort is possible 
for a 'brick-wall' t.ypc sorting using a simple manipulation in the 
dimension of t.he array of n2 elements. Recall from section Ill, that. 
t.hc band of 'dirty' clements keeps on shrinking by a factor of 2 in 
every it.crat.ion. This is the basis for an O(log m) (for an mXn 

array) itcraJion <'<>nvcrgcnce. Thus, during the successive stages of' 
the a lgorit.hm, it is enough t.o sort t.hc clcmcnt.s in a column that fall 
wit.bin t.hc 'dirty' band, instead of sorting an entire column during 
t.hc column-sort st.age. Another way of looking at it is that, since all 

t.hc clcment.s move within _!!I_ rows a[ter p itcrat.ions (discussed 
2/1 

more' in [I:?]), we need Lo perform only _!!I_ st.cps of t.h<' bri<:k-wa.11 
2/1 

sort af'ter p iterations. 

For nn mXn array, this rnf'arrn we perform m, m/2, m/1 .. 
it.l'rnl.inrl' of brick-wall "''rt. in successive column-sort stages. llow­
CV<~r, no such optimizrltion seems possible for the the> row-sort stage 

sine<' t.he a lgorit.hm is non-adaptive so I.hat. we keep on performing 
all t.he 'n' compare-exchange steps throughout the course of cxecu­
t.ion. This yields a complexity of n(logm +I)+ 2(m - I) compare• 

exchange steps. For n 2 elements, this can be expressed as 
., 

n-
-;; (logm + 1) + 2(m - 1) 

B h . nYJif I . f y c oosing m = 2 , we get a comp exrty o 

O( 2\/2n ~ + ~oglogn ) 
. 2logn 

The second term can be approximated to o( n) since ~glogn = o( I), 
logn 

thereby yielding the following result: 
Theorem 3: A red.angular array of n 2 elements can be sorted using 
shear-sort in time proportional to O( n~). 
The behavior of this [unction is very close to linear since ~ is 
less than S for well over tens of millions i.e. more than the practical 
size of any sorting chip. In fact it outperforms most of the well­
known algorithms for number of elements below a couple of tens of 
thousands which is not rare in practical situations. The cautious 
reader may have not.iced that an extra compare exchange step is 
needed during the column sort stage depending on the boundary of 
the dirty band. Ir the dirty band starts from an even row during all 
the iterations of column sort the complexity function will be affected 
by an additional log m steps, which is negligible. 

This improvement can be very easily incorporated into the 
VLSI implementation shown in Figure 7. The number of iterations 
of odd-even transposition sort during row and column sort stages 
can be easily controlled by the number of 'oscillations' between 
adjacent rows( columns) of comparators. 



VI. Conclusions 

The feasibility of sorting a rectangular array of elements by 
sorting rows and columns was demonstrated. The algorithm was 
shown to execute in at. most O(log m) iterations and in section III 
we traced the data movement during each iteration. Recall that we 

showed that all elements moved within 0( _.!!:!:.. ) rows of their final 
2P 

destination row in O(p) iterations. Also taking advantage of this 
phenomenon it is possible to optimize a simple algorithm like bubble 
sort. Sorting a row(column) is actually sorting Vn elements in a n 
clement sequence which may be expensive. However this basic opera­
tion may be optimized by using a sort.ing network as was demon­
strated in section IV. The complexity of this algorithm is more 
approprie.t.ely expressed e.s 0 ( Vn XkXlogn ) for an 'n' element 
sequence organized as a square array, where k is the time for sorting 
Vn elemcnt.s and this is 0( Vn logn ) for a single processor sort 
which was used as a be.sis for the mult.iprocessor implementation. 
For the sorting net.work allowing pipelining this turns out to be 0( 
(Vn + k)logn ) which at the best will give us a time of 0( Vnlogn 
). 

This algorithm can be also executed effectively in any MIMD 
type nm.chine which allows independent access to rows and columns 
in a shared memory model. A multiprocessor architcct.urc which 
ca.n implement. the e.lgorithm elegantly because of its orthogonal 
Recess to the memory banks and originally conceived as a high 

performance graphics system which can draw very fast vectors of 
any orientation {[11]) is discussed in Scherson & Sen[13]. In a similar 
architcct,ure, Tseng ct al.[12] propose a combination of bitonic sort 
and a single processor O{nlogn) sort, which can achieve identical 
complexity figures when implemented on me.sh-connected proces­
sors. That process also sorts rows and columns in successive stages 
though it requires a more complicated control structure being recur­
sive in nature. The direction of sorting in rows change dynamically 
in successive levels of recursion, as also does the number of indepen­
dent sequences in the columns. 

Tn an effort to optimize the Rlgorithm further, by trying to 
reduce the cost of sorting entire rows and columns by partial sorting 
an interesting variation is mapping a two dimensional odd-even 
transposition sort on this row-major snake-like indexing scheme. 
Each iteration will consist of performing compare-exchange on ele­
ment.s ( x 2i-t.j , x 2i.j ) on Rll rows independently followed by the 
same procedure on all the columns { x;,2j-I , x;,21 ) and then repeat­
ing the same with the elements ( x 2;.1,x2i+1.i ) in all rows and ele­
ments ( xi. 2j,xi.2j+I ) in all columns. It is not difficult to see that 
such an algorithm will result in a sorted sequence. It was speculated 
in [13] that the upper bound for the number of iterations may be 
Vn giving an optimal and an even simpler algorithm. However it 
turns out to be totally inefficient running into O{n) iterations like a 
normal bubble-sort which makes us hopeful about the optimality of 
shear sort within similar variations. 
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Abstract 

A methodology to derive trace-driven simulations on a 
uniprocessor for evaluating the performance of parallel algo­
rithms in multiprocessors is described. Based on the desired 
degrees of accuracy and speed of the evaluation, we interleave 
the independent traces, which are obtained by actually run­
ning each of the cooperating processes on a uniprocessor and 
capturing global events. Since only global events are captured, 
data reduction is very high. Using this trace, we can extract 
parameters which are applied to a variety of progressively 
refined analytical and hybrid models to study the impact of al­
gorithmic and architectural features on performance. Finally, 
design spaces of architectures and algorithms can be explored 
through successive refinements of the simulations. 

1. Introduction 

Multiprocessor systems are emerging in the commercial 
world as cost-effective systems for satisfying throughput 
demands of the mini and supermini markets [ARC85]. It is 
foreseen that such systems can deliver not only throughput, 
but also speed-up. Many languages have been developed to 
take advantage of multiprocessor systems [AND83, BAR83, 
TED84]. They introduce the notion of a process to the users 
of these machines. The execution o( a program can be imple­
mented by a set of concurrent and cooperating processes run­
ning simultaneously on different processors. Speed-up can thus 
be obtained for a given program and not only for a batch of 
programs. 

Many results have been derived on the computation 
complexity of parallel algorithms [HEL78, KRU83, GAN84). 
However, the interaction between software and hardware is so 
complex in MIMD machines that simple complexity studies are 
often inadequate. Some attempts at modeling some algorithms 
on specific multiprocessors are presented in [DUB82a-b, 
VRS84, VRS85). However, concurrency control mechanisms in 
the algorithm, such as scheduling and synchronization, and 
data allocation effect~ are most of the time neglected for rea­
sons of analytical tractability. Moreover, it is not clear how 
the parameters used in the models can be estimated. Simula­
tion technique is often the method of choice to verify analyti­
cal approximations. or course, the most accurate evaluation 
method is measurement on an actual prototype(GEH82). 
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DMC-8505328 and the USC Faculty Innovation Fund 
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Some major simulators have been implemented to 
predict the performance of algorithms on multiprocessors. The 
first one, developed at Lawrence Livermore 
Laboratory[AXE84], uses a trace-driven approach but traces 
every instruction with the detailed model of the S-1 multipro­
cessor. Therefore, the simulation is complex and must contain 
hardware timing information which is specific to the S-1. The 
NYU simulator is also an instruction level simulator[ABR84), 
written in CDC Cyber assembly language. The Cedar 
simulator(ABU85), written to take advantage of 
Parafrase[KUC84), allows the user to select statements whose 
execution may be simulated. A parallel algorithm simulator, 
called PSIMUL, was written at IBM[SOK86). This is also an 
instruction level simulator, but with no timing facility. The 
trace is produced by interleaving blocks or records or the indi­
vidual traces of each process, where the size of each block is 
determined by the time slice interval on the host machine. 

In this paper, we present a different methodology for 
developing trace-driven simulations or the execution or algo­
rithms in multiprocessor systems. It is not specific to any par­
ticular architecture and hence can be used to evaluate different 
machines. The only limitation we impose is on the computa­
tional model which is described in the next section. The com­
plexity of the trace-driven simulations as presented here is in­
termediate between the complexity of analytical models and 
detailed, cycle-by-cycle simulations. In our methodology, every 
instruction of the algorithm is executed. However, only global 
events are traced. Depending on the accuracy desired, the in­
terleaving of the individual traces is derived from virtual or 
real time components. The trace is then applied to the perfor­
mance prediction. In our technique, we extract values for algo­
rithmic and architectural features from the trace and apply 
them to analytical or hybrid simulation models to predict the 
performance. Of course the detailed simulation with real tim­
ing is also accomodated and is necessary for the validation o( 
the more approximate models. 

The paper is structured in two parts. In the first part, 
the computational model and the basic multiprocessor environ­
ment we assume is described. In the second part, the architec­
ture for the simulator is analyzed and different levels of com­
plexity of simulations are identified through a careful analysis 
of the tasks involved in the trace-driven simulation of mul­
tiprocessor programs. 

2. Computational Model and General Hypotheses 

Parallel and distributed algorithms can be classified 
broadly in two classes, with respect to the complexity of 
analyzing their performance: data-independent and data­
dependent algorithms. In data-independent algorithms the 



performance is independent of the values of the data. These al­
gorithms include many numerical algorithms. The perfor­
mance of data-dependent algorithms depends on the values of 
the data. Such algorithms which include most symbolic algo­
rithms are more difficult to analyze than data-independent al­
gorithms because of the large number of configurations to con­
sider. Compounding this difficulty is the possibility that the 
data-dependent algorithm may be non-stationary; that is, the 
behaviour of the algorithm execution varies with time. 

The parallel programming model we will use is based 
on practical concurrent programming language constructs 
[AND83]. The model allows the user to specify the concurre~­
cy and cooperation between the proce.sses of the program. ~his 
technique is different from the compiler g~nerated parallel!sm 
which have been shown to be effective for numerical 
algorithms[KUC84], but performs somewhat poorly on nonnu­
merical algorithms[LEE85]. The poor performance may be due 
to the fact that most nonnumeric algorithms are data­
dependent and often non-stationary. Therefore, the program­
ming model adopted here is all the more applicable to non­
n umeric algorithms. 

It is assumed that each processor has a large instruc­
tion cache or memory so that accesses to program code and lo­
cal variables are done locally and do not generate global 
traffic. This assumption is justified by the fact that the pro­
gram size for the algorithms considered here is usually very 
small compared to the total number of data accessed. If an al­
gorithm does not fit this description, then the modeling tech­
nique must be refined to include instruction fetches. 

In the type of machine envisioned in this study, the 
operating system is minimum. The multiprocessor is used as 
an attached multiprocessor. Basic operating system mechan­
isms supported by the methodology described here are flexible 
enough to support most, if not all, possible algorithms. These 
mechanisms are for process scheduling, sychronization, and 
communication[LIN81,DUB82b]. In addition to these mech~n­
isms data partitioning and allocation, and process granulanty 
ma/ also affect the performance of the algorithm[JON80, 
GAJ85]. The effects of these mechanisms can be derived from 
the global trace events by scanning the event attributes in ord­
er to extract statistics for the multiprocessor. The computa­
tion homogeneity or heterogeneity of the set of concurrent 
processes is also an important feature of the algorithm. 
Analyzing heterogeneous computations analytically is often im­
practical. 

In a multiprocessor system, scheduling may be static or 
dynamic. Both scheduling mechanisms are therefore support­
ed by the methodol9gy. In the static scheduling policy, the 
binding between processors and processes is determined at 
compile time. Static scheduling has low runtime overhead but 
is less flexible and often results in poor load balancing. In the 
dynamic scheduling policy the time of binding of processors to 
processes is delayed until runtime. A process can be executed 
by any processor that becomes available. Dynamic scheduling 
results in more runtime overhead but also in better load 
balancing. 

In the attached processors under study, scheduling sup­
port is minimum. Therefore, the system relies on self­
scheduling by the application program as performed in the 
HEP multiprocessor via a local or global ready list[GAJ85, 
SMI81]. In this case, the processes participating in the algo­
rithms execute code to fork other processes and to access the 
job queues. In the static scheduling, each process is forked on a 

specific processor, determined at compile time and the process 
runs to completion on the designated processor. Each processor 
has a run list. When a process forks a new process on a 
different processor, it puts a descriptor for the process in the 
queue of the target processor and executes a static3ork in­
struction. The effect of this instruction is simply to wake up 
the target processor in case it is idling. The target processor 
automatically reads the top of its run list, loads the descriptor 
and starts execution. 

In the more complex, dynamic scheduling case, a run 
list is shared by several processors. The dynamic_fork pro­
cedure is so mew hat similar to the static_fork procedure but, 
the job descriptor is put in the shared run list if an attempt to 
bind the new process to a processor fails because there is no 
free processor. 

In both static and dynamic scheduling, a processor that 
terminates a process attempts to get a new descriptor from the 
private or shared list before entering the idle. state. The t~rmi­
nation of a process is indicated by the execution of a terminate 
primitive. 

Our methodology is applicable to most practical mul­
tiprocessor architectures. These include shared-memory mul­
tiprocessors and distributed systems with or without cache 
memories. For multiprocessors with cache memories, the im­
pact of software or hardware-enforced coherence on algorithm 
performance can be evaluated since only global events may 
cause cross-interrogates [DUB82c]. 
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The basic set of language constructs we have used to 
support multiprocessing are the p~ocess creation an~ control 
primitives: fork/join, auspend: ac!wate, create, ~er~mate .an.d 
resume. In addition, we provide simple synchromzat10n pnm1-
tives such as spin-lock, suspend-lock and unlock. Knowing 
that each synchronization primitive has its own advantages 
and disadvantages, we also provide other data-level primitives 
such as fetch-and-add [GOT83], full/ empty bit (SMI81]. For 
distributed systems, message-based primitives such as 
send/receive [SHA84] are used. 

3. Modeling Methodology 

The methodology uses a hybrid and hierarchical ap­
proach to modeling by incorporating trace-driven s!mulations 
and analytical models[SCH78, KUM80]. In a multiprocessor, 
the events to trace are accesses to shared data or message­
passing through the network. However, the methodology al­
lows for the tracing of any selected set of events. 

3.1. Interleaving of the traces 

In order to evaluate the performance of arbitrary paral­
lel and distributed algorithms on proposed or existing mul­
tiprocessors, the traces must be gene~ated t~o~h the. in­
terpretation of the multiprocessor algorithm. This 1s especially 
important for algorithms whose behavior is highly sensitive to 
data values. Therefore the traces are derived while the multi­
tasked algorithm is executed. 

The events of importance in a multiprocessor system 
are accesses to shared data (and, in particular, synchroniza­
tion) message-passing operations, and the creation and purg­
ing df processes. In between the execution of such events, pro­
cessors execute locally and do not affect each other. One prob­
lem is to interleave the traces of events generated by each pro­
cessor. This interleaving is needed because the simulation tech­
nique described here is a technique for a uniprocessor system. 



This section analyzes three levels of accuracy in trace inter­
leaving: interleaving based on rank, on a virtual time approxi­
mation or on physical time. 

3.1.1 Rank Interleaving 

A first approach is to interleave the P traces according 
to the rank or position of each event in each individual proces­
sor trace. Assume that the P processors are ordered in an arbi­
trary sequence and numbered from 0 to P-1. In the interleaved 
trace, global event k in processor j occupies position kP + j. 
This interleaving techniques is said to be baaed on rank. This 
approach is acceptable for simple multitasked algorithms 
where the computation is homogeneous, and the real elapsed 
time between two successive events is approximately the same 
for all processors at any given time. This is the case for the 
simple PDE example given in section 5 of this paper. It is an 
unacceptable approximation for more complex algorithms such 
as quicksort, in which the execution behavior of the processors 
is not homogeneous all the time. 

3.1.2 Virtual-Time Interleaving 

To improve the reliability of the simulation, the traces 
are interleaved according to the rank of each event in its trace 
and according to a timing estimate such as the instruction 
count between two events generated by a process. We call this 
interleaving an interleaving based on a virtual time approxima­
tion [LAM78, JEF83]. The reason is that the timing estimate is 
not a physical time. In this technique, the trace for each pro­
cessor is a set of records of the type 

< pn, e, 6t, parameters >. 
6t is an estimate of the time complexity of the work (in 
number of instructions, or in number of instruction cycles) per­
formed by the processor since the last global event from the 
processor. In our facility, we derive this number of instruction 
cycles from a mechanism first developed at AT&T Bell 
Laboratories[WEI84] and modified at Rice University[JUM85]. 
pn is the number of the processor causing the event, e is the 
event type and parameters are the parameters of the event. 
Examples of event types include fetch, store, test_and_set, 
block, fork and terminate. Parameters may be, for example, a 
shared-memory address, a process descriptor, or a run list 
pointer. Table 1 indicates the various trace events with a 
definition of their parameters. The virtual time approximation 
defines a partial ordering of the global events produced by the 
processors as follows. For processor j there are a total of n . 
events numbered Ei ,1, Ei 12, ... , E11 •"i and the tiine betwee~ 
event~ Ei,i and Ei ,i,+l is. fit; ,i =ht +tb, where 6t is the vir­
tual ti.me mcrement given m the trace record and t6 is the vir­
tual time that the processor has been blocked since the last 
global event. Then, the virtual time for the k th event of pro-

k-1 
cessor j is denoted by Ti ,k = L: 6t i ,i. By definition, the par-

i =0 
tial ordering is such that Ei ,m 5,E1 ,n if and only if 
Ti ,m, 5, T1 •!' . A partial ordering of events is not sufficient for 
the s1mulat10n because events having the same virtual time 
can only be scheduled one at a time in the multiprocessor 
simulator implemented on a uniprocessor. In order to define a 
total ordering of events, a selection algorithm is used to select 
among trace events having the same virtual-time stamp. 

The interleaving based on the virtual time approxima­
tion is attractive because it is independent of actual multipro­
cessor organization, data allocation strategies, and technologi­
cal parameters. It only depends on the algorithm and on the 

911 

uniprocessor architecture. If it is valid, the interleaved trace 
may be reused multiple times to study various system 
configurations and technology trade-offs. This aspect has been 
a major advantage of trace-driven simulations for the analysis 
of uniprocessor systems. In the analysis of multiprocessor sys­
tems this advantage may be lost in some cases because of a 
phenomena called trace-ahifting and explained below. 

3.1.3 Trace-Shifting Phenomena 

In the virtual time approximation, the effect of the 
multiprocessor environment is not included in the algorithm to 
interleave the traces. There are many ways in which the sys­
tem under study may affect the interleaving of the traces. For 
example, in a cache-based system a cache miss in a processor 
delays the occurence of the next global event in this processor, 
and therefore affects the interleaving of events. If this effect is 
symmetric with respect to all the processors (i.e. if the same 
type of delay is encountered by all processors at some random 
times), then the virtual time approximation is valid. When the 
effect is riot symmetric over a long period of the simulation, a 
long-term phenomena called trace-ahifting may occur in which 
t.he traces get out of phase as compared to the order of execu­
tion on the real machine. For example, in the cache-based sys­
tem, some processor may be in a phase in which misses occur 
in bursts because it is accessing a new data structure; in a dis­
tributed global memory system, such as the Cm*[GEH82], 
trace shifting may occur if the data is allocated asymmetrical­
ly, even if all the processors are performing the same work. 
For example, if all data are stored in the memory of processor 
0, processor 0 will access memory faster and therefore, in the 
real system, it will execute faster than the other processors. In 
the simulation, however, all processors would execute at the 
same speed. Therefore, the trace of processor 0 has shifted 
with respect to the P-1 other traces. Trace shifting may result 
in considerable errors in some cases. For data-dependent algo­
rithms and dynamic scheduling, it may result in a totally 
different execution sequence as compared to the execution on 
the real machine. 

3.1.4 Physical-Time Interleaving 

In general, the only way to avoid trace shifting is to in­
clude physical (real) timings in the trace-interleaving algo­
rithm. We call this type of interleaving an interleaving based 
on phyaical time. First, the "6t" provided in the trace record 
of the individual processor traces must be a physical time esti­
mate as accurate as possible. Second, a penalty must be added 
to account for data access delays such as cache miss penalty or 
remote memory access penalty. The penalty depends on vari­
ous factors including the multiprocessor configuration, data al­
location and technology parameters. A fixed penalty for each 
access type may also result in trace shifting, because of 
conflicts for shared-resource accesses. If some processors are 
systematically conflicting while accesses from other processors 
are conflict-free, the traces will shift in the case where a fixed 
penalty is added for each access. The penalty should in this 
case be variable and include conflict delays. A full Hedged 
simulation of the multiprocessor may be needed to determine 
accurately the total access delays through the interconnection 
network and through the memory system. 

In some cases, when the algorithm interpretation is not 
affected by the shifting, the problem of trace shifting can be 
compensated for during the simulation. That is, traces can be 
realigned periodically: a total penalty is accumulated for each 
processor during the simulation; when the difference between 



the penalties becomes too large, the traces are synchronized by 
· subtracting their total penalty from the time stamp of their 
next event. 

3.1.5 On-the-fly and Off-line Tracing 

Finally, tracing may be done on-the-flu or off-line. If it 
is done on the flu then the interpretation of the algorithm, in­
terleaving of the traces, simulation and collection of statistics, 
are done in one single run. No trace file is derived, saved and 
reused. This mode of operation is desirable if the interleaving 
must be based on physical time, or if the overhead of handling 
large trace files (on tape or on disk) is large compared to the 
overhead of rederiving the trace each time. Note that the 
trace-driven approach is still applicable in this case even if the 
trace cannot be reused. Indeed, partitioning the simulation 
into two parts (the derivation of the trace and the simulation ) 
removes all local events from the global event list and results 
in increased efficieney. Off-line tracing is done in two phases. 
In the first phase, the interleaved trace is derived and stored in 
a trace file. The trace file may then be reused several times for 
multiple simulations of different system configurations, data al­
location and/or technological parameters. The off-line inter­
leaving of traces only makes sense when the trace is re-usable, 
i.e., when the interleaving is based on rank or on the virtual 
time approximation. 

3.2. Description of Simulator Architecture 

The simulator is divided into three types of modules 
(see Figure 1): the trace-generator, trace-scheduler, and MP­
simulator. The function of a trace-generator module is to gen­
erate the trace records as they are requested by the scheduler 
module. For each algorithm and each partitioning strategy, 
one must write a set of trace generator modules. The trace­
acheduler is the driver of the whole simulator: it determines 
the next process that will generate a trace record according to 
the trace interleaving strategy and a 11election algorithm, it re­
quests the next trace record from the selected process, and 
submits the record to the MP simulator. This last module 
may be a detailed simulation or a program to gather ~tatistics 
of the dynamic behavior of the algorithm on the architecture. 

TRACE GENERATOR 

CUT(a)--- - - --- - ---- - -- -- _ fJB~<:§ 

CUT(b)-- \ _ ~~T~~~~ 1 INTERLEAVED 
- ------TRACE 

'I' SIMULAlOR I DRIVER 

EVALUATE STATISTICS 
MP ON BUS AND 

SIMULATION MEMOJ:'I TRAFFICS 

CUT(c)---- -- - REDUCED 
- - - - - - - -STATISTICS 

•COMPLEXITY MODEL 
ANALYTICAL • THROUGHPUT BOUl'-DS 

MODELS •QIJEUEING MODEL 
----- oOTHER ANALYTICAL 

APPROXIMATIONS 

Figure 1. Activity flowchart of trace-driven simulation. 

These statistics are then used as parameters in simple analyti­
cal models such as complexity, throughput or queueing models. 

An activity flowchart for the overall performance 
analysis is also outlined in Figure 1. Several "cuts" are possi­
ble in the flowchart. A cut means that the simulation is run in 
two independent parts, and that intermediate results from the 
first part must be stored. A cut at (a) requires storing one or 
several files on tapes or disks, for each processor; a cut at (b) 
requires storing one single thread of trace records, a cut at ( c) 
reduces the information that has to be stored to statistics such 
as mean traffic values, variance of memory service time, histo­
gram of execution time between two successive global events. 

· Cuts at (a) and (b) result from off-line tracing while a 
cut at (c) results from on-the-fly tracing. Depending on the in­
terleaving strategy, on the algorithm being traced, and on the 
overhead of file manipulation, a cut at (a) or (b) may be 
desireable in order to reuse the trace. 

3.2.1 Trace-Generator Module 

A trace-generator module of the simulator executes the 
process and produces each global event from that process. The 
process is written as a procedure specifying the task to be per­
formed augmented by statements which log global-trace event 
records as these events are generated by the process. For each 
"forked" process there exists a trace generator. A trace gen­
erator is completely specified by a process and by a descriptor 
defining the data set to which the process is applied. 

The implementation of a trace generator is based on 
the coroutine principle. Few basic functions are provided to 
facilitate the "forking", activation and suspension of the trace 
generators. The first function is called fork (proc, 
pl> p 2, ••• , p,. ). This function creates and activates a process 
of type "proc" with the associated parameters p 11 p 2• ••• , p,. , 
and returns a unique process identification number, pid. Sub­
sequently, the process can start execution when the trace­
scheduler performs a transfer (pid ) to the process. The trace 
generator suspends itself and transfers control to the scheduler 
by executing a auapend (). This is essentially a coroutine call to 
the trace scheduler. In the trace generator, a trace event is 
logged into the event list of the scheduler by log_ellent 
(pn,event_type, time_incr,parameters). The "time_incr" attri­
bute is the virtual or physical time increment from the last 
event logged by that processor. The next time the trace 
scheduler schedules the trace generator for event production it 
again executes a tranafer (pid ). These and other primitives 
were packaged into a Concurrent C preprocessor[MAD86]. 

3.2.2 Trace-Scheduler Module 

The trace scheduler is designed to invoke the trace gen­
erators. Its first function is therefore the interpretation of the 
multitasked algorithm. The second function is to produce a 
single thread of totally ordered events from the partially or­
dered set resulting frqm the interpretation. 

The trace scheduler maintains four types of lists: the 
event list, ready list, run list and the bl~king lists. The run 
list which could be local or shared, contains the set of forked 
pr;cesses waiting for a processor. The blocking lists support 
blocking synchronization primitives such as suspend-locks and 
synchronous message primitives. The event list contains at 
every time as many nodes as there are active processors in the 
multiprocessor. A node of the event list includes a 
processor_number field, an event descriptor field, a time stamp 
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field, and other parameters. The time stamp is computed on 
the basis of the time increment provided in the trace record 
and the system time at the arrival of the event. Nodes in the 
list are ordered according to increasing time stamp values. The 
scheduler selects the processor whose node is at the top of the 
list as the producer of the next global event. If several events 
at the head of the event list have equal time stamps, then 
these events are moved to the ready list where a aelection al­
gorithm is invoked to schedule the events in the ready list in 
turn. Possible selection algorithms are round-robin, priority, or 
random; the choice of an algorithm should reflect the intercon­
nection network arbitration protocol. 

At initialization of the scheduler, the first event, 
"start", and the process identification corresponding to the al­
gorithm to be run is placed in the event-list. While the ready 
list is not empty one event at a time is selected for event pro­
cessing based on the event type in the multiprocessor simula­
tor. The processor which issued that event is then resumed to 
generate the next trace event, which is logged into the event 
list. When the ready list is exhausted, the scheduler starts a 
new cycle by moving events with equal time stamps to the 
ready list for scheduling. Note that if the application has been 
correctly interpreted, the algorithm terminates when the event 
list is empty. 

The possible event types for the scheduler are given in 
Table 1. In the following, the implementation of some of these 
primitives in the trace scheduler are discussed. On a read, 
write, test_and_set or a reset event type, the scheduler simply 
submits the request to the MP simulator and then invokes the 

Table 1 

Possible Trace events and their parameters 

Events 

READ, WRITE, 
TEST_AND_SET,RESET 
BLOCK 
FORK 
TERMINATE 
START_PROCESS 
STOP _PROCESS 
SYNC_SEND, SYNC_RECEIVE 
ASYNC_SEND, ASYNC_RECEIVE 
SYNC_BROADCAST 
ASYNC_BROADCAST 
READF, WRITEE 
FETCH_AND_ADD 

Parametere 

x 

x 
p_id 
pn 
p_id 
p_id 
m,p_id 
m,p_id 
m 
m 
x 
x, d 

x: shared memory address; p_id: process identification; pn: 
processor number; m: message; d: increment. 

next trace element. Programs for spin_locks and suspend_locks 
are given in Figure 2. A suspend_lock is more difficult to im­
plement and requires the additional primitive block (x) to indi­
cate to the trace-scheduler that the execution of the process is 
to be suspended. The scheduler puts the processor in a block­
ing list associated with x, and thereby suspends it from invok­
ing its trace generator. On executing an unblock (x) in a trace 
generator, the scheduler randomly selects one of the processors 
blocked on x for reactivation by placing it in the event list. 

To illustrate the use of these functions in implementing 
a trace generator, we consider the simple example of a parallel 
and dynamic quickaort performed on an array A[l.. .. n). A 
description of this algorithm is given in [DEM82). In this paper 
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/**********************************/ 
/* Microcode for spin_lock (x) • / 
/• and suspend_lock(x) •/ 
/**********************************/ 
spin_lock(x) 
{ 

repeat y := test_and_set(x); 
until y = O; 

} 
suspend_lock(x) 
{ 

} 

y := test_and_set(x); 
if (y = 1) block(x); 

/**********************************/ 
/• Trace generators for */ 
/*spin_lock(x) and suspend_lock(x)•/ 
/**********************************/ 
gen_spin_lock(x) 
{ 

} 

y := x; 
if (y = 0) x := l; 
log_event(pn,"tas",2.x); 
suspend(); 
while (y = 1) 
{ 

} 

y := x; 
if (y = 0) x := 1; 
log_event (pn, "tas". 2,x); 
suspend(); 

gen_suspend_lock (x) ·· 
{ 

} 

y := x; 
if (y = 0) x := 1; 
log_event(pn,"tas".2,x); 
suspend(); 
if (y = 1) 
{ 

} 

log_event (pn, "block" ,b_time,x); 
suspend(); 

Figure 2. Trace generators for spin_lock and 
suspend_lock. 

we present a skeleton of the algorithm -in Figure 3 and illus­
trate a segment of the implementation of the trace scheduler 
with dynamic forks in Figure 4. For simplicity, we have ex­
cluded all the necessary declarations and calls to the MP simu­
lator. The quicksort routine picks up a "descriptor" from the 
run list via a spin-lock and splits up the array into two subar­
rays about a pivot elememt A[v) [BAA78]. A new quicksort 
process is forked to sort one of the subarrays while the current 
process sorts the other subarray. An array with a number of 
elements less than "threshold" is sorted by inaertion aort. 
During the forking of the new process, a "descriptor" is also 
placed on the run list via a spin-lock. 

The trace generator for the quicksort will include two 
statements wherever a reference to global data A[*) is made in 
the algorithm. These are 
log_ event (pn,event_type,time_incr ,parameters) and 1u1pend (). 
Note that the trace generator for spin-lock, shown in Figure 2, 
will replace the spin-lock in the quicksort process. Complete 
analysis of the quicksort in multiprocessors with distributed 
global memory system can be found in (BAL86, PAT86]. 

3.2.3 Multiprocessor Simulator Module 

The complexity of the multiprocessor simulator 
depends on the class of multiprocessor and the level of details 
of the simulation. We illustrate these complexities by consider­
ing single-bus multiprocessor architectures. The simulator col­
lects statistics on the bus and memory traffic generated by the 
global events transmitted by the trace scheduler. The statistics 
collection for distributed systems and for systems with distri­
buted global memory merely consists in the updating of traffic 
counters. The simulator for cache-based machines is by far 
the more complex. It must keep track of the cache contents 



and implement cache replacement and coherence algorithms. 
The cross-interrogate-·and traffic statistics may then be used in 
analytical models to compute the degradation on system per­
formance during the execution of the algorithm. 

quicksort(A.l,u) 
{ 
pn = getmyPE () ; 
dequeue(global_run_list) ; 
while (( u-1) > threshold) 
{ 

v = split(A.l,u,pn); 
forkprocess(quicksort,A,l,v-1,pn) 
l=v+l; 

} 
insort(l,u) ; 
terminate (pn) 
} 

forkprocess (proc,A, l.u.pn) 
{ 
pd= fork(proc,A,l,u) ; 
enqueue(global_run_list) ; 
log_event(pn, "fork". fork_time.pd) 
suspend(); 
} 

terminate (pn) 
{ 

log_event (pn. "term" .delta_t) 
suspend() 

} 

dequeue(global_run_list) 
{ 

} 

spin_lock(global_run_l.ist) ; 
dummy_dequeue_to_ensure_serial_access 

to_global_run_list() 
unlock(global_run_list) ; 

enqueue(global_run_list) 
{ 

} 

spin_lock(global_run_list) ; 
dummy_enqueue_to_ensure_serial_access 

to_global_run_list() 
unlock(global_run_list) ; 

Figure 3. Dynamic Quicksort program skeleton. 

-'· Hybrid Simulation Models 

The traffic estimates obtained through enumeration of 
bus access or shared memory access events in the simulation 
trace can be used in analytical models. The analytical model 
can be as simple as throughput bounds or queueing models. 
Many models have been developed to analyze the performance 
of multiprocessors once the traffic and latency values are 
known(H0077 ,DUB82a,MUD84]. 

In general, the more precise an analytical model is, the 
more system parameters are needed. Also, the model may be­
come quite complex to exploit. We feel that a great deal of in­
formation on the performance of multitasked algorithms can 
be obtained by simple throughput bounds. 

The models in which the parameters are estimated as 
averages over the entire run of the application is only valid 
when the computation is approximately atationarg in time. By 
stationary, we mean that its execution behavior with respect 
to causing the global events remains constant during the 
overall processing. If the behavior varies (such is the case for 
the sorting algorithm, which is non-stationary because the 
decomposition varies during the execution), then the models 
presented above must be applied successively to the different 
pha11e1 of the algorithms. During each phase, it is considered 
that the characteristics of the computation remain constant. 

trace__scheduler() 
{ 
Initialize ; 
pd= fork(quicksort,A,l,u) ; 
log_event (NULL, "start" ,O,pd) 
while (event_l.ist NOT NULL ) 
{ 

EVENTS_TOJEADYJ,IST ; 
rdy_ptr = get__next_ready_event 
while (rdy_ptr NOT NULL) 

{ 
pd_old = bind[rdy_ptr -> pn]; 
CASE(rdy_ptr -> type) 

"start" :pn = get,J>E_pool () ; 
pd = rdy_ptr-> parameter ; 
bind[pn] =pd ; , 
Q_global..Tun_list (rdy_ptr) 
transfer (pd) ; 
break ; 

"fork": Q_global_run_list (rdy_ptr) 
pn = get,J>E_pool () ; 
if (pn NOT NULL) 
{ 

} 

pd = rdy_ptr -> parameter 
bind [pn] = pd ; 
transfer (pd) 

transfer (pd_old) 
break ; 

"term": transfer (pd_old) ; 
if (global_run_list NOT NULL) 
{ 

} 

pn = rdy_ptr -> pn ; 
rdy_ptr = D_Q_global..Tun_l.ist 
pd = rdy_ptr -> parameter 
bind[rdy_ptr ->pn] = pd ; 
transfer (pd) 

else 
{ 

bind[rdy_ptr ->pn] =NULL 
ret.J>E_pool (rdy_ptr ->pn) 

} 
break ; 

"block" :x = rdy_ptr ->parameter ; 
block(rdy_ptr.x) ; 
break ; 

"unblock":x = rdy_ptr ->parameter ; 
rdy_ptr = random_select(x); 
pd = search(rdy_ptr ->pn) ; 
transfer (pd) ; 

} 
} 

transfer (pd_old) ; 
break ; 
} 
M_P_simulator(rdy_ptr) ; 
rdy_ptr = get__next_ready_event 
} 

Figure-'· Skeleton of trace scheduler. 

.-.1 Example 

Below a grid relaxation algorithm for solving numeri­
cally partial differential equations is described and executed for 
the hybrid simulation. This example is an illustration of the 
methodology for a simple algorithm on a complex machine (i.e. 
a cache-based system). A complete analysis for different cache 
and coherence mechanisms can be found in [DUBBS]. 

Grid relaxation is an iterative technique to solve partial 
differential equations (PDEs) numerically. The traditional ex­
ample chosen to compare algorithms and implementations for 
PDE solvers is Laplace's equation on a square domain of R2 
and is referred to as the model problem (YOU71). The problem' 
is first discretized on a square grid. In the Jacobi iteration, the 
computation consists in repeatitively computing the average of 
the four N-, E-, W-, and S-neighbors at each grid point. There­
fore, the (K+l)th iterate is computed as 

K +l_ 1 [ K K K K ] 
X; ,; -4 x; +1,; +x; _1,; +x; ,; +1 +x; ,;-l 
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Two copies of the grid, U and V, are maintained. In 
each iteration, a copy is updated by using the iterate values of 
the other copy. Then the two copies are interchanged. This is 
an example of a synchronized algorithm. This algorithm can 
also be implemented as an asynchronous algorithm in which 
the latest iterate values are used (KUN76). Let N 2 be the size 
of the square grid. A partition can be described in terms of P 
blocks, where P is the number of processors. P =p 2, where 
p is the number of blocks on each side. The boundary condi­
tions add a total of 4N fixed iterate values to each grid, so 
that the total number of values for each grid is actually 
N 2+4N. 

This algorithm is an example of a data-independent al­
gorithm with homogenenous decomposition. A simple inter­
leaving based on rank was applied for its simulation. 

The trace was then used to study the performance of a 
bus-oriented multiprocessor system caches. For the write­
through system, the memory is updated on each write, and no 
space is allocated in the cache on a write miss. Each write cy­
cle on the bus is read by all the processor nodes and caches are 
invalidated when they contain a copy of the modified 
block(PAT82). 

There are two types of events causing accesses to the 
bus: read misses and writes. Let M be the total number of 
misses and W the total number of writes in all the caches for 
one iteration. Note that W =N2• If C,6 and C,,, are the 
number of bus cycles required per cache block read and word 
write respectively, the total bus traffic due to global data 
accesses per Jacobi sweep is the sum of the miss traffic and the 
write traffic and can be written as 

( 4.1) 

This traffic places an upper bound on the execution speed be­
cause of the limited bus bandwidth. 

Let T,6 and T.,, be the processor wait time for a read 
miss and for a write in the absence of conflicts, respectively. 
Also, let m; be the total number of misses per iteration in pro­
cessor i . A lower bound on the iteration time is obtained by 
neglecting all the bus conflicts. 

N2t1 N2 
Tit• (p ,q )=t 0+-p + T,6 Max)m; ]+-p T.,, (4.2) 

O::Si< 

In ( 4.2), t 1 is the time to update one iterate when all operands 
are in cache, t 0 is a fixed time, independent of the decomposi­
tion. The maximum of "m; " is used because the process with 
the worst case computation time determines the duration of 
the iteration in a synchronized algorithm(KUN76]. 

From the trace-driven simulator we can evaluate M 
and m; for different values of P and various cache 
configurations. The values obtained through simulation can 
then be substituted in (4.1) and (4.2). 

5. Conclusion 

Understanding the behavior and the performance 
trade-offs of multitasked algorithms in multiprocessor 
machines is a very difficult task. Many authors have tried to 
develop stochastic models. But such models are too general to 
be applicable to specific algorithms. Performance issues such 
as the impact of synchronization techniques, scheduling 

methods, and partitioning and allocation strategies cannot 
easily be mapped onto simple analytical models. This is spe­
cially true for data dependent algorithms, heterogeneous 
decompositions, or dynamic scheduling. Full-fledged cycle-by­
cycle simulation of the multiprocessor is very tedious, especial­
ly if the goal of the analysis is to understand the performance 
of the multiprocessor for very large configurations of multipro­
cessors and very large problem sizes. 

In this paper, we have presented an intermediate ap­
proach, namely a trace-driven, approximate simulation of the 
problem on the multiprocessor. The simulation yields results 
such as the total number of events of given types. These event 
counts are then introduced in throughput bounds or approxi­
mate analytical models to evaluate the approximation to the 
desired performance measure of the algorithm. The approach 
presented in this paper provides a general methodology, with 
which simulations and analytical models may be refined and 
validated progressively, from the complexity models to the 
cycle-by-cycle simulation. 

The methodology has been applied to the grid relaxa­
tion and static and dynamic quicksort problems. These exam­
ples were presented here to illustrate the methodology. Exten­
sive results can be found in the referenced technical reports. 
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Abstract 

We introduce a technique for transforming certain 
dynamic programming algorithms into ones which are in 
some sense equivalent, but require asymptotically less space 
and time under a logarithmic cost criterion. When mapped 
into silicon, these transformed algorithms result in VLSI 
processor arrays which are significantly smaller and faster. 
We illustrate the discussion with a general case of serial 
dynamic programming and briefly describe other, nonserial, 
applications in pattern matching. 

Introduction 

VLSI processor arrays are often application-driven; the 
structure of the algorithm and the domain of the problem 
dictate the complexity of the hardware needed. Algorithmic 
structure has been used to simplify communication 
requirements. We show how structure in the problem can be 
exploited to simplify the computation itself. 

Throughout the following complexity analysis we shall 
use the logarithmic cost criterion [1), an appropriate 
measure for algorithms to be implemented in VLSI. The cost 
of storing a non-negative integer i under the logarithmic 
criterion is 

{ 
1 ifi = 0 

l(i) = r T.og 2rn1 ifi > o 
and the cost of evaluating a primitive function f (e.g. 
addition or comparison) is the sum of the costs ofits operands 

l{/{x1, x.}) = l(x1) + lCx.} 

The Serial Dynamic Programming Problem 

The general case of a problem solvable by serial dynamic 
programming can be expressed as 

min ff){) = min L f p{i) 
X X iET 

where 

X = {x1, x2' ... , x,.} 
is a set of discrete-valued variables, S; is the definition set of 
Xi <ISil = o;), and 

T={l,2,. .. ,n-1} 
are the time instances of the problem. We wish to minimize 

t This research waa supported in part by DARPA under contract 
N00014-82-K·0549. 
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the objective function f over all schedules X subject to the 
serializing constraint 

xi= {xi,xi+l} 
The f;,(Xi) are components of the objective function [2). 

It may be helpful to observe that this formulation is fully 
equivalent to the problem of finding a shortest (i.e. lowest 
cost) path through a multistage graph with edge weights 
determined by 

cij,li = f/.:&ij'xi+U) 1 Si:Sn-1, lsjsoi, l sksoi+l 
where Xij is the jth value Xi assumes in some standard 
ordering. We interpret Cij,le as the cost of traversing the edge 
from the ;'th vertex in the ith stage to the kth vertex in the 
i+ tst stage. 

The Problem Restricted 

For the development which follows, we make two 
assumptions which restrict this most general problem. The 
first, strictly for analytical convenience, is that 

o;=l i=l,n and oi=m 2Si:Sn-1 

so that we consider only graphs which have n stages, with 
one vertex (or "node" or "state") in the first and last stages 
and m vertices in each of the intermediate stages. Such a 
graph is shown in rigure 1. 

2 3 4 n-1 n 

T 2 
states 

1 m 

figure 1. a multistage graph 

The second assumption is a necessary condition for the 
transformations we present. It is that 

cij,/I E N and 0 s cij,li s C 
for all Cij,li· That is, we assume the edge weights can be 
represented as elements chosen from a finite set of non­
negative integers, and we know in advance their maximum 
value. This is a highly restrictive assumption, but one which 
reflects real-world conditions. Since programs and processor 



arrays have limited resources, we often know (or at least 
must require) bounds on the edge weights. 

A Dynamic Programming Solution 

The shortest path through a multistage graph can be 
found using a backward recurrence with initial conditions 

• . rn-lj=cn-lj,1 lSjSon-1 
and iterative step 

r .. = min. [r. 1.+c ..• ] 1SiSn-2,1SjSo1. 

IJ lSkSoi+l 1+,.. IJ,,. 

where rij is the length of the shortest path from the jth 
vertex in the ith stage to the lone vertex in the nth stage. We 
shall refer to this recurrence as the standard serial dynamic 
programming algorithm. 

Space and Time Complexity 

Since the edge weights of the graph lie between 0 and C, 
the cost of a path from a vertex in the ith stage to the vertex 
in the last stage can range from 0 to at mdst (n-i)C. We 
remark that after the optimal costs for the i +1st stage are 
used to determine those in the ith stage they can be 
forgotten. Thus, the storage required is approximately 

ml((n-3)C) + ml((n-2)C) 
bits, which means the space complexity is O(mlogn). 

For the time complexity, we note that an addition in the 
ith stage requires time l((n- i- l)C) + l(C) and a comparison 
requires 2l((n-i)C). Since determining the cost of the 
optimal path for each of the m nodes in the second through 
the n- 2nd stages requires m additions and m - 1 
minimizations, the intermediate stages contribute 

n-2( I ~ mil(n - i - l)C + l(C)) + m(m - 1)[2l((n - i)C)] 
1=2 

which is O(m2nlogn). Determining the optimal path from 
the vertex in the first stage requires m additions and m-1 
minimizations, and so contributes 

m[l(n - 2)C + l(C)) + (m - 1)[2l((n - l)C)] 
which is O(mlogn). Hence the time complexity of this 
algorithm is 0(m2nlogn). 

Mapping the Recurrence into Silicon 

Li and Wah [3) present a VLSI processor array for serial 
dynamic programming which is quite general, at the 
expense of failing to exploit all of the potential parallelism. 
The architecture itself is based on the observation that the 
inner loop step of the algorithm is equivalent to an inner­
product in the closed semiring (N, min, +, oo, 0). Hence, the 
problem can be solved as a sequence of matrix-vector 
multiplications, where the additive step is minimization and 
the multiplicative step is addition. The array is depicted in 
figure 2. 

To determine the shortest paths for vertices in the 
n- 2nd stage, the multiplicand vector is shifted through the 
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figure 2. VLSI array for serial dynamic programming 

array while the cost matrix for that stage is applied and the 
product vector accumulates. For the next stage, the product 
vector is shifted while the multiplicand vector remains 
stationary. This alternation continues; on the last pass the 
cost vector corresponding to the first stage is input and the 
final value of the shortest path is accumulated in the first 
processor. 

This parallel architecture requires m processors. The 
first must be able to store values which can be as large as 
(n- l)C, the others as large as (n-2)C. Hence, each 
processor requires area O(logn), so the area of the entire 
array is O(mlogn). 

The time for the array to complete the computation is 
determined by that of the first processor, since it performs 
both the first and last operations. In processing the ith stage, 
it must perform m additions which require time 
l((n-i-l)C)+l(C) and (m-1) comparisons which take 
l((n-i)C). Thus, the time required is 

~2 
[ m[l((n - i - l)C) + l(C)) + (m - l)l((n - i)C) I 

1=1 
which yields a time complexity of O(mnlogn). 

The Delta Transformation 

We now proceed with the main result of this paper, the 
development of which we illustrate with the serial dynamic 
programming problem. The knowledge that the edge 
weights in the multistage graph are known to have a fixed 
range is powerful; it permits us to transform the standard 
algorithm into one which requires asymptotically less area 
and time under the logarithmic cost criterion. 

The Residue Reduction 

We first observe that the bound on edge weights 
constrains the maximum difference between terms which 
appear in a minimization. 

Lemma 1: the difference between any two terms which 
appear in a minimization in the standard serial dynamic 



programming algorithm is at most 2C. That is, 

max [<r.+l,lc + c. ·,1c ) - (r.+l,lc + c. ·,1c >] s 2C 
• • k k I I IJ I I 2 IJ 2 
i,J, I' 2 

(for proofs of this and following lemmas and theorems, see 
[4]). 

This fact can be exploited to make determining the 
minimum simpler. In particular, it is only necessary to 
examine low order bits. 

Lemma 2: given three non-negative integers x1, x2, and 8 
such that 

x1 - 8 s x2 s x1 + 8 
choose any Ii greater than or equal to 28+1 and let 
YI = x1modli andy2 = x2modli. If we define 

• 6 { min[yl'yt ifmax[yl'y2] - min[yl'yzl S 8 
min8[yl'yzl = max[yl'yt otherwise 

then 

Now we replace the standard dynamic programming 
recurrence with the following 

r 6 .=c . 1s·s 
n-IJ n-IJ,I J 0 n-1 

and 

r~j = min~c [ r~+l,lc + 6 cij,lc] 
i,j,k 

lSiSn-2, lSjSoi, 

lSkSoi+I 

(where + t;. is addition modulo A) for any fl. greater than or 
equal to 4C + 1. Whence we arrive at the main result of this 
section. 

Theorem 1: for rl!!.i,i defined above 

r6. = r .. modli 1sisn,1 sjso1. IJ IJ 

That is, the new recurrence performs precisely the same 
computation as the old, only using values modulo A. We call 
r!!i.ij so defined a residue reduction; it is a distillation of the 
original algorithm. 

The Path Augmentation 

The residue-reduced algorithm does not give us the true 
cost of the shortest path through the graph, although it does 
determine its remainder modulo A correctly. We observe, 
however, that the costs for the n- l•t stage (the initial 
conditions) are determined precisely as before. Consider 
picking an r6n-lj as an initial sample and inductively 
walking a path through the residue values to determine the 
true cost, r1,1. To this end, we state 

Lemma 3: the difference between the costs of the shortest 
paths from vertices in any two consecutive stages is at most 
C. More specifically, 

rij- Cs ri+l,lc s rij + C 

Now we make a second general observation; it concerns 
determining the true value of a non-negative integer given 
only the remainder of that integer modulo some value and 
the full value of another integer which is known to be close 
in magnitude. 

Lemma 4: given three non-negative integers xi, x2, and 8 
such that 

x1 - 8 s x2 s x1 + 8 
choose any fl. greater than or equal to 28 + 1 and let 
YI = x1modli andµ= minl!!.3[yi, x2modli]. If we define 

919 

6 { x2 - (x2modli - 6 y1) ifµ= y 1 

aug 8 [yl' x:J = x2 + (y1 - 6 x2modli) ifµ= x2modli 
then 

By Lemma 3 we can augment the reduced recurrence 
along any path from the last stage to the first. If we want to 
retain the general interconnection scheme of the original 
matrix-vector multiplication array, we should make the 
augmenting values available in an end processor. A logical 
choice is the path along the top of the recurrence, 
corresponding to r1J. as these values are always available in 
the first processing element. 

Now, to the residue recurrence given earlier we add 

a = r 6 
n-1 n-1,1 

and 
t;. t;. 

ai=augw[ri,l'ai+ll lSiSn-2 

We then assert 

Theorem 2: for the recurrence defined above and any fl. 
greater than or equal to 4C + 1 

lSiSn-1 

That is, this new recurrence correctly determines the values 
a; = r;,1 and in particular the cost of the shortest path 
through the graph, a1 = r1,1. We call the combination of a 
residue reduction and a path augmentation a delta 
transformation. 

Space and Time Complexity of the Delta Algorithm 

The residue-reduced recurrence r6ij requires storage of 
l(ll.) bits for each value. As before, the space complexity is 
determined.by that required to compute one stage of costs. 
There are m vertices in a stage, so the space complexity is 
O(mlog/l.) which is O(m) since fl. is a constant. For the 



augmen~tion path, we observe that a value at the ith sta:ge 
can be as large as (n-i)C. Since only two augmentation 
values need be retained at any one time, the storage 
required is at most l((n-l)C)+l((n-2)C) bits. Thus, the 
space complexity of the entire delta-transformed algorithm 
is O(m + logn). This is asymptotically less than the 
O(mlogn) required by the standard dynamic programming 
algorithm. 

The time required for a min4a at any stage of the 
computation is O(log(A)), which is to say constant. Hence, 
the complexity contributed by the reduced recurrence is 
0(m2n). The time required for an aug45 at the ith stage is 
proportional to l((n-i)C), hence the augmentation path 
contributes O(nlogn) to the time complexity. Thus, the 
complexity for the entire aigorithm is 0(m2n + nlogn), which 
is asymptotically faster than the 0(m2nlogn) required by the 
original. 

Mapping the Delta Algorithm into Silicon 

We can again use Li and Wah's matrix multiplication 
scheme, with a slight addition. Recall that the value ri,l is 
available at PE1 after the ith stage has been processed; on 
odd numbered iterations it is the stationary value, on even 
numbered iterations it is the first value to shift in. Hence, 
we add a processor external to the array on the left side, as 
depicted in figure 3. This processor is initialized with the 

:.· Cn-3 ',1 C • , ••••• 
,.. ""3:~·-~······ Cn·2.3,m Cn-a,m,2 ; 

! ... ~~:~y ... ······~~:~.2.m Cn.2.m.1 __ j 

::~ ~ /~l;;.:, ... -··········"·····"'l 
l .. -~:~:'. .. ·······:·t: .. ··· 
-, r-, r-, r-, 

PE1 1--1 PE2 t-1 PE3 ..._.···-I PEm ~ 
['-:-.J L-.J L-.J L-.J 

Cn.1,1,1 ..,_ Cn-1,2,1 ..,_ Cn-u.1 ..,_ ••• ..,_ Cn.1,m.1 

figure 3. VLSI array for the delta-transformed algorithm 

value Cn-1,1,1· Then, every m clock cycles, it alternates 
between sampling PE1's stored value and the first value of 
the next pass to shift in. 

This scheme requires a total of m + 1 processors. Each of 
the m computing the residue recurrence store values which 
can be at most A; hence each requires area O(logA), which is 
a constant, so their combined area is O(m). The augmenting 
processor must manipulate values as large as (n- l)C, hence 
it requires area O(logn). Thus, the area of the entire array is 
O(m+ logn) as opposed to the O(mlogn) that the original 
required. 

The reduced processors perform inner product steps on 
data values of constant size, which require constant time. 
Since each processor handles O(mn) of these steps, their time 
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complexity is O(mn). In the same time that these processors 
compute an entire stage, the augmenting processor must 
perform operations which require time at most O(logn). 
Since there are O(n) stages, the augmenting processor 
requires a total time O(nlogn). Hence the time complexity of 
the entire array is O(nmax[m, logn]) as opposed to the 
O(mnlogn) the original array required. 

Conclusions 

We have demonstrated a technique to simplify VLSI 
processor arrays for a general case of serial dynamic 
programming. Extensions to other dynamic programming 
algorithms, both serial and nonserial, are straightforward; 
the necessary and sufficient condition for application of a 
delta transformation is that all values to be minimized (or 
maximized) are close in magnitude. Unfortunately, the 
transformations as presented here will not yield space/time 
savings for every problem [4]. They can be applied, however, 
in many important instances, including approximate string 
matching, two-dimensional image comparison, and dynamic 
time warping of speech. For example, we have designed and 
fabricated a linear systolic array for comparing DNA 
sequences (essentially strings over a small alphabet) [5]. 
Using a delta transformation, we were able to place 30 
processors on a single nMOS chip which runs at six 
megahertz, whereas if we had implemented the unmodified 
algorithm, we would have been fortunate to fit four 
processors running at a much lower speed. 

This paper is a condensed version of[ 4). 
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Abstract 

The problem of merging two 
large ordered sets A, and B is con­
sidered. An efficient parallel algorithm 
is developed. The shared memory model 
of computation is used. 

Key words: Parallel algorithm, 
parallel merge, external sorting. 

1. Introduction 

SIMD, 

The merging and sorting problems 
have received considerable attention 
in the literature [l] [5], [7] 
[18). While the merge operation 
serves as a basic operation in many algo­
rithms [10) it is usually treated in 
the context of sorting. With the grow­
ing use of databases, the problem of 
merging becomes more important. Much 
effort has been devoted to solving this 
problem on parallel processors [9], 
[12), [13), [17). In this paper we 
present an optimal parallel algorithm 
for merging two sets of records. 

/ 

Classically the merge becomes 
external when the sets are too large to 
be contained in the memory of the pro­
cessor. In parallel models input is 
considered to be external if it cannot 
fit in the internal memory of the PEs. 
For this particular problem, the two 
sets can be stored on a disk. Disks with 
multiple read/write heads can be 
regarded as a EREW P-RAMs. We associate 
with each read/write head a PE and con­
sider the disk medium as the shared 
memory. The PEs can communicate with 
each other in 0(1) time by leaving mes­
sages in predetermined memory locations. 

2. Parallel External Merge Algorithm. 
Two sorted files A and B with m and 

n records respectively are to be merged. 
The result of the merge is a third sorted 
file c, with n+m records. The serial 
merge of the two input files, (given 
correct buffering and overlapped I/O 
and computation) can be performed in 
O(m + n) time. In this paper we present 
a solution to the external merge problem 
when a fixed number, p, of PEs are avail­
able. 

Ideally with 
p < m+n, the files 

p PE's, where 
can be merged in 
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O((n+m)/p) time. our algorithm performs 
the merge within this optimal time. Con­
ceptually the algorithm has three stages. 
In the first stage we identify pairs 
of subfiles from files A and B that could 
be independently merged. In the second 
stage, we merge all these subfiles in 
parallel. Each of these pairs is merged 
serially by one of the p available PE's. 
In the last stage, the results of the 
individual merges are concatenated to 
produce the result file c. 

Let the key of record q in file X be 

Record i in file A has insertion 

point j in file B if Kj ~ ~ ~ Kj+l" If 

Kj" ~ K~ (the key of the first record in 

B) then it has insertion point o. If 

~ then record i has insertion 

point n+l (n is the index of the last 

record in B). 

We first partition each of our input 

files into p subfiles: subfile Ai with 

at most r m/p l , 1 ~ i ~ p and subfile 

Bj with at most r n/p 1, 1 ~ j ~ P 

records. Define the partition records to 

be the records with indexes: 1, 

r m/p 1, 2*r m/p 1, ... ,(p-l)*r m/p 

1 ' m in A and, r n/p 1 , 2 * r n/p 1 I ••• 

, (p-l)*r n/p 1, n in file B. Next for 
each of the 2p+2 partition records, we 
read into memory its key and mark 
whether it came from file A or file B. 
Observe that the p+l keys from each file 
are sorted. We now merge the two sets 
of keys, using a bitonic merge [11) to 
form a sorted sequence. Let the sorted 

sequence be S = {K~, 1 ~ h ~ 2p+2}, where 

X can be either A or B. Let Jh' 1 < h 

< 2p+2 be the original index of K~ in 

file x. Having created this sequence, it 



is easy to see that there is no need to 
search the whole file in order to find 
an insertion point for some record i. Let 

~ be a key for partition record i in A, 

i. e. Jh i. Let KB 
f be the last key 

from file B in s such that K~ ~ ~· 
Also let K~ be the first key from file B 

in S such that ~ ~ K~. Clearly, when 
looking for the insertion point of 
record i of A in file B we can limit 
our search in file B to records 
between the records indexes Jf to Jr. 

By performing the bitonic merge 
on the keys of the partition records we 
reduced both the number of disk accesses 
and also the number of read conflicts. 
When looking for an insertion point for 
record i (j) of A (B) in B (A) we have 
to search a subfile with at most 
r n/p 1 ( r m/p 1 ) records. Since the 
search range is clearly partitioned, no 
record has to be accessed more then 
once. Clearly the number of disk 
accesses is reduced. Although we did not 
eliminate read conflicts, we definitely 
reduced the probability of one occurring. 

Although we showed how to find 
insertion points in file B corresponding 
to the records in A, the same method can 
be used to find insertion points in file 
A corresponding to the records in file B. 
To identify the partition records in A 
that are candidates for creating read 
conflicts, we mark all instances in s 
where there are j > 1 keys from file A in 
between two given keys from B. Let us 
consider one instance of j > 1 keys from 
A falling in between two consecutive 
keys of partition records in B. More 

formally we look at the following subse-

quence of s: ~' ~+l''''' ~+j' K~+j+l' 
As explained earlier, this translates to 

a search for insertion points in B for 

records Jh+l' Jh+2 , ••• , Jh+j of file 

A. The search for the j points has to be 

conducted on records Jh to Jh+j+l in file 

B. Since in the search step we assign 

one PE for each partition record in A, 

we can expect j PEs to be assigned to 

search in the interval Jh to Jh+j+l in 

B. These j PEs can partition the 
interval to 1 subfiles in B. Each of 
the new subf les can have at most 
r r n/p 1 /j 1 records. The new j par-

922 

tition points from B can next be merged 
with the j keys from A. Now, there are 
two possible cases. Either there is one j 
point from A between two consecutive 
points from B, or there are several. In 
the first case, the PE can conduct the 
search independently; namely, there is no 
danger of a read conflict. In the 
latter case the process can be repeated 
until a situation with one PE searching a 
partition is arrived at (i. e. no read 
conflicts occur). In the worst case 
the search without read conflict prob­
lem will be trivially solved when a 
partition with only one record is 
created. 

The introduction of the first level 
of bitonic merge has a cost of O(log p) 
when using p PEs. The search step, 
still with read conflicts, can be per­
formed in O(log (n/p)) time on file B. 
on file A the search step takes 
O(log (m/p)). To eliminate read con­
flict we continue to partition intervals 
and perform bitonic merges until we can 
ensure searches without read conflicts. 

This process can be done in 

O((log p)*(logp (n/p))) for file Band 

in O((log p)*(log (m/p)))for file A. The 
complexit¥ of thi partition stage of our 
new algorithm is readily seen to be O(log 
m + log n) as before. 

In order to simplify the discussion 
above we assumed that a PE "knows" 
whether it is the only one to be search­
ing the interval. To perform the 
Bitonic merge effectively each PE should 
also have the boundaries of the search 
interval and the number of PEs sharing 
that interval. This information can be 
obtained in O(log p) time. A detailed 
discussion of this step is given in Dekel 
and Ozsvath [7]. 

~· Conclusions. 
In this paper we describe a paral­

lel merge algorithm. We show how 
to eliminate the possibility of read 
conflicts without changing the complexity 
of the algorithm. We chose to develop 
an algorithm for an important operation, 
file merging. The need for al~orithms 
like our merge algorithm will increase 
dramatically as more parallel computers 
are in use. Indeed, such computers are 
likely to become quite common in the near 
future. These computers will come with a 
fixed number of processors and will be 
expected to perform operations on varied 
sizes of data. 
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Abstract 

The data dependent prefix problem is to compute all 
the n initial products x 1 0 x 20 · · · 0 xk, 1$k $n, 
where the order is specified by a linked list. A parallel algo­
rithm for the data dependent prefix problem is presented. 

This algorithm has time complexity 0 { ~+logn log~) 
p p 

using p processors on the exclusive-read exclusive-write 
computation model. A bucket sorting algorithm is also 
developed to be used as a component of the prefix algo­
rithm. This bucket sorting algorithm sorts n numbers in 
the range {1,2, ... ,m} using p processors in 

0 ff logm l( ~+logp )) time. 
log( ~+logp) P 

p 
Index words -- Prefix, bucket sorting, parallel algo­

rithms, graph algorithms, optimal algorithms. 

1. Introduction 

Parallel algorithms have been studied in many 
different areas. Some serial algorithms are easily parallel­
ized while some other serial algorithms seem difficult to 
parallelize. The study of parallel algorithms reveals many 
properties of the problems which were previously unknown. 
In the serial case, time complexity is usually the most 
important complexity measure for algorithms. In the 
parallel case, the processor complexity also comes into 
play. To measure how much parallelism of the problem 
has been exploited by an algorithm the parameter of 

T1 
speedup is defined as --, where T; is the time complex­

Tp 
ity of the algorithm using i processors and T 1 is the time 
complexity of the fastest known sequential algorithm for 

T1 
the same problem. It is not difficult to see --<p. 

TP -

( TI . h h" When TP =0 --) we say the parallel algont m ac ieves 
p 

linear speedup with p processors. In the parallel environ­
ment algorithms with maximum speedup and algorithms 
with optimal performance {linear speedup) are both sought. 
As the number of processors grows the utilization of the 
processors tends to decrease and linear speedup algorithms 

become difficult to obtain. Tfic contribution of l;he 
research presented in this paper is a. new parallel algorithm 
for the data dependent prefix computation. This algorithm 
achieves linear sp_eedup allowing asymptotically more pro-

Work reported herein was partially supported by the 
National Science Foundation under grant MCS - 8202610. 
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cessors than previously known algorithms. The time com­
plexity of our algorithm improves the best previous result. 
A bucket sorting algorithm used as a component of the 
prefix algorithm is also presented. This sorting algorithm 
shows better performance than known algorithms. 

The shared memory computation model is assumed in 
this paper. In a shared memory model both memory cells 
and processors are linearly ordered and each memory cell 
can be addressed by any processor. Three shared memory 
models are distinguished according to the ways they 
resolve read or write conflicts[IOJ. The Concurrent-Read 
Concurrent-Write model{CRCW), which is the strongest 
model among these three, allows simultaneous read and 
write of one memory cell by several processors. The con­
tent resulting after a cell is written by more than one pro­
cessor can be determined in a variety of ways. In the 
Concurrent-Read Exclusive-Write(CREW) model several 
processors can simultaneously read one memory cell, but 
simultaneous write is prohibited. The weakest model 
among three, the Exclusive-Read Exclusive-Write(EREW) 
model, prohibits both simultaneous read and write. Our 
algorithms are EREW and CREW algorithms. 

Let 0 denote an associative operation. Given 
x 1, x 2, · · · , Xn , the {data independent) prefix problem is 
to compute x 1 0 x 2 0 · · · 0 xk, 1$k $n. The data 
dependent prefix problem is to compute 
x 1 0 x 2 0 · · ·O xk, 1$k$n, for a given linked list 
containing x 11 X2 1 ••• , Xn, with x; following xi-I· For both 
cases, the product computation problem is to compute 
X 1 Q X 2 Q ... Q Xn • 

The prefix problem is a fundamental problem in 
parallel computation. It finds applications in many prob­
lems such as processor allocation and reallocation, data 
alignment, data compaction, sorting and polynomial 
evaluation. The data dependent prefix problem is espe­
cially important since linked lists have been used widely as 
a data structure in many algorithms and prefix computa­
tion is probably the most basic and fundamental computa­
tion for linked list manipulation. One example is to use 
the prefix algorithm to number the data items in a linked 
list so that each item knows how far it is from the first ele­
ment of the linked list {compute list rank for each ele­
ment). This numbering operation is extremely useful when 
one intends to apply certain parallel operations to the 

. linked list. 

Studies have been conducted on the parallel prefix 
problem[2][5][7][8][9]. These studies assume that the input 
data is data independent in the sense x; is in memory cell 

• i.. For the data dependent case, where input data forms a 
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link~ list and a map specifies which element follows 
which, optimal algori~~ms are also pursued. The be~t 

previous result is due to Kruskal, Rudolph and Snir(6]. 
h. h' h" . 1 . 0 ( logn n )• . w 1c ac 1eves time comp ex1ty 1 / ) usmg 

og(2n p p · 
p processors on the EREW model. In this paper we show 

that time complexity 0 ( ..!!.+logn log-!!y• can be obtained 
p p . 

on the EREW model. Our result achieves linear speedup 

whenever p =0 ( l t l ). This shows improvement 
ogn ogogn 

over the best previous result(6] which achieves linear 
speedup only when p <n', 0:5e<l. When our algorithm 
uses the maximum number of processors for which it can 
achieve linear speedup its time complexity becomes 
0 (logn loglogn ), a polynomial in logn . In contrast the 
best previous algorithm[6] can achieve a time complexity of 
0 ( n l-<) using the maximum number of processors for 
which the algorithm obtains linear speedup. Our algorithm 
is the first result which shows that linear speedup can be 
achieved for the data dependent prefix problem with poly­
logarithmic time complexity. 

Parallel sorting problem has been studied extensively. 
See [1] for a survey of this area. For our purpose, a sorting 
algorithm is required for sorting n numbers in the range 

{1,2, .. .,logn } with p processors in time 0 ( ..!!.+logp ). 
p 

Parallel sorting algorithms mentioned in [1] do not meet 
our requirement. Parallel comparison sorting algorithms 
are not useful here because they will take at least 

r2( n logn) time with p processors. Hirschberg's bucket 
p 

sorting algorithm (1 ](4] also implies a time bound of 

O ( n logn ). Kruskal, Rudolph and Snir claimed a sorting 
p 

algorithm which sorts n numbers in the range {1,2, ... ,n }. 
The time complexity of their algorithm is 

0 ( logt;!ip) (; +logp )) with p processors. Application 

of their sorting algorithm to our problem would imply a 

time bound of 0 ( l t°gi ) ( ..!!.+logp )) which is also too 
og 2n p p 

slow. We have developed our own bucket sorting algo­
rithm. Our algorithm sorts n numbers in the range 
{1,2, ... ,m} with p processors. The time complexity of our 

sorting algorithm is 0 ff logm l( ..!!.+Jogp )). Com-
log( ..!!.+logp ) P 

p 
pared to the results of Hirschberg and Kruskal et. al., our 
result is more flexible in the sense that it adjusts itself 
better to the range of t.he numbers and the number of pro­
cessors used. 

2. Basic Fact and Definition 
Product circuits, which are directed acyclic graphs, 

are also widely used as a parallel computati?n model. 
Some results may be obtained relatively easily using this 
model. We allow indegree of any node in the graph to be 
no more than 2. A node with indegree 2 represents a. pro­
duct.of its two inputs. The nodes with indegree 0 are the 
input nodes· The depth ()f a ci~cuit is t~.e l~n~~st directed 

Logarithms in this. paper are to the base 2. 
** n n We note here that O (-+logp )=0 (-+logn) lUld 

p p 

0 (.!!.+Jogp log.!!.)=0 (.!!.+Jogn log.!!.), for JI <n. 
p p p JI -
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path in the graph. Fig. 1 shows two circuits for product 
computation. For the prefix computation the following 
fact is important to us. 

Fact: 

Any circuit for product computation with the 
property that every node of the circuit represents a. 

j 

product of kC2.,Xt ,1:5i :5j :5n, can be used to 

construct a circuit for the prefix problem, and the 
depth of the prefix circuit is within a constant fac­
tor of the depth of the original product circuit. 

For the product computation, the circuits can be 
viewed as trees, which we will call product trees, with sons 
pointing to fathers. For the class of product trees satisfy­
ing the condition stated in the above fact we can define, 
for each non-input node, its left son as the node which 

m j 
feeds 0 xk to it and right son which feeds 0 Xt to 

k=i k=m+l 
it. 

The fact comes from the following observation. To 
compute the prefix, each node representing 

i 
0 xk ,l<j :5n, passes its product to its father. Each of 

k=l 
these fathers then passes the product received to its right 
son. Each interior node getting a product from its father 
will transfer it to its left son and then compute a new pro­
duct by combining the product passed from its father with 
the product accumulated by its left son during the process 
of computing the product. This new product will be 
passed to the interior node's right son. Fig. 2 shows this 
process. 

This fact essentially shows that, for the serial and 
parallel (data independent) case, the prefix problem is no 
harder than the product problem. This fact is noted by 
Schwartz(9] and many other researchers and is used to con­
struct parallel (data independent) prefix algorithms. This 
fact also applies to the data dependent prefix problem as it 
was used by Kruska.I et. al. to construct their algorithm. 
Our algorithm also uses this fact, i.e. we are going to con­
struct a parallel product algorithm with the product tree 
which the algorithm implicitly builds satisfying the condi­
tion stated in the fact. Thus our algorithm can be easily 
transformed to compute the prefix. This is accomplished 
by, when the product computation finishes, reversing the 
computation and popping out the product stored during 
the process of product computation. 

Now we give definitions for some concepts related to 
linked list. 

Definition: 

A linked list with n elements is a data. struc­
ture whose n elements are associated with n con­
secutive memory locations, where these n memory 
locations are linked one after another by arcs. The 
last arc in the list points to a special symbol nil 
denoting the end of the list. An arc (a ,b) indicates 
that the element associated with location a is fol­
lowed by the element associated with location b . 
This arc is represented by value b in location a . a 
is the tail of the arc and b is the head of the arc. 



3. Previous Results for the Prefix Problem 

It is advantageous here to mention some of the previ­
ous work on the prefix problem, since our algorithm uses 
some of the previous known algorithms as components and 
our work represents a continuation of the effort of these 
researchers. 

The following well-known algorithm can be used to 
solve the prefix problem. 

PREFIX_INDEPENDENT (X [O .. n -1 ]); 
begin 

for k :=0 to pogn,l-1 do 
forall i: 2 <i <n do 

X[i]:=X[i-2k]O X[i]; 
end. 

Algorithm PREFIX_INDEPENDENT has a 
corresponding version for the data dependent case, which 
is expressed by Wyllie[ll ]: 

PREFIX_DEPENDENT(X [O .. n-1],NEXTX [O .. n -1],HEAD ); 
forall i: O:Si <n do 

begin 
temp :=HEAD ; 
if NEXTX [i] =i' nil then NEXTX [NEXTX [i ]]:=i 
else HEAD :=i; 
NEXTX [temp ]:=nil; 
for k :=1 to flogn l do 

end. 

if NEXTX [i ];;of nil then 
begin 

X[i]:=X[i]O X[NEXTX[i]]; 
NEXTX [i ]:=NEXTX [NEXTX [i ]]; 

end 

If n processors are available both algorithms will take 
0 (logn) time. However, in no situation will they achieve 
linear speedup. This occurs because the total number of 
operations N involved in these algorithms is 0 {n logn ). 

With p processors the best one can hope for is 0 ( n logn ). 
p 

Kruskal et. al. [6] discussed an improved version of 
PREFIX.cJNDEPENDENT which achieves linear speedup. 
The elements are partitioned into p blocks where block i 
is X[i .!: .. {i +1)·!:-1], 0:'.Si <p. Processor P; is assigned 

p p 
to block i to calculate the prefix (and therefore the pro­
duct P;) of block i. Then PREFIX_INDEPENDENT can 
be used to obtain the prefix p/ for the p products. Finally 
p/ is added to each element of block i +1 by processor P;. 

However, no technique similar to the one mentioned 
above is known for algorithm PREFIX_DEPENDENT. A 

handy improvement can be made to achieve 0 ( n logp) 
p 

time with p processors. Fig. 3 shows that a linked list can 
be transformed into a linked tree of p branches, each with 

length no more than !:+t. This can be done in 
p 

0 { .!!.1ogp ) time with p processors by repeatedly assigning 
p 

NEXTX[i]:=NEXTX[NEXTX[i]]. This is equivalent to 
executing PREFIX_DEPENDENT for flogp l loops. 
Thereafter each processor works on one branch. The tim­
ing will be 0 ( n logp ). 

p 
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Kruskal, Rudolph and Snir's result shows that with p 

processors 0 ( dogf ) n) time can be achieved for the 
lo 2n p p 

data de.pendent prefix computation[6}. The hard part of 
the problem is to process arcs, in an order that guarantees 
that the arcs being simultaneously processed are not 

chained together. By dividing the n elements into !: 
p 

blocks, they apply p processors to visit the .!!. blocks one 
p 

at a time. During this phase, only arcs leaving a block are 
processed. Since no processor will look at the head of the 
arcs leaving the block which the processors are visiting, it 
is ensured that arcs simultaneously processed are not 
chained together. After this all the inter-block arcs are 

treated so the whole problem is divided into !: equal size 
p 

subproblems. By distributing processors evenly to all the 
subproblems and applying recursion all the arcs will be 
processed. This is one pass of the so-called Pair-Off. After 
pair-off each remaining element must have both of its 
neighbors eliminated, thus the number of remaining ele-

ments is at most 2
3

11 • Elements are compacted and 

another pass of pair-off is applied. The number of ele­
ments left after each pass will form a geometric series and 

consequently, time complexity of 0 ( 1 rg; ) n) IS 
og 2n p p 

obtained. 

4. A Parallel Bucket Sorting Algorithm 

In this section a parallel bucket sorting algorithm is 
presented .. This algorithm sorts n . numbers in the ra11ge 

{1,2, .. .,m} using p processors. The sorting requires time 

Off logm l(!:+logp)). 
log(.!!.+ logp ) P 

p 

To sort n elements in the range {1,2, .. .,m} with p 

processors, we divide the elements into r .!!. l blocks. These 
p 

blocks will be visited by the p processors sequentially. 
Suppose element i valued V; is visited by processor Pk, 
the element will be dropped into the {(v;-l)·p+k)-th 
bucket. After all the elements are dropped into buckets, 
packing the elements will yield the sorted sequence. The 
details of the algorithm are shown below. 

BUCKETSORT{A [l..n]) /* 1:5A [i}:'.Sm, 1:'.Si :'.Sn.*/ 

processors: P;, 1:'.Si :'.SP; 
array: S[l..m·p}, /*Buckets*/ 

C [l..n}, /* Counter for each element to 
calculate its rank. 

*/ 
G [l..m ]; /* G [i] is the total number 

of occurrences of elements 
valued i. 

*/ 



forall P;: 1:5i :5P 
begin 
/* Initialization. Takes 0 ( m ) time.*/ 

S [1..m ·p ]:=0; 

/* Throwing elements into buckets. 

Takes 0 ( .!!. ) time. 

*/ p 

for k :=1 to r !!.1 step 1 
p 

begin 
C [(k-l)·p +i ]:=S [(A [(k-l)·p +i ]-l)·p +i ]; 
S [(A [(k-l)·p +i ]-l)·p +i ]:= 

S [(A [(k-l)·p +i ]-l)·p +i ]+I; 
end 

/* G [i] is going to be returned to the calling 
procedure. Takes 0 ( m +logp ) time. 

*/ 
k ·p 

forall k: 1:5k :5m do G [k ]:= E S [i ]; 
i=(i:-l)·p+l 

/* Packing. Takes 0 ( ..!!+m +logp ) time. * / 
p 

PREFIX_INDEPENDENT(S [1..m ·p ]); 

for k :=1 to r !!.1 step 1 
p 

end 

begin 
C [(k-l)·p +i ]:=C [(k-l)·p +i] 

+s [(A [(k-l)·p +i ]-l)·p +i -1]; 
end 

For n elements ranging from 1 to m , BUCKET­

SORT takes 0 ( !!.+m +logp ) time units with p proces­
p 

sors. When m > !!.+logp , we can use the idea of radix 
p 

sorting. The logm bits representing the numbers are 

divided into r logm l blocks. Starting from the 
log( ~+logp) 

p 

least significant block of bits, BUCKETSORT can be 

applied. After applying BUCKETSORT r logm 1 
log( !!.+logp ) 

p 
times, once for each block of bits, the sorting is accom-
plished. The total time will be 

0 ff logm 1( !!.+logp )) since the m in the BUCK-
log( !!.+logp) P 

p 
ETSORT is !!.+logp now. 

p 
We note here that this sorting algorithm can also be 

used to pack data. Assigning 1 to each marked element 
and 2 to each unmarked element, execution of this sorting 
algorithm will pack the marked elements to the beginning 
of the array and unmarked elements to the end of the 
array. 

5. The Main Algorithm 
Our algorithm for the data dependent prefix problem 

is presented in this section. This algorithm uses the obser-
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vation stated before, i.e. an appropriate product computa­
tion algorithm can be used to construct an algorithm for 
prefix computation. Thus we are focusing on constructing 
a suitable algorithm for product computation. The idea of 
Kruskal et. al. that appropriate pairs of elements are com­
bined s.uch that one pass of combining (or 'pair-off') will 
reduce the number of elements by at least one third is fol­
lowed here. However, instead of using p processors to cut 

n elements into .!!. blocks we observed that the n arcs in 
p 

the linked list can be divided into 0 (logn ) groups and all 
the arcs in one group can be eliminated simultaneously by 
one 'pair-off' pass. The details of this idea are expressed 
below. 

We divide arcs into groups by the following rule: arc 
(a ,b ) is in group 2k -ak where 

k=min{i lthei-thbitofa XOR b isl}, 

XOR is the exclusive-or operation, bits are counted from 
the least significant bit starting at 1, a1; is the k-th bit of 
a. We prove the following lemma. 

Lemma: 
a) Each arc belongs to one and only one group. 

b) For any group G, if two different arcs (a ,b )EG and 
(c ,d)EG, then a ,b ,c ,d are all distinct. 

Proof: 

Part a) is obvious from the way we form groups. 
Now we prove part b). 

Assume G is an arc group indexed by 2i -a; . a =Fe 
since no two arcs can originate from one element, and 
b =I'd since no two arcs can have the same. target. Since 

both ·arcs are in G , a1 =c; . Now by the definition of 
grouping, b; =d; =(a; XOR 1). Hence a, b, c, d are all 
distinct. 

Q.E.D. 

By the above lemma, we know pairs of elements con­
nected by arcs in a group can be combined simultaneously 
without interfering with each other. Since at most 
Llogn J+l bits are used to represent the elements in the 
linked list, at most 2Llogn J+2 groups are needed. To 
determine, for arc (a ,b ), which group it belongs to, we 
compute 

c :=a XOR b; 
c :=(((c -1) XOR c )+1)/2; 

This will set all the bits of c to zeros except the lowest bit 
valued 1. Now we use value c to index into a table T to 
determine which bit of c is 1. Table T can be built by 
the following simple procedure. 

TABLE(n ,p) 
begin 

for j :=0 to logn step 1 
T [2; ]:=j +1; 

end. 

It is possible that several processors attempt to read the 
same entry of the above table simultaneously. We can use 
this table on the CREW model anyway. The time for table 
building will not dominate the overall time complexity. 



The procedure for determine the arcs' group membership is 
as foHows. 

MEMBER(X[l..n ], NEXTX!l..n]) 
forall P;: lSi SP 

begin 

for k :=l to ..!!. step 1 

begin 
p 

M[i]:=X[(i-1)..!!.+k] XOR NEXTX[(i-1)..!!.+k]; 
p p 

M[i]:=(((M(i]-1) XOR M(i])+l)/2; 

A [(i-1)..!!.+k]:=2·T[M[i]]; 
p 

if(M [i] AND X [(i-1)..!!.+k ])>0 then 
p 

end 
end. 

A ((i-1)..!!.+k ):=A [(i-1)..!!.+k ]-1; 
p p 

After the group of each ale is calculated, the bucket 
sorting algorithm is used to move arcs so that arcs in the 
same group are gathered together. Now, one group at a 
time, all the arcs are visited. This will take no more than 

2logn +2 I G ( · ) I 
o ( E r ' l)=o ( ..!!.+1ogn ) time, where 

i=l p p 
I G(i) I is the ~umber of ar~s in group i. Specifically, 

when the head of an arc visited by a processor is already 
deleted due to the previous processing of that arc's prede­
cessor then the processor does nothing, otherwise it com-1 
bines the head and the tail of the arc, marks the tail 
deleted, and updates the arc to point to the successor of its 
successor. After one pass of this 'pair-off', any remaining 
element must have both its predecessor and successor 

2n l · marked deleted. So at most a e ements can survive. 

The remaining elements are packed and after 0 (log.!!.) 
p 

passes, there are no more than p elements left. Finally the 
remaining elements are combined by algorithm 
PREFIXJ)EPENDENT. The following gives the details of 
our algorithm for the CREW model. 

PRODUCT_PREFIX(X(l..n ], NEXTX(l..n ], HEAD) 
begin 

TABLE(n ,p ); 
COMBINE(X (l..n ], NEXTX [l..n ], HEAD); 

end 

COMBINE(X(l..n ], NEXTX(l..n ], HEAD); 
forall P;: lSi SP 

begin 
DELETED [l..n ]: false; 
if n <p then 

PREFIX_DEPENDENT(X[l..n ], NEXTX [l..n ], HEAD); 
else 

begin 
/* Calculating group membership. * / 
MEMBER(X[l..n ], NEXTX(l..n ]); 
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/*Bring elements of the same group together.*/ 
/* BUCKETSORT returns each element's rank 

end 

in array C. 
*/ 
BUCKETSORT(A (1..n ]); 

for k :=l to ..!!. step 1 
p 

B [C [(i-l)·!!+k ]]:=(i-1)·..!!.+k; 
p p 

/* Visiting arcs one group at a time. * / 
/*Array G is returned by BUCKETSORT. 

*/ 

G [k ] is the total number of elements 
in group k. 

j:=l; 
for k :=l to 2logn +2 step 1 

begin 
while G [k ]2:P do 

begin 
PAIR-OFF(B [j .. j +p ]); 
j:=j+p; 
G (k ]:=G (k ]-p; 

end 
if G [k ]rO then PAIR-OFF(B [;..; +G [k ]]); 
j:=j+G[k]; 

end 

/* Now pack. PACK is a simplified version 
of BUCKETSORT. PACK returns the size 
of the packed array. 

*/ 
rl :=PACK(A [l..n ]); . 
COMBINE(X[l..rl ], NEXTX[l..rl ], HEAD); 

PAIR-OFF(B [a .. b]) 
begin 

if b -a <p then Disable P;: i >b-a +l; 

if NOT DELETED (B [a +i -1]] then 
begin 

X [B (a +i-1)]:-X[B [a +i-1]] 0 
X[NEXTX[B [a +i-llll; 

DELETED (NEXTX[B [a+i-llll:=true; 
NEXTX [B (a +i-1)]:= 

NEXTX [NEXTX [B [a +i-1]]]; 
end 

Enable P;: lSi SP i 
end 

Each execution of procedure MEMBER takes 0 ( ..!!. ) 
p 

time and each execution of procedure BUCKETSORT 

takes O ( ..!!.+logn) time, for the n numbers range from 1 

to 2logn -f 2. As mentioned before, visiting groups of arcs 

takes O ( ..!!.+logn ) time, and packing can be easily verified 
p 

to take O ( ..!!.+logp ) time. Th us one pass of the combin-

ing process,p i.e. an execution of procedure COMBINE, 

takes O ( ..!!.+logn) time. After executing COMBINE no 
p 

more than 2n elements are left, and hence the following 
3 



recursive formula for time complexity T, can be esta­
blished. 

T, (n )=0 (..!!.+Jogn )+T, (~). 
p 3 

Since 0 (Jog..!!.) passes of COMBINE are used and the 
p 

remaining Jess than p elements can be combined in 

0 (Jogp) time units, we have T, (n )=0 (..!!.+Jogn log..!!.). 
p p 

All the operations in the algorithm except the ones for cal­
culating the group membership of the arcs are EREW 
operations. 

For the EREW model, one way to determine the 
group membership for an arc (a ,b) is to continuously 
bisect the bits of a XOR b and ask if the lower half of 
the bits are O's. In this binary splitting fashion, we can 
calculate the group membership for all the arcs in time 

0 ( ..!!. Joglogn ). The loglogn factor can be eliminated by 
p 

using p copies of table T, one copy for each processor. 
This table TE, which is of size n ·p, has only (Jogn +l)·p 
entries which could possibly be indexed into. These entries 
are TE[i][j], I:S:i:S:p, j=2t, O:S:k::;;Jogn. Table 
TE [1..p ][1..n] can be built by copying relevant entries of 
table T. Distribute processors such that P;, 

(k-1)· P +1 <i <k · P , 1 <k <logn +1, are 
logn + 1 - - lo~n + 1 - -

assigned to entries TE [l..p J[2t-1]. These processors will 
make p copies of the T [2t-1] and put them in 
TE (I..p ][2t-1]. The total copying operation will take 
0 (logn) time. The procedure for determine arcs' group 

membership is obtained by merely replacing the statement 

A [(i-1)..!!.+k ]:=2· T [M [i]] 
p • 

I 

in procedure MEMBER by 

A [(i-1)..!!.+k ]:=2· TE [i ][M [i ]]. 
p 

The table storage technique due to Fredman, Koml6s 
and Szemeredi(3] can be used here to reduce the size of the 
index table to 0 (p ·logn ) while retaining constant time for 
table lookup, i.e. 0 (logn ) space is enough for one copy of 
the index table. Although the sequential time complexity of 
the algorithm[3] for building a single copy of the index 

table is 0 (Jog4n ), 0 ( ..!!.+Jogn log..!!.) time is more than 
p p 

enough when p processors are employed to build a single 
copy of the index table. Thus, we can first create a single 
copy of the index table with the help of p processors, then 
duplicate the table to p copies. The time complexity of 

0 ( ..!!.+Jogn log..!!.) still holds. The algorithm just obtained 
p p 

is an EREW algorithm. 
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As mentioned before, for the prefix computation we 
execute our algorithm first and then reverse the computa­
tion and pop out products stored at each node of the pro­
duct tree. 

6. Conclusion 

Parallel algorithms allowing a maximum number of 
processors to achieve linear speedup for the data indepen­
dent prefix problem have already been obtained, even on 
weaker models such as ultracomputers[9]. This is not the 
case in the data dependent case. We conclude this paper 
by raising the question: is 0 (n /p +logn) time bound 
achievable for the data dependent prefix problem on the 
EREW model? 
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ABSTRACT 

The problem of range search arises in many applications 
in areas such as information retrieval, database, robotics and 
computational geometry. There are a good number of sequen­
tial algorithms for this problem based on data structures such 
as k-d tree, quad tree, range tree, d-fold tree, super B-tree, 
overlapping k-ranges, non-overlapping k-ranges, etc. In this 
paper we present a parallel algorithm for a Single Instruction 
Multiple Data (SIMD) computing system with p processing 
elements. We make use of the linearized multiple attribute 
tree as the underlying data structure. Our algorithm has the 
complexity of 0 (kN Ip ), p gy where k is the dimensionality 
and N is the number of points of the data space. 

0. INTRODUCTION 

The problem of range search arises in many application 
areas such as information retrieval, database, robotics, and 
computational geometry. There have been many sequential 
algorithms for range search problem using the data structures 
such as k-d tree, quad tree; range tree, overlapping k-ranges, 
nonoverlapping k-ranges, d-fold tree, super B-tree, k-fold tree, 
and multiple attribute tree [l,3,5-7]. 

In this paper, we present a parallel algorithm for the 
range search problem. We make use of the Multiple Attribute 
Tree (MAT) as the underlying data structure. Our model of 
computation is a Single Instruction Multiple Data (SIMD) 
computing system, consisting of p processing elements. The 
system has a single shared memory that supports simultaneous 
reads. The time complexity of our algorithm is given by 
0 (kN lp),pg,/. 

The organization of this paper is as follows: In Section 1, 
we discuss the MAT data structure and the corresponding 
directory. In Section 2 the basic range search algorithm is dis­
cussed, and its complexity is estimated. Firstly an 0 (k) algo­
rithm is obtained using a processor array of size N in a 
straight forward manner. Then, an 0 (kN Ip), p gy algorithm 
using a processor array of size p and an augmented directory. 

1. THE MULTIPLE ATTRIBUTE TREE 
The MAT data structure was first introduced and 

analyzed by Kashyap et al [2]. The MAT is shown to outper­
form the inverted file structure for partial match and complete 
match queries in the cases when the directory resides on the 
main and secondary memories in [4]. An exhaustive treat­
ment on various structural aspects of MAT can be found in 
[5]. 
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The k-dimensional MAT on k attributes A2,A 3,. .. ,Ak for 
a set of records is defined as a tree of depth k , with the follow­
ing properties [4]: 

i) it has a root at level 0, 

ii) each child of the root is a (k-1)-dimensional MAT, on 
(k-1) attributes, A 1,A 2,. .. ,Ab for the subset of the records 
that have the same A 1 value. This value is the value of 
the root of the corresponding (k-1)-dimensional MAT, 
and 

iii) the child nodes of the root are in the ascending order of 
their values. This set of child nodes is called the filial­
set. D 
From the above definition we note that there is a root 

node at level 0, and it does not have any value. Every node of 
level i ,i=l,2, ... ,k, corresponds to a value of the attribute Ai. 
Fig l(b) shows the MAT data structure for the sorted set of 
records of Fig. l(a). The attributes A 1,A 2,. .. ,Ak form the 
hierarchy of of levels 1 through k. The nodes of every filial­
set are ordered according to their values. Another important 
property is that each record or point is represented by a unique 
path from the root to the corresponding terminal node. The 
total number of nodes in the MAT is at most kN for a given 
data set containing N records or points. 

The MAT is linearized and stored as a directory. We 
make use of the breadth-first linearization in which the nodes 
are stored in the order they are encountered when MAT is 
traversed in a breadth-first manner. The directory is an array 
of M (SkN) directory elements and each directory element 
has the following fields: 

directory-element = 
value: 

first-child: 
last-child: 

record 
1.M; 
1.M; 
1.M; 
end; 

where the fields corresponding to a node T, at level j, 
and numbered n are defined as follows: 

value: 
first-child: 
last-child: 

the value of the node T; 
node number of the first child of the child set of T; 
node number of the last child of the child set of T; 

The idea of breadth-first linearization is illustrated in 
Fig.2 and the corresponding directory is shown in Fig.3. In 
the first-child field of leaf nodes contain the pointers to the 
corresponding records. The time complexity of constructing 
this directory using a uniprocessor system is 0 (N logN) 
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(including the time required to sort the records on all the attri­
butes) [5]. Here, we are concerned only with answering the 
range query, assuming that the directory is available in 
memory. This directory is utilized in the design of parallel 
range search algorithms in the next section. 
2. PARALLEL RANGE SEARCH ALGORITHM 

k 
A range query is given by Q = riq;, where q; specifies 

i=l 
the range [li ,h;] at the level i. In geometric terms a range 
query specifies a rectilinearly oriented hyper rectangle in k 
dimensional space. Answering a range query calls for the 
retrieval of the points enclosed by the specified hyper rectan­
gle, and these points form a 'sub' MAT, called the query 
MAT (QMAT), on the original MAT. These nodes of the 
QMA T are called the qualified nodes of MAT for the query 
Q . Answering a range query involves identifying the nodes of 
the QMAT on the MAT. Let R be the number of records con­
tained in the hyper rectangle. The number of the nodes of the 
QMA Tis no more than kR. 

An algorithm for range query proceeds by descending 
down the MAT level by level, starting from the first level. At 
each level i , the child sets of qualified nodes of previous level 
are searched for the containment in the range [li,h;]. The 
algorithms is as follows: 

algorithm RANGE-SEARCH(level,qnodes); 
begin 

1. tempset:= cf>; 
2. for each n e qnodes do 
3. add to tempset all the child nodes of n that lie in 

the range [ l 1evez,h 1eve11; 
4. if level < k 
5. then RANGE-SEARCH(level+l,tempset) 
6. else return the pointers given by the elements of tempset; 

end 
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FIG. 2 Breadth - fir1t lin1arization 

In the algorithm RANGE-SEARCH, at a level i , all the 
j 

nodes that satisfy the partial query riqi are collected as 
i=l 

tempset. In the next level i+l, the child nodes of these nodes 
are tested for inclusion in the range [1;+1,hi+il· At the final 
level, the pointers to the information about the records that 
satisfy the given query are retrieved. 

The MAT data structure has some builtin parallelism 
with respect to answering a range query. The searching for 
the qualified nodes can be simultaneously carried out on the 
sub MATs of the same level. However, there seems to be a 
stringent sequentiality in the way the attributes are processed 
one after the other. Again, speaking in geometric terms, pro­
cessing of each attribute reduces the dimensionality of the 
search space by one. From the above discussion, we conclude 
that 0 (k) is lower bound on the steps involved in answering a 
range query on the MAT-based approach. 

The model of computation is in the form of an array of 
processor elements PEi, j=l,2, ... p, and operates in Single 
Instruction and Multiple Data (SIMD) mode. More 
specifically, each processor element executes the same algo­
rithm in synchronism with all the other processor elements. 
We use single shared memory in which the breadth-first MAT 
directory and other variables are stored. As will be shown 
later there will be no conflicts in writing into the memory. 
But, simultaneous read operations are supported. The range 
query is represented by low-limit[i] and high-limit[i], 
i =1,2, ... ,k, which give the lower and upper limits of the range 
for the attribute A;. 

Firstly, consider the processor array PE;, i=l,2, .. N 
where N is the number of records in input set. The array 
base[i], i=l,2, ... ,(k+l) is stored in the memory, where any 
node of level i lies in between the entries indexed by base[i ], 
and base[i+l]-1 in the directory. We use the array enable[i], 
i=l,2, .. N to selectively enable and disable the processor elec 
ments of the processor array. The algorithm consists of k 
steps and in step i, i=l,2, ... ,k the level i is processed to obtain 
the qualified nodes of the level i. Each enabled processing 
element acts on a child node of a qualified node at previous 
level, and checks if the child node satisfies the range con­
straint of the current level. The processor elemen~ 
corresponding to the qualified nodes of current level are 
enabled in the next step. For the final level, the points that 
satisfy the range query are obtained. The algorithm executed 
by the processor element PE i, j = 1 ;i., .. N for the step i , 
i=l,2, ... k is as follows: 



algorithm PE j; 
begin 

1. if enableLJ] 
2. then 

begin 
3. enable[j] = false; 
4. n = base[i] + j; 
5. iflow-limit[i] S value[k] S high-limit[i] 
6. then 

begin 
7. for I = first-child[n] to last-child[n] do 
8. enable[/- base[i]] =true; 

end; 
end; 

end; 

In the above algorithm the qualified records have to be 
returned in the final level by suitably modifying the lines 7 
and 8. This parallel algorithm implements the algorithm 
RANGE-QUERY and it is very easily seen that this correctly 
answers the range query. Since the algorithm is executed ink 
synchronous steps, it is evident that the time complexity of 
this algorithm is 0 (k ). 

In applications involving large amounts of data, the value 
of N could be very large and the assumption of the array of N 
processors is not very pragmatic. We now present an algo­
rithm that utilizes an array PE;, i=l,2, ... ,p, pSN processor 
elements. The basic idea of 'processing the MAT nodes level 
by level' is still followed; at any level the processor array is 
invoked required number of times along breadth of the MAT. 
In this case the directory is augmented with two more fields -
enable and level. The former is used to selectively enable and 
disable the processor elements and latter field gives the level 
of the node. The global variable current-level gives the level­
number that is currently being processed, and it is incremented 
after each level is processed. The array index[i], i=l,2, ... ,p 
gives the current index (into the directory) to be used by the 
processor element PE;. Initially, the enable field is made true 
for all the nodes of level 1 and also the entries of the array 
index corresponding to the first level nodes are filled up. For 
the final level, the qualified records are retrieved. The algo­
rithm executed by the processor element PEi, j=l,2, ... ,p is as 
follows: 

algorithm PEi; 
begin 

1. I = indexLJ]; 
2. if ((current-level =level[/]) and (enable[/])) 
3. then 

begin 
4. if (low-limit[current-level] S value[/] 

5. then 
begin 

s high-limit[ current-level]) 

6. form =first-child[/] to last-child[/] do 
7. enable[m] =true; 

end 
8. indexLJ] = l+p; 
9. enable[/]= false; 

end; 
end; 
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The if statement in line 2 makes sure that all processors 
of the SIMD array process the nodes of the current level. 
After the first p nodes of a level are processed, the next p 
nodes are processed by the use of the array index as in line 8. 
The lines 6 and 7 are to be modified to retrieve the qualified 
records in the final level. It is straight forward to see that the 
range query is processed correctly. 

THEOREM: The time complexity of the parallel range 
search algorithm, on an SIMD system of p processors is 
O(kNlp). 

PROOF: For the execution of the algorithm, at any level i, 
the maximum number of times the processor array is invoked 
is given by: 

r (number of nodes of level i Ip j 
The total number of times the processor array is invoked is 

k 
l: d" (number of nodes of level i )Ip 1 ) 
i=l 

k 
= ( I:r (number of nodes of level i l )Ip = 0 (kN Ip +k) 

i=l 

Hence, the time complexity of this algorithm is 0 (kN Ip). 0 

We note that for the case p =N this algorithm has the 
same complexity as the earlier one. But, earlier is superior as 
it uses less memory space. We also note that the maximum 
number of times the processor array is invoked is given by 
k (N Ip+ 1 ). This upperbound corresponds to the wosrt-case 
structure of the MAT. In an average-case the number of times 
that the processor array is invoked will be less than this 
bound. The authors are presently working on this aspect 

3. CONCLUSIONS 

We have developed an 0 (lcN Ip) algorithm for range 
search problem using the linearized MAT data structure and 
SIMD computing system. Since the attributes are processed 
one after the other, the MAT based parallel algorithm has a 
lower bound complexity of O(k) on the processor array con­
tainig no more than N processor elements. 

4. REFERENCES 

[1] BEN'ILEY, J.L., and FRIEDMAN, J.H., "Data structures for 
range searching" ,ACM Computing Surveys, 11, 4(Dec. 
1979), 397-409. 

[2] KASHY AP, R.L., SUBAS, S.K.C., and YAO, S.B., "Analysis 
of multiattribute tree organization", IEEE Trans. Software 
Engineerina, SE-2, 6(1977), 451-467. 

[3] MEHLHORN, K., Data Structures and Algorithms 3: Multidi­
mensional Tree Structures and Computational Geometry, 
EATCS monograph on Theor. Computer Sci., Springer-verlag, 
1984. 

[4] NAGESWARA RAO, S.V., IYENGAR, S.S., and VENI 
MADHAVAN, C.E., "A comparative study of multiple attri­
bute tree and inverted file structures for large bibliographic 
files", J. Inf. Process. and Mgmt. 21, 5(1985), 433-442. 

[5] NAGESWARA RAO, S.V., and IYENGAR, S.S., The Multi­
ple Attribute Tree Structure, Tech. Report TR85-030,Dept. of 
Computer Sci., Louisiana State Uni., Baton Rouge,June 1985. 

[6] OVERMARS, M.H., The Design qj Dynamic Data Structures, 
Leet. Notes in Comput Sci. 156, Springer-verlag, 1984. 

[7] WILLARD, D.E., "New data structure for orthogonal queries", 
SIAM J. Computing, 14, l(Feb. 1985), 232-253. 



DESIGN AND EVALUATION OF A PARALLEL SORT UTILITY 

Micah Beck 
Dina Bitton 

Computer Science Department 
Cornell University 
Ithaca, NY 14853 

W. Kevin Wilkinson 

Bell Communications Research 
Morristown, NJ 07960 

Abstract. A fundamental measure of processing power 
in a database management system is the performance of the 
sort utility it provides. When sorting a large data file on a 
serial computer, performance is limited by factors involving 
processor speed, memory capacity, and I/O bandwidth. In this 
paper, we investigate the feasibility and efficiency of a parallel 
sort-merge algorithm through implementation on the JASMIN 
prototype, a backend multiprocessor built around a fast packet 
bus. We describe the design and implementation of a parallel 
sort utility. We then present and analyze the results of meas­
urements corresponding to a range of file sizes and processor 
configurations. Our results show that using current, off-the 
shelf technology coupled with a streamlined distributed operat­
ing system, three and five microprocessor configurations pro­
vide a very cost-effective sort of large files. The three proces­
sor configuration sorts a 100 megabyte file in one hour, which 
compares well with commercial sort packages available on 
high-performance mainframes. 

1. Introduction 

Sorting of large data files is one of the most important 
and frequently performed operations in database management. 
Output files generated by a report are usually sorted with 
respect to an attribute or a combination of attributes that are 
of interest to the users of the report. In mass-storage devices, 
files are often maintained sorted with respect to a key attri­
bute in order to facilitate subsequent searching and process­
ing. Database management systems also pre-sort files in order 
to eliminate duplicate records (5, 14] or to process complex join 
and aggregate queries [14]. Thus, one of the fundamental 
measures of processing power in a transaction management 
system is the performance of the sort utility it provides [1]. 

In most systems, sort performance is not satisfactory. 
For large files, a sort may require hours of processing time 
during which it saturates the CPU and I/O devices. As a 
consequence, even in high-performance transaction manage­
ment systems, a large sort will often be deferred to after-hours 
processing in order not to interfere with the execution of short 
interactive transactions. 

What limits the performance of a file sorting operation, 
and how can this performance be enhanced? A theoretical 
machine with a 100 megabyte memory and a 50 nanosecond 
Compare instruction could sort one million 100 byte records in 
1.5 minutes, including 30 seconds to read the file from a disk 
with a 3 million-byte per second transfer rate and 30 seconds 
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under grant DCR-8410889, a Hewlett-Packard faculty development fellowship, 
and Bell Communications Research. 
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to write it back to the same disk<•> [1]. In practice, file sizes 
exceed main memory capacity by several orders of magnitude, 
comparisons and record moves are slower, and the effective I/O 
bandwidth is well below the maximum bandwidth of the disk 
channel. In addition, general purpose operating systems 
impose processor overhead and limit the utilization of other 
resources. The designer of a sort utility must strive to minim­
ize record moves in memory, overlap 110 latency with compu­
tation, and reduce disk seek times. Even then, the efficiency 
of file sorting on a serial computer with conventional 
mass-storage remains severely limited. Parallel computation 
combined with high I/O transfer rates is a natural approach to 
overcoming these limits. Indeed, a number of recent database 
machine designs use parallel sorting as a fundamental build­
ing block for query processing (8, 9, 15, 16]. 

In this paper, we investigate the feasibility of parallel file 
sorting on a backend multiprocessor machine. We describe the 
design of a sort utility that exploits parallel computation and 
high 110 bandwidth, and its implementation on the JASMIN 
multiprocessor. We consider two schemes which differ in the 
starting location of the unsorted data (Figure ll, and may lead 
to significant differences in performance. The first scheme 
corresponds to a Backend Sort, where a file initially located on 
the host is downloaded to a backend multiprocessor for sorting. 
The file is distributed to the backend processors, which sort it 
and then return the sorted file to the host. The second 
scheme, a Distributed Sort, assumes that the source file is ini­
tially distributed across a number of disks attached to backend 
processors. The processors sort the file in parallel, then send it 
to the host or write it to a backend disk. Basically, the paral­
lel sorting algorithm used in both schemes is the same, but the 
design goal of overlaping computation with the distribution of 
the data in one case (Backend Sort), is replaced with overlap­
ing computation with disk access in the other (Distributed 
Sort). 

The remainder of this paper is organized as follows. In 
Section 2, we describe the hardware and software architecture 
of the JASMIN system. In Section 3, we describe the parallel 
external sort algorithm, and the implementation choices that 
we have made - in particular the process structure and the 
buffering scheme. In Section 4, we present the performance of 
our algorithm as implemented on JASMIN. We analyze the 
execution time, processor utilization, and network traffic as 
functions of the file size and the multiprocessor configuration. 
Finally, Section 5 contains our conclusions. 

(a) With an efficient algorithm, sorting n records in main memory re­
quires Ofnlogn) record comparisons and exchanges. For n = 1,000,000, a typ­
ical proportionality of 1.5 and 20 instructions for a comparison and an ex­
change, this amounts to 600M instructions. 
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Figure 1: Backend and Distributed Sorting 

2. A Backend Multiprocessor 

Our parallel external sort algorithm was implemented on 
a prototype AT&T Bell Laboratories multiprocessor [2]. This 
multiprocessor may be configured with up to 12 microcomput­
ers communicating through a fast packet bus. It also has an 
umbilical connection to a DEC VAX host running UNIX(b) Sys­
tem V. Tbe backend processors run the JASMIN distributed 
operating system kernel, which is under development at Bell 
Communications Research. JASMIN is designed to efficiently 
sup~rt distributed applications. In this section, we brietly 
descnbe the hardware characteristics of the multiprocessor 
and process management and communication in JASMIN. 
The reader is referred to [12] for a complete description of the 
operating system and to [7] for a description of a distributed 
database management system which runs on JASMIN. 

2.1. The S/Net 

Tbe multiprocessor used in JASMIN is built around the 
S/Net, a fast (80 Mbit/s) packet bus developed at AT&T Bell 
Laboratories. The multiprocessor consists of a set of 
Multibus-based microcomputers, each with an S/Net Processor 
Interface Board. The S/Net itself consists of a set of Buffer 
Interface Boards, tied together on a single backplane, each 
connected to a Processor Interface Board. A designated Buffer 
Interface Board is connected to the VAX host. The VAX 
downloads the microcomputers via the S/Net and provides 
some support, such as file access and debug output, for the exe­
cution environment. Tbe microcomputers consist of a 10 MHz 
Motorola 68000 CPU and 1 Megabyte of main memory. Some 
of the microcomputers also have an SMD disk controller and a 
Fujitsu Eagle local disk. 

While the total bandwidth of the S/Net is 80 Mbit/s, no 
single processor can achieve that speed. The maximum kernel 
level data transfer rate that a single processor can attain on 
the S/Net is approximately 300 Kbyte/sec, or 3% of the 
network's total capacity. Operating system overhead further 
reduces the effective data transfer rate between processes to 
100 Kbyte/sec. 

Cb> UNIX ia a trademark of' AT&T Bell Laboratories. 
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2.2. The JASMIN Operating System 

Tbe JASMIN distributed operating system is modeled 
after DEMOS [3]. The basic object implemented by the system 
is an interprocess communication capability called a path, over 
which small, fixed length messages can be sent. Holding a 
path enables a process to send a message to the creator of. the 
path. Additionally, bulk data transfers between processes 
may be accomplished by attaching a buffer to a path in the 
creator's address space and using kernel primitives to move 
data into or out of the buffer. The system allows any process 
to create paths and to pass them to other processes via mes­
sages. 

A set of processes which share text and data address 
space, but have separate execution stacks, are said to form a 
load module. Since memory is shared by these processes, a 
load module cannot span processors. While processes in the 
same load module share text and data space, their execution 
stacks inhabit different memory segments, they hold different 
sets of paths, and they receive messages from separate queues. 
In other words, paths and messages are exchanged between 
processes, not load modules. The load module notion is a con­
venience to permit cooperating processes to share memory. 

JASMIN process scheduling is particularly simple. 
When created, each process is assigned a static priority level. 
Within each priority level, scheduling is strictly 
non-preemptive. A running process will execute until it per­
forms a blocking system call, or until a higher priority process 
becomes ready-to-run. This guarantees mutual exclusion 
among a set of processes operating on shared data structures 
within a load module, as long as these processes are run at the 
same priority level. 

3. A Parallel File Sorting Algorithm 

Large files cannot usually be sorted in main memory, and 
so file sorting requires an external sort algorithm. Most exter­
nal sort algorithms are based on iterative merging. They par­
tition the file into subfiles that separately fit in memory, inter­
nally sort the individual .subfiles, and then iteratively merge 
them into a single sorted file. During each iteration, every 
record is read and written once to mass-storage. These serial 
algorithms can be parallelized in a number of ways [4, 6, 10]. 

3.1. The Algorithm 

We have implemented a parallel N-way merge-sort algo­
rithm adapted from [ 4]. The algorithm assumes a logical tree 
connection between the processors (Figure 2). Each of the leaf 
processors has a disk attached to it, and thus can perform an 
external sort, independently of the host and the other proces­
sors in the backend. Tbe parallel algorithm has two phases. 
We will refer to the first phase as the sort phase, and to the 
second as the merge phase. During the sort phase, each leaf 
processor creates fixed-length sorted subfiles from its partition 
of the file; during the merge phase, these subfiles are merged 
in parallel. Parallelism in merging is exploited both through 
pipelining merge steps between levels of the tree, and through 
concurrent merging performed by processors on the same level 
of the tree. The two phases of the algorithm are described in 
more detail below. 

During the sort phase, fixed-length sorted subfiles are 
created by the leaves as in a serial sort. Partitions of the file 
are sorted in memory using Quicksort, and then written to 
disk. Available memory is divided between a subfile and an 
array of pointers to records in that subfile. During Quicksort, 
data records are not moved in memory, only pointers are 



Figure 2: A Parallel Merge-Sort 

changed. 

After the sort phase completes, each leaf merges its 
subfiles, producing a single sorted partition of the :file. As it is 
produced, the partition is transferred to the leaf's parent in the 
merge tree. The parent processor merges the partitions it 
receives from its children and sends the result one level up in 
the tree. The complete sorted file is produced at the root of the 
merge tree. In our implementation, merge streams are 
transferred in blocks containing many records. While pipelin­
ing of successive merge phases could be at the record granu­
larity, communication overhead makes such a design prohibi­
tively inefficient. 

It is interesting to note that, given a fixed topology for 
the merge tree, most of the steps in our sort algorithm are 
linear in terms of the number of comparisons performed. The 
partitioning of n records into nib fixed-size sorted blocks of b 
records each takes O(nlog(b)) comparisons. Similarly, merg­
ing d sorted streams of nld records takes O(nlog(d)) com­
parisons. Thus, at non-leaf nodes, where the degree of the 
merge is fixed by the topology of the tree, the merge is linear. 
At the leaves, the degree of the merge is equal to the number 
of temporary files, which is in turn proportional to the size of 
input. The merge phase at the leaves is thus the only point 
where the number of comparisons is non-linear. Because com­
parisons are a small portion of the total work done in sorting a 
large file, even the uniprocessor configuration of our sort only 
shows significant non-linear behavior in file sizes over 25 
megabytes (see Section 4.2). 
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3.2. Implementation on JASMIN 

In order to concentrate on designing the parallel part of 
the sort utility, and have a good baseline for evaluating our 
implementation, we chose to start with a robust serial sort 
program. We considered the Linderman Sort, a program 
recently developed at Bell Laboratories [13]. The program has 
been extensively tuned, and achieves very good performance 
on UNIX. The algorithm implemented in Lindennan's pro­
gram is a polymerge sort [11], where initial runs are gen­
erated with Quicksort. Each sorted run is stored as a tem­
porary :file. Then the :files are merged in one or more N - way 
merge passes. We started with adapting this code for sorting 
the subfiles in the sort phase of our parallel algorithm, and for 
merging· subfiles on one processor. Then, we turned our atten­
tion to design issues that are critical to the performance of the 
parallel sort program: 

(1) the process configuration and synchronization protocol 

(2) the memory configuration (including buffer allocation), 

(3) the layout of files on the local disks. 

3.2.1. Process Configuration On each backend pro­
cessor, processes were configured so that delays due to data 
transfer and processor synchronization would be minimized. 
In particular, data transfers (processor-to-disk, or processor-to­
processor) had to be overlapped with computation whenever 
possible. To avoid copying data within a processor, we adopted 
a structure consisting of a single JASMIN load module per 
processor. Multiple processes within each load module share 
access to a single buffer pool, but communicate and synchron­
ize using messages. 

Data transfers are organized as streams of record blocks. 
Each stream consists of a series of fixed size blocks containing 
a number of records. There are three types of streams, each 
with its own block size. Input streams carry unsorted record 
blocks from the root to the leaves. Disk streams carry sorted 
temporary :files between a leaf and its disk. Merge streams 
carry sorted record blocks between processors in the merge 
tree. 

During the sort phase, the records to be sorted are sent 
as input streams from the root to the leaf processors. In order 
to overlap communication latency, leaf processors interact with 
multiple communications processes in the root. In the leaf 
processors, an input spookr process reads the input stream 
from the the root, and builds sort buffers, which consist of data 
records and an array of pointers to these records (Figure 3). 

... 
r---"T"------, 
: sorted : 
L __ !'~!!_e_'! __ l 

r---------
: input 1 l7"!. .. ~ .. ----.,.L-----. 

t-~~'-~'!~?_J 

leaf processor 

Figure 3: Sort Phase Leaf Process Structure 



Once a sort buft'er is built, it is passed to the main 
sort/merge process. This process performs a Quicksort on the 
pointer array, and passes the buffer to the file spooler process. 
The file spooler moves records for the first time from the input 
bloclu, in which they were received, to disk blocks which are 
then written to disk. Each sorted buft'er forms one remporary 
file on the disk. The use of two sort buffers per processor 
ensures a high degree of overlap between input, sorting and 
writing to disk. 

During the merge phase, the sort buffers are unused and 
so are returned to free memory for use as disk or merge block 
buft'ers. The sort/merge process is central to the merge phase 
on both leaf and non-leaf processors (Figure 4). In the leaves, 
it merges sorted disk streams from the temporary files, one 
stream per file. In a non-leaf node, merge streams from the 
node's children in the tree are merged. In the former case, 
disk streams are read through the file spooler, which performs 
double buffering (disk read-ahead). In the latter case, a spe­
cial network spooler process synchroni:r.es data transfer from 
child processes and implements double buffering of merge 
streams. On all non-root processors, the output spooler process 
implements double buft'ering of merge streams being sent to 
the parent in the merge tree. 

3.2.2. Memory Configuration Having only one mega­
byte of main memory attached to each processor restricts the 
maximum size of data buffers. After loading the operating 
system, utility tasks, the text segment for the sorting program, 
a stack segment for each sorting process, and miscellaneous 

\ ___ i ___ _ 
'1 merge : 
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: merge : 
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: merge : 

..... ~--~~'!~T- __ J 

,--·--------., 
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non-leaf 
processor 

Figure 4: Merge Phase Process Structure 
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sort program variables, about 576K remains for buffers. This 
led us to a configuration of two 256K sort buffers, resulting in 
temporary files somewhat smaller than that (the buffer must 
hold not only the records, but also an array of pointers to 
them). In contrast, a mainframe sort routine will typically use 
a 1 megabyte sort buffer. 

During the merge phase, each leaf processor must read a 
potentially large number of disk streams, and merge them to 
produce a single merge stream. Each stream is double 
buffered so the total memory used when merging n files will 
be 

M = 2nBd18k + 28,..,rge 

where the Bx are block sizes. Now, the memory used as sort 
buffers during the sort phase can be reused as disk and merge 
blocks during the merge phase. Thus, all 576K are available 
for allocation. If we are to sort a lOOM file using two leaf 
nodes, then each leaf must handle 50M, or 200 temporary files. 
Rearranging our equation, we see that 

Bdisk = (M - 2B,..,rg,)12n s (576K 1400) =: 1.4K 

So, choosing Bdisk = lK, we get B,..,rge :S 88K. 

The constraint on the size of a merge block does not arise 
at the leaves, but at non-leaf nodes. If a non-leaf node merges 
m merge streams to form a single sorted merge stream, then it 
requires 2m + 2 merge blocks for buffering. Since non-leaf 
nodes use no memory for disk blocks, if we want to handle 
values of m up to 8, we get 

Bmerge = M /(2m + 2) s 576K /18 =: 32K 

Thus, the demands of the problem we posed - sorting a 
lOOMbyte file in configurations ranging from two to eight leaf 
processors using varying tree structures - leads to a rather 
narrow choice of buffer sizes. We used the closest powers of 
two: 

3.2.3 Disk File Layout The layout of files on disk is 
central to minimizing access time. We experimented with two 
approaches: contiguous files and interleaved files. In contigu­
ous file layout, the logical disk blocks of a file lie in consecu­
tive physical disk addresses. This means they will be physi­
cally contiguous unless they cross a cylinder boundary. In 
interleaved file layout, the first logical block of all files lie in 
one consecutive set of disk addresses, followed by the second 
block of all files, etc. (Figure 5). 

Contiguous file layout minimizes seeking when reading 
or writing an entire sequential file. It maximizes seeking 
when multiple sequential files are to be accessed concurrently. 

cylinder 1 

cylinder 2 

cylinder 3 

etc 

lifil file 1 

Contiguous 

II! file2 • file3 

Interleaved 

Figure 5: Contiguous vs Interleaved File Layout 



Interleaved layout achieves the opposite: maximal seeking 
when accessing a single file sequentially; minimal seeking 
when accessing many files concurrently. Intermediate 
schemes which interleave files in segments larger than one 
logical block are possible, but we did not implement any. In 
our sort algorithm, temporary files are written one at a time 
during the sort phase, and then all are read concurrently dur­
ing the merge phase. Thus, contiguous layout performs best 
during the sort phase, while interleaved layout wins in the 
merge phase. 

3.3 Choosing Parameter Values 

We experimented with various ways to partition the 
576K of memory that were available for buffer configuration 
in each processor. The parameter to which the sort time was 
most sensitive was merge block size. Larger merge blocks 
decreased the overhead during the merge phase, and reduced 
the number of interprocessor synchronization points. With 
double buffering, the maximum size of a merge block that we 
could choose was 32K (see Section 3.2). To a lesser extent, 
increasing the input block size also increased sort speed and 
we settled on an input block size of SK. Larger input blocks 
caused wasteful fragmentation of sort buffers. 

The large amount of idle time in the leaves during the 
merge phase suggests that double buffering of disk blocks may 
not be advantageous. It may be better to consolidate the two 
buffers into one large buffer to reduce the number of disk 
accesses. Additional enhancement could also come from 
improving the scheduling of network data transfers. In the 
current implementation, the network spooler in a parent node 
transfers merge blocks from the node's children in the order in 
which they are requested. However, at the same time, double 
buffering may cause network traffic that blocks the transfer of 
data which is needed for merging to proceed. Children are ser­
viced in approximately round-robin order, giving no priority to 
a transfer which is holding up the merge. 

We compared the performance of our sort with the two 
alternative file layouts: contiguous and interleaued. Using the 
interleaved scheme provided an overall improvement of 5% in 
elapsed time. 

4. Measurements 

In this section, we present and analyze our measure­
ments for a range of backend configurations and file sizes. In 
order to establish a performance baseline, we start with our 
uniprocessor sort (JSl) on JASMIN, and compare it to the 
Linderman Sort on a fast UNIX machine (Section 4.2). We 
then analyze in detail the performance of the parallel Backend 
Sort, for different multiprocessor configurations (Section 4.3). 
Finally, we estimate elapsed times for the Distributed Sort 
(Section 4.4). 

4.1. Parameters Varied 

In our experiments, we varied the following parameters: 

(1) Number of processors in the backend: 

We configured the backend as a single processor, as a two-level 
tree with 3 and 5 processors (2 and 4 leaves), and as a 
three-level binary tree with 7 processors (4 leaves, 2 internal 
nodes). In subsequent tables, these configurations are labeled 
as JSl, JS3, JS5, and JS7, respectively. In all the tree 
configurations, each leaf processor had a local disk. 

(2) Structure and size of the data file: 
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We varied the size of our data file from 1 to 100 megabytes. 
The data was randomly generated as a stream of 100 byte 
records, with a 10-byte ascii-numeric sort key. The record for­
mat included a header consisting of a 2-byte record-length field 
and a 2-byte key-length field, which were interpreted by the 
sort program. Thus, our implementation can also sort variable 
length records. In addition to the data records, we used two 
types of control records, end of block and end of file, in order to 
form streams of records. These control records are four bytes 
long. 

We also varied the memory configuration and the file lay­
out scheme. However, all the measurements presented below 
correspond to experiments with double buffering and inter­
leaved file layout, since these appeared to be more efficient. 

4.2. Uniprocessor Efficiency 

In order to establish a baseline performance measure for 
our implementation, we compared a single-processor 
configuration to the UNIX sort (13] on a faster machine. Fig­
ure 6 shows the times recorded for sorting files of 1 to 50 
megabytes on a JASMIN 68000-based microcomputer and on a 
CCI Power-6 computer running UNIX 4.2 BSD. In both cases 
the disk was a Fujitsu Eagle. The JASMIN figures constitute 
a baseline that we will use to evaluate the parallel speedup 
achievable in multiprocessor configurations. We will use the 
UNIX-CCI numbers as a baseline for comparing the perfor­
mance of a fast, general-purpose serial machine with that of a 
backend multiprocessor. 

The 68000-based microcomputer is rated at 0.6 MIPS, 
while the CCI processor is rated at 5 to 6 MIPS. Considering 
the difference in processor capabilities, the comparison greatly 
favors the JASMIN sort. The UNIX-CCI sort is 1.6 times fas­
ter for small files, but only 1.2 times faster for large files. 
From Figure 6, we observe that, up to 35M, the rate of the 
JASMIN sort is almost constant at 18 Kbyte/sec. On the other 
hand, the rate of the CCI-UNIX sort degrades rapidly for file 
sizes above 20M. This degradation is at least partly due to the 
limit of 20 on the number of open files in a UNIX process, 
which necessitates multiple N-way merge passes in the merge 
phase. The comparison illustrates the limits imposed by a 
general-purpose operating system (UNIX) compared to JAS­
MIN. The JASMIN kernel essentially gives an application the 
full power of the underlying computer. In this application, we 
observed a processor utilization rate of 90%. 
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4.3. Backend Sort 

In Table 1, we show the total execution time of the Back­
end Sort for 4 processor configurations, and for file sizes of 5, 
12.5, 25, 50 and 100 megabytes. The times shown correspond 
to the root's elapsed time, which was only slightly higher than 
the leaves' or internal nodes'. Figure 7 compares the sorting 
speed achieved in these experiments to the UNIX-CCI sort. 

The most striking observation from this table is how fast 
the lOOM sort is, for both JS3 and JS5. The backend multipro­
cessor sorts lOOM in 1 hour with 3 processors, and in 52 
minutes with 5 processors. This performance is comparable to 
that of highly-tuned commercial sort packages such as the 
IBM SYNC-SORT on a high-performance mainframe (e.g. an 
IBM 3081, rated at approximately 7 MIPS). It is thus clear 
that our parallel Backend Sort provides a very cost-effective 
alternative to main-frame, serial sorting of large files. 

Further analysis of the data in Table 1 leads us to the 
following observations on parallel speedup: 

(1) The 3 processor configuration is faster than the 1 proces­
sor configuration by a factor of 1.5 for small files to 1.6 
for a 50M file. 

(2) Using two additional leaves (i.e. the 5 processor 
configuration) further improved the sort time by up to 
16%. 

(3) Using a two-level merge tree with 7 processors does not 
improve performance. In fact JS7 shows slightly higher 
overall times than JS5. 
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5M 269 178 178 173 
12.5M 682 439 419 427 

25M 1384 884 836 869 
50M 2930 1782 1584 1682 

lOOM _(c} 3625 3131 3305 

Table 1: Total Sort Times In Seconds 
1, 3, 5 and 7 Processor Configurations 
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The added processing power and I/O bandwidth in JS3, 
with 3 processors and 2 disks, proved very effective in reduc­
ing up the elapsed time of the sort. However, as more proces­
sors and disks were added, the additional performance 
enhancement was limited. These observations suggest that 
the parallel sort is limited by network data transfer rather 
than by computation or disk activity. We tested this 
hypothesis by instrumenting the sort program to record idle 
and elapsed times for both the sort and merge phases. Table 2 
shows these measurements for a 25 megabyte sort with 3 pro­
cessors, and a 50 megabyte sort with 5 processors. 

The times in Table 2 are for the root, and one of the 
leaves. (Since all leaves had similar elapsed and idle times, 
we only present our measurements for one.) Discrepancies 
between the elapsed times shown in Table 1 and Table 2 for 
the same configurations are due to distortions introduced by 
measuring idle time. The additional data in Table 2 supports 
our hypothesis in the following ways: 

(1) The sort phase of the 50M sort lasts almost twice as long 
as the sort phase of the 25M sort, although the leaves do 
exactly the same work in both. The additional time 
shows up as idle time at the leaves, while they wait for 
data from the root. In both configurations, the root 
shows little idle time during the sort phase. IJO delays 
(shown as Disk Busy time) are almost null during the 
sort phase. 

(2) The merge phase of the 50M sort lasts almost exactly 
twice as long as that of the 25M sort, and substantial idle 
time accumulates at both the leaves and the root. Unlike 
the sort phase, where the root processor is saturated, 
both root and leaves appear to be waiting on the net­
work. Disk waiting during the merge phase accounted 
for less than 10% of the idle time, in both configurations. 
Furthermore, it did not decrease with the use of two 
additional disks (JS5 versus JS3). 

(3) The non-idle time at the leaves during the sort and 
merge phases, is approximately the same on both 
configurations: sort phase 320 seconds, merge phase 340 
seconds. The non-idle time at the root varied linearly 
with the amount of data in both phases. The sort phase 
might be speeded up by starting with a distributed file 
(see Section 4.4), or increasing the power of the root pro­
cessor. However, it is clear that a higher network 
transfer rate is necessary in order to speed up the merge 
phase . 

JS3-25M JS5-50M 
leaf root leaf root 

Sort Phase elapsed time 638 639 1004 1005 
disk busy 2 0 0 
idle time 320 162 680 

Merge Phase elapsed time 937 938 1871 
disk busy 53 - 55 
idle time 598 629 1534 

Total elapsed time 1575 1577 2875 
(Both Phases) disk busy 55 - 55 

idle time 918 791 2217 

Table 2: Sort, Merge and Idle Time In Seconds 
3 and 5 Processor Backend Sort 

0 
26 

1873 
-

1274 

2878 
-

1300 



We conclude that for the Backend Sort, the limitation of 
a low network transfer rate means that the use of more than 4 
processors as leaves can speed the sort phase only marginally, 
and the extra processor power is not used efficiently. Simi­
larly, use of additional processors as interior merge nodes in 
the 7 processor configuration only reduces non-idle time at the 
root, which does not improve the overall merge speed. A net­
work which delivered data at the faster rate would be able to 
increase the utilization of the leaves and root during the 
merge phase, and so could effectively utilize more processors. 

4.4. Distributed Sort 

The above discussion of Table 2 indicates that the distri­
bution of the file from the root to the leaf processors created a 
bottleneck. In a Distributed Sort, where the file is initially 
distributed across the local disks at the leaves, the sort phase 
would be much faster. In fact, since, during this phase, the 
computation is fully partitioned and every leaf processor has 
its own disk, the sort phase time at the leaves is simply the 
uniprocessor sort phase time for one partition. Thus, a good 
estimate of the sort phase time in the Distributed case is the 
sort phase time of one partition in the JSl configuration. 
Merge phase time in the Distributed Sort is identical to that 
in the Backend case. By combining these estimates of the sort 
and merge phase times, we obtained the total times for the 
Distributed Sort. The results obtained are shown in Table 3. 

Sort Mei:g_e Total 
JS3 lOM 147 1S8 30S 

SOM 738 828 1S66 
JS5 lOM 74 1S7 231 

SOM 370 696 1066 

Table 3: Distributed Sort Estimate 
Sort, Merge and Total Times in Seconds 

While in the Backend Sort, the bottleneck at the root 
made the use of more than 3 processors inefficient, we now 
observe a substantial speedup with S processors. For a file of 
SO megabytes, the elapsed time is 1S66 seconds for a distri­
buted 3 processor sort and 1066 seconds for a 5 processor sort. 
This is a speedup of 1.S compared to 1.1 for the Backend Sort. 

5. Conclusions 

We have described our experience with developing and 
evaluating a parallel sort utility. Our goal was to explore the 
feasibility of fast file sorting algorithms under limited parallel­
ism, limited inter-processor communication bandwidth and the 
constraints of conventional 1/0 devices. Our testbed was a 
multiprocessor that can be configured with up to 12 micropro­
cessors, communicating through a fast packet-switched bus 
and running a distributed operating system kernel. Multiple 
disk drives, each attached to one microprocessor, provided high 
1/0 bandwidth. 

We implemented a parallel external merge-sort algo­
rithm, and measured its performance for a range of file sizes 
and processor configurations. After detailed analysis of our 
measurements, and scaling of our results, we reach a number 
of conclusions: 

(1) Using current off-the-shelf technology, 3 and S processor 
configurations provide a very cost-effective solution to 
sorting a large file. The 3 processor configuration sorts a 
100 megabyte file in 3625 seconds (1 hour), which 
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compares well with commercial sort packages available 
on high-performance mainframes. The S processor sort is 
16% faster for large files. This level of performance, at a 
low hardware cost, results from a design which makes 
effective use of a streamlined, distributed operating sys­
tem to exploit a limited amount of parallelism in compu­
tation and 1/0. 

(2) Latency in network data transfer prevents the effective 
use of higher levels of parallelism in the backend sort 
model, where the data file is not distributed. Interest­
ingly, the 10 Mbyte/sec physical bandwidth of our net­
work was not the limiting factor: Only 300 Kbyte/sec of 
that is available to any one processor, and operating sys­
tem overhead reduces that to approximately 100 
Kbyte/sec for the actual process-to-process data transfer 
rate. At this rate, network latency allows even a 
microprocessor (rated at 0.6 MIPS) to sort and merge 
data as quickly as it can be moved between machines. 
Adding processors to the backend configuration simply 
increased idle time. 

(3) We observed that distributed storage of files provides a 
substantial benefit in sorting. For instance, with the S­
processor configuration, a SO-megabyte distributed file 
could be sorted in 17 minutes, compared to 26 minutes 
needed for a non-distributed file. Our distributed sort 
model makes efficient use of additional leaf processors to 
accelerate the sort phase, which the backend model is 
unable to do. 

This study demonstrates that, with current microprocessor and 
communication technology, parallel sorting of large files is a 
viable, cost-effective alternative to highly tuned sort utilities 
on mainframes. Our analysis indicates that its efficiency can 
be expected to increase dramatically due to improvements in 
local area network technology in the next few years. 
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Abstract: We present an efficient time stamp based 
distributed scheme for synchronization of communi­
cating sequential processes. In the communication 
model assumed, processes name ports in their com­
munication commands and both the input and output 
commands can appear in the guards of an alternative 
command, a general framework than that allowed by 
Hoare's CSP. We further assume synchronized com­
munication between processes. An implementation of 
the scheme is described. The scheme can become part 
of the kernel for a programming language for distri­
buted computation. We provide a discussion on fault 
tolerance of the algorithm against node failures. We 
prove the correctness of the scheme by establishing 
that the scheme is deadlock free and further that if 
two processes are willing to communicate and don't 
synchronize with any other, they do synchronize with 
each other. A specification in interval logic of the 
scheme and the verification of it, including strong fair­
ness, is given elsewhere. 

1. Introduction 

A distributed system is an interconnection of a 
network of computing elements with each of the ele­
ments having its own local store. The local storage of 
one computing element is not shared by any other. A 
distributed program consists of a system of processes 
with each of the processes executing on some comput­
ing element of the distributed system. The processes 
of a distributed program cooperate so as to achieve a 
common purpose. Because of the absence of shared 
storage, the processes achieve cooperation by the 
exchange of messages. Thus, interprocess communica­
tion using message passing constitutes a basic para­
digm for the computations evoked by a distributed 
program. 

A model of distributed computation known as 
Communicating Sequential Processes(CSP) has been 
proposed by Hoare[8]. A programming notation for 
the expression of distributed algorithms, constituting 
a distributed program, has also been suggested in the 
same work. The model consists of a set of sequential 
processes, without nesting, with each of the processes 
confining access to its own data and effecting coopera­
tion between one another by the use of input and out­
put commands for message passing. Processes are 
explicitly named in the input and output command. 
Communication between the processes occurs when 
the output command of a process matches the input 
command of another process. Such a communication 
model is termed as synchronous or unbuffered. An 
alternative command based on Dijkstra's guarded 
command construct [6] permits an arbitrary selection 
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of a command, for execution, from out of the com­
mands whose guards have been successful. A guard in 
the command can be a boolean expression or a 
boolean expression followed by an input command or 
an input command itself. A boolean guard is said to 
be successful if it evaluates to true. An input com­
mand is successful if a matching output command 
from the process named in the input command can be 
found. A guarded input command is said to be suc­
cessful if the boolean guard preceding the input com­
mand evaluates to true and the input command is 
successful. In an implementation scheme, an arbitrary 
selection of a command from out of those guards that 
are successful at the earliest may be made. This stra­
tegy assures that a process may synchronize, while in 
an alternative command, with any of the processes 
named by it and are ready to synchronize. 

However, the introduction of output commands 
in the guards of an alternative command can.simplify 
the specification of distributed algorithms using the 
CSP notation[7, 8]. Buckley and Silberschatz[4] sug­
gest a distributed implementation scheme based on 
assignment of static priorities between processes. They 
offer four distinct criteria to be met by any implemen­
tation scheme. They are as follows: 

1) The number of system processes involved in estab­
lishing a handshake must be minimal so as to reduce 
processor interrupts. 
2) The amount of system information that each of the 
processes needs in order to make a decision about syn­
chronization must be minimal. 
3) There must be a bound on the number of messages 
exchanged so as to guarantee that two processes wil­
ling to communicate do so within a certain finite time. 
4) The number of control signals exchanged between 
processes must be minimal. 

The implementations suggested in [3, 7, 14, 15] violate 
one or more of these four criteria. 

Time stamps have been used for the termina­
tion detection of CSP programs[2]. The algorithm 
given in this paper is based on the use of time stamps 
and is superior to that given in [12] both in its simpli­
city and its performance. 

The paper is organized as follows. In section 2, 
a communication model is presented. In section 3, the 
time stamp based distributed implementation scheme 
(ANa scheme) is presented. In section 4, an imple­
mentation of the algorithm in a programming nota­
tion is given. In section 5, various properties of live­
ness, deadlock freedom, weak fairness and the perfor­
mance parameters of the scheme are established. In 
section 6, a discussion is provided on a) the degree of 



concurrency, b) the comparative performance of the 
algorithm and c) the resilence of the algorithm against 
node failures. Section 7 concludes the paper with clos­
ing remarks. 

2. The Communication Model 

We assume a port directed communication 
model. In this model, each process is associated with a 
finite collection of input ports and output ports 
through which the messages are sent and received. A 
process can use an output port only to send messages 
and an input port only to receive messages. The input 
port of one process may be connected to the output 
port of another process. Such interconnection of ports 
using channels may be specified separately. We 
require that each port of a process must be connected 
to one and only one other port and the communica­
tion between processes is synchronous. Each process, 
while in an alternative command, names a collection 
of ports on which it is willing to communicate. The 
port based communication paradigm is in contrast to 
explicit naming of processes in CSP. 

To facilitate communication between processes, 
each process is associated with a port manager. The 
process, upon entering an alternative command with 
communication commands in the guards, transmits to 
its associated port manager the set of ports (called the 
candidate communicant set) on which it is willing to 
communicate. The details of transmission of argu­
ments are ignored for reasons of brevity and to con­
centrate on the implementation scheme establishing 
synchronization. 

3. The Algorithm (ANa Scheme) 

Whenever a process enters an alternative com­
mand, the process requests its port manager to pro­
vide the alternative command service by transmitting 
to the port manager the set of ports named in the 
alternative command of the process, i.e., the candi­
date communicant set. If an input command (output 
command) appears as a statement in the process, then 
the process utilizes the alternative command service 
made available by its port manager to achieve a 
matching output command (input command) on the 
designated port. Once a process triggers the alterna­
tive command service of its port manager, the process 
waits until the port manager establishes the 
handshake. Each of the port managers runs the same 
distributed synchronization algorithm with which it 
obtains a synchronization partner. Since we assumed 
a fully distributed system without shared memory, the 
port managers have to find a synchronization partner 
by exchanging control signals with other port 
managers of the ports linked to the candidate com­
municant set. We now describe, informally, the dis­
tributed scheme given in figure 1. 

A port manager uses a variable Turn for each 
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of the ports to mark the port to indicate whether it is 
its own turn to initiate communication on that port or 
if it is the turn of the port manager of the port linked 
to that port to initiate communication. Initially, 
when the distributed program is set up, the port 
manager of each of the processes marks for each port 
the variable Turn as MyTurn, meaning that it is 
MyTurn to contact a partner on that port. A port 
manager uses a variable Committed for each of the 
ports to mark the port to indicate that a Commit sig­
nal has been received on that port and that a reply 
has not been sent. A port manager acquires a time 
stamp for each of the alternative commands it services 
(the generated time stamps are monotonically increas­
ing). 

Assume now that some of the processes in the 
distributed program have requested the initiation of 
the alternative command service by their respective 
port managers. Consider a process P executing an 
alternative command. The port manager of P picks 
arbitrarily one of the candidate communicant ports, p, 
whose state is MyTurn and sends the control signal 
Commit(p,Tid), where Tid is the time stamp acquired 
for this alternative command service by the port 
manager. The port manager then waits for a 
response. During this period of waiting for a response, 
two things can happen. A response may arrive on the 
port p and has to be dealt with. In addition, during 
the waiting period, some other port manager(s) may 
send Commit signal(s) in the hope of finding a syn­
chronizing partner in P. 

If the response to the Commit signal sent has 
been a Commit signal, then the port manager regards 
that as a willingness of another port manager to syn­
chronize and treats that a synchronization partner has 
been found. It synchronizes and then sets 
Committed(p) to false and Turn(p) to MyTurn. 

If the response to the Commit signal sent has 
been a No signal, then the port manager regards that 
the port manager of the correspondent of the port p is 
at the moment unwilling to synchronize and marks 
that fact in the variable Turn(p) as ItsTurn, denoting 
that it is the turn of the correspondent's port manager 
to seek synchronization on that port. 

Suppose that during the period of waiting for a 
response to a Commit signal sent on the port p, Com­
mit signals arrive on other ports. Then what should 
the port manager do? 

If the port on which a Commit signal has been 
received is not in the communicant set, then, natur­
ally, the port manager of p cannot synchronize on 
that port, because it is not a suitable partner. And 
hence the port manager sends the control signal No as 
a response and sets Turn(p) to MyTurn. 

If the port on which a Commit signal has been 
received is in the communicant set, then the port 
manager knows that, if he were not waiting for a 
response, he could have synchronized with that port 
manager. It may withhold sending a response. 



However, the port manager cannot hold back a 
response to all of the Commit signals it has received 
on its candidate communicant set during its waiting 
period until it itself has received a response to its 
Commit signal. This is because there is a potential for 
the creation of a cycle of port managers each of which 
is waiting for a response, but each of which delays 
sending a response to every other Commit signal 
received on the candidate communicant set in that 
period. Thus there will be deadlock. We seek to 
break this deadlock by requiring that each port 
manager send the time stamp that it has acquired 
along with the Commit signal. Thus, during the 
period of waiting for a response to a transmitted 
Commit signal, the port manager of p sends a No sig­
nal on those candidate communicant ports on which a 
Commit signal with a time stamp less than that of its 
own time stamp is received. In addition, the port 
state variable Turn is set to MyTurn, denoting that 
the port manager of p must attempt communication 
on that port at any future instant. On the other 
hand, if the time stamp received on the Commit sig­
nal is larger than its own time stamp, then the port 
manager of p delays a response to that Commit signal 
and marks the variable Committed for that port as 
true and the port state variable Turn as MyTurn. 

If a port manager has failed to synchronize on 
the chosen port p, then it seeks to send a Commit sig­
nal on a port, arbitrarily selected, on which the send­
ing of a response to a Commit signal is pending. Syn­
chronization then occurs on that port, Committed is 
set to false. The port manager sends the control Sig­
nal No on the rest of the ports on which response is 
delayed, marks the variable Turn for that port as 
MyTurn and Committed for that port to false, so that 
future invocations of the alternative command may 
use that information. 

If there are no ports on which a response to a 
Commit signal is delayed, then the port manager 
selects a port q other than p and sends a 
Commit( q, Tid} signal. The port manager waits, for a 
response and takes actions during the period of wait­
ing in the same way as described above. 

If it happens that the port manager receives a 
response of No on each of its candidate communicant 
ports to a transmitted Commit signal, then the port 
manager waits. It synchronizes with any port in its 
candidate communicant set on which it receives a 
Commit signal the earliest thereafter. If more than 
one Commit signal is received, then it selects one of 
them to synchronize and sends a No signal as a 
response to the others. 

If the port manager is not servicing an alterna­
tive command, then the port manager sends a No sig­
nal as a response to every Commit signal received on 
any port and marks the Turn of that port as ItsTurn 
for future use of that information. 

4. The Implementation of the Algorithm 
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An informal programming notation has been 
employed for the description of the implementation 
scheme. An explanation of some relevant notations is 
given below. 

; denotes the sequential composition of statements. 
"'[SJ denotes that the statement S is repeated forever. 
s111s2 denotes a parallel composition of the state­
ments Sl and S2. 
Committed(p) denotes that a Commit signal has 
been received on port p and a reply has not been sent. 
CP denotes the set of candidate communicant ports. 
receive( ••• ) denotes that the event of the reception of 
a message has occurred on some port and the recep­
tion is asynchronous. 
Select(p) denotes the procedure of the port manager 
which selects a port for a communication attempt. 
Selected(p) denotes that a Commit signal has been 
sent on port p and either a reply has not yet been 
received or the transport of the message has not yet 
occurred. 
send( ... ) is the primitive employed by the port 
manager to transmit a signal on some port and the 
transmission is asynchronous. 
synchronized denotes that the port manager has 
achieved the transport of the message. 
Tid denotes the current transaction identifier. 
Time is the clock function of the port manager 
TM(p) denotes the activity relevant to the transfer of 
the message datum. 
Turn(p) denotes which of the predicates, MyTurn or 
ItsTurn is satisfied on the port p. 
wait(p) is a command providing for the suspension of 
the task until the predicate p is true. 

The algorithm consists of two loops and is 
given in figure 1. 

The first loop waits for the reception of a Com­
mit signal and upon the reception of a Commit signal 
certain actions are taken. If the port on which the 
signal was received is not a port in CP, then the offer 
to communicate is rejected with a No signal and Turn 
is set to MyTurn for that port. The case where the 
port is in CP is more complicated. We require the 
port manager which sends a Commit signal to wait for 
a response. This requirement could allow cycle of 
waiting port managers to form therefore, we prevent 
the formation of a cycle by a requirement that a port 
manager while awaiting a response must reject some 
offers to communicate that are received during the 
waiting time. The rejection of some offers is depen­
dent on the time stamp received with the offer and 
the current state of the port manager. If the time 
stamp received with the signal is less than the time 
stamp obtained by the port manager in the current 
alternative command and the port manager is await­
ing a response to a Commit signal of its own then a 
No signal is sent in response. Otherwise Committed is 
set to true for that port. 



\:;/ p Turn(p) := MyTurn; 
\:;/ p Committed(p) := false; 
\:;/ p Selected(p) := false; 
CP:= ¢; 
BEGIN 

'\f p 
*[wait( receive( Commit(p,u) )); 

Turn(p) := MyTurn 
If pEtCP then 

send( No(p,Time)); 
else if u>TidV \:;/rECP--iSelected(r) then 

Committed(p) := true endif 
else if u<TidA:J rECP Selected(r)t\r~p then 

send( No(p,Tid)) endif 
endif] 

II *[ wait(CP~ ¢ ); 
Tid :=Time; 
synchronized := false; 
repeat 

END 

select(p); 
Selected(p) := true; 
send( Commit(p,Tid)); 
if Committed(p) then 

TM(p ); synchronized := true; 
Committed(p) := false; 
Turn(p) := MyTurn 

else 
wait( receive( No(p,u)) or 

receive( Commit(p,u))); 
if receive( Commit(p,u)) then 

TM(p ); synchronized := true; 
Turn(p) := MyTurn; 
Committed(p) := false 

else Turn(p) := Its Turn 
endif 

endif 
Selected(p) := false; 

until synchronized; 
'\fpECP 

If Committed(p) then 
send( No(p,Tid)); 
Committed(p) := false; 
Turn(p) := MyTurn 

endif; 
CP:= ¢] 

Fig 1: Algorithm executed by a port manager. 
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The second loop executes only when a process 
is in an alternative command. Upon entering an 
alternative command Tid is set to a unique value 
obtained from a local clock which is maintained in 
loose synchronization with the local clocks of the 
other port managers in the system[IO]. The selection 
of ports on which to attempt synchronization consists 
of two phases. The first phase involves active 
attempts by a port manager to synchronize with a 
candidate communicant via any port on which it is 
the port manager's turn to initiate communication 
(Turn = MyTurn) or on any port on which it has 
received an invitation to synchronize ( Committed(p) 
= true). Selection of a port for a communication 
attempt is accomplished in the procedure select(p ). 
(It is intended that priority be given to the port on 
which a Commit.signal was least recently sent and on 
which Turn MyTurn.) Next, the signal 
Commit{p, Tid) is transmitted on the port p and a 
period of waiting for a response (wait(receive(No(p,u)) 
or receive(Commit(p,u)))) follows. If the predicate 
Committed is satisfied on the port p which was 
selected, then no response is required therefore the 
transport of the message (TM(p )) occurs. Otherwise, 
if the response is Commit(p,u), then the transport of 
the message occurs and if the response is No(p,u), 
then some other port will be selected for another com­
munication attempt. The second phase is entered 
when for each candidate communicant port it is the 
turn of some other port manager to initiate communi­
cation (Turn(p )=ItsTurn ). the port manager awaits 
an invitation to synchronize and will synchronize with 
the first invitation and reject all other invitations 
received during this phase. In the second phase, the 
select operation must wait for the reception of a Com­
mit signal on a port in CP. 

5. Some Properties of the ANa Scheme 

The specification and verification of the scheme in [1] 
establishes the results formally using interval based 
temporal logicl13]. 

Theorem 1: 

If the predicate function ItsTurn is true on all of the 
candidate communicant ports of a process which is in 
an alternative command, then, upon the reception of a 
Commit signal on a candidate communicant port, the 
port manager of the process will exit the alternative 
command eventually. 

Proof- The hypothesis corresponds to case 5 of the 
scheme. Since case 5 leads to case 4, and case 4 is 
specific to the port manager servicing the alternative 
command, the port manager will exit the alternative 
command service eventually. 

Theorem 2: Deadlock freedom of the implementation. 



If a port manager is committed on some port p, then, 
eventually, it makes progress on that commitment. 

Proof: 

case 1: Assume that there does not exist a cycle of 
commitments between port managers. Then, a port 
manager receives as a response either a Commit signal 
or a No signal to a Commit(p,id) signal transmitted 
by it on some candidate communicant port p. The 
two cases are dictated by case 2a and case 2b of the 
scheme. Thus the port manager makes progress on its 
commitment in these two cases. 
case 2: Assume that there exists a cycle of port 
managers P 1,P 2, .. .P n with transaction identifiers 
tut2, ••• tn such that, for 1:$i:$n, Pi has sent a commit 
signal to Pi+l mod n and is awaiting a response. Since 
the transaction identifiers obtained by each of the 
port managers in the cycle are totally ordered and 
responses to Commit signals may be delayed to 
processes with greater transaction identifiers, there 
exists a port manager, say Pk, with the minimum 
transaction identifier in the cycle which has sent a 
commit signal to a port manager Pk+l mod n· Thus it 
may be assumed that the transaction identifiers are 
ordered as follows: t 1>t2> · · · >tk<tk+i> · · · tn 
and tn>t1• The response in Pk+l mod n is dictated by 
case 3c of the scheme. Hence, a No signal is transmit­
ted on a port to Pk and the cycle is broken. 
Thereafter, progress in commitment is achieved as in 
case 1. 

Theorem 9: 

If an alternative command names M ports as candidate 
communicants, then the signal Commit(p,id1} need be 
sent on some candidate communicant port p at most 
once, by the port manager, prior to synchronization 
with any one of the candidate communicants. 

Proof: By step 1 of the scheme a Commit signal may 
only be transmitted on a candidate communicant port 
p satisfying the predicate Turn(p) = MyTurn. If on 
such a port a Commit signal is transmitted and as in 
case 1 of the scheme and a Commit signal is received 
on the port p as a response to the Commit signal, 
then synchronization occurs and the theorem is 
satisfied. If, however, a No signal is received as a 
response to the Commit signal then case 2b of the 
scheme specifies that Turn(p) = ItsTurn is satisfied 
on that port and the scheme requires that no further 
signals be transmitted on p until Turn(p) = MyTurn 
is satisfied. The predicate Turn(p) = MyTurn is 
satisfied on p under the condition of the reception of a 
Commit signal on p as in case 2a, case 3a, case 3c or 
case 6 of the scheme. If on p a Commit signal is 
received, then, after a possible delay, either synchroni­
zation occurs following the transmission of a Commit 
signal on p as in case 4a or case 5 of the scheme or, if 
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synchronization occurs on some other candidate com­
municant port then case 4b specifies that a No signal 
is transmitted on that port. In all of the cases, only 
one Commit signal is sent and the theorem is satisfied. 

Lemma 1: 

If Cli and Cli are, respectively, the co~munica~t 
lists of two processes Pi and Pi, both of which are m 
alternative commands with transaction identifiers idi 
and idi, respectively, and neither of which has syn­
chronized, and further, the ports Pi and Pi are linked, 
where the port PiECli and the port pieCli, then 
ItsTurn(pJ-+MyTurn(pi)A idi<idi. 

Proof" By case 2b of the scheme the candidate com­
municant port Pi satisfies Turn(pJ = ItsTurn iff the 
port manager of the process Pi has received a No sig­
nal as a response to a Commit signal on port Pi· If 
the port Pi is linked to the port Pi and the port Pi is a 
candidate communicant port of the process Pi, then 
the port manager of the process Pi, by case 2a, must 
satisfy Turn(pi) = MyTurn on the port Pi· Thus the 
lemma is established. 

Theorem ,/.: Synchronization Condition 

If two processes Pi and Pi, each of which is in an 
alternative command, each name some pairs of ports, 
Pi and pi, linking Pi and Pi as candidate communi­
cants, and further if neither of them synchronizes with 
any other candidate communicant, then they synchron­
ize with each other on any pair of the named pairs of 
linked ports Pi and Pi· 

Proof: From Lemma 1, the linked pairs of ports Pi and 
p· of the processes Pi and Pi satisfy, 
IisTurn(pi)-+MyTurn(pi)Aidi<idi, and since it is 
assumed that there is only a finite number of candi­
date communicant ports and since, by Theorem 2, the 
implementation is deadlock free, the port manager of 
at least one of the processes Pi or Pi, say process Pi, 
by case 1, must eventually transmit a Commit signal 
on one of the linked ports, say Pi• to which the port 
manager of the process Pj, by case 4a, must respond 
with the transmission of a Commit signal on the 
linked port Pi· Thus the theorem is established. 

Theorem 5: 

When a process is in an alternative command with M 
number of candidate communicant ports, the port 
manager of the process need send at most M Commit 
signals on the candidate communicant ports in order 
to synchronize. 

Proof: From Theorem 3, a Commit signal need be 
sent at most once on a candidate communicant port 



prior to synchronization. Since there are M candidate 
communicant ports, at most M Commit signal need be 
sent. 

Theorem 6: 

When a process is in an alternative command with M 
number of candidate communicant ports, the port 
manager of the process need send no more than 2M-1 
Commit or No signals on the candidate communicant 
ports. 

Proof: If, by case 1, the port manager of the process 
Pi, with M number of candidate communicant ports, 
has sent a Commit signal, on some candidate com­
municant port Pi• and is awaiting a reply to the Com­
mit signal, it may, while awaiting the reply, receive at 
most M - 1 Commit signals on the other candidate 
communicant ports Pj· The port manager of the pro­
cess Pi must, by case 2b, send at most M - 1 No sig­
nals on the ports Pj on which it received the Commit 
signals. (If after having sent the No signals the port 
manager continues to await the reply to the Commit 
signal sent on the port Pi• and receives a second Com­
mit signal on any of the other candidate communicant 
ports Pi• then the port manager will delay response to 
that Commit signal since by Theorem 3 the second 
Commit signal received on the port Pj represents a 
new alternative command transaction and contains a 
transaction id greater than the transaction obtained 
by the port manager of the process Pi.) If, thereafter, 
the port manager of the process Pi receives a No sig­
nal on the candidate communicant port Pi• it may, by 
case 1 or case 4a of the scheme, send Commit signals, 
in turn, on each of the M - 1 candidate communicant 
ports Pj on which No signals have been sent. For 
each of the Commit signals transmitted by the port 
manager of the process Pi, a No signal may received 
as a response. In this eventuality case 5 is applicable. 
That is Commit signals may be received on each of 
the M candidate communicant ports of the process Pi. 
The port manager then transmits a Commit signal on 
one of the candidate communicant ports of the pro­
cess Pi· Upon synchronization, and prior to the termi­
nation of the alternative command, case 4b requires a 
No signal be sent, by the port manager of the process 
Pi, on those candidate communicant ports on which a 
Commit signal is pending. Since there can be at most 
M - 1 such ports, at most M - 1 No signals are sent 
after synchronization. Thus, when a process is in an 
alternative command with M number of candidate 
communicant ports, no more than 2M - 2 No signals 
and 1 Commit signal are transmitted by the port 
manager of that process. 

Theorem 7: 

When a process is in an alternative command with M 

947 

number of candidate communicant ports, the port 
manager of the process need expect no more than 6M -
f! signals on the M candidate communicant ports. 

Proof: From the theorems 5 and 6, the port manager 
need send at most 2M - 1 + M signals. Each of the 
signals sent is either in response to a Commit signal 
received or is a Commit signal soliciting a communica­
tion. Thus the total number of signal that a port 
manager need expect on the candidate communicant 
ports is no more than 6M - 2. 

6. Discussion 

a) Degree of concurrency obtained by the algorithm: 
The degree of concurrency achieved by the 

algorithm is something hard to quantify. However, a 
comparison of the level of concurrency achieved by 
the implementation scheme with respect to that 
achieved by the implementations suggested in the 
literature can be made by identifying relevant compu­
tational steps in each of the algorithms. For such 
purposes of comparison, the implementation scheme 
suggested by Buckley and Silberschatz(4), hence forth 
referred to as BSi scheme, is considered. For purposes 
of comparison, the BSi scheme is mapped onto the 
communication model of this paper. The port 
manager of the process in the ANa (BSi) scheme 
awaits a response for a Commit (QUERY) signal 
transmitted by it. If during the period of waiting, the 
port manager receives a Commit (QUERY) signal on 
another candidate communicant port, it either delays 
a response or transmits a No (BUSY) signal, (If a 
Commit(QUERY) signal is received on a noncommun­
icant port then a No(NO) signal is sent). Thus each 
of the schemes are bound to achieve the same degree 
of concurrency or loss of concurrency there of in their 
abilities to synchronize. Unlike the ANa scheme, the 
port manager of a process, in the BSi scheme, 
transmits a RES signal on all its candidate communi­
cant ports on which it has transmitted a BUSY signal 
in response to QUERY signals received by it. After 
the transmission of the RES signal, the port manager 
awaits RETRY signals on those ports. Of all the 
RETRY signals received by the port manager, the 
port manager selects one to synchronize with, by 
sending a COMMIT signal, and rejects all others by 
sending a NO signal. In the ANa scheme, on the 
other hand, if the port manager of a process has 
received a No signal in response to a Commit signal 
on any of its candidate communicant ports, then the 
port manager expects a Commit signal to arrive on 
that port. When on all of the ports the port manager 
has received No signals in response to Commit signal 
sent, the port manager awaits Commit signals on 
those ports. Then, of all Commit signals received by 
the port manager, the port manager selects one to 
synchronize with, by sending a Commit signal, and 
rejects all others by sending a No signal. Thus the 



degree of Concurrency in the selection of a port on 
which to synchronize is the same in both of the 
schemes. 

b) Comparative Performance of the Algorithm 
The performance of the algorithm is measured 

in terms of the number of signals which must be 
exchanged to achieve synchronization. In the BSi 
scheme, a process sends out at most 2M unsolicited 
signals per each execution of an alternative command 
where M is the number of candidate communicant 
ports. The unsolicited signals in the BSi scheme 
correspond to the Commit signals in the ANa scheme. 
In the ANa scheme the number of unsolicited signals 
needed is halved. Theorem 5 shows that in the ANa 
scheme at most M Commit signals need be sent out. 
Natarajan distinguishes between input ports and out­
put ports. On the assumption that input and output 
ports are equally likely to occur in an alternative com­
mand, Natarajan's scheme is also able to halve the 
number of unsolicited signals required to achieve syn­
chronization. Natarajan's scheme requires the port 
manager to initiate communication on output ports 
while on input ports the scheme requires the port 
manager to have received a signal prior to attempting 
synchronization. Thus, Natarajan's scheme sends at 
most N unsolicited signals on output ports, where N is 
the number of output ports. If there are N input 
ports and on those ports a Ready signal had been 
received and a Reject signal sent and a Not Ready 
signal has not yet been received, then the port 
manager may send the equivalent of an unsolicited 
signal on those ports, thus achieving the M number of 
unsolicited signals, where M = 2N. In the ANa 
scheme the total number of signals generated in the 
system due to the initiation of an alternative com­
mand by a process is 3M, where M is the number of 
candidate communicant ports. In the BSi scheme the 
total is 3M + Q, where Q is the number of candidate 
communicants with priority number less then that of 
the process. 

c) Resilence against node failures: 
In a distributed system nodes tend to fail. For 

the distributed program to achieve its goals in spite of 
node failures, the ANa scheme has to recover from 
node failures. A simple scheme for effecting such a 
recovery in the presence of node failures can be 
imposed on the ANa scheme. It is assumed that, at 
each node of the distributed system, there exists 
mechanisms for the detection of the failure and the 
restart of the node. In addition, it is assumed that 
when a node fails, the states of the port managers at 
that node are lost. The communication system is 
assumed to be reliable and that the messages and sig­
nals sent are delivered in the order of transmission 
and, further, when a message is transmitted, it is 
either delivered to the destination port or an excep­
tion is signaled to indicate the failure of the 
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destination node. 
Whenever the node kernel is restarted after the 

failure of the node, the kernel signals the restart to 
each of the port managers at that node. Upon the 
receipt of a restart signal from the node kernel, the 
port manager at the previously failed node transmits a 
Restart signal on all of its ports. The port manager 
then waits for responses to its Restart signal in order 
to reset it local clock. A port manager which receives 
a Restart signal on a port satisfies the predicate func­
tion MyTurn on that port and transmits on that port 
the signal, Time(p,t ), containing the time, t, indicated 
on its local clock. The port manager receiving the sig­
nal Time(p,t), sets its local clock to the maximum of 
the Time signals received. 

If the communication system detects a failure 
of the destination node, of a signal or a message, then 
the port manager which transmitted the signal or 
message receives from the communication system a 
failure signal on the port on which the message or sig­
nal was sent. The port manager then satisfies the 
predicate function ItsTurn on that port. 

7. Conclusions 

We have presented a simple and efficient time 
stamp based synchronization scheme for communicat­
ing processes, utilizing output commands as guards in 
the alternative command. The scheme was developed 
out of an interest in the utility of temporal interval 
logic for the specification and synthesis of parallel 
algorithms. A temporal interval logic based 
specification of the scheme is presented in [1]. The 
scheme is port based, utilizes the exchange of control 
signals to select a suitable communication partner and 
relies on time stamps to introduce the asymmetry 
required to avoid deadlock. The selection of a com­
munication partner requires a process to send at least 
one and at most M signals indicating its willingness to 
establish communication, where M is the number of 
ports on which the process is willing to communicate. 
During the time that a process is attempting to find a 
communication partner, and prior to the determina­
tion of its communication partner, at most M - 1 sig­
nals will be sent rejecting pending offers to establish 
communication. These signals are required to prevent 
deadlock in the implementation. After the selection 
of a communication partner and prior to the termina­
tion of the alternative command, at most M - 1 sig­
nals are required to reject pending offers to establish 
communication. These are required to insure the pro­
gress of other processes in their own selection algo­
rithm. The various properties of deadlock freedom of 
the implementation and performance of the scheme 
have been established. A critique of the scheme has 
been presented in the light of some other schemes 
appearing in the literature. It has been shown that 
the scheme is efficient in the number of signals 
transmitted for achieving synchronization. The 



degree of concurrency achieved by the scheme is also 
comparable to that achieved by that of other schemes. 
The time stamps may be implemented through the 
use of logical clocks in each process which are kept in 
loose synchronization using the algorithm due to Lam­
port!lO]. The storage requirements of the scheme are 
small, a local clock and for each port two bits to indi­
cate the state of the port. 

It is hoped that the implementation scheme be 
imbedded in the runtime sYStem of a compiler which 
extends OCCAM!Q] to include output commands in 
the guards. Propositional temporal logic has been 
shown to be suitable for the sYnthesis of synchroniza­
tion skeletons for communicating processesj5, 11] and 
we are exploring the suitability of temporal interval 
logic for the specification and synthesis of parallel 
algorithms. 
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Intra-transaction concurrency in distributed databases and 
protocols which use transaction aborts to preserve 

consistency: a performance study.• 

Mohan L. Ahuja•• 
Bellaire Research Center 
Houston, TX 77025 

. ABSTRACT: Concern for performance of concurrency control 
protocols, in distributed database systems, raises an important 
question 'does performance improve by permitting intra­
transaction concurrency'. This paper answers this question for 
protocols which use abortion of transactions to preserve con­
s!stency. Variants of the protocol proposed by Reed [REE78] are 
simulated and used as a representative of those protocols which 
abort transactions. The results strongly points out that as the 
workload increases the intra-transaction concurrency leads to 
poorer performance. Further, it suggests that all entities should 
be assigned an order and, whenever access set of a transaction is 
known a priori, the transaction should access entities in this 
asshi;ned order with possible skips. 
1. Introduction. 

To i~prove performance of distributed database systems, we 
~ay hke to ex~cute each transaction concurrently at multiple 
~tes. Furt~er, 1f such Intra-transaction concurrency at multiple 
Sites does improve the performance then we would like to 
increase this improvement by increasing the number of sites: we 
c.~mld stretch. t~is to the extreme by having each entity as a site 
(1.e. b~ assoc1atmg a processor with each entity.) In this paper we 
look m to the efficacy of permitting Intra-transaction con­
currency, particularly in systems which abort transactions to 
preserve consistency. Some of the protocols which use transac­
tion aborts for preserving consistency are, Optimistic protocol 
[KUN81l, Reed's protocol [REE7~], Two-phase locking protocol1' 
[ESW76, the protocol presented m [BAY80], etc. An mcrease in 
the workload2 will lead to increase in the transaction aborts for 
each of these protocols which in turn will increase the workload. 
F_?r sustained workloads higher than a certain level (which is 
different for each protocol) this cyclic process will lead to a non­
linear drop in performance. Effect of different system parameters 
on such drop is not well understood. The extent and the rate of 
this drop will vary, but for each protocol, the performance will 
be unacceptable for workloads higher than a certain workload 
level.. We investigate the effect of intra-transaction concurrency 
on th!S level by conducting simulation studies. We note that it 
is desirable to have this workload level as high as possible eve~ if 
it results in a poorer performance for the lower workloads, since 
poor performance is more affordable at lower workloads than at 
higher workloads. For the purpose of this study we chose vari­
ants of the protocol proposed by Reed [REE78] which permit 
varying degrees of intra-transaction concurrency. 

We found that as the. workload increases the performance (in 
terms of the response time and the throughput) deteriorates at a 
faster rate for higher levels of Intra-transaction concurrency. In 
section 2 we summarize the variants of the Reed's protocol. In 
section 3 we briefly describe the simulated System Model. In sec­
tion 4 we analyze the results and in section 6 we summarize the 
conclusions. 

2. A summary of the Reeds protocol. 
First we briefly describe a variant of Reed's [REE78] Protocol to 
be termed as RP. Then we shall explain how we can incorporate 
different levels of intra-transaction concurrency in RP. 

• This work was partially supported by National Science Foundation under 
Grant MCS-9214613. 

•• This work was done while the Author was at U.T .Austin. 
l * In context or Two-phase locking protocol, we use the term 'abort' to mean 

releasing ~r the locks granted to a transaction during the locking phase, when a 
deadlock IS detected. 

2* In this paper we do not define workload quantitatively and refer to a 
change in the workload in terms or a change in the parameter values. Typical 
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Multip!e versions an~ tokens are maintained at each entity and 
are. log1cally ordered m the order of the logical precedence among 
their creator transactions. A token is a possible version written 
by a transaction which is still executing. A token may be either 
converted to a version or deleted, depending upon whether the 
creator transaction completes or aborts. Each version and token 
has four fields: first, value of the version· second the 'start' field 
which is the timestamp of the transacti;n which' created the ver~ 
sion or the token; third, the 'end' field, which is the timestamp of 
th~ t.ransaction which last read the version (in the case of tokens, 
this 1s same as the start field); fourth, a boolean 'commit' which 
is 'true' for a version and 'false' for a token. In addition each 
token has a pointer to a record of the status of its creator tran­
saction called possibility of the creator transaction. 

When a transaction T is initiated, the initiating site assigns it a 
globally unique timestamp TS and creates its possibility P. 
Tr?-11sactions logically execute in the order of their timestamps. 
P mdicates whether T is active, or it has successfully completed 
or aborted. When T is active then associated with P is a list of 
messages which are replied when T either completes or aborts· so 
that the tokens created by T may be either converted to verslons 
or deleted and the transactions waiting to read these tokens may 
be activated. When all the tokens created by T have been 
notified about completion or abortion of T then P is deleted. 

When T wants to read an entity, it must select a version or a 
token with start field of the highest value less than TS. If a ver­
sion is selected, then T reads the version and the value of the 
end field of the version is set to TS if it is less than TS. How­
ever, if a token is selected, then a message is associated with the 
token to activate T when either the token is converted to a ver­
sion or is deleted and T waits.3 ' When a message is received 
indicating that the creator of a token has completed then token 
becomes a version and any waiting transaction is activated to 
reads it and to update the end field if required. When a message 
is received indicating that . the creator of a token has aborted 
then the token is deleted and each waiting transaction is 
activated to restart the read operation. 

When ! wants to write an en~ity, it first selects a version (or 
token) Just as for a read operation. The new token to be written 
will be placed after this selected version (token). End field of 
such selected version is then compared with TS. If it is not less 
than TS then T aborts,4 ' and the associated tokens and P are 
deleted. Otherwise, the new token can be written without violat­
ing consistency. If T wants to read the entity before writing 
then it does a read operation on the selected version or token. If 
reading of such token fails then T restarts the write operation 
otherwise the write operation continues as follows. A new token 
is created with TS as the start field and is appropriately placed 
among other versions and tokens of the entity. A message is 
placed in the list associated with P to notify the site of this 
entity whenever T completes or aborts. 

When T ~as. :i;c~es~ed 8;11 the required entities then a message is 
sent to T s m1t1at1on site. When this message is received mes­
sages '.ll'e sent to enti~ies at which T created any version add T is 
committed. Old versions are deleted as soon as it is established 
that no transaction will need to read them in order to maintain 

reasons for an increase in the workload are, a reduction is inter-arrival time 
between transactions, an increase in the average number or entities accessed by 
transactions, an increase in the extent or data sharing etc. 

. :i• In IREE78J, the proposed procedure is a little different. 
4* A transa.ction with timestamp higher than TS has read the selected version 

Brter which the new token will be placed. 



consistency. This simulates a system with the least number of 
versions, without resulting in abortion of read transactions. This 
procedure is different, and deletes old versions sooner, then the 
procedure proposed in [REE78]. 

[REE78] does not require or suggest any particular order in which 
a transaction may access entities. We considered three options 
RPl, RP2, and RP3, as shown n Figure-1. These options permit 
different levels of intra-transaction concurrency. In RPl, a tran­
saction executes sequentially (i.e. no intra-transaction con­
currency) and it accesses entities in an order pre-assigned to all 
entities.5 ' This option requires that each transaction be able to 
incrementally declare its access subsets from the successive parts 
of the pre-ordered entities. In RP2, at each site, transactions 
access entities just as in option 1, and they may concurrently 
execute at all the sites to be accessed. This option permits par­
tial intra-transaction concurrency, and requires that each tran­
saction be able to incrementally declare its access subsets from 
the successive parts of the pre-ordered entities on each site . In 
RP3, a transaction concurrently attempts to access all the 
required entities. This option permits the highest possible intra­
transaction concurrency. 

Nature of a transaction may impose some constraints on the 
order in which entities should be accessed. A transaction may 
not be able to determine whether to read/write an entity •• , or 
may not be able to determine the value to be written until it 
reads some entity e, after •• in the pre-assigned order. In all 
simulated options such writes are done after e, has been read. 
However, whenever possible such reads are done in anticipation 
(i:e. before reading e, . ) 
3. The System Model. 

In the process of describing the system model we shall define 
parameters and give, in parentheses, the values assigned to the 
parameter in the simulation runs. The simulated system has S 
(10) sites. There are a total of M (1000) entities in the database 
system, and each site has M/S (100) number of entities. There is 
no data replication. We presume a network topology in which 
the communication delays between any two sites have the same 
mean and the same distribution. Communication delay between 
any two sites either is zero or follows an e.xponential distribution 
with a mean DEL (100 time units) over the entire range of com­
munication traffic generated in the system. The communication 
network of the system never fails. Transactions are of two types: 
read transactions and write transactions. Read transactions only 
read. Write transactions write all of the entities to be accessed; 
and, before writing an entity, they read it. A write operation 
may have a constraint such that before writing e. the Nth (5th) 
entity to be accessed after •• must be read. Each write transac­
tion may have L (1) such constraints. R/W (3, 15) is the ratio of 
the number of read and write transactions entering the system. 
Inter-arrival time between transactions follows an exponential 
distribution with a mean of ARRL (1, 10, 20, 100 time units). 
Each transaction accesses SN (3) number of sites and an equal 
number of entities at each site. Transaction size, or number of 
entities accessed by a transaction, follows a geometric distribu­
tiqn with mean transaction size TZ (3, 6, 15, 100). Each read, 
write or a comparison takes 1 time unit. 

When a new transaction is initiated, it is assigned a transaction 
type and an initiation site. Then sites to be accessed by the 
transaction are selected. First site is selected with uniform proba­
bility from the 1•t through the (S-SN)" sites. Let kth site be 
the last selected site when SM sites have been selected. The next 
site is chosen from ( k + 1 )th to ( S -SN -SM Jlh sites, such that 
the distance between two consecutively selected sites6 ' follows a 
geometric distribution with mean Dis-s (5.0, 1.66, 1.0). This pro­
cess is repeated until all SN sites to be accessed have been 
selected or until n sites are yet to be selected and only n more 
sites remain to choose from, in which case all the remaining n 
sites are selected. Process for selection of entities is similar to the 
process for selection of sites except that the mean distance 
between two consecutively selected entities is Dis-e (5.0, 1.66, 
1.0). 
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4. Results and the analysis. 
The simulator was validated by validating various events and the 
results for extreme cases. The results were collected for 2000 (in 
few cases 1000) completed transactions. The data was collected 
after completion of 500 transactions. Since RP3 is a special case 
of RP2 (in which each entity is a different site) we planned to 
run simulations for RP3 only if RP2 performed better than RPl 
for an interesting range of parameter values. As the results will 
show we did not have to run simulations for RP3. The average 
response times reported here refer to the response times of com­
pleted transactions. Hence, under heavy workloads (when many 
transactions have not completed), the reported average response 
times are less than the actual average response times. Each such 
occurrence has been marked with an asterisk (*) alongside the 
average response times. 

[AHU84] reports results for a wide range of parameters and con­
cludes that it is sufficient to study results for two extremes of 
dispersal of accessed sites and entities, whic~ are termed high 
and low. A combination of Dis-s=5.0 and D1s-e=5.0 represents 
a high dispersal and combined effect of Dis-s=l.0 and Dis-e=l.0 
represents low dispersal. Comparison of the performance of RPl 
and RP2 based on the results reported in [AHU84] can be typi­
cally summarized by the selected results presented in Table-1. 
These results correspond to DEL=lOO, TZ=15, SN=3, R/W=3, 
for low and high dispersal. 

We observe that at low workloads (i.e. for ARRL=lOO), the 
average response times are lower for RP2 compared to RPl. 
With respect to other parameters also, RP2 performs marginally 
better than RPl. The primary reason for this is the lower com­
munication delay for RP2 during execution of a transaction. 

As the workload increases, however, the response time of transac­
tions and the rate of abortion of write transactions increase (as 
shown by an increase in the number of times a write transaction 
had to be submitted.) The aborted transactions result in the 
abortion of other transactions, and the abortion rate increases in 
a cyclic process. We are interested in finding out if this process 
occurs at substantially different workload levels for RPl and 
RP2. In the following discussion, we shall cite a reduction in 
ARRL as the reason for an increase in the workload. However, 
the observations made here are true for an increase in the work­
load due to other reasons (e.g., an increase in TZ or dispersal.) 

We observe that for high ARRL (e.g., 100) the abortion rate of 
transactions is marginally lower for RP2 than for RPl. With a 
reduction in ARRL, however, the abortion rate increases much 
more sharply for RP2 than for RPl and for RP2 it quickly 
becomes extremely high. In Figure-2 we have plotted the aver­
age number of times a write transaction had to be submitted for 
both RPI and RP2 against ARRL, for low and high dispersals. 
These plots support the above observations and they show the 
magnitude by which the abortion rate and the rate of its increase 
are higher for RP2 compared to RPl. The reason for this 
behavior is that above a certain workload level, when a transac­
tion aborts, the increase in the probability of aborting other tran­
sactions is higher for RP2 than for RPL At first it is due to the 
higher average number of entities accessed by aborted transac­
tions7' and at yet higher workloads it is due to higher abortion 
rate in RP2. 

5* An alternative to RPl which does not permit any intra-transaction con­
currency could be that ea.ch transaction executes sequentially and accesses enti­
ties in a random order. Few simulation runs strongly confirmed that this option 
does not perform as well as RPI (due to a transaction visiting a site more than 
once and due to higher abortion rate, both due to transactions accessing entities 
in a random order.) So we eliminated this option from further detailed study. 

6* Distance between two neighboring sites (entities) in the order of sites (enti­
ties) is considered to be one. 

7* At low workloads, on average an aborted transaction will have accessed 
more number entities in RP2 than in RPl. For RPl, when a. transaction is 
aborted it will have read entities before (but not after) the entity a.t which it 
could not write. For RP2, however, when a transaction is aborted it might have 
accessed the entities both before and after the entity which it could not write. 



At low workloads, higher number of entities accessed by aborted 
transactions in RP2 leads to higher abortion rate, due to the fol­
lowing reason. The value of the end field of the version read by 
an aborted transaction T; will be equal to (or more than) the 
timestamp of T; . This may lead to abortion of another transac­
tion with a timestamp lower than the timestamp of T; (while 
logically, T; did not read the version, since it was aborted). 
Hence, for RP2 the cyclic process leading to higher abortion rates 
occurs at lower workloads and at a faster rate. For example, let 
us consider an increase in the dispersal of accessed sites and enti­
ties from low to high, for ARRL=lO. For RP2 the abortion rate 
increased 7.8 times (from 22.28 to 179.0) as compared to a 
corresponding increase of 2.7 times (from 4.47 to 12.04) for RPI. 

As the workload increases, the cyclic process leads to more fre­
quent abortion of transactions in the earlier stages of execution: 
and this happens at higher rate for RP2. At high workloads this 
abortion of transactions at earlier stages can be confirmed for 
RP2 by the results in Tables-1. Consider the example of an 
increase in the dispersal of accessed sites and entities from low to 
high for ARRL=lO. The average number of entities accessed by 
an aborted transaction reduced by approximately a factor of 
1.95.8 ' 

We conclude that at low workloads average number of entities 
accessed by an aborted transaction is higher for RP2 compared 
to RPl. This leads to the cyclic increase in the abortion rate at 
much lower workloads for RP2. This conclusion can be extrapo­
lated to compare RPI with RP3. If a transaction accesses TS 
entities, then RP3 can be viewed as RP2 with SN=TS. For 
SN=TS the analyses given above for comparing RPl and RP2 
are likely to be all the more valid. Hence, it is advisable to 
choose RPI compared to RP2 and RP3, and it is advisable to not 
permit intra-transaction concurrency. This leads to chosing a 
marginally higher cost at lower workloads (when the higher cost 
is affordable) in favor of the savings at higher workloads. It is a 
wiser choice, since the need for a well performing protocol is 
more critical at higher workloads. Just as in RP, in other proto­
cols which permit transaction aborts, an increase in the workload 
increases the abortion rate. Also the factors which increased this 
rate for RP when intra-transaction concurrency is permitted also 
occur in these protocols. Hence by the same reasoning, for these 
protocols also it is advisable to not permit intra-transaction con­
currency. 

5. Conclusions. 
We conclude that permitting intra-transaction concurrency is not 
an effective way to improve performance, if transactions are 
aborted to preserve consistency. Also whenever possible transac­
tions should access entities in some pre-assigned order. This 
improves the overall system performance at high workloads. If 
such ordering cannot be implemented over the entire database 
then it may be done over a part. 
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ABSTRACT -- Task allocation problems for a class 
of distributed systems are studied. The subtasks 
comprising the computational task should satisfy 
certain precedence constraints and the minimization 
of the system response time is the criterion used to 
determine the optimal allocation strategy. This task 
allocation problem is NP-complete. An optimal 
branch and bound algorithm as well as two 
approximate algorithms based on the greedy and 
local search approaches are developed for its 
solution. Finally, a comparison of the algorithms is 
presented. 

INTRODUCTION 

An important design problem of distributed 
systems is the allocation of the subtasks comprising 
the computational task to the individual processors. 
Task allocation for distributed systems has been 
studied in [ 1-6]. These studies employed the 
maximization of the system throughput or the 
minimization of the interprocessor communication 
cost as the criterion to determine the optimal task 
allocation. 

The requirement of fast real-time response, 
however, necessitates the use of a different 
performance criterion. The optimal task allocation 
must now be determined by minimizing the system 
response time. This criterion was used by Stone 
[ 7] to study the al location problem for a task with 
no parallelism and a nonhomogeneous system of 
processors. 

The allocation problem for a task that 
exhibits parallelism is considered in this study. This 
task is modeled as a directed acyclic graph (DAG), 
whose nodes denote the subtasks and whose arcs 
indicate precedence constraints that must be 
satisfied during the execution of the subtasks. The 
optimization problem considered corresponds to the 
partitioning of the nodes of the graph in such a 
way as to minimize the system response time. 

If the execution of two subtasks must satisfy 
a precedence constraint and these subtasks are 
allocated on different processors, the constraint can 
be satisfied via interprocessor communication. 
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However, communication between processors may 
incur significant overhead. In that case, a system 
not allowing for interprocessor communication may 
provide faster response times despite the fact that 
it introduces the need for redundancy of subtask 
executions. The system without interprocessor 
communication is also interesting for another 
reason. Communication links between processors 
may be among the least reliable parts of the 
system and communications between processors 
may collapse due to hardware or software faults or 
to externally inflicted damage. Therefore, in many 
real-time applications with high reliability 
requirements (e.g. critical control and navigation 
computers), the multiple processor system should be 
able to operate in an optimal way without 
interprocessor communication links. 

Optimal and approximate algorithms are 
developed for the solution of the task allocation 
problem without interprocessor communication and 
their performance is evaluated. 

PROBLEM DEFINITION 

The computational task considered consists of 
subtasks whose execution must satisfy certain 
precedence constraints. Such a task can be 
modeled as a directed acyclic graph (DAG) (see Fig. 
1). The nodes of this DAG correspond to the 
subtasks and the arcs indicate precedence 
relationships for the execution of the subtasks. Arcs 
emanating from node i and ending at nodes j 1, j2, 
• .. , jk, for example, indicate that subtask i must wait 
for data from the execution of all subtasks j 1, j2, 
... , jk before it can be processed. 

The problem is now to schedule the subtasks 
on m identical processors subject to the 
precedence constraints indicated by the DAG. It is 
assumed that there is no interprocessor 
communication and consequently there is no data 
flow between subtasks allocated on different 
processors. 

Since no interprocessor communication is 
allowed, if a node is .allocated to a processor then 
all of its immediate descendants should also be 
allocated to the same processor. For the example of 



Fig. 1, if node 5 Is allocated· to the Hh. processor, 
then nodes 4, 2. and 3 must also be allocated to 
the i-th processor because node 5 requires data 
from nodes 2, 3, and 4. A root of a DAG 
corresponds to an independent process which 
includes all nodes that can be reached from that 
root. All the nodes of an independent process must 
be allocated to the same processor. 

Clearly, the problem · of task allocation 
corresponds to the allocation of independent 
processes derived from a DAG. For example, the 
DAG shown in Fig. 1 has three independent 
processes each corresponding to a root and defined 
by a subgraph of the DAG (or subdag) as follows. 

Process 1 (p1} Subdag 1 containing nodes 8, 6, 4 
and 1. 

Process 2 (p2) Subdag 2 containing nodes 9, 6, 4 
and 1. 

Process 3 (p3) Subdag 3 containing nodes 10, 7, 6, 
5, 4. 3, 2 and 1. 

Results 

Roots: 

Data 

Figure 1: DAG of a computational task. The 
numbers inside the nodes represent the 
weights (execution times) associated 
with each subtask. 
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The combinatorial problem is now introduced 
when the number of independent processes in a 
DAG is greater than the number of processors. 
Consider the DAG of Fig. 1 and a two-processor 
system. There exist three possible root partitionings 
of the DAG of Fig. 1 leading in general to six 
possible allocations of the independent processes to 
the two processors. If the processors are identical, 
it is obvious that, for example, the allocation (p1. 
P2) to processor 1 and P3 to processor 2 is 
equivalent to the allocation P3 to processor 1 and 
(p2. p3) to processor 2. Thus, the number of 
possible allocations is reduced to three and these 
allocations are shown in Table 1. 

A specific weight equal to the execution time 
Ei of the subtask is associated with each node. Each 
independent process associated with a root 
partitioning has a total weight that is equal to the 
sum of the weights of the nodes it contains. 
Obviously, the process with the maximum weight 
determines the system response time. 

In order to optimize the system response 
time. the following optimization problem must be 
solved: "Minimize the system response time over all 
possible process allocations•. 

Table 1 shows all the possible allocations 
and the corresponding system response times for 
the example of Fig. 1. Note that while a subdag is 
allocated to only one processor, a subtask may be 
allocated to more than one processor if it belongs 
to more than one subdag. Thus redundancy is 
introduced whose amount can be significantly 
affected by the choice of process allocation. In our 
example, nodes 1, 4 and 6 are executed twice. 

An investigation [8] of the computational 
complexity of the task allocation problem described 
above has shown that it is NP-complete [9]. 

TABLE 1 

Independent Processes and System Response Times 
for a two processor system. 

Three independent processes derived from Fig. 1 
P1 has nodes a. 6, 4 and 1 
P2 has nodes 9, 6, 4 and 1 
P3 has nodes 10, 7, 6, 5, 4, 3, 2 and 1 

Three possible allocations on two processors 

TASK ALLOCATION 

1 2 3 

Processor 1 P1•P2 P1•P3 P2•P3 

Processor 2 P3 P2 P1 

Response Time 45 49 49 

. 



ALGORITHM DESIGN AND ANALYSIS 

Three types of algorithms have been 
developed for the solution of our task allocation 
problem : an optimal Branch-and-Bound algorithm 
and suboptimal algorithms based on the Greedy and 
Local Search approaches. The notation used in the 
presentation of algorithms is defined in Table 2. 

Optimal Algorithm 

This algorithm is implemented using the 
branch-and-bound method. It finds the optimal 
solution for an instance but its run-time cannot be 
bounded by a polynomial of the input size of the 
instance. However, it finds the optimal solution in a 
tolerable time for instances of small input size. 

The solution space is represented by a tree 
and a feasible point is represented by a node in the 
tree. Here and in the following discussion, the term 
node applies to the tree of the solution space and not 
to a DAG. For each node in the tree, a child is 
generated for every possible allocation of the next 
subdag. Thus. the number of branches from a node 
is equal to the number of possible allocations of 
the next subdag. A node in the tree is called a 
solution node if all subdags have been allocated. 
Otherwise. it is called a branch node. 

The following procedure is used to "kill" 
nodes (i.e. not to generate children of this node) and 
thus reduce the computation time required for the 
search. An initial upper bound UB of the optimal 
solution is chosen arbitrarily. As the algorithm 
progresses, it is updated to the finish time of a 
solution node. A lower bound LB(X) of the optimal 

solution is computed for every node X and 
compared to the upper bound. If either one of the 
following two conditions holds 

(a) LB(X) > UB. or 
(b) LB(X) ., UB and a solution exists 

then the node· is killed. If a branch node is killed, 
then aH nodes derived from it will have lower 
bounds that are greater than the UB. Thus, there is 
no need to search for such nodes and the 
computation time is greatly reduced. 

The lower bound LB(X) of a node is computed 
as follows for our problem. Let LBSPT(X) be the 
lower bound of the sum of processing times from 
node X after a task is completely allocated. 
LBSPT(X) is equal to the sum of the current 
processing times plus the sum of execution times 
of unallocated subtasks. Then 

LB(X) = max { rLBSPT(X)tMl. PTi• i•1,2, •••• M } 
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TABLE 2 

Notation 

N Number of subtasks in a task 

M Number of processors 

Ns : Number of independent subdags in a task 

Si : The set of subtasks of subdag 

Ei Execution time of subtask i 

T(S) Sum of execution times of subtasks 
in set S 

Pi Set of subtasks allocated to processor 

PTi Processing time for processor i, T(Pi) 

FT : Finish time of task, max PTi• i=1,2, ... ,M 

Greedy Algorithms 

When a task is completely allocated, the sum 
of processing times SPT is given by 

M N 
SPT = t PT· = I: E· + TRT (1) 

i = 1 I i = 1 I 

where TRT is the total repeated execution time 
caused by redundancy, i.e. the allocation of some 
subtasks to more than one processors. The 
following inequality is derived for the finish time 
FT 

FT C!: r·sPT/M 1 (2) 

Redundancy is minimized when TRT is made 
as small as possible. Also, better load balancing 
among the processors is achieved when FT is close 
to r SPT/M 1. Note, however, that FT is not 
necessarily minimized when both TRT and 
( FT - f SPT/M 1 ) are at their minimum. 

Three approximate algorithms (GR_ 1, GR_2 
and GR_3) based on the greedy approach have been 
developed [8]. The greedy algorithms proceed stage 
by stage making the best decision at each stage 
[ 10 ]. In our case, a stage is the allocation of a 
subdag. GR_ 1 attempts to minimize the maximum 
processing time at each stage by balancing the 
computational load of processors. Algorithm GR_2 
attempts both to balance the computational load of 
processors and to reduce the repeated execution 
time due to redundant execution of subtasks. 
Algorithm GR_3 is a refinement of GR-2 (8). 



The general version of the greedy approach 
for our task allocation problem is shown below. 

Greedy Approximate Algorithms 

Output: Pi• i•1,2,._,M, FT 

Method: 

(1) Call the function SORT(subdags) to sort the 
subdags in order of nonincreasing execution 
times. 

(2) Remove the first subdag S ..t from the sorted 
sequence. 

(3) j +- 'sELECT(Pi• i=1,2, •••• M, S..tl· 
The function SELECT chooses a processor j for 
the subdag S..t according to the rules discussed 
in this section. • 

(4) Allocate subdag S ..t to processor j and update 
Pj to Pj + S..t. 

(5) Repeat steps (2) through (4) until all subdags are 
allocated. 

Algorithms GR_ 1, GR_2 and GR_3 employ 
different SELECT functions. Only the SELECT 
f~nction for algorithm GR_ 1 is presented below and 
detailed descriptions of the corresponding SELECT 
functions for GR 2 and GR 3 may be found in 
[8]. - -

SELECT_1: 

Input Pi• i = 1, 2 .... , M, S..t 

Output j 

Method: 

(1) Compute T(Pi + S..tl for all used processors and 
one unused processor. 

(2) Select processor j whose T(Pi + S ..tl is the 
minimum among those computed in step (1). 

(3) Return. 

Local Search Algorithms 

Local search is based on a trial and error 
optimization method [ 11 ]. Starting from some 
feasible solution x, - a neighborhood NBH(x) of x is 
searched for a better solution. This neighborhood 
NBH(x) consists of points that are "close" in some 
sense to the point x. The general local search 
algorithm is shown below. 
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LOCAL SEARCH ALGORITHM 

Input The starting solution t. 

Output: The local optimal solution x. 

Method: 

(1) x +- t. 

(2) Repeat IMPROVE(x) until IMPROVE(x) is false. 

(3) Output x since "no further improvement is 
possible". 

IMPROVE(x) searches for a better solution in 
a neighborhood of x and is defined by: 

IMPROVE(x) 

TRUE and x +- y, if there exists 
a y in NBH(x) with c(y) < c(x). 

FALSE and a better solution 
does not exist in NBH(x). 

The function c(x) above is the cost function 
for the optimization problem. If an improved 
solution exists, we adopt it and repeat the 
neighborhood search from the new solution. The 
search stops when a local optimum is reached. 

This approach is now applied to our 
particular task allocation problem whose cost 
function is the finish time FT. IMPROVE(x) searches 
a neighborhood of x for a solution yielding smaller 
FT than that of x. Two schemes are used to 
reduce the finish time of a task and they are similar 
to those discussed in the previous section. 

(1) Balance the computational load of processors by 
exchanging subdags among them. This yields 
processing times that are close to one another, 
thus -reducing the finish time FT. 

(2) Reduce the repeated execution time of shared 
subtasks by combining subdags that have 
repeated subtasks. 

These exchange and combination schemes 
are applied to a pair of processors P 1 and P2 at a 
time and a skeleton code of the functions that 
implement them follows. 

EXCHANGE1 (P1, P2. TEST): BOOLEAN 

(1) Try exchanging one subdag of processor P1 with 
one subdag of processor P2 or moving one 
subdag from processor P 1 to processor P2. 

(2) If the resulting FT is less than TEST, then return 
TRUE. 

(3) If no further exchange is possible, then return 
FALSE. Else go back to step (1). 



EXCHANGE2 (P1, P2, TEST): BOOLEAN 

(1) Exchange two subdags of processor P1 with one 
subdag of processor P2 or one subdag of 
processor P 1 with two subdags of processor P2. 

(2) If the resulting FT is less than TEST, then 
return TRUE. 

(3) If no further exchange is possible, then return 
FALSE. Else go back to step (1). 

COMBINE (P 1, P2, TEST): BOOLEAN 

(1) Find all subtasks shared by P1 and P2. 

(2) If there are no shared subtasks, then return 
FALSE. 

(3) For a shared subtask, move all subdags 
containing it from P 1 to P2. All subdags of P2 
that do not contain the shared subtask are 
considered for allocation · to either P1 or P2 
according to a GR_2 scheme. 

(4) If the resulting FT is less than TEST, then return 
TRUE. 

(5) If there are no more shared subtasks, then return 
FALSE. Else go back to step (3). 

These three functions form the basis for the 
two local search algorithms developed. The first 
algorithm LS_ 1 starts with the initial guess t and 
attempts to find a better solution according to the 
following procedure. 

(1) Select the processor with the longest processing 
time and name it P 1. 

(2) Find the processor with the shortest processing 
time and name it P2. 

(3) Try to exchange subdags between P1 and P2 in 
order to obtain a shorter finish time FT. 

(4) If this search {performed by EXCHANGE1) is not 
successful, pick the processor with the next 
shortest processing time, name it P2 and repeat 
step (3) for P1 and the new P2. Repeat this 
process by always selecting as P2 the processor 

with the shortest processing time among those 
that have not been tested yet. 

(5) If such an exchange of subdags leads to a 
shorter finish time, a new solution has been 
found and an attempt to further improve this 
solution is made by repeating steps (1) through 
(5). 

(6) If all processors have been tested without 
improving the solution, a local optimum has 
been reached. 
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At this point the algorithm repeats steps (1) 
through (6) above in an attempt to improve the local 
optimal solution by combining the subdags 
containing shared subtasks. The search is now 
performed by calls to the COMBINE subroutine 
described above and is carried out if (a) this is the 
first pass or (b) a previous search using 
EXCHANGE1 was successful in improving the 
solution. If the new search using COMBINE is 
successful, the algorithm attempts still another 
search using EXCHANGE 1 and the entire procedure is 
repeated until no further improvement of the 
solution is possible. 

The second local search algorithm LS_2 
enlarges the neighborhood of a point searched for a 
better solution by using the subroutine EXCHANGE2 
instead of EXCHANGE1. LS 2 is likely to obtain a 
better solution at the expen'Se of longer run-times. 

COMPARISON OF ALGORITHMS 

The greedy and local search algorithms 
presented in the previous section were evaluated 
and compared. Problem instances (i.e. dags 
representing tasks) were randomly generated [8]. 
For a given problem instance, the error ERR(A) of 
algorithm A was defined as: 

ERR(A) = [ SOL(A) - EXACT] I EXACT 

where SOL(A) is the solution of an instance by 
algorithm A and EXACT is the exact solution 
obtained by the branch and bound algorithm. 
Computation times necessary for computing the 
exact solution were tolerable for small instances. 
Thus, average results obtained via the approximate 
algorithms could be compared to the exact solution 
for small randomly generated instances. 

Greedy Algorithms 

Table 3 presents the average error, maximum 
error and average computation time for the 
algorithms GR_ 1, GR_2 and GR_3. The results 
presented are for 50 randomly generated instances 
of 10 subtasks and varying number of processors (M 
= 2, 3 and 4). Table 4 presents again the average 
and maximum errors as well as the average 
computation time for the greedy and the branch-and­
bound algorithms. A fixed number of processors (M 
= 2) was used for these runs while the number of 
subtasks varied (N = 10, 20 and 30). 

The average and maximum errors decrease 
as we go from the GR_ 1 to the GR_3 algorithms 
while the computation time increases. This small 
increase in computation time is expected because 
the greedy algorithms become more complex as we 
go from GR_ 1 to GR_3. 



TABLE 3 

Results for Algorithms GR_1, GR_2 and GR_3 

AVERAGE ERROR 

ALGORITHM M=2 M=3 M=4 

GR 1 0.0423 0.0483 0.0321 
GR_2 0.0276 0.0279 0.0197 
GR 3 0.0120 0.0216 0.0197 -

MAXIMUM ERROR 

ALGORITHM M=2 M=3 M=4 

GR 1 0.1774 0.2047 0.2268 -
GR 2 0.1923 0.1912 0.2212 -
GR 3 0.0839 0.1726 0.2212 -

AVERAGE COMPUTATION 
TIME (msec) 

ALGORITHM M=2 M=3 M=4 

Branch-and-Bound 68.0 246.2 264.0 
GR_1 8.8 6.6 6.6 
GR_2 10.8 14.0 14.6 
GR_3 14.8 15.6 19.4 

TABLE 4 

Results for Algorithms GR 1, GR_2 and GR_3 -
A VERA GE ERROR 

ALGORITHM N=10 N=20 N=30 

GR_ 1 0.0423 0.0128 0.0444 
GR - 2 0.0276 0.0093 0.0299 
GR 3 - 0.0120 0.0073 0.0280 

MAXIMUM ERROR 

ALGORITHM N=10 N=20 N=30 

GR_1 0.1774 0.0921 0.1340 
GR 2 - 0.1923 0.0897 0.0982 
GR - 3 0.0839 0.0560 0.0928 

AVERAGE COMPUTATION 
TIME (msec) 

ALGORITHM M=2 M=3 M=4 

Branch-and-Bound 68.0 562.0 505.6 
GR 1 8.8 20.2 33.0 
GR_ 2 10.8 25.2 . 44.6 
GR_ 3 14.8 32.8 49.8 
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Local Search Algorithms 

Randomly generated starting solutions for the 
local search algorithms were tested first. In 
addition, solutions generated from the greedy 
algorithms were used to start the local search. 

Table 5 presents the results for one randomly 
generated instance and 20 randomly generated 
starting solutions. Two processors were considered 
and the number of subtasks varied (N = 10, 20 and 
30 ) for these experiments. 

The results show that when the optimal 
solutions were not obtained, the maximum errors 
were very small. As expected, LS_2 has a higher 
probability to provide a better solution, but it 
requires considerably more computation time. In 
some instances, LS_2 may run even more slowly 
than the branch and bound algorithm. 

TABLE 5 

Results for Algorithms LS - 1 and LS_2 

ALGORITHM N=10 N=20 N=30 

LS_1 
Number of optimal 
solutions found 3 15 5 
Minimum error 0.000 0.000 0.000 
Maximum error 0.033 0.004 0.023 
Average run-time 20 78 291 

LS_ 2 
Number of optimal 
solutions found 20 19 9 
Minimum error 0.000 0.000 0.000 
Maximum error 0.000 0.002 0.020 
Average run-time 58 357 2358 

Branch-and-Bound 
Optimal Solution 271 530 738 
Run-time 50 610 1700 

Table 6 shows the results obtained with 
LS_ 1 and LS_2 for 50 randomly generated 
instances and one randomly generated starting 
solution. Two processors and N = 10, 20 and 30 
subtasks were considered. 

The starting solution was also generated by 
using one of the greedy approximate algorithms 
GR_ 1, GR_2 or GR_3. A local search algorithm, 
LS_ 1 or LS_2 , was then applied to improve the 
starting solution. The average and maximum errors 
for the results obtained by these combinations are 
presented in Tables 7 through 9 together with the 
average computation times. At the same time the 
results for these combinations are compared to 
those obtained from the greedy algorithms alone. 



The presented results show that by applying local 
search to a solution obtained by the greedy 
approach algorithms a significant reduction in the 
average error can be achieved. A fixed number of 
procitssors (M = 2) and a variable number of 
subtasks (N = 10, 20 and 30) were used for these 
runs. 

TABLE 6 

Results for Algorithms LS_ 1 and LS_2 

AVERAGE ERROR 

ALGORITHM N=10 N=20 N=30 

LS_1 0.0016 0.0005 0.0021 
LS 2 0.0002 0.0000 0.0012 -

MAXIMUM ERROR 

ALGORITHM N=10 N=20 N=30 

LS_1 0.0246 0.0036 0.0179 
LS_2 0.0052 0.0000 0.0199 

AVERAGE RUN-TIME 

ALGORITHM N=10 N=20 N=30 

LS_1 14.6 47.0 153.4 
LS 2 43.4 363.6 1047.2 -

MAXIMUM AUN-TIME 

ALGORITHM N=10 N=20 N=30 

LS_1 30.0 80.0 270.0 
LS_ 2 120.0 620.0 2700.0 

r 
TABLE 7 

Average Error for GR_ 1, GR_2, GR_3 and 
for LS_1 and LS_2 with Starting Solution 

Obtained from GR_ 1, GR_2 and GR_3 

ALGORITHM N=10 N=20 N=30 

GA 1 0.0423 0.0128 0.0444 
LS=1 (GA_1) 0.0020 0.0004 0.0029 
LS_2 (GA_1) 0.0012 0.0001 0.0025 

GR 2 0.0276 0.0093 0.0299 
LS=1 (GR_2) 0.0023 0.0017 0.0038 
LS_2 (GR_2) 0.0010 0.0004 0.0020 

GA_3 0.0120 0.0073 0.0280 
LS_1 (GR_3) 0.0023 0.0014 0.0028 
LS_2 (GA_3) 0.0009 0.0003 0.0018 
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Table 9 shows that the time required for the 
branch and bound method shows a large standard 
deviation. Finally, a comparison of Table 6 to 
Tables 7 through 9 shows that the choice of the 
starting solution does not greatly affect the results 
of the local search algorithms. The use of the 
solution obtained from a greedy algorithm as an 
initial guess for the local search does not lead to 
significant or even consistent improvement over the 
case of randomly generated initial guess. 

TABLE 8 

Maximum Error for GR 1, GR 2, GR 3 and 
for LS_1 and LS_2 With Starting SOiution 

Obtained from GR_ 1, GR_2 and GR_3 

ALGORITHM N=10 N=20 N=30 

GR_1 0.1774 0.0921 0.1340 
LS_1 (GR_1) 0.0295 0.0023 0.0208 
LS_2 (GR_1) 0.0295 0.0019 0.0195 

GA_2 0.1923 0.0897 0.0982 
LS_1 (GA_2) 0.0295 0.0105 0.0247 
LS_2 (GR_2) 0.0295 0.0037 0.0195 

GR_3 0.0839 0.0560 0.0928 
LS_1 (GA_3) 0.0295 0.0105 0.0247 
LS_2 (GR_3) 0.0295 0.0037 0.0199 

TABLE 9 

Average Run-Time for GR_ 1. GR_2. GR_3 arid 
for LS_ 1 and LS_ 2 with Starting Solution 

Obtained from GR_ 1, GR_2 and GR_3 

ALGORITHM N=10 N=20 N=30 

GR_1 8.8 20.2 33.0 
LS_1 (GA_1) 18.2 51.0 142.4 
LS_2 (GA_1) 42.4 353.4 768.2 

GR_2 10.8 25.2 44.6 
LS_1 (GA_2) 14.6 43.6 134.6 
LS_2 (GR_2) 44.2 346.4 762.0 

GR_3 14.8 32.8 49.8 
LS_1 (GR_3) 15.8 46.2 134.8 
LS_2 (GR_3) 42.6 339.8 725.2 

Branch-and-Bound 

Avg. Aun-Time 68.0 562.0 505.6 
Max. Aun-Time 450.0 2440.0 4750.0 



CONCLUSIONS 

An optimal branch and bound algorithm was 
developed first for solving the task allocation 
problem. Its computation time in the worst case, 
however, increases faster than 

as shown in [8]. Approximate algorithms were then 
developed in order to obtain solutions close to the 
optimal one in polynomial time. The greedy 
algorithms require 

0 ( M N2) 

computational time and can reach a solution with 
average error below 5%. GR_3 is the best among 
them. 

The local search algorithms can reach a 
solution with average error below 0.5% at the 
expense of longer computational times. Algorithm 
LS_2 needs on the average much more computation 
time than LS_ 1, sometimes even more than the 
branch and bound algorithm. Taking into account 
the computation time needed for LS_2. LS_ 1 is 
obviously a much better choice. 
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ABSTRACT -- The main aim of this paper is to study 
allocation of processors to parallel programs executing on a 
multiprocessor system, and the resulting speedups. We first 
consider a general program represented as a sequence of 
steps consisting of parallel operations, then one represented 
as a task graph whose nodes are do across loops and whose 
edges represent precedence constraints, and finally a single 
do across loop. General bounds on program speedup are dis­
cussed and measurements of code parallelism for the LIN­
P A CK numerical package are presented. 

1. INTRODUCTION 

Recently there has been an almost unanimous agree­
ment in the computing community that the near future 
supercomputers will be based on the shared memory mul­
tiprocessor architecture. But there are divided opinions when 
the question comes to the number of processors needed for an 
efficient and cost effective, yet very fast multiprocessor. A 
number of pessimistic and optimistic reports have come out 
on this topic. One side uses Amdahl's law and "intuition" to 
argue against large systems [13], [1 ]. The other side cites 
simulations and real examples to support the belief that 
highly parallel systems with large numbers of processors are 
practical, and could be efficiently utilized to give substantial 
speedups [5], [8], [11], [3], [7]. This question will probably be 
answered in a definite way only by experience, after many 
multiprocessor supercomputers with varying numbers of pro­
cessors will have been built. 

Presently the computing community has adopted a con­
servative approach to this issue, and that is reflected in the 
first multiprocessors (e.g., CRAY-X-MP, CRAY-2, Alliant 
FX/8) that have appeared on the market; each of them 
comes with a small number of processors. Of course, this is 
due mostly to our inexperience in using efficiently a large 
number of processors. Only recently the applications com­
munity has been systematically involved in research on 
parallel algorithms, languages and software. 

The investment in traditional (serial) software is so 
enormous that it will be many years before parallel software 
dominates the market. It is then natural to ask: " How can 
we efficiently run existing software on multiprocessor sys­
tems?" The answer to this question is well-known: by using 
powerful restructuring compilers. One such powerful restruc-

+This work was supported in part by the National Science Foundation 
under Grant No. US NSF DCR84-10110, and in part by the U. S. 
Department of Energy under Grant No. US DOE DE FG02-
85ER25001. 
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turer is the Parafrase compiler developed over the last fifteen 
years at the University of Illinois ([10], [17]). Besides restruc­
turing Fortran programs into a form suitable for execution 
on a range of high performance machines, Parafrase also sup­
plies various statistics useful for performance analysis and 
system design decisions. Such statistics include program 
speedup, efficiency, number of useful processors, 
serial/parallel timing estimates, etc. 

In this paper we start with a parallel program that is 
the result of restructuring a serial program for execution on 
a multiprocessor. We discuss different types of parallelism 
that can be observed in such a program, the kinds of over­
head involved in parallel execution on multiprocessor sys­
tems, and the effect of task size and scheduling overhead on 
the speedup. We then address the problem of allocating 
available processors to different parts of the program and 
estimating the possible speedup. Program Task Graphs have 
been chosen to provide concrete representations of parallel 
programs. These are directed graphs where a node 
represents a do across loop and an edge represents a pre­
cedence constraint. (A do across loop is a loop whose itera­
tions may be partially overlapped [5].) 

We have restructured LINPACK using Parafrase and 
computed the fraction of parallel code for all subroutines. 
Our results contradict the original Amdahl conjecture that 
most programs have at least 10% serial code, and hence can 
achieve a maximum speedup of at most 10. The experiments 
strongly support the view that there is enough inherent 
parallelism in real programs so that large numbers of proces­
sors can be efficiently utilized. 

In Section 2, we present the basic concepts and 
definitions that are used throughout the paper. Section 3 
discusses program restructuring, partitioning, critical task 
size, and gives a brief outline of the Parafrase compiler used 
for our measurements. Section 4 presents general bounds on 
program speedup and the measurements of parallelism in 
LINPACK subroutines. Section 5 presents three models of 
program execution on multiprocessor machines and a heuris­
tic algorithm for allocating processors to parallel programs. 
In Section 6, we consider analytically our general parallel 
loop model and derive the speedup formula for multiproces­
sors. Finally, Section 7 gives some conclusions. 

2. BASIC CONCEPTS 

A basic sequential machine is a single CPU computer 
that can carry out operations serially, taking one unit of 
time for each. A p-unit Multiple Execution Scalar (MES) 



machine is composed of p identical basic sequential 
machines, and each processor is driven by its own control 
unit. Because of its flexibility, we will consider only the MES 
machine in this paper. It is variously referred to as a mul­
tiprocessor, a parallel machine with p-processors, or simply a 
p-processor machine. 

An assignment statement is a statement of the form 
x = E, where x is a variable and E an expression. A do 
across or DOACR loop [5] with delay d has the form 

L : DOACR I = 1, N 
B 

END 

where d, N are integer constants, I an integer variable with 
the range {1, 2, ... , N }, B a sequence of assignment state­
ments and DOACR loops, and it is understood that the 
iterations of L can be partially overlapped as long as there is 
a delay of at least d units of time from the start of iteration 
i to the start of iteration i + 1, ( i = 1, 2, ... , N - 1). 
For L, the index variable is I, the number of iterations is N, 
and the loop-body is B. 

Consider now the two extreme cases of overlapping. If 
d = 0, there is complete overlapping, i.e. all the iterations 
of L can be executed simultaneously. In this case the do 
across loop is called a do all loop, and we write DOALL in 
place of DOA CR. If d = b, where b is the execution time 
(assumed to be independent of I) of the loop-body B, then 
there is no overlapping, i.e. the iterations of L must be exe­
cuted serially, one after another. In this case the do across 
loop is a standard serial loop, and we write DOSER for 
DOACR. A BAS or a block of assignment statements is a 
special kind of serial loop, namely a loop with a single itera­
tion. (A BAS may also be regarded as a special case of a do 
all loop.) 

A program is a sequence of steps where each step con­
sists of one or more operations that can be executed simul­
taneously. A program is serial if each step has exactly one 
operation; otherwise it is parallel. Two programs are 
semantically equivalent if they always generate the same 
output on the same input. Parallel programs are con­
veniently represented in terms of do across loops (Section 3). 

Let PROG1' PROG2 be two equivalent programs and 
let their execution times on a p-processor machine be 
T,(PROG 1) and T,(PROG2) respectively. Then the 
speedup obtained (on this machine) by executing PROG2 

instead of PROG1 is denoted by S,(PROGI> PROG 2) and is 
defined by ' 

T,(PROG 1) 

s,(PROGI> PROG2) = 
T,(PROG2) 

An immediate consequence of this definition is the following 
lemma. 
Lemma. 2.1. If PROGi> PROG2, .•. , PROGn is a sequence 
of programs any two of which are equivalent, then 

n-1 

S,(PROGI> PROGn) = fiS,(PROG;, PROGi+1). 

i=l 

We usually write s, for the speedup when the two pro­
grams involved are understood. Of special interest to us is 
the case where PROG1 is a serial program and PROG2 is an 
equivalent parallel program obtained by restructuring 

PROG 1• We assume that the execution time of a program is 
determined solely by the time taken to perform its opera­
tions, and that the total number of operations in a program 
is never affected by any restructuring. These assumptions 
are not very far from the truth; they help to keep the formu­
las simple, and yet let us derive important conclusions. If T 1 

is the number of operations in the serial program PROGi' 
then T1 is also the execution time of PROG 1 on the basic 
sequential machine, or on any parallel machine (i.e., 
T1 = T,(PROG 1)). The equivalent parallel program 
PROG 2 also has T 1 operations, but now these operations are 
arranged in fewer than T 1 steps. We call T 1 the serial exe­
cution time of PROG2 and it can be obtained simply by 
counting the operations in PROG2• The execution time 
T, = T,(PROG2) of PROG2 on the p-processor machine 
will depend on the structure of the program, the magnitude 
of p, and the way the p processors are allocated to different 
parts of PROG2. To distinguish it from Tl' T, is referred to 
as the parallel execution time of PROG2• The speedup of a 
program is then the ratio of its serial execution time to its 
parallel execution time. 
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For a given program, we have the unlimited processor 
case when p is large enough so that we can always allocate 
as many processors as we please. Otherwise, we have the 
limited processor case. These two cases will be often dis­
cussed separately. 
3. RESTRUCTURING, PROGRAM PARTITIONING 

AND CRITICAL TASK SIZE 

In our program model we assume that parallelism is 
explicitly specified in the form of tasks (disjoint code seg­
ments) which are parallel loops (DOALL or DOACR). This 
can be done for any Fortran program written in a serial form 
by employing restructuring compilers. For this paper we used 
Parafrase, a restructuring compiler developed at the Univer­
sity of Illinois, to transform programs into parallel form and 
compute some experimental values presented in the following 
section. Although a detailed presentation of the capabilities 
of Parafrase is beyond the scope of this paper, we briefly 
describe its basic functions for the sake of completeness. 

Parafrase transforms serial Fortran programs into a 
parallel form suitable for efficient execution on a variety of 
parallel architectures including MES. The compiler consists 
of a front-end which applies a series of machine independent 
transformations, and a back-end which is a set of machine 
dependent optimizations. For each compiled Fortran pro­
gram, Parafrase builds a graph called the data dependence 
graph whose nodes represent program statements and edges 
represent data and control dependencies among statements 
[2]. Each branch of an IF or GOTO statement is assigned a 
branching probability by the user, or automatically by 
Parafrase (11]. We can therefore view any program as a 
sequence of assignment statements, where each statement 
has an accumulated weight associated with it. All loops in a 
program are automatically normalized, i.e., loop indexes 
assume values in [1, NJ for some integer N. As in the case of 
branching statements, unknown loop upper bounds are either 
defined by the user, or automatically by the compiler (using 
a default value). During parallel execution of the restruc­
tured program, data and control dependencies must be 
observed to assure that program semantics is preserved. The 
data dependence graph of the program is used by most 
transformations as a guide for this reason. 



One of the most important transformations in 
Parafrase is the recognition and marking of DOACR loops 
(including DOALL and DOSER loops as special cases of 
DOACR). If we consider a block of assignment statements 
(BAS) as a serial loop with a single iteration, a restructured 
program can be viewed as a series of outermost DOACR 
loops with each such loop being arbitrarily complex. This 
defines a "natural'' partition of a restructured program into a 
series of code segments or tasks. Dependencies may exist 
between any pair of segments in the program. We can thus 
define the Program Task Graph as a directed graph 
G(V, E), where the nodes in V are the outermost loops L; 
in the program, and there is an edge from a node L; to a 
node L; iff loop L; depends on loop L;. Since backward 
dependencies are not allowed, G(V, E) is acyclic. 

In a restructured program we may observe two types of 
parallelism: horizontal and vertical. Horizontal parallelism 
results by executing a DOACR loop on two or more proces­
sors, or equivalently, by simultaneously executing different 
iterations of the same loop. Vertical parallelism in turn, is 
the result of the simultaneous execution of two or more 
different loops (tasks). Two or more loops can execute 
simultaneously only if there exists no control or data depen­
dencies between any two of the loops. In the general case 
the program task graph exposes both types of parallelism. 
When we execute such a task graph on an MES machine, we 
must decide how to allocate the available processors to the 
program tasks so that the program speedup is maximized. 

A serious problem arises when while executing a res­
tructured program on an MES machine, we attempt to 
minimize the overheads of communication, synchronization 
and scheduling. This is a non-trivial optimization problem, 
and attempts to minimize such overheads usually results in 
reducing the degree of program parallelism. Most instances 
of this optimization problem have been proven to be NP­
Complete [6]. Most heuristic algorithms attempt to minimize 
the communication cost by mer.ging nodes of the graph 
together to avoid the overhead involved in communicating 
data from one processor to another. This however often 
reduces the degree of available vertical parallelism. 

As an example of node merging, consider two loops L 1 

and L 2 in our restructured program model, with data depen­
dencies going from L 1 to L 2. The dependencies restrict the 
two loops to execute in this order since data computed in L 1 
are used by L 2• In this case only horizontal parallelism inside 
each loop can be exploited. If we do not coordinate the exe­
cu tion of L 1 and L 2, then data computed inside L 1 will have 
to be stored in a shared memory upon completion of LI> and 
then fetched from that memory to the processors executing 
L 2• If on the other hand we consider the two loops as a sin­
gle task, then we can bind iterations of L 1 and corresponding 
iterations of L2 to specific processors. In this manner data 
computed by a particular iteration of L 1 and used by the 
corresponding iteration of L 2 need only be stored in fast 
registers of the processor, thus avoiding the overhead of the 
redundant store and fetch. For relatively small loops the 
savings by such "task merging" can be very significant. 

Task merging can also be used to decrease scheduling 
overhead that is involved when we distribute different pro­
gram nodes across different processors. This scheduling over­
head is in addition to the synchronization overhead and may 
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become disastrous especially for very small tasks. For the 
CRAY-XM-P for example, the overhead involved with 
scheduling two parallel tasks can be several msecs. This 
overhead imposes a minimum size on parallel tasks, below 
which the speedup becomes rather a slowdown (i.e., 
S, < 1). We call this the critical task size. 

If during the execution of a program we schedule a set 
of parallel tasks, the parallel execution time is augmented by 
OT, where OT is the scheduling overhead. The maximum 
expected speedup therefore is given by 

T1 
Sp= 

T1/P + OT 

In order to have a speedup of at least 1, we must have 
T 1 ~ T 1 / p + OT, i.e., T 1 ~ p*OT / p-1 which gives 
the critical task size as a function of the overhead and the 
number of processors. More generaly, the minipium program 
sizt: T min required to obtain a given speedup S on p proces­
sors should satisfy: 

Tmin ,. 
~ s' Tmin ~ or ,. 

p-S Tmin / P +OT 

Program partitioning for minimizing data communica­
tion and scheduling overheads is a complicated optimization 
problem [15], [16]. 

4. GENERAL BOUNDS ON SPEEDUP 

In this section we consider an arbitrary parallel pro­
gram, and think of it simply as a sequence of steps where 
each step consists of a set of operations that can execute in 
parallel. The total number of operations (and hence the 
serial execution time) is denoted by T 1• Let Po denote the 
maximum number of operations in any step. 

Suppose first we are using a p-processor system with 
p ~ p0. (This is the unlimited processor case). Let ~; T 1 

denote the number of operations that belong to steps con­
taining exactly i operations, (i = 1, 2,. .. , p0). Then ~; is 
the fraction of the program that can utilize exactly i proces-

P-o Po 

sors, and we have E ~; = 1. We call f = E ~; the 
i=l i=2 

parallel part of the program or the fraction of parallel code, 
and 1 - f = ~1 the serial part of the program or the frac­
tion of serial code. (At least p - p0 processors will always 
remain unused.) 

Consider now a limited processor situation with a p­
processor machine where p < p0. The steps with more than 
p operations have to be folded over and replaced with a 
larger number of steps with p operations. (For simplicity, 
we are assuming that each new step has exactly p opera­
tions, although one of them may actually have fewer than 
"). Let f; = f;(P) denote the fraction of the modified 
program that can utilize exactly i processors, 
(i = 1, 2, .. ., p). Then we have 

Po 

I;=~; (i = 1, 2, ... , p - 1), and 
i=p 

p 

As long asp ~ 2, the parallel part f is given by E/; and 
i=2 

the serial part 1 - J by f 1. 



An arbitrary p-processor machine is assumed in the fol­
lowing. The first two results are well-known [3], [12]. 

1 p !; 
Theorem 4.1. - = E -. 

SP i=t i 
Proof: When executing on a p-processor machine, the frac­
tion of the program that uses exactly i processors is 
f;Tp (i = 1, 2, ... , p). Hence, the number of steps where 

!Ji 
i processors are active is --. The total number of steps 

I 

is then given by 

P f; Ti P !; 
E--= T1E--
i =l i i =l i 

Since T 1 is the serial and TP the parallel execution time of 
the program, we get 

1 TP p f i 
D 

SP T1 i=l i 

Corollary 4.2. 1 S SP S p 
!; 

Proof: We have f; 2:: (i = 1, 2, ... , p). 

Hence 
p 

p !; p !; 
E /; 2:: E 2:: E-
i=l i=l i i=l p 

p /; 1 
or, 1 > E - > 

i=l i p 

so that 1 > 2:: 
SP p 

1.e. 1 S SP s p.D 
Corollary 4.3. SP :s; 1 If i· 
Corollary 4.4. The speedup SP, the number of processors 
p and the fraction of parallel code f satisfy (for p > 1) 

p 
SP S 

f + (1 - J)p 
(4.1) 

1 p *---, 
p - 1 

(4.2) 

JSP 
(4.3) and 

1 - (1 - f )SP 

Proof: These three inequalities are equivalent; from any one 
the other two can be derived easily. Note that 

p !; p f i p !; f 
E - =! i + E - > ! i + E - =1 ! + -, 
i =l i i =2 i i =2 p p 

p 

since f = E f; and f 1 = 1 f. Then by Theorem 4.1, 

1 
i=2 

f p 2:: 1 - f + - so that SP < . D 
p f + (1 - J)p 

Now, we have a program that can use a maximum 
number of p 0 processors. If the fraction ¢1 of serial code in 
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Sub. Name _J_ Sub. Name _J_ Sub. Name _J_ 

SPOFA o.9997 SSIFA 0.9862 SPBFA 0.9257 
SQRDC 0.9988 SPODI2 0.9853 SGBFA 0.9189 
SPBDll 0.9975 SGESLl 0.9807 SGBSL2 0.9164 
SGBDll 0.9974 SSISL 0.9806 SGBCO 0.8561 
SGEDI2 0.9961 STRSLO 0.9773 SPBCO 0.8314 
SQRDCl 0.9961 STRSLl 0.9773 SS!DI3 0.7353 
SSIDI2 0.9961 SPOSL 0.9767 SGBSLl 0.6545 
SSVDCl 0.9954 SGESL2 0.9762 STRCO 0.6113 
SPODll 0.9950 STRSL2 0.9753 SPBSL 0.5659 
SSICO 0.9905 STRSL3 0.9753 SGTSL 0.5295 
SQRSLl 0.9900 SPOCO 0.9751 SPPDI 0.5064 
SQRSL2 0.9900 SPPCO 0.9746 SSPSL 0.4010 
SQRSL4 0.9900 SSIDil 0.9746 SPTSL 0.3799 
SQRSL5 0.9900 SGEDil 0.9745 SSPDI 0.3615 
SSPCO 0.9896 SGECO 0.9664 SSPFA 0.1348 
SQRSL3 0.9868 SPPSL 0.9629 
SGEFA 0.9862 SPPFA 0.9350 

Table 1. Values off for LINPACK subroutines. 

it is very small, we can choose p (> 1) processors such that 
Po 

f P = E ¢; ~ 1. Then, since 
i=p 

1 
p-1 f; 
E-. + 

SP i=l I 

I 
~l 

I p-1 f. I 1_1_ IE-' I < I I I · I 
I Sp p I I i=l I I 

or equivalently, SP ~PI Ip 
Po 

Ip 
we get 

p 

p -1 

El; 1 - Ip ~ 0, 

i=l 

~ p. Thus, if for some 

p > 1, E ¢; ~ 1, then the program runs very efficiently 

i=p 
on a p-processor system giving an almost linear speedup. In 
this case, given the coefficients ¢; for the particular program, 
we can always determine the maximum number of processors 
that would get a linear speedup. 

Based on Corollary 4.3, Amdahl and some other 
researchers thereafter questioned the usefulness of very large 
MES systems, since, according to their argument, the major­
ity of programs have an average of more than 10% serial 
code and therefore their speedup on any MES machine is 
bounded above by 10. 

We conducted some experiments to measure the frac­
tion of parallel code f in LINP ACK, a widely used numeri­
cal package for solving systems of linear equations. Knowing 
the serial execution time T 1' the parallel execution time TP 
and the number of processors p that were used during the 
execution of a subroutine, we can easily compute a lower 
bound for f from (4.2). All the above parameters are sup­
plied by Parafrase. On the other hand, if the value of f for 
a particular subroutine is known and we want to achieve a 
specific speedup SP for this subroutine, then ( 4.3) gives us a 
lower bound on the number of processors that we must use. 

The sorted (minimum) values of f are shown in Table 
1. The measurements were done on LINP ACK subroutines 
after they had been restructured by Parafrase. From Table 
1 we observe that the majority of subroutines have a very 
high fraction of parallel code. For the first 37 subroutines 
(2ut of 49), the average fraction of parallel code was 
f 2:: 0.9784. Almost 76% of the subroutines have 
f > 0.9 and only 18% have f < 0.8. 



Considering that LINPACK is a typical numerical 
package not very amenable to restructuring, the results of 
Table 1 are very encouraging. EISP ACK for example 
(another numerical paclfli.ge), should be expected to have a 
much higher value of f than LINPACK [11]. Since most 
numerical packages are more amenable to restructuring than 
LINP ACK, Amdahl's pessimism should not be taken very 
seriously when designing large multiprocessor systems. His 
claim for the non-effectiveness of systems with large numbers 
of procei!sors is mostly based on programs that exhibit 
f < 0.9. As mentioned in Section 3, the real performance 
threat for large MES systems lies in scheduling and interpro­
cessor communication overheads. 

Secondly, we should consider all possible operating 
modes of a multiprocessor. There is no question that there 
exist numerical programs that could fully exploit hundreds or 
thousands of processors. For programs that utilize only a few 
processors, MES systems can be operated in a multiprogram­
ming mode to keep system utilization high. The question 
then breaks down to whether we can have sites with enough 
users (workload) to keep system utilization at acceptable lev­
els. The answer to this question is rather obvious and it is 
more of a managerial and planning issue. 

PROGRAM 
TASK GRAPH 

LAYERED TASK GRAPH 
r-----------------------, 
: : VI 
I I 

L------- - ---------~ 

Figure 1: A example of a program task graph 
and its corresponding layered graph. 

5. SPEEDUP AND PROCESSOR 
ALLOCATION FOR TASK GRAPHS 

We consider here an arbitrary parallel program 
represented by a task graph G = G(V, E). Recall from Sec­
tion 3 that this graph is defined on a restructured program 
with nodes representing outermost DOACR loops, and edges 
representing data and control dependencies among loops. 
Let there be n nodes in V: v1, v2, ... , vn. These nodes can 
be partitioned into disjoint layers V 11 V2, ••• , Vk, such 
that (1) all nodes in a given layer can execute in parallel, and 
(2) the nodes in a layer l'i+1 can start executing as soon as 
all the nodes in layer V. have finished 
(i = 1, 2, ... , k - 1). To construct this layered graph of 
G, we use a modified Breadth First Search scheme for label­
ing the nodes of the graph. Initially, the first node of the 

965 

graph (corresponding to the lexically first loop of the pro­
gram), is labeled 1 and queued in a FIFO queue Q. At each 
following step v;, the node at the front of Q is removed, and 
if i is its label, all nodes adjacent to v; are labeled i + 1, 
and are queued in Q . Note that a node may be relabeled 
several times but its final label is the largest assigned to it. 
When Q becomes empty, the labeling process terminates and 
we get the layered graph by grouping all nodes with label i 
into layer V;. An example of a program task graph and its 
corresponding layered task graph is shown in Figure 1. We 
consider below three execution models of a layered task 
graph on a p-processor MES machine. The most general and 
the two extreme cases are discussed. 

As usual T1 denotes the total number of operations in 
the whole program. For the node v;, let U; T1 denote the 
number of operations in the node and T . its parallel execu­

n PJ 

tion time, (j = 1, 2, ... , n ). Then EU; = 1. The abso-

A j=l 
lute speedup s,; of v; is the speedup obtained by considering 
thJ node separately as a program and is given by 
s,; = u;T1 / T,;· 

Case 1. (Horizontal parallelism). Let k = n and each 
layer V; consist of a single node v;, (i = 1, 2, ... , n). To 
get the maximum speedup for the whole program on p pro­
cessors, we need to get the maximum speedup for each node. 
Detailed formulas are given b!llow. 

The relative speedup s~ of V; is the speedup of the 
whole program when only V; is executed in parallel and all 
other nodes are executed serially. Thus 

Lemma 5.1. The absolute and relative speedups of a node 
V; are connected by the equation 

U; 1 
(i = 1, 2, ... , n). A R - 1 + 9; 

s,; s,; 
Proof: It follows directly from the above definitions. D 

Theorem 5.2. The speedup s, of the whole program (when 
all nodes are executed in parallel) is related to the absolute 
and relative speedups of the individual nodes by the follow­
ing equations: 

n U; n 1 
EA E R-n+l. 

s, i=l s,; i=l s,; 
1 

Corollary 5.3. If all n nodes give the same absolute 
speedup s:, then S: = s,. If all n nodes give the same 
relative speedup s:, then 

np n 
< 

np -p + 1 n - 1' 

Proof: The first asser~ion follows immediately from the 

above theorem, since EU; = 1. For the second, we see 

i=l 
that when the relative speedups are all equal 



n 1 1 

s, E R 
i=l s, 

- n + 1 

Since s., S p, this implies 

n 1 
+ 1 ~ - n 

p 

np n 

np - p + 1 
n - 1 + 

n 
- n + 1. 

or 

n < ---.o 
1 n - 1 

p 

Each node of the graph can be an arbitrarily complex nested 
loop containing DOSER, DOALL, and DOACR loops. The 
problem of optimal processor allocation to such nodes has 
been solved optimally in [14]. 

Case 2. (Vertical parallelism). Let the task graph be flat, 
i.e. let there be a single layer V consisting of n nodes. This 
is the case when no dependencies exist between any pair of 
nodes. Here we may exploit vertical parallelism by executing 
all program nodes simultaneously. We consider the extreme 
case where each node requests exactly one processor. Since 
each node is allocated one processor; if n S p the execu­
tion time is dominated by the largest task. In the general 
case bin-packing can be used to evenly distribute the n 
nodes into p bins. The Multifit heuristic algorithm, for 
example, can be used in this case [4]. Then, if b;, 1 Si Sp 
denotes the largest bin, we have the following theorem. 
Theorem 5.4. The total speedup resulting from the parallel 
execution of an n-node flat graph on p processors, where 
each node is allocated one processor, is given by 

s = 
'P 

1 

E 9; 
.,e b, 

Proof: The proof follows directly from the definition of 
speedup and the assumptions stated above. D 

Corollary 5.5. If n S p then 

1 s, = . 
max(91' 92, .. .,9n) 

Proof: This follows from the previous theorem since each 
bin contains one node. D 

Case 3. (Horizontal and vertical parallelism). In the most 
general case we have a program that exposes both types of 
parallelism, horizontal and vertical. In other words, the task 
graph consists of k (> 1) disjoin.t layers vl, v2, ... ' vk 
with at least one layer containing two or more nodes (Figure 
1). If IV. I is the cardinality of the i-th layer, we assume 
that IV. I Sp, ( i = 1, 2, ... , k). (In the case of 
I V; I > p we fold and fuse nodes such that I V. I S p 
[15].) Our aim in this case is tu exploit horizontal and verti­
cal parallelism in the best possible way. Maximizing speedup 
is equivalent to minimizing parallel execution time. For each 
node of the task graph v; we define r; to be the maximum 
number of processors that the node could use. When 
r; = 1, (j = 1, 2, ... , n) our problem is reduced to the 
classical multiprocessor scheduling problem, which has been 
proved NP-Complete [6]. Our general problem can be 
reduced to the latter one by decomposing each node v; into 
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r. independent sub-nodes of equal size. This trivially proves 
that our problem is also NP-Complete. Heuristic solutions 
are therefore the only acceptable approach to solving the 
problem suboptimally in polynomial time. 

Below we present a simple linear-time heuristic algo­
rithm for allocating processors to general task graphs. We 
call this Proportional Allocation heuristic since it allocates 
to each node a number of processors which is proportional to 
the size of the node (this term was borrowed from [16] where 
a similar idea was independently proposed). The idea behind 
proportional allocation is to allocate processors to the task 
graph on a layer-by-layer basis, so that the load in each 
layer is evenly distributed across the available processors, 
resulting in a suboptimal execution time. Variations of the 
proportional allocation heuristic and experimental results are 
given elsewhere [15]. 

For each layer V;, (i = 1, 2, ... , k) of G we carry 
out the following steps. (The notation x +- a used below 
indicates the assignment of an expression a to variable x.) 

Step 1. Each node v; E V. is allocated one processor. If 
IV;I = 9;, then the number of remaining processors is 
PR = p - 9;. The tasks in V; are arranged in order of 
decreasing size. 

Step 2. The remaining PR processors are allocated to the 
nodes of V. with r; > 1 so that each node receives a 
number of processors proportional to its size. For a node v; 
in V; with r; > 1, the serial execution time is 
t; = 9; T1. Let r, = E (9; T1) denote the total execu-

•,e v, 
tion time of all nodes V; EV. with r; > 1. Then, for all 
such nodes perform: 

P; (5.1) 

P; +- min(r; 1, P;) (5.2) 

PR +- PR P; (5.3) 

where P· is the number of processors allocated to node v;. 
Steps (5\), (5.2), and (5.3) are repeated until all processors 
are allocated (PR = 0), or all nodes in V; are processed. It 
should be noted that if at the end PR > 0, then 
p. + 1 = r;, (j = 1, 2, ... , 9;)· A formal description 
of the proportional allocation heuristic is given in Figure 5. 
A simple example of the application of this algorithm to a 
single layer with DOALL loops, is shown in Figures 2 and 3. 
The number of processors allocated to each loop by our 
algorithm is shown in the table of Figure 2. Figure 3(a) 
shows the processor/time diagram when loops are executed 
one by one on an unlimited (in this case) number of proces­
sors, with a total execution time of 22 units. Figure 3(b) 
shows the processor/time diagram for the allocation per­
formed by our algorithm. Processors were allocated so that 
both horizontal and vertical parallelism are utilized; 16 units 
is the total execution time in this case. The total program 
speedup on p processors that results from the application of 
the above heuristic is given by the following theorem. 

Theorem 5.6. The total program speedup that results from 



PROCESSORS 
2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32 

DOALL 111 =I, 7 
}I 

!END 

DOALL 212 =I, 14 
)8 

2END 

(a) 

T 

DOACR I= I, 8 {d=4} 
} LO 

END 

DOALL 3 /3 = I, S 
}S 

[ !..._~------~ 
3END 

DOALL 4 /4 =I, 20 
}4 

4END 

M 
E 

DOALL S /5 =I, 24 
}6 PROCESSORS 

SEND 2 4 6 8 10 12 14 16 18 20 22 24 ?6 28 30 32 . . M 

E 

Number otn_rocessors allocated to each IOQIL 

Looi Number No. or Processors 
I I 
2 0 
3 3 
4 7 
s 12 

Total 32 

2 

4 

6 

8 

T 
.0 

.2 l I 
M I 
E 

4 

.6 

(b) 

1--

Figure 2. A simple program with DOALLs and 
the processor allocation profile. 

Figure 3. (a): The processor/time diagram for the program of Figure 2 (Case 1). 
(b): The processor/time diagram aft.er the application oft.he algorithm (Case 3). 

Figure 4. An example of the application 
of Theorem 6.1 for p = 3. 

the parallel (vertical and horizontal) execution of a k-layer 
task graph on p processors is given by 

s, 
1 l 9; l >... = max --

• vEV SA 
J I Pj 

(5.4) where 

i=l 

(where S~ is the absolute speed.up of node Vj for. the number 
of processors (P;) allocated to it by the proportional alloca­
tion heuristic.) 

Note that Theorems 5.2 and 5.4 are special cases of 
Theorem 5.6. If the graph is reduced to a flat graph, then 
k =1 and Corollary 5.5 holds. On the other hand, if each 
layer contains one node (linearized) then q; = 1 in (5.4), 
(i = 1, 2, .... , k), and thus Theorem 5.2 holds true. 

6. SPEEDUP AND PROCESSOR 
ALLOCATION FOR DOACR LOOPS 

In this section we focus on a single node of the task 
flow graph representing the given program, i.e. a DOACR 
loop. We extended and generalized the do across model, to 
allow for idling processor time caused by do across delays. 
In [5] it is assumed that no processor may become idle unless 
it completes all iterations assigned to it. This is true only in 
certain special cases. As we shall see later by means of an 
example, each processor may have to idle between, successive 
iterations. The following theorem generalizes the do across 
model and accounts for idle processor time. 
Theorem 6.1. Consider a DOACR loop with N iterations 
and delay d, and let b denote the execution time of the 
loop-body. Then p processors can be allocated to the itera­
tions of the loop in such a way that the speedup is given by 
s, = Nb /T,, where 

T, = ((fN/pl - l}max(b,pd) 

+ d((N - 1) mod p) + b) (6.1} 

Proof: Let us number the iterations 1, 2, .. ., N in their 
natural order and the processors 1, 2, .. ., p in any order. The 

967 

processors are allocated to the iterations as follows. Assume 
first that N > p. Iteration 1 goes to processor 1, iteration 
2 goes to processor 2, ... , iteration p goes to processor p. 
Then iteration (p + 1) goes to processor 1, etc., and this 
scheme is repeated as many times as necessary until all the 
iterations are taken care of. We can now think of the itera­
tions arranged in a rN /pl X p matrix, where the columns 
represent processors. If N ~ p, we employ the same 
scheme, but now we end up with a 1 X N matrix instead. 

Let t,, denote the starting time of iteration 
k, (k = 1, 2, ... , N), and assume that t 1 = 0. (We meas­
ure time when iteration 1 starts executing). Let us find an 
expression for tN. First, assume that N > p. For any 
iteration j in the first row, the time t; is easily found: 

t; = (j - l}d (j = 1, 2, .. ., p) 

Now iteration (p + 1) must wait until its processor (i.e., 
processor 1) has finished executing iteration 1, and d units of 
time have elapsed since t,, the starting time of iteration p 
on processor p. Hence 

t,+1 = max(b, t, + d) = max(b,pd). 

The process is now clear. If we move right horizontally (in 

the matrix of iterations), each step amounts to a time delay 
of d units. And if we move down vertically each step adds a 
delay of max( b, pd) units. Thus the time tk for an iteration 
that lies on row i and column j will be given by 

t,, = (i - l)max(b,pd) + (j - l)d. 

For the la.st iteration, we have i = r N /pl and 

j = {N mod p if N ~od p > 0 

p otherwise 

Since j 1 can be written as (N - 1) mod p, we get 

tN = (rN!Pl - 1)max(b,pd) + d((N - l}mod p). 

Now let N ~ p. It is easily seen that 

tN =(N - l)d 



= (rN!Pl- 1)max(b,pd)+d((N - l)mod p). 

Finally, since the parallel execution time T1 is given by 
T = tN + b, the proof of the theorem is complete. D 

Ffgure 4 shows an example of the application of Theorem 
6.1. The DOACR loop of Figure 4 has 8 iterations, a delay 
d = 4, and a loop-body size of 10. The total parallel exe­
cution time on p = 3 processors is 38 units, as predicted 
by Theorem 6.1. We can maximize the spe.edup of an arbi­
trarily nested DOACR loop which executes on p processors 
by using an optimal processor allocation algorithm described 
in [14). 

Corollary 6.2. Consider a sequence of m perfectly nested 
DOALL loops numbered 1, 2, ... , m from the outermost loop 
to the innermost. Let S denote the speedup of the con-

'• struct on a p;-processor machine when only the ith loop exe-
cutes in parallel and all other loops serially, 
( i = 1, 2, ... , m ). Then the speedup 81 on a p-processor 

m 

machine, where p = TIP; and P; processors are allocated 

i=l m 

to the ith loop, is given by 81 = II s,,. 
i=l 

7. CONCLUSIONS 

We have studied the problem of allocating processors to 
parallel programs executing on a multiprocessor system, and 
measuring the speedups. Our experiments with the software 
packages LINP ACK show that there is a high degree of 
parallelism available in ordinary programs, and that after 
proper restructuring such programs would be able to utilize 
fairly large multiprocessors systems. As a convenient unit of 
parallel program we have taken a DOACR loop which gen­
eralizes serial and DOALL loops. The speedup formula for 
DOACR loops has been generalized, and several other results 
have been derived that increase our understanding of how 
the speedup of a program depends on various factors. The 
general problem of processor allocation to programs 
represented as task graphs of DOACR loops being NP­
Complete, we have given heuristic methods that seem to 
work well in practical situations and in linear time. 
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Bernard T. Geary 

Goodyear Aerospace Corporation 
Akron, Ohio 44315 

Abstract -- This paper is directed to the 
solution of a mutual exclusion problem involving a 
multiprocessor system. The multiprocessor 
contains six asynchronous microprocessors 
operating in a tightly coupled network. The 
system software has a master/slave organization. 
One processor is system executive or master while 
the remaining processors function as slaves and 
receive their tasks from the master. The task, or 
process, of master was previously performed on a 
full time basis by only one of the processors in 
the system. In the interests of efficiency and 
fault tolerance, the task of master can now float 
from processor to processor whenever needed. This 
paper presents a fast, software based method that 
allows only one processor at a time to assume the 
master task. 

Introduction 

A multiprocesssor system exists called the 
MAPP (Modular Adaptive Parallel Processor). It 
was built by Goodyear Aerospace for AFWAL at 
Wright Patterson AFB. The MAPP contains six 
asynchronous microprocessors operating in a 
tightly coupled network. The system software has 
a master/slave organization. One processor is 
system executive or master while the remaining 
processors function as slaves and receive their 
tasks from the master. The task, or process, of 
master was previously performed on a full time 
basis by only one of the processors in the system. 
It was desired, in the interests of efficiency and 
fault tolerance, that the task of master be 
allowed to float from processor to processor 
whenever needed. 

The primary problem associated with floating 
the master task was how to prevent two or more 
processors from acquiring the master task 
simultaneously. In accomplishing this, the 
following goals also had to be met: 
1.) No system hardware modifications were allowed, 
2.) The selected method had to be compatible with 

the current system software, 
3.) The selected method had to be fault tolerance, 
4.) The selected method had to be fast, 
5.) Memory requirements had to be kept to a 

minimum, 
6.) Future expansion of the system had to be 

allowed. 

Overview of the MAPP System 

The MAPP is a homogeneous multiprocessor that 
has been primarily used for real-time signal 
correlation. The MAPP system architecture is 
shown in Figure 1. Each of the six system 
processors contains a general purpose 32-bit CPU. 
Each processor is capable of executing between 2 
and 3 MIPS. Associated with each processor is a 
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private local memory. This memory can be used for 
algorithm storage and data storage. The 
processors function asynchronously running on 
independent internal clocks. ' 

Figure 1 - MAPP System Architecture 

Contained within the system are three global 
memories. The processors can each access these 
general purpose memories through a crossbar type 
port structure. Processor contention for access 
to global memory could cause a speed disparity 
among the processors if accesses are serviced in a 
completely random fashion. For the MAPP, speed 
disparity will not occur due to the discipline 
imposed by the global memory controller. The 
global memory controller prevents one processor 
from monopolizing global memory at any time. In 
order to access global memory, each processor must 
interface with the global memory controller. This 
controller contains a priority encoder that takes 
a "snapshot" of all the processor's requests for 
access to global memory. If a processor fails to 
have its request honored in one snapshot it is 
guaranteed to have its request serviced in the 
next. There is no way for a processor to 
circumvent the action of the global memory 
controller. 

At least 500 times a second, the MAPP system 
causes each processor to perform a self test. If 
a processor fails its own self test or if a 
processor detects a failure in another processor, 
a system-wide interactive test is performed. If a 
faulty processor is identified and confirmed 
during the system-wide test, it will be disabled 
automatically and the system will continue 
operation without it. This fault checking 
software, in addition to looking for actual 



hardware errors in each processor, requires that 
each processor respond within a certain period of 
time. This timed. response checks a processors 
speed of operation and causes a processor to be 
flagged as-faulty if it is operating below the 
speed of the other processors in the system. This 
self testing insures that each processor is 
operating at nearly the same speed. 

The Mutual Exclusion Method 

The MAPP has several attributes that are 
useful when trying to float the master task. 
These attributes are both hardware and software 
based. First, each processor in the system is 
identical and runs at the same clock speed. The 
clocks are asynchronous, however. Second, the 
system periodically runs fault checking software 
that insures that each processor is operating 
normally. Third, in the MAPP system, the global 
memory controller insures that a processor cannot 
be arbitrarily delayed because of competition for 
memory accesses. 

The devised mutual exclusion algorithm called 
Software Based Mutual Exclusion (SBME) uses a 
technique that can be categorized under the 
heading of busy waiting. Busy waiting is a 
general operation that requires a processor to 
loop several times while checking to see if 
another processor has acquired the master task. 
The SBME method uses a single location in global 
memory called MasterID as an indicator flag for 
the master task. If the master task is being 
performed by a processor, that processor's ID 
number will be present at location MasterID. If 
no one is currently master, MasterID will contain 
a value of zero. The SBME algorithm is shown in 
figure 2 for the i'th processor of the system. 

To acquire the master task, a processor reads 
location MasterID in global memory. If it is 
zero, the processor writes its ID number to 
MasterID immediately. Allowance is made for for 
the fact that another processor contending for the 
master task can write over the ID number in 
MasterID. The devised method requires that a 
processor loop and read MasterID several times 
until the danger of its ID being overwritten has 
passed. If the processor discovers a value in 
location MasterID different from its ID number, it 
drops out of contention. Any of the other 
processors that read MasterID after the first ID 
is written will avoid writing to it. 

After a processor finishes the master task it 
clears MasterID in global memory. This allows 
another processor to assume the master task as 
soon as required. If a processor is ever stopped 
while operating outside the master task another 
processor would not be prevented from reserving 
the master task for itself. 

The number of MasterID reads required for 
master task acquisition was determined, based on 
the number of contending processors. The variable 
m, in the SBME algorithm, is used to define the 
amount of time that a processor must wait before 
checking MasterID to see if it is master. The 
variable n determines the number of times that a 
processor must check MasterID before declaring 
itself as master. 
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processor i: 

loop 
counter .. 0 

read MasterID 
if MasterID > 0 exit 
write ID to MasterID 

loop 
wait m cycles 
read MasterID 
if MasterID ne. ID exit 
increment counter 

until counter = n; 

out: perform master task 

write O to MasterID 

exit: do something else 

endloop 

Uninterruptable 
Section 
of Code 

See if anyone 
is trying to 
be Master 

Allow another 
to be Master 

Figure 2 - SBME Algorithm 

A complex relationship exists between m and n 
to insure mutual exclusion. The relationship 
involves the memory speed of the global memory 
being accessed and the maximum number of 
processors that are represented in a global memory 
controller snapshot. A complete explanation of 
this relationship is beyond the scope of this 
short paper. Some discrete relationships between 
m and n are shown in Figure 3. The curves are 
shown for various delays of m and also for the 
total number of processors in the system. As m or 
the amount of delay between reads increases, the 
total number of reads, n, required to insure 
mutual exclusion decreases. 

A trade off occurs when deciding upon the 
number of checks vs. delay periods that should be 
performed. The greater the number of checks, i.e. 
the more frequent the checking, the sooner a 
processor discovers that it is not master. 
However, more frequent checking also decreases the 
available bandwidth of global memory. Longer 
delays between checks would reduce memory 
bandwidth requirements but would tie up a 
processor longer when it was unsuccessful in 
acquiring the master task. 

Conclusion 

Classical and contemporary mutual exclusion 
methods were reviewed as alternatives to the 
adopted method. Most were found to be unsuitable 
in that they imposed additional hardware 
requirements or are incompatible with the existing 
memory controller. One contending method, 
Dijkstra's multiprocessor version of Dekker's 
method, was suitable, but required longer 
acquisition time for present and expanded versions 
of the system. 

The SBME method requires approximately 8.5 
microseconds from the time a processor initially 
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Figure 3 - Worst Case Operation (7 or more 
Processors) 

checks to see if anyone is master until the time 
it acquires the master task itself. As an 
alternate, the method patterned after Dijkstra 
took almost 49 microseconds. The primary reason 
for the time difference is that Dijkstra's method 
for a best case required 15 accesses to global 
memory via read/write commands. A worse case for 
Dijkstra's method could almost double the number 
of memory accesses required. The SBME method for 
a worse case requires only 6 read/write 
instructions. This difference is significant on 
the MAPP system, where read/write commands to 
global memory take twice as much time to execute 
as any other instruction. 

The time required to acquire the master task 
in the MAPP system can be carefully controlled 
because of several factors: 
1) The processors execute instructions at similar 

rates, 
2) Each processor executes the same SBME code, 
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3) Instruction execution time is frequently 
tested, 

4) The critical section of the SBME code, ie; 
read MasterID 
if MasterID ) 0 return 
write ID to MasterID 

is kept to a minimum and cannot be interrupted 
because all interrupts are disabled here. 

Factors 3 and 4 as listed above require 
additional attention. The periodic system tests 
serve two purposes, they insure that the 
processors operating speeds are within limits and 
that if a processor fails as master that it can be 
disabled and a new processor can become master. 
When executing the mutual exclusion algorithm, a 
processor must not be interrupted between when it 
checks if someone is master and when it writes to 
MasterID. If a delay occurs here such as might 
result from a processor servicing an interrupt, 
one processor could assume the master task when it 
was not really available. An easy solution to 
this problem is to temporarily disable the 
interrupts while the critical section of code is 
being executed. If done properly, any interrupts 
that might have occurred during this time will 
still be pending and can then be serviced. 

The SBME method always produces a "winner" 
whenever two or more processors vie for control of 
the master task. A processor's value may be over 
written by another processor during the first part 
of the resolving routine. However, a valid ID 
number always remains in MasterID during 
conflicts. This ID belongs to the processor that 
ultimately acquires the task. 
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Abstract 

In this paper we present a parallel execution scheme for 
exploiting AND-parallelism of logic programs. This scheme fol­
lows the generator-consumer approach of the AND/OR process 
model. Using problem-specific knowledge, literals of a clause are 
linearly ordered at compile time. This ordering and run-time bind­
ing conditions are then used to dynamically select generators and 
consumers for different variables at run time. The scheme can 
exploit all the AND-parallelism available in the framework: of 
generator-consumer approach. Compared with other execution 
schemes based on the same approach, our scheme is simpler, and 
potentially more efficient. 

1. Introduction 

Exploiting AND-parallelism in the execution of logic pro­
grams is difficult when literals of a conjunct share variables. One 
possible solution is to evaluate every subgoal of a conjunctive goal 
in parallel, and then perform join operation on the solutions of all 
the subgoals. This approach would uncover all the AND­
parallelism in a logic program. But, for most practical problems, 
this approach requires excessive computation and is suitable only 
if unlimited resources are available. Therefore, various approaches 
for exploiting AND-parallelism in a more limited form have been 
proposed [2] [5] [7] (10] (11]. In the generator-consumer approach 
introduced by Conery and Kibler in the context of AND/OR pro­
cess model [4] [5], if more than one literal in a clause body share a 
variable V, then one of these literals is designated as the generator 
of V and the remaining literals are designated as the consumers of 
V. The execution of any consumer of V is not started until the exe­
cution of the generator of V has finished. Conery and Kibler use 
an ordering algorithm to identify the generator of each uninstan­
tiated variable. Each time a non-ground binding is generated, the 
ordering algorithm is applied again to identify a new set of genera­
tors. Note that the run-time overhead of settiog up the AND­
parallelism in their approach could be very high, as the ordering 
algorithm may have to be repeatedly executed while interpreting a 
logic program. In order to avoid the problem of excess run-time 
overhead, several schemes have been presented [1] [6]. PLM of 
Aquarius project at UC Berkeley, proposed by Chang, et al. [l], 
makes use of static data-dependency analysis. The execution 
graphs and backtracking paths are all derived at compile time, 
based on the worst case activation of each predicate. The restricted 
AND-parallelism (RAP), proposed by Degroot [6], creates one 
execution graph expression for each clause at compile time. It then 
dynamically generates parallel execution sequences based on these 
execution graph expressions. However, since PLM makes use of 
compile-time worst case analysis and Degroot's RAP utilizes lim­
ited execution graph expressions, these two schemes, unlike 
Conery and Kibler's scheme, can not always explore AND­
parallelism to the fullest extent allowable in the generator­
consumer approach. This paper presents an execution scheme to 
achieve the same degree of AND-parallelism as it is exploited in 
Conery and Kibler's execution model, but with less run-time over­
head. 

This work was supported by Army Research Office grant #DAAG29-84-K-0060 
1o the Artificial Intelligence Laboratory at the University of Texas at Austin. · 
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2. Execution Scheme 

In this execution scheme, we are dealing with pure Hom 
Clause logic programs. On top of that, we allow variable annota­
tions. User may also suggest a partial order on the execution of 
literals in a clause. Unlike Concurrent Prolog (11], the variable 
annotations for shared variables are not absolutely necessary; i.e., 
it is pO'ssitile that • variable is shared by many literals in a conjunct 
and none ofits appearance is annotated. The suggested partial ord­
ering is also for execution efficiency only. But the ordering would 
not affect the semantics of the logic program. 

Similar to the AND/OR process model proposed by Conery 
and Kibler, our scheme also includes three algorithms: ordering, 
forward execution, and backward execution. In Conery and 
Kibler's approach, the ordering algorithm creates the data­
dependency graph for a clause when the head of the clause unifies 
with a goal literal. The graph is used to select generators and con­
sumers for different variables until some literal in the body pro­
duces a non-ground binding for a shared variable, at which time a 
new data-dependency graph has to be generated. In our scheme, 
the ordering algorithm is run at compile time. Using problem­
specific knowledge (such as variable annotations, programmer­
suggested ordering, etc.), it merely specifies a linear ordering for 
literals of each clause [9]. Our forward execution algorithm uses 
this linear ordering and run-time binding conditions to choose gen­
erators for variables shared by more than one literal, and the data­
dependency graph is generated implicitly as the clause is executed. 
A simple but intelligent backward execution algorithm has also 
been developed for deciding which literals to re-solve in case some 
literal fails [8] [9]. Due to limited space, we focus only on the for­
ward execution algorithm in this paper. 

2.1. Forward Execution Algorithm 

Suppose that the literals in the body of a clause have been 
ordered, and P, represents the i-th literal in the linear sequence. In 
addition, P 0 stands for the head literal. During the execution, there 
exists a token for each variable in the binding environment Con­
ceptually, if a literal holds the token of an uninstantiated variable 
V, it simply means that the literal is currently designated as the 
generator of V. 

When a clause is called and the clause has non-null body, an 
AND process, corresponding to the head literal Po. is .created. 
Tokens for different variables in the clause (including free vari­
ables in the clause body) are given to Po.1 After Po has success­
fully unified the head literal with the given goal, it creates several 
descendant OR processes, one for each literal in the body, and then 
executes Procedure S 0 to pass tokens to literals in the body. A 
literal P, becomes executable when it receives tokens for all of its 
variables in the current binding environment If P, shares variables 
with any literal appearing later in the linear sequence, then after its 
execution, P, also invokes Procedure So to pass tokens. 

I For blevity, we will often use "Pi" to mean "the process conesponding 1o 

P ·" .. 



Procedure S 0 

P1 does one of the following for each variable V for which it has 
produced binding T. 

i) 

ii) 

iii) 

Variable Vis bound to a ground term T. 
V is substituted by T in all the literals. No token has to be passed 

r.le V is bound to a non-ground term T and T is depen· 
dent (i.e., there is another variable VJ in P; which is also bound to 
a non-ground term Tl where T and Tl share variables2 ). 
V and VJ are substituted by T and Tl in all the literals. For each 
new variable in T which is not shared, a new token is created and 
passed toP .. where m= min{kl Pt had V andk>i}. Similarly, for 
each new variable in Tl which is not shared, a new token is created 
and passed to Pn where n• min{ kl Pt had VJ andk>i}. Tokens 
for new variables shared by T and Tl are created and passed to Pi 
where j = min{k I Pt had V or VJ and bi}. 

Variable Vis bound to a non-ground term T and Tis indepen­
dent (i.e., any variable in Tis not shared by any other non-ground 
bindings produced for other variables of P;). 
V is substituted by T in all the literals. The token for V is then 
replaced by several new tokens, one for each new variable in T. 
These tokens are passed to Pi where j= min{kl Pt had V and 
k>i}. 

Note that bindings of different variables can become dependent only if 
these variables are in the same literal. Therefore, the dependence check­
ing for bindings can be done by each literal independently. 

Depending on various binding conditions, different parallel 
execution sequence can be explored by this algorithm. An exam· 
ple is shown in Figure 1, where an arc with label X means the 
token of variable X has been sent along the direction of arc. Furth· 
ermore, a literal which has a dotted variable V means that the 
literal holds the token of V. Given the same linear sequence of the 
literals {Figure la), this example shows two possible sequences of 
parallel execution. In the first sequence, the clause is called with 
bindings XIX, Y/Y, Z/Z. Token for Xis passed to literal p2, token 
for Y is passed to pl, and token for Z is passed to p3. The binding 
of a free variable (such as Win this example) is always non-ground 
and independent in the beginning, therefore token for W is passed 
to pl. At this time both literals pl and p3 have received tokens for 
all of their variables in the current binding environment, and can be 
executed in parallel (Figure lb). Suppose that pl generates bind· 
ings yo/Y, wo/W, and p3 generates binding zi/Z. Since all new 
bindings are ground, no token has to be passed around. Both 
literals p4 and pS are executable, as there are no variables in their 
current binding environments. Literal p2 is also executable, since 
it has received token for X from pO previously. Therefore p2, p4, 
and pS can all be solved in parallel (Figure le). The data· 
dependency graph corresponding to the first execution sequence is 
shown in Figure ld. 

In the second sequence, the clause is called with bindings 
VIX. V/Y, and zo/Z. Since the bindings of variables X and Y are 
dependent (they share the same variable V), the tokens for X and Y 
are replaced by a single token for V, and the new token is passed to 
pl (the first literal in the linear sequence which had either X or Y). 
The token for free variable W is passed to pl again. This time 
literals pl and p3 can be executed in parallel (Figure le). After the 
execution of pl, binding S/W and vo/V ia generated, and p2 and pS 

2 For simplicity, we are only considering the case in which two variables are 
bound ID dependent terms. Extension ID the case in which more than two vari­
ables are bound ID dependent terms is obvious. 
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can start executing in parallel (Figure lf). After p2 generates bind­
ing so/S, p4 becomes executable (Figure lg). The data· 
dependency graph corresponding to the second execution sequence 
is shown in Figure lh. 

3. Comparison With Other Approaches 

3.1. Compile-time algorithm 

At compile time, our scheme only applies the ordering algo­
rithm once. Given problem-specific information represented as 
partial orders between literals, it is straightforward to apply the 
ordering algorithm to come up with a linear sequence of literals for 
each clause. Note that good linear sequences of literals are 
beneficial to other schemes as well. Conceptually, we are not 
doing extra work. 

In PLM proposed by Chang, et. al. [l], the bindings of vari­
ables in a clause are classified into three types, where NGI means 
the binding is non-ground and independent, NGD means the bind­
ing is non-ground and dependent, and G means the binding is 
ground. Among these three types, NGD is worse than NGI, and 
NGI is worse than G. Programmers are asked to declare initial 
activation mode of each predicate, where the activation mode of a 
predicate P is a possible binding condition of variables in P when 
P is activated. Using an iterative procedure, the compiler then 
derives the worst case activation of each predicate.3 The data­
dependency graph of each clause is then generated based on the 
worst case activation of its head literal. In order to provide reason­
able initial activation mode of each predicate, programmers must 
be very much aware of what kinds of binding conditions can hap­
pen at run time. Moreover, the iterative procedure of doing data· 
dependency analysis tends to be time-consuming. 

Degroot's approach [6] is even more complicated. The com­
piler is responsible for transferring each clause into an execution 
graph expression. However, in order to achieve all the AND­
parallelism allowable in the generator-consumer approach, the exe­
cution graph expressions would have to be very complex and may 
have substantial run-time overhead due to redundant checkings. 
On the other hand, using simpler expressions may reduce the 
degree of AND-parallelism. Constructing a compiler which can 
produce reasonable execution graph expressions appears to be a 
nontrivial task. 

3.2. Forward execution algorithm 

Unlike other approaches, our scheme does not try to find if 
two literals are independent to be solved in parallel. Instead, our 
scheme just lets each literal decide whether it is executable. The 
parallelism comes out automatically when there are more than one 
literal ready to be executed. 

The same clause 

pO(X,Y :Z) :· pl(Y,W), p2(X, W), p3(Z), p4(W? :Z), pS(Y). 

used as an example for the forward execution algorithm will be 
used again in the following to show advantages of our forward exe­
cution algorithm. We assume that the worst activation mode ofpO 
is 

pO(NGD,NGD,NGD) 
and the derived activation modes and exit modes4 (based on the 

3 The worst case activation, as defined in [l], refers ID the binding condition 
where each variable has the worst iype of its possible bindings. 

4 The derived exit mode of a predicate P is the binding condition of variables 
in P after the execution of P , based on a given activation mode. The derived ac­
tivation mode of P is the activation mode derived from the activation mode of the 
head literal and the derived exit modes of previously solved literals. 



worst activation mode of pO) of pl to p5 are 

activation mode 
pl(NGI,NGI) 
p2(NGI,NGI) 
p3(NGI) 
p4(G,G) 
p5(G) 

exit mode 
pl(G,NGI) 
p2(NGI,G) 
p3(G) 
p4(G,G) 
p5(G) 

Note that if the activation mode of p3 is p3(G), its exit mode is 
also p3(G). The following discussion is based on our assumption 
of these activation modes and exit modes. 

Suppose at run time when pO is called, the bindings of vari­
ables X, Y, and Z are V/X, V/Y, and z1fZ. Our forward execution 
algorithm will achieve the dynamic data-dependency graph shown 
in Figure lh. 

PLM of Chang, et. al. uses only one static data-dependency 
graph, which is generated at compile time based on the worst case 
activation. In our scheme, we take run-time binding conditions 
into account, and hence our scheme is able to exploit parallelism in 
cases where PLM would fail to do so. Figure 2 shows the static 
data-dependency graph used by PLM. Compared with Figure lh, 
we can see that when the activation mode of pO is "better", PLM 
fails to exploit possible parallelism. 

Degroot's approach can explore different data-dependency 
graphs dynamically. However, due to the predetermined execution 
sequence of substatements it may not be able to start processing a 
subgoal as soon as the subgoal is ready to be executed. Suppose 
the following execution graph expression is produced by the com-
piler: · 

(GPAR(Y:Z) 
(SEQ pl(Y,W) 

(IF IP AR(Z,X) 
(GPAR(W) p2(X,W) p4(W,Z)) 
(SEQ p2(X,W) p4(W :Z)))) 

(IPAR(Z,Y) p3(Z) p5(Y))) 

If at run time pO is activated with the bindings VIX, V /Y and z 1rz, 
then based on our assumption of activation mode and exit mode of 
each literal, the data-depj:ndency graph of Figure 3 will be 
achieved by Degroot's approach. As we can see, the execution of 
p3(Z) is postponed even if it is executable from the very beginning. 
The execution of p5(Y) is also postponed due to the predetermined 
execution sequence of substatements. One of the drawbacks of 
these situations is that if the executable literals happen to fail, 
Degroot's approach will work longer in the failure branch of the 
solution tree.5 Note that sometimes type checking could be redun­
dant in Degroot's approach. For example, if GPAR(Y,Z) is true, 
then IPAR(Z,Y) is surely true. However since IPAR(Z,Y) has to 
be there to cover the case when GPAR(Y :Z) is false, the redundant 
type checking is unavoidable. Overall it appears that the run-time 
overhead in Degroot's approach is not much less than the ovethead 
in our approach, even though Degroot's approach exploits only 
limited amount of AND-parallelism. 

It is important to point out that, for any given clause, it is 
possible to create execution graph expressions in Degroot's · 
approach which would be able to explore all the AND-parallelism 
allowable in the generator-consumer approach. Unfortunately, 
these expressions are too complicated, and would involve too 
many redundant run-time checkings. 

Compared with Conery and Kibler's approach, our scheme as 
well as their scheme can explore AND-parallelism to the fullest 

s The approach of Chang, el al. also has the same drawback. 

974 

extent allowable in the generator-consumer approach, as indepen­
dent literals can always be executed in parallel. Moreover, if all 
the bindings produced by the generators are ground, then both 
schemes would achieve the same data-dependency graph for each 
clause. When generators can produce non-ground bindings, their 
scheme must execute the ordering algorithm every time a non­
ground binding is generated, hence the data-dependency graphs 
achieved by both schemes could be different. Although repeated 
execution of the ordering algorithm may reorder the literals, it does 
not guarantee that a better data-dependency graph would be 
achieved. As we can see in Figure 4, during the execution of this 
particular example, the ordering algorithm must be executed three 
times (after pO is unified with the goal and after the execution of 
both pl and p2) by their scheme, but the resulting data-dependency 
graph is never better. When the heuristic rules used by their 
scheme are fallible, the new graph could be even worse. Further­
more, since the token passing scheme is simple, the run-time over­
head of our algorithm in general is less than the ovethead of 
Conery and Kibler's AND-parallel execution scheme. 

In some cases, dynamically changing the linear sequence of 
literals could lead to better performance. However, when the 
choice of alternative linear sequences depends only on the activa­
tion mode of the head literal, techniques such as control alterna­
tives used in IC-Prolog [3] would allow our scheme to use different 
optimal sequence for each possible activation. The only case in 
which dynamic reordering of literals can be helpful is when the 
linear sequence must be reordered with respect to the bindings pro­
duced by a generator in the clause body. 

Our scheme also has the potential for distributed implementa­
tion, as the token passing scheme can be carried out by the 
corresponding process of each literal independently. In Conery 
and Kibler's approach, AND process must be responsible for coor­
dinating the execution of conjunctive goals, and hence could 
become the communication bottleneck. 

4. Concluding Remarks 

We have presented a scheme of achieving limited AND­
parallelism in logic programs. Compared with Conery & Kibler' s 
approach, our scheme has less run-time ovethead, and still 
achieves the same degree of AND-parallelism. Chang, et. al. [l] 
and Degroot [6] have also proposed schemes which reduce the 
run-time ovethead presented in Conery and Kibler's scheme. 
However, these schemes tend to limit AND-parallelism, and 
require more complicated compile-time analysis than our scheme. 
An additional feature of our execution scheme is that the forward 
(and backward) execution algorithm can be implemented in a dis­
tributed manner. This is significant, as the centralized version of 
these algorithms can cause communication bottlenecks. We are in 
the process of designing message structures and communication 
schemes of the distributed version of these algorithms. 

References 

I. Chang, J .-H., A.M. Despain, and D. Degroot, "AND-Parallelism of 
Logic Programs Based on Static Data Dependency Analysis," 
Proceedings of the 30th IEEE Computer Society International 
Conference, pp. 218-226, February, 1985. 

2. Clark, K. L. and S. Gregory, "PARLOG: A Parallel Logic Pro­
gramming Language," Research Report DOC 83/5, Department of 
Computing, Imperial College of Science and Technology, London, 
May, 1983. 

3. Clark, K.L. and F. McCabe, "The Control Facilities of IC-Prolog," 
in Expert Systems in the Microelectronic Age, ed. D. Michie, pp. 
122-149, Edinburgh University Press, 1979. 



4. Conery, J. S., "The AND/OR Process Model for.Parallel Interpre­
tation of Logic Programs," PhD. Thesis, (Technical Report 204), 
University of California, Irvine, California, June, 1983. 

5. Conery, J.S. and D.F. Kibler, "AND Parallelism and Nondetermin­
ism in Logic Programs," New Generation Computing, vol. 
3(1985), pp. 43-70, OHMSHA,LTD. and Springer-Verlag, 1985. 

6. Degroot, D., "Restricted AND-Parallelism," Proceedings of the 
International Conference on Fifth Generation Computer Systems, 
pp. 471-478, Tokyo, 1984. 

7. Kasif, S. and J. Minker, "The Intelligent Channel: A Scheme for 
Result Sharing in Logic Programs," Proceedings of the 9th IJCAI, 
pp. 29-31, Los Angeles, August, 1985. 

(a) j pO(X,Y,Z) I 
I p1(Y,W) I z x 

I p2(X,W) I .... . ... 
XIX YolY 

I p3(Z) I Y/Y •o'!-
zrz WofW 

I P4<W?.Z) I W/W I p4(W?,Z) I 
I pS(Y) I I pS(Y) I 

:vtx,V/Y, 

.ofZ.W/W 

(e) (f) I pO(vo. vo.zol I 
r~1«~~:s>"! 

I p2(V,W) I .... 1·~2t~i1 . ... 
I p3(zo) I 

vofV SoiS 
S/W 

[ P.3_C_~~). j 

I p4(W?,zo) I I p4(S?,zo) I 
I pS(V) I I pS(vo) I 

8. Lin, YJ., V. Kumar, and C. Leung, "An Intelligent Backtracking 
Algorithm for Parallel Execution of Logic Programs," to be 
presented at the Third International Conference on Logic Program­
ming, London, England, July, 1986. 

9. Lin, Y.J., "A Parallel Implementation of Logic Programs," Ph.D. 
dissertation, The University of Texas at Austin, Austin, Texas, in 
preparation. 

10. Lowry, A., S. Taylor, and SJ. Stolfo, "LPS Algorithms," Proceed­
ings of the International Conference on Fifth Generation Computer 
Systems, pp. 436-448, Tokyo, 1984. 

11. Shapiro, E.Y., "A Subset of Concurrent PROLOG and its Inter­
preter," Technical Report TR-003, ICOT, Tokyo, Japan, 1983. 

(c) I pO(X,yo,zo) I (d) 

~ .p; "(~~;~~)" l 
~ ................ : 

I p2(~.wo) I . ... 
: p3(zo): 

I p4(wo.zo) I 
I pS(yol I 

(g) pO(vo. vo,zo) (h) 

:···············: 
: p1(vo.sol : 
: ............... : 

:·~2(~~;~)"! . ... : ............... : 

LP.~.~~~~.) 

I p4(so.zo) I 
p4(W?,Z) 

l.P.s.~~~~-j 
Figure 1. An example of the forward execution algorithm 

Figure 2. static data dependency 
graphof PLM 

Figure3. dynamic data dependency 
graph of Degroot's approach. 

975 

p4(W?,Z) 

Figure4. dynamic data dependency 
graph of Conery's approach. 



A Parallel Execution Model of Logic Program 
Based On Dependency Relationship Graph 

Seungbeom Kim, Seungryoul Maeng, and Jung Wan Cho 

Department of Computer Science, KAIST 

PO Box 150 Cheongryang, Seoul, Korea 

ABSTRACT 

In this paper, a parallel execution model based on the 
Dependency Relationship Graph(DRG) is proposed. 
Compared with another approaches, the execution order­
ing of AND subgoal is determined by the role of the 
shared variable. The DRG is an execution ordering graph 
of AND subgoals and guarantees near maximal AND 
parallelism. The necessary information for constructing 
DRG is generated automatically in compile time and used 
in run time. By this automatic control technique, the log­
ic is completely separated from the control and the origi­
nal flexibility and the power of logic programs are main­
tained without programmer's burden of control. 

1. Introduction 

The logic language is a concurrent language in which 
parallelism is embedded naturally. This parallelism ori­
ginates from the nondetenninism which is the most 
powerful characteristic of the logic language. However, it 
cannot be fully exploited under the typical von Neumann 
architecture because of the complicated control mechan­
ism for the nondeterministic behaviour of the logic pro­
gram. Such restriction makes the current logic languages 
less powerful and inflexible than the original language 
based on Hom clause logic. 

There are various approaches to the parallel processing 
of logic programs which support the natural parallelism 
efficiently. Especially, AND, OR parallelism have been 
the key issues. Compared with the OR parallelism, the 
AND parallelism requires some sophisticated control. 

To perform the AND parallelism easily, the mode con­
cept and the variable annotation method have been widely 
used [l], [2], [4], [12]. Since these methods require 
programmer's control for the program execution, the logic 
language loses one of its original purposes. In other 
words, the logic is incompletely separated from the con­

.trol. 
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When there is no programmer's control information,. 
some heuristic algorithms have been adopted 
[l],[2],[4],[12]. These heuristics, however, may decrease 
the AND parallelism by the eager ordering of AND 
subgoals. The problems of the heuristic algorithms will be 
described in section 2. 
In summary, these conventional methods have following 

disadvantages. 
i) Programmer's burden of control when the mode or 

variable annotation are used. 
ii) Inflexibility of program by unidirectional use of one 

argument as input or output 
iii) Expense of the completeness. 
iii) Decrement of the potential AND parallelism by the 

eager ordering of AND subgoals when heuristics are 
used. 
2. Some considerations of AND parallelism 

AND parallelism can be considered as a synchronization 
strategy of the shared variables. Without the 
programmer's control information, the conventional 
method of achieving AND parallelism is based on the 
heuristic algorithms, such as the connection rule [4]. 
Some careful considerations about the role of the shared 
variable can extract more AND parallelism than the 
heuristic search algorithms. In convenience, we will use 
the C-Prolog syntax except the cut symbol. 
2.1 Problems and solutions of AND parallelism 

Given a clause such as 
f(X) :- p(X),q(X)., there are two problems when p(X), 

q(X) are executed in parallel. One is the binding conflict 
which attempts to instantiate(bind) a shared variable X to 
two different values [5]. The other problem arises when 
one subgoal is a deterministic dependent of the other 
subgoal like coroutine, so the execution ordering of AND 
subgoals is required [4], [11]. 

At first, we will discuss the solutions of the binding 
. conflict and propose a solution called Lazy Ordering. For 
solving the binding conflict, the join technique can be 
used. If a program has a deterministic search space, the 
join technique would exhibit the greatest parallelism as 
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well as higher efficiency [5]. In spite of assuring the 
maximal parallelism, this technique results in the explo­
sion of the search space and known as an inefficient solu­
tion [4]. That is, the nondeterministic characteristics of 
the logic program makes the join technique impractical. 
There have been used many heuristic search algorithms to 
avoid the explosion of the search space and to solve the 
binding conflict. In logic programs, the heuristic search 
means the selection criteria of AND subgoals(literals). 
If a search algorithm can expand nodes that generate 

fewer descendants, then it might save itself needless work 
by traversing fewer unsuccessful branches [14]. This 
heuristic reduces the search space and solves the binding 
conflict. However, if it is adopted as a selection strategy 
in every execution of AND subgoals, it is efficient only 
when the parallel execution of them causes the search ex­
plosion and the AND parallelism would be decreased. If 
we can find such explosion points and the heuristic is ap­
plied only to these points, the AND parallelism is in­
creased and the effort to use the heuristic algorithms is 
reduced. That is, the use of the heuristic algorithm in 
every execution step of AND subgoals is an eager order­
ing which reduce the possibility of the AND parallelism. 

As another search heuristic, the selection by number of 
uninstantiated variables has been used. This heuristic as­
sumes that AND subgoals with fewer uninstantiated vari­
ables will generate fewer branches. Based on this algo­
rithm, Conery suggests Connection rule which is the main 
ordering algorithm of AND subgoals [4]. Although Con­
nection rule can find some AND parallelism, it can be 
thought as a sort of an eager ordering and the possibility 
of AND parallelism still remains. 

The shrinked AND parallelism of the two heuristics ori­
ginates from the application of these techniques to every 
execution step(eager ordering). To extract more AND 
parallelism, we should invest our attention to find the 
point of search explosion. For example program in Fig. 
2.l(a), if all AND subgoals are executed in parallel, they 
reach such clause that are made up of only ground unit 
clause, e.g. s(X,U), t(U,Z), q(Z,Y), r(X,Z) in (b). In this 
situation, s(X,U) and r(X,Z) have an instantiated 
argument(X=a) but t(U,Z) and q(Z,Y) have no instantiated 
value. The explosion of search space takes place in the 
execution of t(U,Z) and q(Z,Y) and these clause are 
called the explosion points. Since these explosion points 
cause the search explosion, the further execution is de­
layed until some ·solutions are transferred. The principle 
of the Lazy ordering is to proceed the execution as possi-

ble al · ni.e second problem between two AND subgo s anses 
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when one cannot be executed until another subgoal gen-' 
erates a solution of shared variables. If the execution 
ordering is changed, an infinite loop or any meaningless' 
operations will be occurred. If there is no programmer's 
control information, the above two heuristics cannot order 
these AND subgoals properly, as the following procedure 
illustrates: 

append3(A,B,D,E) :­
append(A,B,C),append(C,D,E). 

append([AJB],C,[AJD]) :­
append(B,C,D). 

append(O,A,A). 

Consider the goal 
:- append3(A,[2],D,[l,2]). 

The first AND subgoal of append3 is to be 
append(A,[2],C) and the second AND subgoal 
append(C,D,[1,2]). According to Conery's algorithm, the 
left append(A,[1],C) is executed first and results in an 
infinite loop. If we previously know that the first append 
clause forms an infinite loop, the execution ordering 
should be right to left. This automatic ordering technique 
is suggested by Naish and used in Prolog environment to 
check infinite loops [11]. This technique is also useful in 
parallel environment. We will extend this technique and 
use as a solution for the second problem. 

2.2 Relationships between AND subgoals 

To extract more AND parallelism than the heuristics, the 
dependency relationship between AND subgoals should 
be redefined according to the role of the shared variables 
in each subgoal. By the definition of AND subgoal rela­
tionship, we can classify the problems of AND parallel­
ism and adopt the proper strategies, e.g. the Lazy order­
ing or loop detection technique, which solve them and 
guarantee more AND parallelism. 

When any two subgoals share a variable, four cases can 
be considered. The first case arises when the instantiated 
value of the shared variable of one subgoal play a role of 
pruning the search tree of the other subgoal immediately ( 
Fig. 2.2a). The second case is similar to the first case but 
the pruning of the search tree is delayed for some time_ 
(Fig 2.2b ). The third case arises when the shared vari­
ables is used as a data channel from one subgoals to the 
other subgoal, that is, the relationship of the producer and 
the consumer (Fig 2.2c). In this case the consumer will 
perform meaningless operation like infinite loop without 
producer's solutions about the shared variable. Finally, 



the system and the evaluable predicate may not be exe­
cuted until the shared variables are sufficiently instantiat­
ed (Fig 2.2d). According to these observation, we can 
derive the following definitions. 

Definition 1) If there is no shared variable between two 
subgoals or if shared variables are already instantiated at 
execution time, the relationship between two subgoals is 
defined as an independent relationship. Let I(p,q) be the 
relationship which represents the independent relationship 
between two subgoal p,q. 

Definition 2) If two subgoals share variables and are in 
one of the following three conditions, then the relation­
ship between them is defined as a deterministic dependent 
relationship (tightly coupled relationship). 

i) When instantiated value of one subgoal about shared 
variables reduces the search space of the other subgoal 
immediately. 
ii) When the execution of the subgoal is impossible like 

the system predicate and evaluable predicate without the 
instantiated value of shared variable. 
iii) In recursive clause, when one subgoal cannot be exe­

cuted until the other subgoal generates some solutions of 
shared variable because an infinite loop is created by con­
structing variable continuously or by the repeated recur­
sive call without the status change of its arguments. 
To represent deterministic dependent relationship 

between subgoal p and q, Dx(p,q) will be used in first 
case and Sx(p,q) in second and third case, where x = {xl, 
x2,. . .,xn} and xi is a shared variable of p, q. 

Definition 3) If there are shared variables between two 
subgoal p, q and the relationship is not the deterministic 
dependent relationship, the relationship between two 
subgoal p, q is defined as nondeterministic dependent and 
is represented by Nx (p,q), where x = {xl, x2, .. ., xn} 
and xi is a shared variable of p, q (loosely coupled rela­
tionship). 

3. A parallel execution model based on Dependency 
Relationship Graph(DRG) 

3.1 Automatic generation of the control information 
To find the dependency relationship between AND 

subgoals without programmer's control information, the 
control information should be generated automatically. 
From this control information we can derive the necessary 
condition for the valid execution of a clause in compile 
time and the DRG in run time. 
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The control information is generated in compile time by 
the analysis of variable matching patterns. There are four 
patterns when an argument in a goal clause matches with 

. a corresponding argument in a candidate OR clause. The 
matching patterns are in table 3.1 and the abbreviated 
forms will be used. 

3.2 The necessary condition of a procedure 

Jn the point of operational semantics, a logic program is 
a finite set of procedures and each procedure has a set of 
OR alternative Hom clauses. To invoke a procedure, we 
can consider the following necessary condition of the pro­
cedure. 

i) Necessary condition of a procedure 

The necessary condition of a procedure is the union of 
the sets, where each element is the necessary condition of 
a OR alternative clause. The empty set means that at 
least one argument should be instantiated to invoke the 
procedure. 
When a procedure is called, this condition play a role of 

a guard to derive a valid solution. If the condition of a 
procedure is violated, it is reasonable to delay the execu­
tion of this procedure until some solutions are generated 
from other procedures of which the necessary conditions 
are satisfied. 

ii) Necessary condition of a clause 

The necessary condition of a clause is a set of tuples and 
each tuple contains the argument numbers of the clause. 

When a system or evaluable predicate, the necessary 
condition is a set of single tuple and the tuple is com­
posed of the argument numbers which should be instan­
tiated for valid execution. 

When a self recursive clause, the necessary condition of 
the body recursive clause is determined first and the 
necessary condition of the head clause is obtained from 
those of body clauses. The recursive clause may cause an 
infinite loop because some arguments are repeatedly con­
structed. In this case, we should discriminate the real con­
structive argument from the pseudo constructive argu­
ment. The real constructive argument appears in such a 
clause that there is no generator clause for the variables 
in the body recursive clause except the head clause ,so 
the execution always makes an infinite loop without the 
instantiated value of 'mg' argument. On the other. !!!llld, 



the pseudo constructive argument means that the infinite 
loop can be avoided because the generator for the vari­
ables of the body recursive clause exists and the status of 
recursive call is changed in every recursion. 
When a ground unit predicate (fact), there is no neces­

sary condition. In other cases like sort([XIU],S) in the 
following example, the necessary condition is obtained by 
the Algorithm 1. 
These necessary conditions play a role similar to that of 

the mode declaration or the variable annotation, but pro­
vides more powerful and general methodology. The 
usage of them will be described in the section 3.3 and 
3.4. 

3~3 Static Data Dependency Graph(SDDG) 

This section defines the Static Data Dependency 
Graph(SDDG) and an algorithm to obtain the necessary 
condition of a clause. The necessary condition of a 
clause can be made only after those of body literals are 
determined. 

Definition 3.1) For a given clause A :-Bl,B2,B3, .. Bn. 
Static Data Dependency Graph(SDDG) is a graph over 
the literal set(={A,Bl,B2, ... ,Bn}) with labeled arcs by the 
set of variables in the clause. An arc(p,q) is labeled by V 

iff p <> q and V is the set of shared variables between 
p,q. 

Definition 3.2) The entry node in a SDDG is defined as 
follows ; For a given SDDG, a node Bj is an entry node 
Bi iff the dependency relationship between Bi and 
A(head) is Sv(Bi,Bj) or iff the necessary condition is an 
empty set and the arc(A,Bi) is Nv(Bi,Bj) or Dv(Bi,Bj) for 
the non empty set V. 

Given a SDDG, the entry node should have some shared 
variables with the a node, but the adjacent node to the 
head· node is not always an entry node. If some input 
from the head node cannot satisfy the necessary condition 
of an adjacent node in SDDG, this node cannot be an 
entry node. 

Algorithm 1 the necessary condition generation algo­
rithm 

input : 
a SDDG 
the control information of body clauses 
the necessary conditions of body clauses 

output: 
N - the necessary condition of the clause 
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[stepl] Determine the dependency relationship : For each 
literal of the SDDG, determine the dependency relation­
ship with adjacent literals. Assume that U is the necessary 
condition of Bj, V is the set of shared variables between 
Bi, Bj. 
If a subset u of U is also a subset of V then the depen­

dency relationship between Bi, Bj is Su(Bi,Bj). If a sub­
set of v of V plays a role of the argument pruning of Bj, 
the dependency relationship is Dv(Bi,Bj). The argument 
pruning can be detected by the control information 'gm' 
in the position of the shared variable. In other cases, the 
relationship is Nw(Bi,Bj), where w= V - (u union v). 
[step2] Make necessary condition set: 

sO) make a test set S from the necessary condition of the 
entry points of the head node A. S={tlt is a tuple} and 
the element of the tuple is the argument number of A. 

sl) Select an element t from S. Delete t from S. Search 
entry nodes of A which are satisfied by t If S is empty, 
terminate this algorithm. 

s2) For newly determined entry nodes, search their entry 
nodes. 

s3) Repeat s2 until there is no entry nodes. 

s3) If there is no isolated node, t is inserted in the neces­
sary condition N. The isolated node means a 
unsatisfiable node because there is no arc which satisfies 
the necessary condition of the node. 

s5) goto sl 

Example 1) 

1) sort(X, Y):-
perm(X, Y),ord(Y). 

2) perm(O,O). 
3) perm(Z,[XIYJ):­

delete(X,Z,Z'),perm(Z' ,Y). 
4) delete(X,[XIY],Y). 
5) delete(X,[YIZJ,[YIU]):-

delete(X,Z,U). 
6) ord([]). 
7) ord([X]). 
8) ord([X,YIZ]):-

X <= Y, ord([YIZ]). 
The necessary condition of delete(X,Z,U) is {<2>,<3>} 

and that of delete(X,[YIZ],[YIU]) is also { <2>,<3> }. The 
necessary condition of ord([YIZ]) and ord([X,YIZ]) is 
{ <1>}. However, the perm(Z', Y) in 3) has an empty set 
because there is no real constructive term. The necessary 
condition of the perm(Z,[XIY]) and that of the sort(X,Y) 



is { <1>,<2> }, which can be obtained by the Algorithm 1. 

3.4 Dependency Relationship Graph(DRG) 

This section describes the abstract run time algorithm to 
construct the DRG of AND literals(subgoals). 
Definition 3.3) For a given SDDG of A :- Bl,B2, ... ,Bn., 

Dependency Relationship Graph(DRG) is a directed graph 
over the literal set(={A,Bl,B2, ... ,Bn) with the labeled arcs 
by the dependency relationships between nodes. The 
dependency relationship is defined in the previous section. 

Algorithm 2 : The DRG construction Algorithm 
input : 
aSDDG 
t - the tuple in which 
the instantiated argument numbers of the head are. 
the control information of body clauses 
ni - the necessary conditions of body clauses 
N - the necessary condition of the head clause 
C - Node set of the SDDG 

output : a DRG 
[step l] Test if t satisfies N, then search entry nodes of 

the head node A which are satisfied by t. Otherwise, 
select a node which receives the input by t and let it be 
an entry node. If t is an empty tuple and N is not empty 
set, select the left most literal node and let it be an entry 
node. Make directed arcs from A to each entry node Bi 
labeled with St(A,Bi). From C, delete such entry nodes 
that are satisfied by only t. 
[step 2] For newly determined entry node Bi, B2 ... Bn, 

search their entry nodes El, E2, ... En in C. Make 
directed arcs from Bi to the corresponding entry node Eis 
labeled with Sv(Bi,Ei), Nv(Bi,Ei), Dv(Bi,Ei), where v is 
the set of shared variable between Bi, Ei. From C, delete 
such Eis that are satisfied by only the shared variable 
with Bis. 
In Fig. 3.1, example programs and DRGs of goal state-
ments are illustrated. 

3.5 A parallel AND/OR process model based on DRG 

In our model, a goal statement is solved via message 
communications between AND processes and OR 
processes. An AND process is created for solving a goal 
clause and generates a DRG which is the execution order­
ing graph of body literals. The OR process is created to 
solve a body literal and the solution generated in OR pro­
cess is not only sent to the parent AND process, but 
flows along DRG directly. 

There are five types of messages; start message, wait 
message, fail message, solution message and end mes­
sage. Compared with Conery's model, the wait message, 
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the end message are added and the redo message, the 
cancel message are deleted. 
The wait message is created in following three cases; 
i) OR process --> parent AND process : When the Non­

deterministic subgoals reach the clauses which need the 
instantiated value from the ancestor(Lazy ordering). 
ii) OR process -->parent AND process : When the vari­

able solution from the generator causes the violation of 
the necessary condition. In this case, the reordering prob­
lem is solved automatically by generating the wait mes­
sage. 
iii) parent AND process --> child OR process : When the 

OR process waits the solution from the preceding OR 
processes, this process receives a wait message from the 
parent AND process instead of a start message. 
The end message is generated by OR processes when it 

cannot find any further solutions. This message is sent to 
the parent AND process and to the succeeding OR 
processes. The redo message is eliminated because there 
is no backtracking mechanism in our model. 
Fig. 3.2 shows the message transfer diagram of an AND 
process and Fig. 3.3 shows the message transfer diagram 
of an OR process. 

3.6 Analysis of the proposed model 

The proposed model is a process model based on 
Conery's AND/OR process model. Compared with 
Conery's model, the AND parallelism is enhanced by 
using DRG and the backtracking mechanism is removed. 
Instead of the redo message, the solution is sent to the 
parent process or to the succeeding OR process directly 
and the end message is used to indicates the end of solu­
tions. Fig. 3.4 shows the message generation in solving 
qsort([2,l],S,[]) by Conery's model and the proposed 
model (program in Fig. 3.1). We can obtain the follow­
ing results. 
The total # of messages = 34 
The total # of processes = 13 
The total # of time step = 38 

In Fig. 3.4(b), 

The total # of messages = 40 
The total # of processes = 13 
The total # of time step = 23 

From these results, we can find that the parallelism of the 
proposed model increases 1.65(38/23) times because the 
qsort([l],S,[21Y]) and the qsort([ ],Y,[ ]) are executed in 
parallel. In Conery's model, they are executed in sequen­
tial because of the shared variable Y. Since there is only 
one solution in solving qsort([l],S,[2IY]) the redo mes­
sage in Conery's model is not diffused over all procedure, 
so the proposed model generates more messages. How-



ever, if there are many solutions and the backtracking 
takes place, the number of messages in the proposed· 
model can be less than Conery's model. We obtain the 
following results in solving sort([2,1],Y) which is the 

ordinary sort in Fig.3.1. 
Conery's model 
total # of messages = 83 
total # of process = 29 
total # of time steps = 50 

the proposed model 
total # of messages = 78 
total # of process = 27 

total # of time steps = 23 
The parallelism increases 2.01(50/23) times and the 
number of generated messages are less than Conery's 
model. The increased parallelism results from the pipe­
lining solutions between OR processes. The parallelism 
of the proposed model will increase in proportion to the 
number of solutions. The redo messages for backtracking 
increase the total number of messages in Conery's model. 

4. Conclusion 

In procedural oriented approach [6], the AND parallelism 
is more important than the OR parallelism because the 
OR parallelism can be achieved better by the Goal rewrit­
ing approach. If the AND parallelism is restricted, the 
advantages of the procedural approach is decreased. 
However, the nondeterministic behaViour of the logic pro­
grams makes it difficult to control the program and the 
conventional heuristic algorithms cannot perform the full 
AND parallelism because the explosion of the search 
space takes place. 
In this paper, we proposes a method to control the non­

deterministic behavior of logic programs and an AND/OR 
process model based on this method. Compared with the 
other approaches, the proposed model performs near max­
imal AND parallelism by finding the dependency relation­
ships between AND subgoals in execution time. The 
dependency relationships between AND subgoals are 
determined by the role of the shared variable. In the pro­
posed model, the backtracking mechanism doesn't take 
place and the solution pipelining between OR processes is 
used. This mechanism, also, increases the parallelism of 
the proposed model. As a future study, the run time 
overhead should be reduced by compiling technique. 
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Flg.. 2.2 1he role of shared variables 

an argument corresponding name abbreviated 

of a goal argument of a form 

candidate 

ground term ground term ground matching gm 

variable term ground matching gm 

function term ground matching gm 

list term ground matching gm 

variable term ground term ground matching gm 

variable term as general term ag 

function term function matching fin 

list term more general term mg 
function term ground term ground matching gm 

variable term as general matching ag 

function term as general matching ag 

list term ground term ground matching gm 

variable term as general matching ag 

list term as general matching ag 

more general matching mg 

table 3.1 variable matChing patterns and their name 
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qsort([HIT],S,X) :-. 
· split(H,T,Ul,U2), 

qsort([],X,X). 

qsortl([HITJ,S) :-

qsort(Ul,S,[HIY]), 
qsort(U2,Y,X). 

split(H, T,Ul,U2), 
qsortl(Ul,Sl), 
qsortl (U2,S2), 
append(S 1,[HIS2],S). 

N={<l>} 
nl={ <2>,<3>,<4>} 
n2={<1>} 
n3={<1>} 

N={ <1>,<2> }={} 
nl={ <2>,<3>,<4>} 
n2={} 
n3={} 
n4={ <l>,<3>} 
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qsortl ([],[]). 
split(H,[HllT1],[HllUl],U2) :­

Hl<=H, 
N={ <2>,<3>} 
nl={<l,2>} 
n2={ <2>,<3>} 

N={<2>,<4>} 

nl={<l,2>} 
n2={ <2>,<4>} 

a)The conery's model 
l1me Ulit 

20 25 split(H, Tl,Ul,U2). 

split(H,[HllT1J,Ul,[HIU2]) :-
1 

5 10 15 

Hl>H, 
split(H,Tl,Ul,U2). 

2 -

split(_,[],[),[]). 

append([J,L,L). 
append([E,L1J,L2,[EILJ):­

append(Ll,L2,L). 

N={ <1>,<3>} 

nl={ <l>,<3>} 

a) two quicksort programs and control informations 

?- qsort([2,1],S,[J). ?- qsortl([2,l],S). 
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Fig. 3.1 Example programs and their DRGs 
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Fig. 3.2 Message trmsfer diagnm of an AN:> process 
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'W : wait message 

St/St I s/: t f: fail message f s st : start message 
~ : end message" 
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Fig. 33 Message transfer diagnm. 

of an OR process 
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Abstract - In this paper, we propose an ordering 
algorithm based on the automatic detection or AND­
parallelism in logic programming at compile time. This 
algorithm consists of three phases: (1) analysis and 
detection or input-output mode, (2) automatic detection 
of dl:i.ta dependencies, and (3) subgoal ordering. Existing 
algorithms for the analysis of AND-parallelism proposed 
by previous researchers rely on mode declaration by the 
programmer. Based on the ordering scheme proposed in 
this paper, parallel compilers for logic programs can be 
conceived. A performance analysis of the ordering 
algorithm is presented through several examples. 

1. Introduction 

In this paper, automatic detection of parallelism in 
logic programming is studied. Definitions of technical 
terms employed in this paper can be found in 
(1,11,12,13,rn). 

There are four kinds of parallelisms in Horn clause 
logic progra~ming identified by Conery and Kibler (4J, 
Ito and Ma5uda (9), Pollard (16) and other researchers. 
They are (1) OR-parallelism, (2) AND-parallelism, (3) 
stream parallelism; and (4) unification parallelism. 
Among these parallelisms, OR- and AND-parallelisms 
are more important than others. OR-parallelism means 
to execute alternative clauses simultaneously, and AND­
parallelism means to execute many subgoals in a clause 
simultaneously. OR-parallelism is much more 
straightforward then AND-parallelism because there is 
no interaction between the processing paths. On the 
other hand, when two subgoals in a clause share some 
variables, the answers obtained by executing these 
subgoals simultaneously may conflict each other. Thus, 
AND-parallelism must be carried out carefully. 

For realization of AND-parallelism, various schemes 
had been proposed [2,5,6,7,15,16J and they fall into one 
of the following two principles: 

1. Whenever there is an output variable shared 
by two subgoals, these subgoals are executed 
in sequence. This is called none-shared­
variable (NSV) scheme in [rnJ, and most of 
the current works fall into this category, 
such as Conery's scheme [5J. 

(a)This research was supported by NSF Grant ECS-8307258, 
JSEP Contract F49620-85-C-0071. 
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2. Execute all subgoals simultaneously, and 
than •reconciliate• possible conflicts via 
extra unification. This is called 
reconciliation (REC) scheme in (rn), and the 
work of Pollard (16) is an example. 

According to the current research, the NSV scheme 
seems to outweigh the REC scheme for applications with 
strong declarative inference, such as knowledge-based 
expert systems (rnJ. Also, it is known that proper 
subgoal ordering is important in the NSV scheme 
[2,5,6,7,19). However, most of these works rely on 
•mode declaration• to implement ordering for AND­
parallelism [2,5,6,7J. The •mode declaration• is a 
programmer-provided control command which tells the 
machine the binding transfer direction of a variable in a 
clause. Although this approach is efficient, its machine­
oriented nature is not desirable in a declarative language 
such as logic programming. In this paper, we propose 
the compile time ordering algorithm without 
programmer-specified •modes.• 

2. Concept of Data Dependencies 

This work is based on the concept of input-output 
mode of each argument in a given subgoal and the data 
dependency relationships among subgoals, as explained 
below: 

2.1 Input and Output 

The concept of input and output in logic 
programming was first introduced by Kowalski [llJ. It 
denotes the direction of the binding transfer during 
unification, in a way similar to the input and output 
arguments 'in procedure calling. Here we extend this 
concept to binding transfer through substitution and 
subgoal computation as well as unification. For 
simplicity, let c+ denote the clause head of c, and c­
denote the clause body of C: c+ + C-. Consider the 
goal 

+ Al' ... , ~ •... , Ak 

where the selected atom A. is unified with some c:'", 
1 1 

with a most general unifier (mgu) 9. Any variable X in 
Ci which is instantiated by Ci9 is called an input 

t111ri11ble of Cr Such an X is also called an input 

t111ri11ble of atom Bj, BjeCj. If an uninstantiated 



variable y in ct becomes instantiated only when some 

subgoal B. in c:- is computed, then Y is called an output 
J I 

t1ariable of c:t' and of B.. 
I I 

If a term has only input variables, it is called an 
input ternL. Similarly, if it has only output variables, it 
is called an output ternL, and a nLized ternL or i-o ternL 

if it has both. An example of a mixed term is f(X,b) and 
f( a,Y) with a unifier (} = {X/ a, Y /b}. 

Although the computation of logic programs can be 
viewed as computing output arguments from given input 
arguments for each subgoal, the input-output mode of 
any given argument is not predetermined in any subgoal 
due to the fact that subgoals are •relations• rather than 
•functions.• As a result, when two subgoals share the 
same variable X, they may not be executed at the same 
time if X is an output variable. This is due to a possible 
binding conflict. However, they may be executed 
simultaneously when X is an input variable to both of 
them. We say there exists some data dependency 
relation in the first case, but not in the second one. 
Below, four types of data dependencies in logic 
programming are defined, based on the concept of input 
and output. 

2.2 Data dependencies 

Consider a clause 

p ... ql, q2, ... , qk 

let v(p) be the set of variables that occur in p, v( qi) be 

the set of variables that occur in qi, l~i~k. 

Definition 2.2.1 Functional dependency: 

We say there is a functional dependenc11 between qi 
and q. if there exists a variable x§:1'v(p), where x is an 

J 
output variable of qi and an input variable of qr The 

atom qi is called the producer of x and qj is called the 

consunLer of x. The variable x is an interJnediate result 
generated by q. and consumed by q .. 

I J 

Example 2.2.1: 

The following clause expresses the calculation of 
Fibonacci-numbers: 

F(x+2,n) +- F(x+l,nl), F(x,n2), Plus(nl,n2,n) 

where F(x,n) is a Fibonacci procedure that computes 
result n from a given input x, and Plus(nl,n2,n) is the 
addition procedure that adds two numbers nl and n2, 
returning the result n. Clearly, the addition of nl and 
n2 must be performed after F(x+l,nl) and F(x,n2) have 
been evaluated. Therefore, Plus(nl,n2,n) is functionally 
dependent on F(x+l,nl) and F(x,n2). 
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Definition 2.2.2 Internal dependency: 

We say there exists an internal dependenc11 between 
q. and q. if there is a variable xEv(q.)nv(q.) and x is 

I J I J 
output in both qi and qr 

Example 2.2.2: 

Assume a company is hiring people who must have 
engineering degrees plus five years or more experience 
each and with salary requirements no more than 50K a 
year each. The top level program could be written as: 

candidate(x) +- degree(x), engrg(x), exp(x,5), 
salary(x,50) 

with a goal +- candidate(x). Clearly, x is an output 
variable and internal dependencies exist between any 
pair of atoms in the program clause body, because they 
all share variable x. 

Next, the concept of the coupling effect is 
introduced. This effect makes two variables bearing 
different variable symbol names equal and can be 
viewed as one variable. 

Definitions of the coupling effect: 

1. Two variables are said to be coupled if they 
become identical non-ground terms after a 
unification. For example, x and y are 
coupled if p(x,y) is unified with p(h(w),h(w)) 
or p( z,z ). 

2. Two variables are said to be coupled if their 
corresponding terms share one or more 
common variables after a unification. For 
example, x and y are coupled if p(x,y) is 
unified with p(z,f(z,w)). 

3. Two variables are said to be coupled if they 
are unified with a pair of coupled variables. 
For example, if z and w are known as 
coupled, then x and y are coupled when 
p(x,y) is unified with p(z,w). 

We can define coupled ternL in the same way. The 
phrase •coupled term• was introduced by Chang, 
Despain and DeGroot [2]. 

Definition 2.2.3 Coupling dependency: 

We say that there exists a coupling dependenc11 

between qi and qj if XEV(qi), yEV(qj), and x and y are 
output variables and are coupled. 

Coupling dependency is a variation of the internal 
dependency. Coupling dependency cannot be discovered 
only by checking the given clause, hence it is also called 
hidden internal dependenc11. 



Example 2.2.3: 

Consider the program: 

CI: p0(x) + p1(x,x) 

C2: p1(y,z) + p2(y), p3(z) 

All variables are assumed to be output variables. It is 
obvious that neither CI nor · C2 has functional or 
internal dependency. However, when p0 is called, 
p1(x,x) is unified with p1(y,z) and y, z are coupled as a 
result. Therefore p2(y) and p3(z) have a coupling 
dependency. The coupling effect in C2 is introduced by 
a higher level goal in Cl. 

Definition 2.2.4 Run-time dependency: 

We say there exists a run-time dependene11 between 
qi and qj if xev(qi), yev(qj), and x and y are output 
variables and are coupled at run time by a top level 
goal. 

Run-time dependency is a coupling dependency 
introduced at run time, due to a goal with coupled 
terms (eg. p(x, x)). It cannot be detected directly from 
the program, and hence, is different from coupling 
dependency. 

Example 2.2.4: 

Consider the program: 

where the goal is + p1(x, x), and x, y, z are output 
variables. In this example, p2(y) and p3(z) seem to be 
independent but are coupled at run time by x in the 
goal+ p1(x, x). 

This is just a variation of Example 2.2.3 with a 
higher level goal+ p1(x ,x} unspecified at compile time. 

Among the four types of data dependencies, 
internal dependency, coupling dependency and run-time 
dependency are similar to each other in the sense that 
all three are defined over output variables. They either 
denote some output variables shared by two subgoals or 
some output variables coupled with each other, and thus 
we also call them output dependeneiea as opposed to 
functional dependencies, which are defined over both 
input and output variables. 

With the above definitions, it is clear that 
functional dependency represents inherent sequentiality 
and implies a partial ordering of subgoals. This partial 
ordering is •necessary• in the sense of implementation 
and not the logic. On the other hand, output 
dependency leads to many possible orderings, one more 
efficient than another. Together, these dependencies 
describe the limitation of the AND-parallelism and they 
are important in detecting the available parallelism. 
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Below, some techniques of detecting such limitation are 
proposed. 

3. Automatic Parallelism Detection Techniques 

In this section we study techniques of designing a 
parallel compiler which detects ANO-parallelism 
automatically. This compiler has three phases: in the 
first phase, it analyzes the input-output mode of 
arguments in a given program; in the second phase, it 
finds out the data dependency relations of the subgoals 
in each clause; and in the third phase, it determines an 
efficient execution ordering based on the data 
dependency and other supplemental criteria. This is 
described in detail below. 

3.1 Automatic input-output mode analysis 

Because the •use• of a relation is not deterministic, 
the binding transfer direction of a variable in the 
relation is not always fnced. However, if some binding 
transfer direction is proven possible (or impossible) in a 
given program, the binding transfer path can be traced 
and the binding transfer directions for other variables 
can be inferred. Several heuristic rules for inferring 
whether or not a given variable is input are proposed 
below. In describing the rules, consider a variable X 
and a subgoal q in either the head or the body of a 
clause C. By notation •Xeq• we mean •x occurs in q•, 
and by •q<r>=<input>• we mean the rth position 
of q must be an input position. 

The rules are: 

I. Arithmetic and logic operations rule: 
arguments that must be instantiated as 
required by PROLOG systems should be 
input. For example, both X and Y are 
inputs in expressions •x * Y• and •x < Y. • 

2. Body producer-consumer rule: if XfC+, 
XeC-, and X has two or mote occurrences in 

c-, then at least one position containing X 
must be input, and at least one must be 
output. 

3. Head producer-consumer rule: if Xec+, 
XfC- and X has two or more occurrences in 
c+, then at least one position containing X 
must be input. 

4. Don't care rule: if a clause D is called by C, 
and D has a don't care symbol (• • in 
PROLOG), then the corresponding pooition 
X in C must be input. 

5. Variable consistency rule: if Xec+ and 
XeC-, and if all occurrences of X in c- are 
inputs, then at least one occurrence of X in 
c+ must be input. 



6. Position consistency rule: if predicate q in 
c+ is also in c-, then C is called a recursive 
clause, and the corresponding position of all 
q's must be consistent, i.e., if position r in 
any such q is known as input then q<r> 
must be input. 

7. OR-bundle rule: if a set of {C) is an OR-

bundle -- i.e., all ct have the same predicate 
name and the same arity, and if a position in 
any ct is an input, then the position of all 

c:t" must be input. 
I 

8. Coupling rule: if variable X occurs in an 
atom q (either in c+ or c-) more than once 
and both are output variables, then X is a 
coupling variable. 

The analysis of input-output modes for a given OR­
bundle based on these rules is shown in Algorithm I 
below: 

, Input-Output Modes Analysis Algorithm 1: 

Input : A set of clauses which is an OR-bundle. 
Output : All possible input-output modes of each 

arguments in the clauses. 
Method: 

I. Mark any known modes for variables in 
given clauses. 

2. Select any variable with its mode unknown, 
apply Rules I through 8 to this variable. 
Mark <i> for variables that must be input. 
If there is at least one input in a set of 
positions, state •p1<1> or ... or Pr<r> = 
<i>.• 

3. When no rule is applicable, mark < o > for 

those must be output terms and mark 
<i/o> for the rest. 

<End of algorithm I> 

Based on this algorithm, the entire logic program 
can be analyzed. We may view the logic program as a 
directed graph, each clause is a node and each node has 
pointers to the nodes it calls. There is a cycle if a clause 
calls itself -- i.e. a recursive call. A root node is a 
clause that is not called by any other clause except the 
top level goal, and a terminal node is a unit clause that 
does not call any other clauses. A descendent node of 
node p is a node pointed to by p, but not p itself. 
Starting from the terminal nodes, we can analyze the 
clauses from bottom up until the root is found. This is 
shown in the next algorithm: 
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, Input-Output Modes Analysis Algorithm 2: 

Input : A logic program. 
Output : All possible input-output modes of each 

arguments in the program. 
Method: 

I. Determine the calling sequence of the logic 
program. Select a clause that does not have 
any descendent clause unchecked. 

2. Use Algorithm 1 to analyze the input-output 
modes of arguments in that clause. 

3. Go to Step I if there is any clause remains 
unchecked, exit otherwise. 

<End of algorithm 2> 

Example 3.1.1 •append•: 

Cl: append([], L, L) 
C2: append([xlLI], L2, [xlL3]) +- append(Ll, L2, L3) 

Analysis: 

The calling sequence is trivial: 

append __j 

Apply Rule 3 tod x in C2: 
append<!> or append<3> = <i> 

Apply Rule 3 to L in Cl: 
append<2> or append<3> = <i> 

Apply Rule 7: 
[case i] append<3> = <i> 
[case ii] append<!> = append<2> = <i> 
other cases append<!> = append<3> = <i> 
or append<2> = append<3> = <i> 

are subsumed in [case i]. 
therefore, append<l,2,3> = <i/o,i/o,i> or <i,i,i/o> 
and the analysis is done. 

Example 3.1.2 •matrix multiplication•: 

The following matrix multiplication program 
example is taken from Conery's thesis [5] (pp.122-123 
and p.80): 

Cl: mm(a, b, c) +- transpose(b, ht), mmt(a, ht, c) 
C2: mmt([], _, []) 
C3: mmt([allan], b, [cl[cn]) +- mmc(al, b, cl), 

mmt(an, b, en) 
C4: mmc ( , [], []) 
C5: mmc(a~[bllbn], [clicn]) +- ip(a, bl, cl), 

mmc(a, bn, en) 



C6: ip([], [], 0) 
C7: ip([allanJ, [bllbnJ, c) + ip(an, bn, x), 

c is x +al* bl 
C8: transpose( Ill I J, ID 
C9: transpose(m, [cllcnJ) + columns(m, cl, rest), 

transpose(rest, en) 
ClO: columns([], IJ, ID 
Cll: columns(l!clllcln]ic], [clllxJ, [clnlyJ) 

+ columns(c, x, y). 

Analysis: 

the calling sequence is: 

mm 

transpose _j mmt _j 
! ! 

columns _j mmc _j 
! 
ip _j 

we may start from either •jp• or •columns•, say •ip•: 
ip (C6 & C7): 

Apply Rule 1 to the last atom of C7, 
x, al and bl are input variables. 

Apply Rule 2, x in •ip• in C7 is output. 
Apply Rule 6, since 

al and bl in c7+ are input variables, so 
an and bn in C7- are input variables, 

ip<l,2,3> = <i,i,o> 
Similarly, we obtain the following step by step: 
mmc (C4 & C5): since ip<l,2> = <i,i>, 

mmc<l,2,3> = <i,i,i/o> 

mmt (C2 & C3): since mmc<l,2> = <i,i>, 

mmt<l,2,3> = <i,i,i/o> 

columns (ClO & Cll): 
columns<l,2,3> = <i,i/o,i/o> or <i/o,i,i> 

transpose (C8 & C9): 
transpose<l,2> =<i,i/o> 

mm (Cl): 
mm<l,2,3> = <i,i,i/o> 
and the analysis is done. 

The above analysis shows that if •mm• is the top 
level goal, the first two positions must be input, and the 
third can be either input (verify if c is the product of a 
and b) or output (obtain c as the product or a and b). 
Also, since variable •bt• is an output from •transpose• 
and an input to •mmc, • we know the producer­
consumer pair must be <transpose, mmc >. This 
cannot be inferred by Conery's ordering algorithm. In 
fact his algorithm will obtain a wrong ordering in this 

988 

example -(see p.122 in [5)). 
By performing the input-output analysis we can 

actually obtain all possible usages allowed in the 
program. For example, if the •transpose• in Example 
3.1.2 is a top - level goal, the second position or 
•transpose• need not be an output as in the case when 
•mm• is the top level goal. In this case, •transpose• 
can also be an input such that •transpose(b, bt)• means 
verify if bt is the transposition of b. This usage is 
allowed by the logic or the program. 

Although it is difficult to prove that this algorithm 
guarantees to find all terms which must be input, it is 
clear that if an input term is erroneously taken as 
output, the penalty is only a reduced parallelism. The 
algorithm is very precise when applied to many example 
programs nevertheless. 

3.2 Determination of data dependencies 

The second phase of parallelism detection is the 
determination of data dependencies. Since all data 
dependencies are defined over input and output, once 
the input-output analysis is done, the detection or data 
dependencies becomes easy. Even the run-time 
dependency may be •guessed• at the compile time, 
although there are certain limitations. 

Detection of functional dependency and internal 
dependency is trivial when the input-output modes are 
known, because both dependencies can be readily 
identified by their definitions based on these modes. If 
the mode or a term is •mixed,. then both possibilities or 
input and output should be considered. 

In the case of coupling dependency, a recursive 
check or subgoal invoking is required to find the 
•source• or coupling effect. This can be done by adding 
one procedure to the input-output mode analysis 
Algorithm 1: mark <c> on each coupled term found by 
the coupling rule; also mark <c> on each term related 
to known coupled terms found by the variable 
consistency rule and the position consistency rule. 

In the case of run-time dependency, if there are 
only a few possible combinations or modes for the top 
level goal, then the compiler can figure several possible 
run-time dependencies which can be verified easily at 
run time. :·Below, we list some criteria useful in 
detecting the run-time dependency at compile time. By 
a potential output term is meant a term that is either an 
output term or a mixed term. The criteria are: 

(i). When there are none or one potential output 
term in a goal, no run-time dependency can 
exist. 

(ii). If there are two potential output terms, two 
possibilities exist -- one is that they are 
coupled at run-time and the other is that 
they are not. Both cases can be analyzed at 
compile time each leading to one possible 
ordering selected at run-time. 



Since the number of possible mode combinations 
grows exponentially with the number of potential output 
terms r, this approach is not justified when r is large. 
However, most real world programs seem to have only a 
few potential output terms in the goal clause, and the 
compile time analysis is usually sufficient. 

3.3 Subgoal ordering techniques 

In the case of functional dependency, partial 
ordering is obtained at the time the producer-consumer 
dependency is detected. But in case of output 
dependencies, there is flexibility in determining the 
ordering, and which ordering leads to the highest 
efficiency is yet to be determined. Therefore we need 
some supplemental criteria, namely groundability and 
subtree complexity, for this purpose. 

Consider an output shared variable X in a clause C 
as shown below: 

p(X) + q1 (X), q2(X), ... , <tr(X) 

Because of the output dependency due to X, only one 
atom can be selected from q1(X) through qr(X) for 
processing. Assume <!j(X), with the substitution Oi = 

{X/t}, is the one selected. 
If oi is a ground substitution, variable x in other 

qj's (l~j9, hi'i) is changed from output to input after 

qj is executed, and the data dependencies· due to X 

between these qj 's are removed. As a result, qj 's can 
then be processed in parallel. Conversely, if Oi is a non­
ground substitution, the remaining <lj's are still data 
dependent and they cannot be processed in parallel. 
Therefore, the key to the •efficiency• is to find a <lj 

such that it has a ground substitution. If no such qi 
exists, a qi with Oi that has more ground substitution 
components should be selected prior to another qj which 
has fewer such components. The measure of how close a 
substitution is to the ground substitution is informally 
called ground11bilit11. 

Consider the following clause as an example: 

grandparent(X,Y) + parent(X,Z), parent(Z,Y) 

with a goal + grandparent(X,peter). A left-to-right 
ordering will find all parent-child pairs first, then test 
for parent(Z,peter) for validity, rather than trying to 
find the parent of parent of Peter. Obviously, the 
better ordering is to do parent(Z,peter) first, as implied 
by its better groundability. 

In the case that more than one qi have the same 
groundability, the ordering of these q/s might still 

matter. Assume that both q1(x) and q2(x) have ground 
substitutions, q1 returns the binding in k1 steps, q2 
returns in k2 steps and k1 > > k2 (i.e., q1 has a much 
larger computation tree than q2). If q1 is selected first, 
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we can start to process the remaining q/s in parallel 
after k1 steps. Assuming that the longest time taken by 

these qj's is kj, then the total time is (k1 + kj). If q2 is 
selected first, the total time is then max(k2 + kj, k2 + 
k1). Suppose kj is in the same order as kl' then the time 
ratio between qi-first computation to q2-first 
computation is about 2 to 1. Therefore the second 
measure regarding how soon can a given subgoal return 
the answer, called here •ubtree eomplezit11, will also be 
taken into account in our ordering algorithm. Here, 
subtree means the subtree of the AND/OR computation 
tree, and complexity means the inference steps required 
to solve a subgoal. While there is no easy way to obtain 
the exact computation complexity of a subtree prior to 
its execution, the complexity may be estimated for 
program clauses that have special patterns such as the 
following: 

(a). Tail-recursion: 

p(!HIT], ... ) + q(H, ... ), p(T, .. ). 

assume input list has a length n and q is 
some terminal node, then the complexity is 

o(n) when the complexity of q is less than 
that of p. 

(b). Head-tail recursion: 

p([HIT], ... ) + p(H, ... ), p(T, .. ). 

assume input list has a length n, then the 
complexity is .a(log n) and o(n). 

With the help of the groundability and the subtree 
complexity techniques, we can obtain an efficient partial 
ordering of subgoals in the case of output dependency. 
The subgoal ordering of the whole logic program can 
then be determined via these techniques as well as the 
result of phase 2. This is described below: 

, Ordering Algorithm: 

Input : A logic program. 
Output : Partial ordering of the subgoals in each 

clause of the program. 
Method: 

1. Perform input-output mode analysis 
algorithm for the program. 

2. Find functional, internal and coupling 
dependencies. The partial ordering of 
subgoals in functional dependency case is 
determined by producer-consumer order. 

3. For other types of dependencies, determine 
the groundability for each atom. Let sg. and 

I 

sni be the number of ground and non-ground 
output variables in atom qi, then: 

(a). for those qi whose sni - O, assume 



there are kl such <G's, assign priority 
number 1 through kl to them in an 
order from larger sgi to smaller sgi, 
then 

(b ). for those qi whose sni = 1, or sni = 2 
with these two terms coupled, assume 
there are k2 such q/s, assign priority 
(kl+l) through (kl+k2) to them, then 

(c). for those qi whose sni = 2, assume 
there are k3 sucli qi's, k3 is small (say 
1), assign priority (kl+k2+1) through 
(kl+k2+k3) to them for two cases: two 
variables never coupled -- ordering 0 a' 
and when coupled at run-time -­
ordering ob, then 

(d). for the rest of qi's, assume there are k4 
such qi's, we only assume a no run-time 
coupling case as default case, assign 

priority (kl+k2+k3+1) through 
(kl+k2+k3+k4) to them. 

4. If the same priority numbers result in the 
above step, perform subtree complexity 
algorithm-- less complexity receives less 
priority number (or higher priority). 

5. Remove all but the highest priority 
groundable output variables from atom in 
step 3. This means if a variable can be 
instantiated by some atom, the variable 
becomes input after the execution of that 
atom and will not count toward 
dependency). Put all removed atoms as well 
as atoms that have input terms only into a 
set called •last set• which is the last to be 
processed. 
The compile time partial ordering is done. 

6. If in step 3, k3;i'O, say k3=1, assume x and 
y are two output variables, we attach a run­
time test statement as below: 

(if (x couples y) then ordering Ob 

else orering 0 a) 
7. If in step 3, k4;i'O, assume xl' ... , x1 are 

involved output variables, then we have: 
(if no coupling among [x1, ... , x1) 

then take the default ordering 
else complete the ordering at run-time) 

<End of algorithm> 

3.4 Performance analysis by example 

Consider a logic program that has one non-unit 
clause: 
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candidate(X) + degree(X), engrg(X), exp(X,5), 
salary(X,50) 

and many unit clauses serve as a database which 
includes 100 items of •degree(X), • 50 items of 
•engrg(X), • 10 items of •exp(X,5)• and 25 items of 
•salary(X,50), • as shown below: 

degree(John) engrg(Bob) exp(John,5) salary(John,50) 

degree(Bob) engrg(Mary) exp(Mary,3) salary(Mary,35) 

degree(Peter) engrg(Peter) exp(Peter,5) salary(Peter,50) 

< .. 100 items> < .. 50 items> < .. 10 items> < .. 25items> ... 

Assume the goal clause is + candidate(X). Now 
we employ the ordering technique: 

1. X is an output variable, all four subgoals 
have internal dependency with each other. 

2. There is no functional dependency. 
3. All four subgoals have sni = 0, sgi = 1. 
4. Subgoals exp(X,5), salary(X,50), engrg(X), 

degree(X) have priority 1, 2, 3 and 4 
respectively:. 

5. Subgoals salary(X,50), engrg(X) and 
degree(X) are put into the •last set.• 

6. Set {exp(X,5)} forms the first set, and the 
rest form the second set. 

According to the ordering, the subgoal exp(X,5) will 
be selected first. Ten items are retrieved from the data 
base and are fed into the other three subgoals as their 
input binding sets. These three subgoals can be started 
as soon as the fll'St answer from exp(X,5) is available. 
Assume that there is only one name, •Peter,• that 
matches the goal, although •Bob• matches both 
•degree(X)• and •engrg(X). • For simplicity, assume all 
unifications take a time step, the above scheme takes 12 
parallel unification steps using up to 100 processing 
units in this particular case. If we use NSV scheme with 
arbitrary ordering -- starting from •degree(X)• say, it 
may take 102 parallel unification steps using the same 
amount of processing units, much worse than the 
scheme proposed in this paper. 

4. Conclusions 

We had analyzed the AND-parallelism in logic 
programming by means of input-output and data 
dependencies, and we had also devised the automatic 
input-output mode detection technique which is then 
used to derive high efficiency subgoal ordering. Because 



most of the ~etection works can be done at compilation 
time, the resulting parallel machine need not be very 
complicated. Each processing unit in the parallel 
machine needs to do only unification and simple 
housekeeping as the run-time tasks are already 
minimized before a program is executed. Based on this 
parallelism analysis, a simple and efficient VLSI 
architecture for parallel logic programming was 
proposed in [19]. 

References 

[lJ Apt, K.R. and van Emden, M.H. : •Contributions 
to the Theory of Logic Programming,• Journal of 
the ACM 29(3), pp.841-863, July 1982. 

[2] Chang, J.-H., Despain, A.M. and DeGroot D.: 
•And-parallelism of Logic Programs Based on a 
Static Data Dependency Analysis,• COMPCON 
85, pp.218-225, February 1985. 

[3J Clocksin, W.F. and Mellish, C.S. : Programming 
in PROWG, Springer-Verlag, 1981. 

[4] Conery, J.S. and Kibler, D.F. : •Parallel 
Interpretation of Logic Program,• Technical 
Report l 73a, Department of Information and 
Computer Science, University of California, Irvine, 
Irvine, California, August 1981. 

[5J Conery, J.S. : •The AND/OR Process Model for 
Parallel Interpretation of Logic Programs,• Ph.D. 
dissertation, Department of Information and 
Computer Science, University of California, Irvine, 
Irvine, California, June 1983. 

[6] DeGroot, D. : •Restricted And-parallelism,• 
Proceedings of the International Conference on 
Fifth Generation Computer Systems 1984, ICOT, 
Tokyo, Japan, pp.471-478, November 1984. 

[7] DeGroot, D. : •Alternate Graph Expressions for 
Restricted And-parallelism,• COMPCON 85, 
pp.206-210, February 1985. 

[8] Hogger, C.J. : •Concurrent Logic Programming,• 
in Clark, K.L. and Tarnlund, S.-A. (eds.), Logic 
Programming, Academic Press, pp.199-211, 1982. 

[9J Ito, N. and Masuda, K. : •Parallel Inference 
Machine Based on the Data Flow Model,• 
Proceedings of the International Workshop on 
High-Level Computer Architecture 84, pp.4.31-4.40 
, May 1984. 

[lOJ Kowalski, R. and Kuehner, D. : •Linear 
Resolution with Selection Function,• Artificial 
Intelligence 2, North-Holland Publishing Company, 
pp.227-260, 1971. 

[11] Kowalski, R. : •Predicate Logic as Programming 
Language,• Proceedings of IFIP Congress, North­
Holland Publishing Company, Amsterdam, 
pp.569-57 4, 197 4. 

991 

[12] Kowalski, R. : •Algorithm = Logic + Control,• 
Communications of the ACM, vol.22, no.7, 
pp.424-436, July 1979. 

[13] Lloyd, J.W. Foundations of Logic 
Programming, Springer-Verlag, Berlin, German, 
1984. 

[14] Mellish, C.S. : •The Automatic Generation of 
Mode Declarations for PROLOG Programs,• DAI 
Research Paper no.163, August 1981. 

[15] Pollard, G.H. : •The Design of a Parallel 
Execution Scheme for PROLOG Program,• 
D.P.E., British Telecom, UK, July 1980. 

[16J Pollard, G.H. : •Parallel Execution of Horn clause 
Programs,• Ph.D. dissertation, University of 
London, Imperial College of science & Technology, 
UK, 1981. 

[17] Robinson, J.A. : •A Machine-oriented Logic based 
on the Resolution principle,• Journal of the ACM, 
vol. 12, pp.23-44. 1965. 

[18] Robinson, J.A. : •Logic Programming -- Past, 
Present and Future,• New Generation Computing, 
vol.I, no.2, pp.107-124, 1983. 

[19J Tung, Y.-W. : •Parallel Processing Model for 
Logic Programming,• Ph.D. dissertation, 
Department or Electrical Engineering-Systems, 
University or Southern California, Los Angeles, 
California 90089-0781, May 1986. 

[20J van Emden, M.H. and Kowalski, R.A. : •The 
Semantics of Predicate Logic as a Programming 
Language,• Journal of the ACM 23, pp.733-742, 
October 1976. 

[21] van Emden, M.H. and de Lucena Filho, G.J. : 
•Predicate Logic as a Programming Language for 
Parallel Programming,• in Clark, K.L. and 
Tarnlund, S.-A. (eds.), Logic Programming, 
Academic Press, pp.189-198, 1982. 



HOW GOOD ARE PARALLEL AND ORDERED 
DEPTH-FIRST SEARCHES! 

Guo-lie Li and Benjamin W. Wah 
Department of Electrical and Computer Engineering 

and the Coordinated Science Laboratory 
University of Illinois at Urbana-Champaign 

1101 W. Springfield Avenue 
Urbana, IL 61801 

ABSTRACT 
Parallel depth-first searches are widely used to solve com­

binatorial optimization and decision problems in artificial intelli­
gence and operations research. These problems are represented 
by OR-trees and AND/OR-trees. The performance of parallel 
depth-first searches may be difficult to predict due to the non­
determinism and anomalies of parallelism. In this paper we have 
derived the performance bounds of parallel depth-first searches 
with respect to optimization problems represented as OR-trees 
and have verified these bounds by simulations. These bounds 
provide the theoretical foundation to determine the number of 
processors to assure a near-linear speedup. The conditions to 
cope with parallel-to-parallel anomalies are also investigated. 
For decision problems represented by AND/OR-trees, such as 
evaluating logic programs, we have studied an ordered depth­
first search that rearranges nodes in each level of the AND/OR 
tree to minimize the expected search cost. 

1. INTRODUCTION 
Combinatorial-search problems can be classified into two 

types. The first type is decision problems that decide whether at 
least one solution exists and satisfies a given set of con­
straints [21]. Theorem-proving, expert systems. and evaluating 
a logic program belong to this class. The second type is combina­
torial extremum-search or optimization problems that are 
characterized by an objective function to be minimized or max­
imized and a set of constraints to be satisfied. Practical problems 
such as finding the shortest path. planning. finding the shortest 
tour of a traveling salesman. job-shop scheduling. packing a 
knapsack. vertex cover. and integer programming belong to this 
class. 

The non-terminal nodes in a search tree (or graph) can be 
classified as AND-nodes and OR-nodes. An AND-node 
represents a problem (or subproblem) that is solved only if all 
its descendant nodes have been solved. while an OR-node 
represents a problem (or subproblem) that is solved only if any 
of its immediate descendants is solved. Based on these two kinds 
of nodes, a combinatorial search can be classified into an AND 
tree. OR-tree. and AND/OR-tree search [25]. Note that a general 
datafiow graph contains AND-nodes and OR-nodes that relate 
the descendant nodes. as well as other nodes that relate the 
ascendant nodes. 

In this paper we will concentrate on evaluating problems 
that arise in nondeterministic computations, namely, those prob­
lems that are represented as OR-trees or AND/OR-trees. As an 
AND-tree represents deterministic computations and all nodes in 
it must be evaluated, it will not be discussed here [14]. Due to 
space limitation. we will only present results on the depth-first 
search strategy. Results on other strategies with respect to OR­
trees can be found elsewhere [15. 16]. 

An OR-tree is a state-space tree in which all non-terminal 
nodes are OR-nodes; while an AND/OR-tree is a problem-
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reduction representation that consists of AND-nodes and OR­
nodes. Many AND/OR-tree search procedures. such as AO', 
SSS'. and dynamic programming. can be formulated as a general 
branch-and-bound (B&B) procedure [8. 19]. which is a well­
known OR-tree search method. Likewise, evaluating a logic pro­
gram can be represented as an OR-tree or AND/OR-tree 
search [7]. 

Both combinatorial OR-tree and AND/OR-tree search pro­
cedures can be characterized by four constituents: a branching 
rule, a selection rule. an elimination rule, and a termination con­
dition. The first two rules are used to decompose problems into 
simpler subproblems and to appropriately order the search. The 
last two rules are used to to eliminate unnecessary subproblems. 
Appropriately ordering the search and restricting the region 
searched are key ideas behind any search algorithms. 

The rules to guide the search and to prune unnecessary 
searches may differ for optimization and decision problems. In 
optimization problems. a lower bound of the objective value for 
each nonterminal node can be used to guide the search and to 
prune nodes that cannot lead to a better solution. Dominance 
tests. such as ot-{3 pruning. can also be adopted as elimination 
rules. In decision problems. it was found that the ratio of the 
success probability of a subproblem to the estimated overhead of 
evaluating the subproblem is useful to guide the 
search [21. 1. 12). The elimination rules are more restricted in 
decision problems, such as evaluating a logic program. Pruning a 
subproblem with a smaller succei."S probability or a larger search 
cost may remove a possible (and possibly a unique) solution. In 
this case only when a terminal node is found to be true or false. 
AND-pruning or OR-pruning rules can be applied [12]. 

There are three basic selection strategies, namely. depth­
first. breadth-first, and best-first searches. A generalized heuris­
tic function can be used to unify these three kinds of search stra­
tegies and resolve ambiguities in the heuristic function [4, 10). 
To resolve the ambiguity on the selection of subproblems. dis­
tinct heuristic values must be defined for the nodes to allow ties 
to be broken. A path number can be used to define an unambi­
guous heuristic function. The path number of a node in a tree is 
a sequence of (h+ 1) integers representing the path from the root 
to this node, where h is the maximum number of levels of the 
tree [10, 15). For example, the path numbers of nodes A. B,_C, 
and D in Figure le are 0000, 0100. 0200, and 0300, respectively. 
Note that the nodes having equal path numbers never coexist 
simultaneously in the search process. For a depth-first search. 
the generalized heuristic function is defined as 

h(P) =(path number, level number) (1) 

Although a best-first search expands fewer nodes than a 
depth-first search, it requires a secondary memory to maintain 
the large number of active nodes. hence the total time, including 
the time spent on data transfers between the main and secondary 
memories. to solve a problem may be longer than that required 
by the depth-first search. Simulations have shown that the best 
OR-tree search strategy depends on the accuracy of the 
problem-dependent lower-bound function [24). Very inaccurate 
lower bounds are not useful to guide the search, while very 



accurate lower bounds will prune most unnecessary expansions. 
In both cases the number of subproblems expanded by depth­
first and best-first searches will not differ greatly. and a depth­
first search is better as it requires less memory space. 

Extensive studies have been conducted on OR­
parallelism [2. 12. 15. 18], but very few studies have been done 
on analyzing the speedups and efficiency of OR-parallelism. Due 
to the nondeterminism. combinatorial OR-tree and AND/OR-tree 
searches are quite different from conventional deterministic 
numerical computations. Simulation results have revealed that 
using more processors in parallel depth-first searches might 
degrade the performance. even when the communication over­
head is ignored [to]. The prediction of performance and 
methods to cope with anomalous behavior are important prob­
lems to be studied in designing multiprocessors for parallel 
depth-first searches and will be addressed in this paper. 

To take advantage of the search efficiency of best-first 
searches while avoiding their memory overhead. an informed 
depth-first search can be used [20]. In this strategy best-first 
search is performed locally and depth-first search globally. A 
special case is one in which all sibling nodes are ordered accord­
ing to heuristic values of the siblings (a more accurate definition 
will be given in Section 3). We will show that this ordered 
depth-first strategy is very effective to evaluate logic programs 
represented as AND/OR trees. 

2. PARALLEL DEPTH-FIRST OR-TREE SEARCHES 
To predict the number of processors needed to assure a 

near-linear speedup in a parallel depth-first search. we will 
derive the bounds on computational efficiency. The results in 
this section indicate the relationship among the number of itera­
tions required in a parallel depth-first search. the number of pro­
cessors used, and the complexity of the problem to be solved. 

2.1. Model of Efficiency Analysis 
In analyzing the performance bounds. a synchronous model 

is assumed, that is. all processors must finish the current itera­
tion before proceeding to the next iteration. This performance 
results form a lower bound to that of asynchronous models. 

The parallel computational model used here consists of a 
set of processors connected to a shared memory. In each itera­
tion. multiple subproblems are selected and decomposed. The 
newly generated subproblems are tested for feasibility. elim­
inated by (exact or approximate) lower-bound tests and domi­
nance tests.' and inserted into the active list(s) if not eliminated. 
In this model eliminations are performed after branching instead 
of after selection as in Ibaraki's algorithm [5] to reduce the 
memory space required. 

We have proved that. for best-first searches. the perfor­
mance is not largely affected by whether the active subproblems 
are kept in a single shared list or multiple lists [23.15]. How­
ever. for depth-first searches. the performance will be problem­
dependent when multiple lists are used. In this paper the perfor­
mance bounds are derived under the assumption that one list is 
used and that the nodes with the smallest heuristic values are 
selected in each iteration. 

Since subproblems are decomposed synchronously and the 
bulk of the overhead is on b:fanching operations. the number of 
iterations. which is the number of times that subproblems are 
decomposed in each processor, is an adequate measure in both the 
serial and parallel models. The speedup between using k 1 and k2 , 

k2 >k1. processors is thus measured by the ratio of the number 
of iterations when k1 processors are used to that when k2 proces­
sors are used. Once the optimal solution is found. the time to 
drain the remaining subproblems from the list(s) is not 
accounted for. since this overhead is negligible as compared to 
that of branching operations. 

The results proved in this section show the performance 
bounds of parallel depth-first OR-tree searches for solving 
optimization problems. The proofs of these theorems require the 
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following definitions on essential nodes. A node expanded in a 
serial depth-first search is called an essential node. otherwise it is 
called a rwn-essential node. The speedup of a parallel depth-first 
search depends on the number of essential nodes selected in each 
iteration. An iteration is said to be perfect if the number of 
essential nodes selected is equal to the number of processors. oth­
e:wis~ it is said to be imperfect. The incumbent at any given 
time m the search process is the best feasible solution obtained at 
that time. The incumbent is continuously updated until an 
optimal solution is found. We denote Tb(k.E) and Td(k,E) as the 
n_umber of it~ration_s required to find a single optimal (or subop­
timal) solution usmg k. k ~ 1. processors in a best-first and 
dept_h-~rst search, respectively. where E is an allowance function 
spec1fymg the allowable deviation of a su:.-.optimal value from 
the exact optimal value. When an approximate solution is 
sought. i.e. e>O. during the search of an OR-tree. an active node 
Pi is terminated if 

E~O. z~O 

where z is an incumbent obtained at that time. 

2.2. Parallel Depth-First Searches 

(2) 

The following theorem shows that the performance of 
parallel depth-first searches depends on the problem complexity 
and the number of distinct incumbents found during the search 
process. 

Theorem 1: For a parallel depth-first OR-tree search with k pro­
cessors. E=O. and a generalized heuristic function of h(Pi) =(path 
number. level number). then 

[Tb'(l.0)-1 I [Td(t.O) k-1 I k +1 ~Td(k.O)<E; --k-+---it[(c+l)oh-c] (3) 

where h is the height of the OR-tree, c is the number of the dis­
tinct incumbents obtained during the serial depth-first search. 
and Tb'(l,O) is the number of essential nodes in a serial best-first 
search with lower bounds less than the optimal-solution value. 
Proof: The sequence of iterations obtained during a serial depth­
first search can be divided into (c+ 1) subsequences according to 
the c distinct monotonically decreasing incumbents obtained. 
Let the c feasible solutions and their corresponding parents be 
denoted by Fl ....• Fe. and P1 ....• Pc. Further. assume that 
F1 ..... Fe are obtained in the i1'th, ...• i,"th iterations. respectively. 
Hence iterations from 1 to i1 belong to the first subsequence. and 
iterations from ii+l to i;+i belong to the (j+l)'th subsequence. 

We now consider the fth 1 ~j~c. subsequence. Let 0 min(x) 
be the level with the minimum level number in which some 
active essential nodes, whose heuristic values are between h(P. 1) 
and h(Pi). reside in the x'th iteration. For levels less than 
0 min(x). all active nodes. whose heuristic values are between 
h(Pi-1) and h(Pi). are non-essential. We show that Iteration x is 
imperfect only if all essential nodes. whose heuristic values are 
between h(Pi-1) and h(P;). in 0 min(x) are selected for expansion. 
Suppose that Iteration x is imperfect, the selected non-essential 
node must have heuristic value larger than h(P.). because other­
wise this node would have to be eliminated by ihe feasible solu­
tion Fj-1 (Fo is the initial feasible solution obtained by a heuris­
tic method). Thus after Iteration x is carried out. 0 min(x) must 
be increased by at least one. Consequently. after at most h 
imperfect iterations, F;. must be found. 

During the last subsequence of iterations. since the optimal 
solution has been generated. all iterations are imperfect only if 
less than k nodes are selected in each iteration. In other words. 
an imperfect iteration implies that all currently active nodes are 
selected and expanded. and only descendants of these nodes can 
be active in the next iteration. Hence no active node remains 
after at most h imperfect iterations in the last subsequence. The 
previous analysis shows that at most (c+l)oh imperfect 

• Dominance tests will not be discussed in this paper due to space limitation. 



iterations can appear in a parallel depth-first search. Since at 
least one node in each iteration in the parallel case belongs to q,i. 
the set of nodes expanded in the serial depth-first 
search [10, 15]. the upper bound of Tik.O) can be derived as 

( ) ~ I Td(l.0)-(c+l)oh ( "' I Td k.O ""' k + c+lrh 

In the above discussion. the expansion of the root is counted in 
each of the (c+l) subsequences. Since the root is only expanded 
once, the above upper bound should be compensated by the addi­
tional number of times that the root is expanded (Eq. (3)). 

The lower bound on Td(k.O) can be proved easily because 
all essential nodes in a serial best-first search with lower bounds 
less than the optimal solution must be expanded in the parallel 
depth-first search. 0 

For problems such as integer programming and 0-1 knap­
sack problems. all feasible solutions are located in the bottom­
most level of the OR-tree. In this case the following corollary 
shows that all essential nodes of a serial depth-first search must 
be expanded in a parallel depth-first search, and a tighter lower 
bound is obtained. 

Corollary 1: In searching an OR-tree using a parallel depth-first 
search and a heuristic function of (path number. level number). 
if e = 0 and all feasible solutions are in Level h, then 

ITd(l.e)- .1 I ( ) 
k + 1 ~ Td k.e (4) 

where h is the maximum number of levels of the OR-tree. 
Proof: The proof is omitted due to the space limitation [13, 10]. 

The bounds in Theorem 1 are tight in the sense that we can 
construct examples to achieve the lower- and upper-bound of 
computational times. These degenerate cases occur rarely. 
Although c, the number of distinct incumbents. is unknown 
until the solution is found. c is usually small and can be 
estimated when integral solutions are sought. It has been 
observed that c is less than 10 for vertex-cover problems with 
less than 100 vertices. For most integer programming problems. 
c""l. In these cases the range on Tik.O) is tight, and a near­
linear speedup can be achieved in a large range of k. 

Let w be Til.O)/h. w can be viewed as the "average 
width"' of an OR-tree. which only consists of essential nodes. 
Eq. (3) can be rewritten as 

Til.O) ~ k•w (5) 
Tik.O) w+(c+l)(k-1) 

From Eq. (5). it is easy to see that if w >> k and c is small. then 
the speedup is close to k: whereas if w<<k. then the lower­
bound speedup is close to w/(c+l). 

In Table 1, the theoretical bounds derived above are com­
pared with the simulation results of parallel depth-first searches 
to solve two 35-object knapsack problems. In generating the 
knapsack problems. w(i), the weights. were chosen randomly 
between 0 and 100 with a unform distribution, and the profits 
were set to be p(i) = (w(i) + 10). This assignment is intended to 
increase the complexity of the randomly generated problems. 
The results demonstrate that the bounds on parallel depth-first 
searches are tight. hence its performance can be predicted quite 
accurately. Table 1 also shows that the speedup depends 
strongly on w. In Case 1 w=:::2023. and a near-linear speedup of 
0.88k is achieved with 256 processors. In Case 2 w=:::188. and a 
speedup of 0.29k is obtained with 256 processors. Note that 
when the number of processors is large. the number of essential 
nodes in each imperfect iteration of the parallel depth-first 
search is usually larger than one. In contrast to the upper bound 
in Eq. (3), which was derived with the assumption of one essen­
tial node in each imperfect iteration. Tik.O) may be much 
smaller than the upper bound. Simulations have also revealed 

No. of Lower No.of Upper Speedup 
Proc. bound iterat. bound 

Case 1 

1 70790 70790 70790 1.000 

2 35395 35630 35787 1.987 
4 17698 18044 18285 3.923 
8 8849 8884 9534 7.968 

16 4425 4460 5159 15.872 
32 2213 2247 2971 31.504 
64 1107 1143 1877 61.934 

128 554 592 1330 119.578 
256 277 316 1057 224.019 

Case2 

1 6566 6582 6582 1.000 
2 3283 3488 3513 1.887 
4 1642 1940 1978 3.393 
8 821 1161 1211 5.669 

16 411 777 827 8.471 
32 206 584 635 11.271 
64 103 485 539 13.571 

128 52 219 491 30.055 
256 26 90 467 73.133 

Table 1. Comparisons between theoretical bounds and simulation 
results on parallel depth-first searches for knapsack 
problems with 35 objects. (Tb'(t.O)=Tb(l,O). During 
depth-first searches, c=22 in Case 1 and c=12 in Case 2.) 

that for a number of OR-tree search problems. Td(k,O) may be 
very close to Tb(k.O). 

Analogous to the proof of Theorem 1. the upper bound on 
Td(k,e). e>O. can be derived. To find the lower bound on 
Td(k.e). let f 0 be the optimal-solution value and MINTb(e) be the 
minimum number of nodes to be expanded in the approximate 
best-first search. MINTb(e) represents the number of nodes 
whose lower bounds are less than f 0/(l+e). since these nodes 
must be expanded in the best case. MINTb(e) may be estimated 
from the distribution on the number of subproblems with 
respect to lower bounds. From the above analysis, we get 

I MINT~(e)-1 +1 ]~Td(k.e)~ [ Td~·e) + k~l [(c+l)oh-c] I (6) 

2.3. Coping With General Parallel-to-Parallel Anomalies 
Some results on coping with serial-to-parallel anomalies 

have been published elsewhere [10. 11. 15]. We now present 
results on coping with parallel-to-parallel anomalies of depth­
first OR-tree searches based on the performance bounds derived 
in the last section. When comparing the efficiency between using 
k 1 and k 2 processors. 1 ~k1 <k2• a k2/k1-fold speedup (ratio of 
the number of iterations in the two cases in our model) is 
expected. However. simulations have shown that the speedup 
can be (a) less than one (called a detrimental anomaly) [6. 17, 9]: 
or (b) greater than k 2/k1 (called an acceleration anomaly) [6, 9]: 
or (c) between one and k2/k1 (called a deceleration ano­
maly) [6.22.17,9]. So far, all known results on parallel OR­
tree searches showed a near-linear speedup for only a small 
number of processors. 

Anomalies are studied with respect to the assumption that 
all idle processors are used to expand active subproblems. In 
fact. detrimental anomalies cannot happen if some processors can 
be kept idle in the presence of active subproblems. The number 
of processors to be kept idle is problem dependent and is very 
difficult to find without first solving the problem. 
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Some anomalies on parallel depth-first OR-tree searches are 
illustrated here. A single list of subproblems is assumed. The 



behavior of using multiple lists is analogous to that of a central­
ized list. An example of an acceleration anomaly with an 
approximate depth-first or best-first search is shown in Figure 
la. When three processors are used. the optimal solution is 
found in the second iteration. and P4 and Ps are eliminated. If 
two processors are used. subtrees T4 and Ts have to be expanded. 
T(2,0.l)ff{3,0.l) will be much larger than 3/2 if T4 and Ts are 
very large. Figure lb illustrates a detrimental anomaly under 
an approximate best-first or depth-first search with e=0.1. 
When two processors are used. f(P8). the optimal solution. is 
found in the fourth iteration. Assuming that the lower bounds 
of nodes in Tl are between 8.2 and 9. all nodes in Tl will be 
eliminated by lower-bound tests with P8 since [9/(l+e)]<8.2. 
When three processors are used. Pl is expanded in the third itera­
tion. Ps. P6• and P7 are generated and will be selected in the next 
iteration. If Tl is large. T(2.e) < T(3,E) will occur. A detrimen­
tal anomaly may occur even when lower-bound tests are inac­
tive and is illustrated in Figure le. A similar example can be 
derived for acceleration anomalies. 

In the last section. we have derived the performance 
bounds with respect to depth-first OR-tree searches. From these 
results. we can develop the relative efficiency between using k1 
and k2. 1 <k1 <k2. processors. First. we derive a sufficient condi­
tion to assure the monotonic increase in computational efficiency 
with respect to the number of processors. To simplify the 
sufficient condition. the following bounds on T d(k.O) are used. 

Tb'~.O) ~ Td(k.O) ~ ITd~·O) + (c+l)oh I· 
Corollary 2:" Let rd'= Tb'(l.O)ffit.O) ~ 1. In a parallel 
depth-first search that satisfies the assumptions of Theorem 1. 
Tik2.0) ~ Td(k1.0) when 

and (7) 

where c is the number of the distinct incumbents obtained dur­
ing the serial depth-first search. 

From Corollary 2. we can conclude that the existence of 
parallel-to-parallel detrimental anomalies in depth-first searches 
depends on Tb'(l.O). rd'· and c. If rd•:::::1. c is small. and Tb'(l.0) 
is very large. then Eq. (7) will be satisfied. Our simulation 
results reveal that for some problems. such as the 0-1 knapsack 
and vertex-cover problems. T d( 1.0) is close to Tb'( 1.0). hence 
rd':::::t. Moreover. if the feasible-solution values must be 
integers. then c is often small. For this kind of problems. detri­
mental anomalies can be prevented for parallel depth-first 
searches when Tb'(l.O) is large and k2 is relatively small. How­
ever. the range of parallel processing within which no detrimen­
tal anomalies occur for depth-first searches is smaller than that 
for best-first searches [13]. 

From Theorem 1. we can also derive a necessary condition 
for acceleration anomalies with respect to k1 and k2 processors. 

Corollary 3:" In a parallel depth-first search that satisfies the 
assumptions of Theorem 1. Td(k1,0)ffd(k2.0) > k2/k1 only if 

ITd(t.O)-Tb'(l.O) J> lk2-1-(ki-l)[(c+l)oh-c] I 1 <k1 <k2 (8) 

If all solutions are located at the bottommost level of the OR­
tree. then the corresponding necessary condition is simplified by 
Corollary 1 as 

I I k2-1 
(c+1)oh- c > -­

k1-1 
(9) 

Obviously. the necessary condition in Eq. (8) is readily 
satisfied. and Td(k1.0)ffik2.0) may be much greater than k2/k1. 

•• The proof is omitted due to space limitation and can be found else­
where [13, 16]. 
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(a) Acceleration anomalies with 
lower-bound tests. 
Tb(2,0.l) 3 Tl2,0.l) 3 
.,.-.;rr.o:rJ" > ~; w:o.rr > 2" 

g=9 

(b) Detrimental anomalies with 
approximate lower-bound tests. 
T b(3,0.l) > T b(2,0.l ); 
T/3,0.l) > T/2,0.1). 

(c) Detrimental anomalies without lower-bound tests in a depth-first or best-
first search, T(4,0)=5, T(5,0)=6. · 
(Number inside node is the evaluation order using four processors; number 
outside node is the evaluation order using five processors.) 

Figure 1. Examples of anomalies. 

Usually. if k1 and k2 are close to each other and his large. then 
acceleration anomalies may occur quite often. 

When a suboptimal solution is sought. the following corol­
lary shows the required sufficient conditions. 

Corollary 4:" In parallel depth-first searches that satisfy the 
assumptions of Theorem 1 with the exception that e>O. 
Tik2.E) ~ Td(k1.E) when 

Til.e) (c+Ok1k2 k1 (lO) 
--- ~ and rd>-. l<k1<k2 

h rdk2 -k1 k2 

where rd - MINTb(e)ffd(l.e). Td(k1.e)ffd(k2.E) > k2/k1 when 

ITd{l,e)-MINTb(e) J > lk2-l-(c+1)(k1-1)oh J (11) 

If all feasible solutions are located at the bottommost level of 
the OR-tree, the necessary condition to allow acceleration 
anomalies is the same as that stated in Eq. (9). Further, a 
weaker sufficient condition to eliminate detrimental anomalies 
can be derived from Corollary 1. 

Td(1.e) > (c+Ok1k2 (l2) 
h k2 -k1 

3. ORDERED DEPTil-FIRST SEARCH FOR EVALUATING 
LOGIC PROGRAMS 

In our previous paper [12] we have developed an optimal 
search strategy to evaluate logic programs modeled as 
AND/OR-trees using the heuristic information p(x). the success 
probability of a subgoal (or clause) x. and c(x). the estimated 
overhead of evaluating the subgoal (or clause). The heuristic 
information to guide the search is defined as follows. 



4l0(x) = p(x) 
ClxT 

41 (x)- 1 - p(x) 
0 c(x) 

(x is descendant 
of an OR-node) 

(x is descendant 
of an AND-node) 

(13) 

(14) 

The logic program is first transformed from the AND/OR-tree 
representation into a two-level AND/OR-tree. The root of the 
transformed tree is an OR-node and represents the selection of 
clauses. and its descendants are AND-nodes and represent 
different solution trees in the logic program. The descendents of 
the OR-node are ordered according to decreasing values of 410 • 

and the descendants of the AND-nodes are ordered according to 
decreasing values of 418 • 

Although the above strategy minimizes the expected search 
time. there are two implementation problems. First. the 
transformed AND/OR-tree significantly expands the number of 
nodes in the originaJ AND/OR-tree. In fact. the number of 
potential solution tri:es is a hyper-exponential function of the 
height of the tree. To apply the above search strategy on the ori­
ginal AND/OR-tree. a global list is required to maintain the 
order of all possible solution trees. and the storage overhead is 
prohibitively large [12]. Second, if two solution trees T1 and T2 
have nearly equal ~.or ~0• then exchanging the search order of 
T1 and T2 may not significantly improve the expected search 
overhead. As an example, suppose that the success probabilities 
and the estimated overheads of all solution trees rooted at a non­
terminal node are uniformly distributed between 0.01 and 0.99 
and 1 and 10 units of cost. respectively. and that there are a mil­
lion possible solution trees from this node. Suppose further that 
two solution trees can be viewed as having nearly equal 41. or 410 

if their difference is less than 0.001. Then, approximately, every 
thousand solution trees have nearly equal 41. or 410 • Obviously. 
it is unnecessary to store the exact order of all solution trees. 

In this section we will address two problems. First, given 
an ordered depth-first search strategy and assuming that all 
sibling nodes in the AND/OR-tree are independent. what is the 
order to search the nodes in each level of the AND/OR-tree to 
minimize the expected search time? Second, for a logic program 
with shared variables and clauses. how should the subgoals and 
clauses be ordered to minimize the average search cost of a 
depth-first search? 

3.1 Assumptions 
In a logic program, if there are n clauses whose heads match 

(sub-)goal A. then they can be ordered according to the given 
heuristic values. Likewise. if there are m subgoals in the body 
of a clause B. B :- 8 1 .... , Bm. then the m subgoals can also be 
ordered. 

The assumptions made in the search strategy are described 
here. 
(1) For a given representation of the AND/OR-tree, a depth-first 

search is used. When nodes in each level are ordered accord­
ing to the heuristic values. the search is called an ordered 
depth-first search. 

(2) A producer-consumer model is used to bind values to vari­
ables. A variable is a producer if it has not been bound to 
any value. otherwise, it is a consumer. For each variable not 
defined in the head. only its leftmost occurence can be the 
producer. as a depth-first search is used. All other 
occurences of this variable in thiS clause are consumers. For 
example. in the clause A(x.y ):-B{x,z)C(z.y )D(x.y ). variable 
z in subgoal B must be a producer. while variable z in 
subgoal C is a consumer. Depending on whether a variable 
defined in the head is a producer or a consumer. the variable 
in the corresponding subgoal will be a producer or a consu­
mer. For example. if x is a producer in A. then x in Bis a 
producer. while x in Dis a consumer. We use a subscript·+· 
to indicate that the mode of a variable is a producer and a 
·-·to indicate that its mode is a consumer. As an example. 
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A(x+·Y-) :- B(x+,z+)C(z_,y_)D(x_,y_). When a variable in a 
subgoal is a consumer. it is necessary to verify in this 
subgoal whether the subgoal is TRUE or FALSE for such a 
binding of value. In contrast. when a variable in a subgoal 
is a producer. it is necessary to find a binding of value to the 
variable such that this subgoal is TRUE. 

(3) The probability of a subgoal to return TRUE and the aver­
age minimum overhead to determine whether a subgoal is 
TRUE or FALSE are independent of the bound values. 

(4) The overhead to test whether a subgoal in a clause is TRUE 
or FALSE for a given binding of values to variables or to 
generate a binding of values to variables is assumed to be 
independent of other subgoals in this clause, provided that 
the modes of its variables are unchanged. Likewise. the 
overhead to verify the head of a clause is independent of 
other clauses with the same head when the modes of its 
variables are unchanged. These assumptions are valid when 
results in one subgoal or clause are passed to other subgoals 
or clauses through the binding of values to variables. 

(5) The probability that a subgoal in a clause is TRUE for a 
given binding of values to variables is assumed to be 
independent of other subgoals in this clause. Similarly. the 
probability that the head of a clause is TRUE is independent 
of other clauses with the same head. These assumptions are 
not valid in general logic programs because subgoals have 
shared clauses and variables. but are made here to simplify 
the model. 

3.2. Optimal Ordering of Depth-First Searches in AND/OR­
Trees 
In this section we discuss a special case in the optimal ord­

ering of depth-first searches for AND/OR-trees, assuming that 
the success probabilities and expected overheads of all nodes are 
independent of each other. and that a node, once evaluated, will 
not be evaluated again. This special case exists in a logic pro­
gram when it does not have any logic variables and shared 
clauses. For each node in the AND/OR-tree, suppose that it has 
n descendent nodes, then there are nl possible evaluation orders 
for a depth-first search. Our objective is to select the optimal 
order of descendents for each node in the AND/OR-tree such 
that the average overhead to verify the root to be TRUE or 
FALSE is minimized. 

Various heuristic functions can be used to arrange the order 
of descendent nodes. Examples include the success probability. 
the lower bound on cost. and the number of immediate descen­
dents. The following theorem shows that 410 and ~o (for AND­
nodes and OR-nodes, respectively) are the heuristic functions to 
order the search such that the expected search cost is minimized. 

Lemma 1: Suppose that node K is an OR-node (resp. AND-node) 
with n (resp. m) immediate descendent AND-nodes (resp. OR­
node) ordered as K1 ..... Kn (resp. K1 •.... Km). and K. is searched 
before K;+1 in a depth-first search. Let p; and c; be the success 
probability and search cost of node K;. and q;=(l-p;). If all p;s 
and c;s are independent of each other and p;/c; < P;+1/c;+1 (resp. 
q;/c; < q;+1/c;+1). l~i~n. then the expected search cost can be 
reduced when K;+1 is searched before K;. 
Proof: Let C and C' be the expected costs of searching the descen­
dents of node Kin the order K1 ••••• Kn and that in the order with 
K; and K;+1 interchanged. Assume that node K is an AND node. 
Then 

C= k~luqirck and (15) 

c· = E lrrqjJ·ck + lrrqjl·(c;+1 + q;+1C;) + t [rrqjl•c1c (16) 
k=l J=l 1=1 k=i+ 1 j=l 

Subtracting Eq. (15) from (16) yields 

c· - c = ·1rr qk J·(p;C;+1 - Pi+l c) > 0 
k=l 



The proof when node K is an OR-node is analogous. D 

Some special cases of this ordering strategy have been 
observed by Simon and others [21. 3. 1]. 

Theorem 2: Assume that a depth-first search is used to search an 
AND/OR-tree. that the probabilities of success and search costs 
of all sibling nodes are independent of each other. and that a 
node. once evaluated. will not be evaluated again. The ordered 
sequence in which all OR-nodes. xis. are ordered by decreasing 
p(x;)/c(x;) ~nd all AND-nodes. yis• are ordered by decreasing 
q(y)/c(y;) will minimize the expected search cost over all possi­
ble ordered sequences, where p(x), q(x). and c(x) are the success 
and failure probabilities and average search cost for node x. 
Proof: Without loss of the generality. assume that the root (in 
Level O) is an OR-node and that each OR-node (resp. AND-node) 
has n (resp. m) immediate descendent AND-nodes (resp. OR­
nodes). For the n AND-nodes (resp. m OR-nodes), there are n! 
(resp. m!) possible oredered sequences, s1 ..... Sn! (resp. s1 ..... Sm1>· 
Let ci'.AND (resp. cj'.oR) be the minimum expected cost of the fth 
AND-node (resp. OR-node) in sequence si over all possible 
ordered sequences of descendents of this node. Let Cr.OR be the 
minimum expected cost of a depth-first search of the root over 
all possible ordered depth-first searches of the given AND/OR­
tree. Since the expected search cost of a node is the cost of 
searching the subtree rooted at this node to return TRUE or 
FALSE. it is independent of the search order of other sibling 
nodes. Hence, if all nodes in the k'th level have been ordered 
optimally. then this optimal order remains unchanged when 
determining the optimal order in levels smaller than k. That is, 
the principle of optimality is satisfied. The minimum expected 
cost of the root r can be found from a dynamic programming 
formulation. 

n 1· 1 t Cr OR = min JI:=l kft=l q~ cj,,.ND " s1E is1 .... .s,,I 
where (17) 

(18) 

where p~ and q~ are, respectively. the success and failure proba­
bilities of the k'th node in the i'th ordered sequences;. c_!'.oR can 
be evaluated in a similar fashion as in Eq. (17). Eq's (17) and 
(18) can be solved by a bottom-up evaluation. 

For any nonterminal OR-node (resp. AND-node). K. since 
all its immediate descendents K1 ..... Kn (resp. K1 ..... Km) are 
independent of each other, then from Lemma 1 and applying 
adjacent pairwise interchanges. the optimal search order should 
satisfy p(K;)/c(Ki) > p(K;+I)/c(Ki+l) (resp. q(K;)/c(K;) > 
q(Ki+1)/c(Ki+1)). D 

The above ordering strategy only holds when all nodes are 
independent. In general, a logic program has shared variables 
and shared clauses. Hence, the subgoals and clauses have depen­
dent search costs and swccess probabilities. Moreover. a subgoal 
may be searched more than once because a given binding of 
values to variables may succeed with this subgoal but fail with 
other subgoals. In the next section, we will discuss a heuristic 
method to find an efficient search order. 

3.3. Ordered Depth-First Search of Logic Programs 
To find an appropriate order of depth-first search in a logic 

program. the main problem is to develop a function to compute 
the expected search cost and success probability of a clause or a 
subgoal, assuming that the costs and success probabilities of all 
its immediate descendents in the AND/OR-tree representation 
are known. The difficulty lies in the shared variables and clauses 
in different subgoals of a logic program. The search cost of a 
subgoal may depend on the modes of its variables and cannot be 
evaluated as in Eq. (15). For a subgoal with a producer variable. 
it is necessary to generate one (or all) binding of value for the 

997 

given variable; whereas a subgoal with a consumer variable has 
to test whether the given binding is TRUE. The latter cost is 
usually larger than the former one. The cost functions are more 
complicated when there are multiple variables. Here. a subgoal 
can have a combination of producer and consumer variables. 

Owing to the distinction between producers and consumers 
and that a clause may be used with their variables set in 
different modes, the success probabilities and costs must be 
defined for all combinations of modes of variables. For example, 
there are four success probabilities and four expected search 
costs for clause with head A(x.y). namely, PA(x+·Y+). PA<x+.y_), 
PA(x_,y+). PA(x_,y_), cA(x+•Y+>. cA(x+.y_), cA(x_,y+). and 
cA(x_,y_), where a subscript·+· indicates that a variable is a pro­
ducer, and·-· indicates that it is a consumer. Let L be the set of 
variables in a subgoal. and L+ and L_ be the subsets of producer 
and consumer variables. For a clause with head A(L+,L_), all 
variables in L_ have been bound (called a binding-set) before 
this clause is searched, whereas all variables in L+ must be 
bound after the subtree rooted at clause A has been searched. 

In Figure 2 we have shown a Prolog program to query 
granddaughter{-,•). In Table 2 the average search costs for vari­
ous modes of variables X and Y in granddaughter are shown. 
For different modes, the orders in which the depth-first search 
should be performed may be different. We have shown the 
order that minimizes the search cost for two of these combina­
tions of modes. The structures for the other two combinations 
are different. The values in Table 2 illustrate that the difference 
in costs between the best and the worst orders can be a factor of 
one to seven. 

For node A(L). PA(L+,L_) is defined as the probability to 
successfully generate a binding-set of L+ under the condition 
that the given binding-set of L.:. is TRUE, namely. 

PA<L+.L) = PA(L_) PA(L+ IL_) (19) 

mother( theresa,martha). 
mother(jane.martha). 
mother(michael.mary ). 
mother(susan.jane). 
mother(edward.jane). 
wife(john.martha). 
wife(paul.mary ). 
wife(michael,jane). 
female(theresa). 
female(susan). 
female(X):-wife( .X). 
f ather(X ,Y):-mother(X.Z).wif e(Y ,Z). 
parent(X,Y):-mother(X.Y). 
parent(X.Y):-father(X.Y). 
grandparent(X.Y):-parent(Z.Y).parent(X.Z). 
granddaughter(X.Y):-f emale(Y).grandparent(Y .X). 

Figure 2. Minimum-cost Prolog program on family tree with 
granddaughter(-.+) or granddaughter(-.-) as the goal. 

Modes of Minimum Maximum Mean Standard 
X,Y in Avg. Avg. Avg. Deviation 

J{!anddau_ghter Cost Cost Cost 
20.6 97.8 46.9 28.9 

-.+ 14.1 97.9 47.4 31.6 
+.- 20.1 130.8 81.6 36.0 
+.+ 11.5 20.6 16.6 4.4 

Table 2. Average Costs of evaluating granddaughter(X.Y) in 
Figure 2 for all combinations of bindings of variables 
and all possible solutions returned. (Each traversal of 
a subgoal or clause has unit cost. Each producer vari­
able only produces one binding at a time.) 



PA(L_) is the probability that the binding-set of L_ on A is true. 
PA(L+ IL_) is defined as n/(n+l), where n is expected number of 
binding-sets of L+ in subgoal A for a given binding-set of L_. In 
this case we are approximating the distribution on the number of 
distinct binding-sets of L+ for a given binding-set of L_ as a 
geometric distribution with parameter p. For such a geometric 
distribution, its expected value is p/(1-p). which implies that 
p=n/(n+l ). In the special case when all variables in L are 
producers, then PACL+) = m/(m+l). where mis the total number 
of generated binding-sets. 

For ACL+.L_), its expected cost. cACL+.L_), is defined as the 
expected cost of generating a successful binding of variables in 
L+. given the binding of variables in L_. If all variables in L are 
consumers, then cA(L_) is the expected cost of testing whether a 
binding-set is TURE. 

For clarity. we illustrate a heuristic method to compute the 
various costs. In this method all probabilities are assumed to be 
independent. For a clause A(x.y) :- B(x.z).C(z,y) with known 
costs and probabilities for subgoals B and C. the expected cost of 
A can be computed by modeling the test process as an absorbing 
Markov chain (26]. If one solution is sought. then the absorbing 
Markov chain in Figure 3a is used. The two sink nodes (So and 
s1) represent the states of success and failure. After a finite 
number of steps. the process must enter one of these absorbing 
states. To find the ~xpected cost. we need to calculate the 
expected number of times that the process is in transient states s2 
and s3. In this example P. the transition matrix. Q. one of its 
submatrices denoting the process in the transient states, and R. 
another submatrix denoting the transitions from the transient 
states to the absorbing states, are 

1 0 0 0 

p = ~ :2 ~ ~2 = [! g J: Q = 1:3 ~ ]: R = 1:3 ~I (20) 

p3 0 q3 0 

Let ni be the expected total number of times that the pro­
cess is in state si. and Mi[ni] be the mean of ni when the chain is 
started in si. From the theory of absorbing Markov chains [26], 
N = (MJni]} =(I- Q)-1• N is called the fundamental matrix. In 
our example 

1 P2 
N = 1-p2q3 t -p2q3 

q3 1 
(21) 

1-p2q3 1-p2q3 

As a result. the expected cost is (c2+p2c3)/(1-p2q3). where c; is 
the cost associated with state si. If B is searched before C. then 
A has expected cost 

( ) c8(x+.z+) + p8Cx+,z+hc(z_,y +) 
CA X+•Y+ = -------------

1 - pg(x+.z+)•qc(z_,y+) 

If subgoal C is searched before B, then A has expected cost 

'( ) ccCz+·Y +) + PcCz+·Y +hsCx+.z_) 
CA X+•Y+ = -------------

1 - PcCz+·Y+rq8Cx+.z_) 

(22) 

(23) 

Comparing cA and cA'. the order with the smaller cost is used. 
Expected costs of clause A with variables in other modes can be 
computed similarly. 

When all solutions in a subgoal have to be found. the pro­
cess can also be modeled as an absorbing Markov chain. Figure 
3b shows the absorbing Markov chain for the above example. 

To compute the success probability of a clause. if bi.i is the 
probability that the process starting in transient states; ends up 
in absorbing state si, then from the theory of absorbing Markov 
chains, (bi)= B = NxR. In our example. bi.o = rip3/(1-p2q3). 
and b2,l = q2/( 1-p2q3). If subgoal B is searched first. then the 
success probability of node A is 
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' Is 

(a) 

Figure 3. Example to compute the search cost and probability 
using an absorbing Markov chain. 

pg(X+.Z+)pc(z_,y +) 
PACx+·Y+) = 1 - pg(X+,Z+)qc(Z-,y+) 

(24) 

In general. if a subgoal has k variables. then 2k combina­
tions of probabilities and costs corresponding to all combinations 
of modes of the variables have to be found. 

The above example illustrates the use of an absorbing Mar­
kov chain to order the search of descendents of an AND-node. 
which represents the evaluation of a clause. In contrast. to order 
the descendents of an OR-node. which represents the selection of 
multiple clauses with the same head. it is observed that once a 
descendent of an OR-node has been searched for a given 
binding-set. it will not be searched again. Unlike descendents of 
AND-nodes. there is no backtracking involved for a given 
binding-set. According to Theorem 2, descendents of an OR-node 
should. therefore, be ·searched in decreasing order of rati.os of 
success probability to cost. The cost and probability of an OR­
node can be computed in a similar fashion as in Eq. (15) when it 
has at least one consumer variable. When all its variables are 
producers. the average cost is taken as the average cost of each of 
its descendents weighted by the fraction of the total number of 
binding-sets that can be generated. 

The basic idea in a systematic method to determinate an 
appropriate ordering of the subgoals and clauses is to associate 
with each subgoal and clause a table of the expected costs and 
probabilities for all combinations of modes of variables, and to 
use the appropriate costs and probabilities depending on the 
modes set for the variables. The best order with the minimum 
expected cost is chosen from all possible permutations of descen­
dents. The number of permutations may be large. In this case 
heuristic information. such as the number of variables in a 
subgoal, can be used to eliminate inefficient candidate permuta­
tions. Note that the cost of each node in the AND/OR-tree 
representation depends only on the costs and probabilities of its 
descendents. provided that the descendents only depends on each 
other through shared variables. Here. the selection of the best 
order in a given level does not influence the computation of costs 
in levels above. That is. the computation of the minimum cost 
satisfies the principle of optimality. and the optimal order can be 
found by dynamic programming. In practice, subgoals are gen­
erally dependent on each other through shared clauses. which 
results in over-estimation of the costs. The proposed scheme is 
still applicable as a heuristic method to arrange the order in the 
search process. Statistic sampling has to be used to estimate the 
cost and probability of a node after the order of its descendents 
is determined. This reduces the accumulation of errors as nodes 
in higher levels of the AND/OR-tree are ordered. 

A final point on the ordering of nodes in the AND/OR-tree 
representation of logic programs is that different orders may be 
found depending on the modes of the variables. Either an 'aver­
age' order may be used or multiple program statements may be 
generated for different cases to reflect the preferred order. 

4. OONCLUSIONS 
In this paper we have studied the computational efficiency 

of parallel and ordered depth-first searches to solve optimization 



and decision problems. The performance bounds and conditions 
to cope with anomalies in searching optimization problems 
represented as OR-trees have been derived and verified by simu­
lations. Speedups have been found to be related to the problem 
complexity and the number of incumbents obtained during the 
search process. For a problem with a high complexity and a 
small number of incumbents, such as integer programming prob­
lems. a near-linear speedups can be achieved with respect to a 
large number of processors. 

An ordered depth-first search strategy has been studied 
with respect to decision problems represented as AND/OR-trees. 
When the success probabilities and costs of sibling nodes are 
independent of each other. and a node. once searched. will not be 
searched again, the sibling nodes should be ordered according to 
ratios of probability and cost to minimize the expected total 
search cost. Due to shared clauses and variables in a Prolog pro­
gram and that backtracking is allowed. it is difficult to find the 
optimal depth-first search order. An absorbing Markov chain to 
model the effects of backtracking and a dynamic programming 
method to order the search have been developed. 
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ABSTRACT 

Given an array of size n with entries either marked or 
unmarked, we compute the number of marked entries and assign to 
each (marked entry) a unique index between one and the number of 
marked entries. If there are k marked entries, then our algorithms 
require 0 (logk) time, which is independent of n , using n proces­
sors and a CRCW model. 

1. Introduction 

As the study of parallel algorithms matures, it is important to 
develop efficient basic techniques that can be used as building 
blocks for more complex algorithms. One basic algorithm is to 
compute the size of a subset and pack it into an array. That is, given 
an array with entries either marked or unmarked, compute the 
number of marked entries and assign to each (marked entry) a 
unique index between one and the number of marked entries. 

Assume that there are k marked entries in an array of size n. 
We are given n processors and a CRCW model of parallel computa­
tion. That is, each processor can read or write any cell in shared 
memory in a single cycle. If two or more processors try to write to 
the same cell during the same cycle, then one arbitrarily wins. Actu­
ally, our algorithms require a slightly weaker model in which two 
processors are allowed concurrent write of common values only. 

Using a simple binary summation tree, it is easy to solve this 
problem in 0 (logn) time. On the other hand, using a simple lock­
ing mechanism, it is also easy to solve the problem in time O(k); 
each processor is assigned a unique cell of the array and if the entry 
is a one, then the processor locks a counter variable. When the lock 
is granted, the processor just increments the counter by one and 
unlocks the variable. 

We desire a solution whose running time is independent of n 
and is logarithmic in k. Such a solution already exists, however, it 
uses randomness and assumes the stronger model of CRCW. 
Rudolph and Steiger [2] give a parallel algorithm that terminates in 
0 (logk) time with high probability. Moreover, they use only k pro­
cessors. We present a deterministic solution to this problem with 
the same time bounds. Note that a trivial consequence of our result 
yields an algorithm for computing parity. 
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The outline of the paper is as follows. We first describe an 
algorithm for computing the the "prefix maxima" of an array. This 
is then used to develop an 0 (loglogn + logk) time algorithm. For 
k~ogn this algorithm gives the desired result. We then present a 
second algorithm for the case of k <logn . Running the two algo­
rithms in tandem gives the final result. 

2. Prefix Maxima 

Given an array A [1..n] of numbers, we define prefix max­
ima, MAX;(A }, to be a set of n values, the i-th of which is the max­
imum of the first i elements of A : 

MAX;(A)=Maximum{A[l],. . .,A[i]): l:S::i:S::n. 

A simple sequential scan algorithm solves this problem in 
0 (n) steps; this section gives a parallel algorithm using n proces­
sors and terminates within 0 (loglogn) parallel steps. 

Lemma 1: The ~refix maxima vector can be found in 0 (1) parallel 
steps using n (n -1)16 processors and a CRCW model of parallel 
computation. 

Proof: Note that we can compute all MAX;(A) in parallel. For the 
i-th prefix of A we do the following: 

First, i(i-1)/2 processors perform all distinct comparisons 
between A [x] and A fy ], l:S::X <y g, in one parallel step. Next, the 
same number of processors check, for each j, l:S::j :S::i, whether 
AU]= Maximum {A [l], .. ., A [i]) by parallel computation of an 
AND function. Writing the correct value of MAX;(A) requires one 
more step. 

The above procedure can be performed in parallel for all 
i, IS i Sn, with F (n) processors, where 

F(n)=~;:1i(i-l}/2 =n(n 2-l)/6. 

If, on the other hand, there are fewer than a cubic number of 
processors, but at least a linear number, i.e. n :s; p :s; F (n ), an adap­
tation of the max computation of Valiant [4] (and as implemented by 
Shiloach and Vishkin [3]) can be used. The following algorithm 
evaluates the array M [1..n] for the input A such that 
M[i]=MAX;(A): 



Procedure PreMax (p, A , n, M) 
Step 1: If p '<!: F (n) then use lemma l to compute M [l..n] in 

one parallel step and return. 
Step 2: Divide the array A [l .. n] into minimal number l of dis­

tinct segments S l' .. S1 which satisfy the following condi­

tions [3]: 
(i) 1s.1-1s.1 s1 for lSi ::;j ::;1 

'1 J 
(ii) Li=IF(ISil) $p 

Step 3: Let bi' e;, ni' be the indices of the begimring, ending, 
and size of each segment Si. 

Step4: For each i in [l..l] do in parallel 
PreMax(F(ni),A [bi .. ei], ni,M [bi .. eJ) 

Step 5: Let A' [1 .. l] be the maximum value in each segment: 
For each i in [1..l] do in parallel: A' [i] =M[ei] 

Step 6: Apply the algorithm recursively on A': 
PreMax(p ,A', l ,M') 

Step 7: Merge results from steps 4 and 6: 
For each i in [2 . .l] and j in [b; .. ei] do in parallel 

M Ul :=Maximum (M Ul. M'[i-1]) 

It is not hard to see that this algorithm terminates in 
O (loglogn) parallel time: Step 1 requires constant time as shown in 
lemma 1. Finding l and then computing bi and ei for all i: l$iSl in 
steps 2 and 3 require 0 (1), i.e. constant, parallel time. The recursive 
call in step 4 is terminated in constant time since there are enough 
processors for each segment to compute all the prefix maxima in 
constant parallel time as in step 1. The exact allocation of processors 
in step 4 may require some computational work, but it can be done 
by the first l processors in constant time. Steps 5 and 7 again take 
constant parallel time. 

Note that step 7 correctly evaluates M [l..n ]: At the end of step 
6, each MU] contains the maximal value of A [bj]..A [ej]. M'U-ll 
is the largest of M [e 1] .. M [ei_1]. Since these M values are the maxi­
mal in their segment, then at the end of step 7, MU] is the biggest of 
A[l..j]. 

The algorithm requires constant parallel time except for the 
recursive call in step 6 on the auxiliary array A'. We need to bound 
the number of recursions. The recursion terminates when the 
number of processors, p , is larger than the number of items cubed. 
Let T(a.,n) denote the parallel time for running the algorithm on n 
values using an processors. From the definitions it is easy to check 
that 

I 3 2 
Lj=IF(ISjl)Sn fl for all l$n. 

We can bound the value of l Sl 0 where n 3 ll; = p Thus, l , the size 
of the array in the next iteration would be smaller than nla.'h. 
Since, the number of items drops by a factor of a-ll2 and the number 
of processors remains constant, then the new ratio between proces­
sors and items will be a.312• Thus we get: 

T(a.,n) = 1 + T(a.312,nla.2) 

The recursion is guaranteed to terminate when a is bigger than n 2, 

and this will occur within 
2 

(loglogn - logloga) 
-~~-----'""---'..__ = 0 (loglogn) steps. 

loglog(3/2) 
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If lSa.<2, the above equation is ill defined. We can force a to 
be 2 by using virtual processors: some or all of the processors will 
act like 2 virtual processors and thereby raising the processor to item 
ratio and only doubling the time. A more careful and much more 
tedious counting shows that the number of steps required even in the 
case of a=l is 0 (loglogn ). 

For pSn divide the array into p almost equal segments. 
Assign one processor to each segment and, in parallel, compute the 
prefix maxima on each segment sequentially. Then compute the 
prefix maxima of the maximum values of each segment; there are p 
of them. Computing the prefix maxima of the full array can be done 
as in step 7 in the previous algorithm. The running time is 
0 (n Ip )+O (loglogp ). 

3. Computing the Subset Size in Parallel 

The Subset size problem is to find the number of elements 
in a set which satisfy some predicate. This can be formulated as 
follows: Given an array A [l..n] with binary values, compute how 
many entries contain the value 1. The subset will be denoted by S 
and its size by k. In addition, each entry with a value of 1 is to be 
assigned a unique integer in the range 1 to n . 

We present two algorithms for solving this problem. One is 
efficient when the number of set elements is large (SubSet I) and the 
other (SubSet_II) is efficient when it is small. Both these ;lgorithms 
can be executed in parallel to ensure an efficient algorithm for any 
set cardinality. 

3.1. Algorithm Subset_ I 

As usual we will assume p '<!:n • First we reduce the prob­
lem of finding subset size to the prefix maxima problem. Then, we 
form a linked list of the subset elements. Finally, we apply recursive 
doubling to compute the size and assign ordinal numbers to each 
element. 

The following algorithm outputs k, and the array R [l..k] 
where where D [R [i]] is the i-th element of D that contains a 1. The 
arrays A [1..n+l] andP [l..n+l] are used as temporary storage. 

Procedure SubSet _I (p ,D ,n ,R ,k ). 
Step 1: Compute the auxiliary array A [l..n+l] as follows: 

For each i in [l..n+l] do in parallel: 
lfi>l andD [i-1]=1 Then A [i] :=i-1 
Else A [i] := 0 

Step 2: Apply the previous algorithm to produce the linked list 

PreMax(p ,A ,n ,P) 

Note that P [i] will come to contain the max value of all the 
elements in cells A U ], where j < i. This value is also the 
index of the first cell containing a l to the left (smaller 
index) of D [i ]. 

Step 3: Apply recursive doubling to the linked list represented by 
the array P [l..n ]. The head of the list is stored in P [n+l]. 
This will result in the array R of the requested form and will 
yield the value k . 

It is easy to see that SubSet _I requires 0 (loglogn +logk) time 
using n processors: Step l requires 0 (1) time, step 2 requires 
0 (loglogn) time as previously shown, and step 3 can be done in 
logarithmic time of the length of the linked list, i.e. O (logk ). 



3.2. Algorithm SubSet _II 

When ks;Jogn the loglogn term in running time of SubSet_l 
dominates. Fortunately, when k is this small, we can create the 
linked list faster. The basic idea is to compact the set elements into 
a smaller array so that more processors can be used to quickly solve 
the problem. Algorithm SubSet_ll gives the precise details of the 
computation of k and R [l..k] as before. The algorithm uses the tem­
porary arrays: D', D", R', R", size of which will be determined at 
run time. 

Procedure SubSet_ll (p ,D ,n ,R ,k) 
Step 1: If p ~ (n) then apply SubSet _I to D: 

SubSet _I (p ,D ,n ,P ,k) 

Step 2: Find the maximal l for which p ~ (l ). 
Step 3: Split the array D [l..n] into l disjoint consecutive seg­

ments S which may vary in size by no more than 1. 
Step 4: Compute the array D' [1..l] as follows: 

foreachj in[l..l] andi in[l.. ISj ll do in parallel: 
If Sj [i] = 1 Then D' U ]:=1 Else D' U ]:=O 

Step 5: Apply algorithm SubSet _I to D': 

SubSet _I (p ,D' ,n ,P' ,k') 

Step 6: Compress the array D into D" , using the ordinal 
number of non empty segments, as found in step 5. 
D" [1..k'* rcn !l) lJ, will contain only the segments Sj of D 
before step 6, that have at least one element set to 1 in them. 

Step 7: Apply SubSet_ll recursively to D": 

SubSet _II (p ,D" ,k'* rcn !l) l,n" ,k) 

Step 8: Map R" into R to fit the original indexes of D (before 
the compression in step 6. 

As before steps 2 and 3 take a constant parallel time. Step 4 is 
really a computation of an OR function which can be done in paral­
lel in constant time. In step 6 and 8 we make a compressed copy of 
an array and compute the opposite transformation. Since the ordinal 
number of each segment copied is given in the array P', those steps 
can be done in parallel using n processors in constant time. 

In step 1 and 5 we apply algorithm SubSet_/, there are always 
enough processors to do the linking phase in it in a constant time. 
The counting in SubSet _I takes 0 (logk) in step 1, and 0 (logk') in 
step 5. Since k' < k we can conclude that the total running time of 
SubSet _II is 0 (logk) except for the recursive call in step 7. 

Since F(l) S l 3 and p~ we have l <n 113 at step 2. The algo­
rithm is applied recursively in Step 7 tO an array Sized k I rcn /[) l. 
Denote the size of the array after the i 1h recursive iteration by n;. It 
is clear that ni Sn for all i >0, now n 0=n, n 1 S kn 0

213 , n 2 S kn 1213 • 

A simple induction gives: 

< k3 (213)' 
n;- n 

The recursive calls are guaranteed to stop if n;sn:¥. For 
k s n 13 < n 3 the recursion will terminate in the 
log(l/3 - 3~)- log(2/3) step. The total running time of the algo­
rithm is therefore 0 (C 131ogk) were C 13 is a constant depending only 
on ~- For example taking ~.07 would give C 13=5. 

Note that asymptoticly logn <n 13 for any ~-This algorithm can 
be used in those application where the k is known in advance to be 
smaller than logn . When no estimate can be made about k, one 
would run the two previous algorithms in parallel, and terminate as 
soon as one of them terminates, requiring a total time of 0 (logk) for 
any size k. 

For p <n creating the linked list and computing the size of the 
subset can be done by dividing the array into p segments. Each pro­
cessor will make a linked list and will count the number of elements 
in his segment. After that Use the SubSet_l and SubSet_ll algo­
rithms for chaining the linked lists of all segments which contain 
one or more elements from the subset. The total running time is 
therefor 0 (n Ip )+0 (logk ). 

4. Conclusion 

We view the algorithms presented as building blocks to more 
complex ones. One application is when there is a multiway predi­
cate, and subsets of the processors are to go off and solve indepen­
dent subproblems. Before they can work together, however, they 
must know how many processors are cooperating, it is advantageous 
if each has a unique index. 

The algorithm can be improved somewhat, but only by a con­
stant factor, by using a technique to compute the maximum of n 
items, all in the range 1 to n with n processors in constant time. 
(Note that in this paper we require about n 2 processors to compute 
the max.) This result can be found in a fuller version of this paper 
[l]. 
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Abstract 

The problem of selecting the K-th smallest element of a 

set of N elements distributed among d sites of a 

communication network is examined. A distributed reduction 

technique for selection is a distributed algorithm which 

tranforms this problem to an equivalent one where either K 

or N (or both) are reduced. A collection of distributed 

reduction techniques is presented; the combined use of these 

algorithms yield new solutions for the selection problem for 

both point-to-point and shout-echo networks. In particular, 

O(d + 8 log(K/d)) and O(log K) upper-bounds on the 

distributed selection problem are derived for point-to-point 

networks having a spanning star graph (e.g., complete 

networks) and shout-echo networks, respectively, where K:;:;; 

~ = Min{K,N-K+l}:;:;; Kand 8:;:;; d. These results represent 

an improvement on the existing bounds for those networks; 

furthermore the existing selection algorithms for other 

point-to-point networks (e.g., rings, meshes, trees) can be 

made more efficient by using one of the proposed reduction 

techniques as a pre-processing phase. 

1. Introduction 

The classical problem of selecting the K-th smallest 

element of a set F drawn from a totally ordered set has been 

extensively studied in serial and parallel environments. In a 

distributed context, it has different formulations and 

complexity measures. 

A communication network of size d is a set 

S={Sp ... , Sd} of sites, where each site has a local 

non-shared memory as well as processing and 

communication capabilities. 

A file of cardinality N is a set F={fp ... ,fN} of 

records, where each record fe F contains a unique key k(f) 

drawn from a totally ordered set; for convenience, k(9<k(~) 

shall be denoted by fi<~. 

A distribution of F on S is a d-tuple 

X=<Xp ... ,Xd> where ·xi&. Fis a subfile stored at site Si, 

xi n Xj= 0 for i =1: j, and ui xi= F. 
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Order-statistics queries about F can be originated at 

any site and will activate a query resolution process at that 

site. Since only a subset of F is available at each site, the 

resolution of a query will in general require the cooperation 

of several (possibly all) sites according to some 

predetermined algorithm. Since local processing time is 

usually negligible when compared with transmission and 

queueing delays, the goal is to design resolution algorithms 

which minimize the amount of communication activity rather 

than the amount of processing activity. 

The distributed selection problem is the general 

problem of resolving a query for locating the K-th smallest 

element of F. The tuple <N, K, N[l], ... , N[d]> is called the 

problem configuration, and~= Min{K,N-K+l} is called 

the problem size, where N[i] is the cardinality of Xi. Any 

efficient solution to this problem can be employed as a 

building block for a distributed sorting algorithm [9]. 

The complexity of this problem (i.e., the number of 

communication activities required to resolve an 

order-statistics query) depends on many parameters, 

including the number of sites, d, the size N of the file, the 

number N[i] of elements stored at site Si, the rank K of the 

element being sought, and the topology and type of the 

network. 

Solutions to this problem have been developed for 

both the point-to-point and the shout-echo models of 

computation. 

In point-to-point networks, associated with S is a 

set L &. SxS of direct communication lines between sites; if 

(Si,Sj)e L, Si and Sj are said to be neighbours. Sites 

communicate by sending messages; a message can only be 

sent to and received from a neighbour. The couple G=(S,L) 

can be thought of as an undirected graph; hence, 

graph-theoretical notation can be employed in the design and 

analysis of distributed algorithms in the point-to-point model. 

Different solutions and bounds exist for the distributed 

selection problem in the point-to-point network depending on 

the topology of the network [2,6,15]. In particular, 



Frederickson [2] presented algorithms which require O(d 

(log d)2 log N) messages in a ring, O(d (log d)112 log N) 

messages in a mesh, and O(d log(2N/d)) messages in a 

complete binary tree. All these bounds apply to the worst 

case; the analysis of the expected communication complexity 

has been carried out in [11,15]. 

In shout-echo networks, each site can broadcast a 

message and reply to a received message; the process of 

broadcasting a message and receiving a (possibly distinct) 

reply from all sites constitutes a basic communication activity 

called shout-echo: Several papers investigating the selection 

problem in this network have appeared [1,5,7,8,10-14]; an 

O(log A) bound has been established by Marberg and Gafni 

[5] who also prove a Q(log ~) lower bound if the messages 

are constrained to carry only file elements, where ~ is the 

second largest number of elements stored at the sites. 

In this paper, a selection procedure based on various 

reduction techniques is proposed, and used to obtain efficient 

solutions both in the shout-echo and in the point-to-point 

models. The algorithm is based on the serial technique 

developed by Frederickson and Johnson for selection in an 

array with sorted columns [3], and employs some of the 

existing distributed selection algorithms as subroutines. 

Using the proposed algorithm, the following upper-bounds 

on the distributed selection problem are obtained: 

1) 9.64 8 log(K/d) + O(d) messages in networks having 

a spanning star graph (e.g., star networks, complete 

networks); 

2) 6.82 logic+ 0(1) basic communication activities ih a 

shout-echo network; 

where ic SA and 8 Sp= Min{A,d} are, respectively, the 

rank of the desired element and the number of sites under 

consideration in the problem configuration produced from the 

execution of Procedure SET-UP (see section 2.1). These 

results improve the existing bounds of 19.28 p log A- 9.64 p 

log d + O(d) and 10.64 log A + 0(1) for these networks, 

respectively. Note that, while always ic SA, sometimes K<< 

A. Consider for example the configuration 

<10032,5937,10000,20,5,5,2>; in this case K=33 while 

A=Min{K,N-K+1}=4096. 

Furthermore, it is observed that selective application of 

the proposed reduction techniques can also yield slight 

improvements to the existing bounds for rings, meshes, and 

complete binary trees established in [2]. 

The paper is organized as follows. In the next section a 

collection of reduction techniques is presented and analysed; 
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the combined use of these techniques yields a new selection 

procedure. In section 3, this procedure is employed to obtain 

the new bounds in the shout-echo networks. Finally, in 

section 4, the application of some of the reduction techniques 

to point-to-point networks is discussed. 

2. A selection procedure 

In this section, a selection algorithm is proposed which 

can be used to obtain efficient solutions both in the 

shout-echo and in the point-to-point models. 

The algorithm consists of four phases: set-up, cut, 

filtration, and termination; the first three phases are 

reduction techniques. The set-up phase (procedure SET-UP) 

enforces a set of constraints on the problem configuration; 

this might require a modification of the entire problem 

configuration. The cut phase (procedures CUTI and CUT2) 

has the overall effect of further reducing the problem 

configuration so that the cardinality of the set of elements 

among which the sought element is to be found is linear in 

the rank of this element. Finally, the filtration phase 

(procedure FILTER) iteratively reduces the problem under 

consideration to one that can be efficiently solved at just one 

site by the termination phase. Assume, without loss of 

generality, that the original problem is finding the K-th 

smallest element (a "min" problem). The symmetrical 

problem of finding the K-th largest (a "max" problem) can be 

treated in a similar manner. 

2.1 Set-up phase 

A problem configuration <N, K, N[l], ... ,N[d]> is 

said to be regular if N[i]SA for lSiSd, where 

A=Min{K,N-K+l} is the problem size. The goal of the 

SET-UP procedure is to tranform the initial problem 

configuration to a regular one. 

Let C=<N,K, N[l], ... , N[d]> be the initial problem 

configuration and, without loss of generality, let A = K. If 

this configuration is not regular, then for all sites Si with 

N[i]>K the N[i]-K largest elements can obviously be 

removed from consideration without altering the problem 

integrity (i.e., the K-th smallest element will have the same 

rank among the remaining elements); this observation has 

also been made in [3,5]. After this simplification, the 

resulting configuration will be C'=<N',K, N'[l], ... , N'[d]> 

where N'[i]=Min{N[i],K} and N'=Li N'[i]. 

It is possible, however, that this new configuration is 

not regular once we change the problem type (i.e., select the 



(N'-K+l)-th largest instead of the K-th smallest element). 

For example, it may occur that A'=Min{K,N'-K+l}<K and 

that N'[i]>A' for some i; in this case, the N'[i]-A' smallest 

elements can still be removed from consideration from that 

set without altering the problem integrity (i.e., the 

(N-K+l)-th largest among the original element will be the 

A'-th largest of the remaining elements). Notice that such a 

modification will change the value of N' and thus possibly 

K'; hence, the new configuration might again be not regular. 

In the following, the variable Tj will represent the type 

of the problem at iteration j: Tj="max" ("min") will indicate 

that the Kj largest (smallest) element is to be determined; the 

function other on problem types is defined as follows: 

other[''max"]="min" and other["min"]="max". 

PROCEDURE SET-UP 

initialization: 

N0:= N; K0:=K; Ni,o:=N[i]; T0="min"; 

j-th iteration (j~l ): 

Kj := Min{Nj-l -Kj_1+1, Kj_1}; 

if K.=K. 1 then T.:=T. 1 else T.:=other[T. 1]; JJ· JJ· J J· 

Nij:= Min{Nij-l• Kj}; 
<Meaning: remove from consideration 

the KfNij-l largest .(if Tj="min") or 

smallest (if Tj="max") elements still 

under consideration at site Si> 

Nf= :LiNij; 

.Bj=I{ Nij-t>Kj}I; 
if .Bj>O perform the next iteration, otherwise 

execute the termination step. 

termination: 

d:= Min{d,Kj}. 

END SET-UP 

<Meaning: If d>Kj and Tj="min" 

("max"), consider the smallest 

(largest) element still under 

consideration at each site; among these 

elements, identify the d-Kj largest 

(smallest) and remove from 

consideration the corresponding sites> 

It will now be shown that the procedure will iterate a 

constant number of times. The j-th iteration will be called a 

flip if Kj=Nj-C Kj_1+1<Kj_1; i.e, if the type of the problem 

is changed. 

1005 

Property 1 Letj~l. If the (j+l)-th iteration is not a 
flip, the procedure terminates at that 
iteration. 

Proof. If the (j+l)-th iteration is not a flip, Ki+1=Kj~Nij; 

hence .Bi+l=O and the algorithm terminates. + 

Property 2 Letj>l. If the (j+l)-th iteration is a flip, 
then .Bi=l. · 

Proof. Let the (j+l)-th iteration be a flip; then .Bj>O, 

otherwise the algorithm would have terminated at the j-th 

iteration. Let .Bj>l, and let Sa and Sb be two sites with 

Naj-i>Ki and Nbj-t>Ki; then, Ni~ Naj+ Nbj= 2 Kj. 

That is, NrKi+l~Kj+l>Ki which would imply Kj+i=Min 

{~, NfKj+l} =Ki contradicting the fact that the (j+l)-th 

iteration was a flip. Thus, .Bj=l. • 

Property 3 Let j>l. Then the j-th and the (j+l)th 
iterations cannot both be flips 

Proof. By contradiction, let both the j-th and the (j+l)th 

iterations be flips; that is 

Ki = Nj_1-Kj_1+1 < Kj-l (1) 

and 

Kj+l = Nf Kj+l < Kj (2) 

By property 2, .Bj_1=1; that is, only one site, say s •. had 

been reduced in the (j-1)-th iteration. Since Naj_1=Kj-1' 

site s. will be reduced also in the j-th iteration; and since 

iteration (j+l) is a flip, then (by property 2) Bi=l; that is, 

. Sa will be the only site to be reduced in the j-th iteration. 

Thus, Nj=Nj_.-(Naj_1-Ki)= Nj-CKj_1+Kj; by substituting 

this expression for Nj in inequality (2), it follows Kj > Nj 

-K. +1= N. 1-K. 1+K. -K. +1=N. 1-K. 1+1 contradicting 
J J· J· J J J· J· 

relation (1). + 

Theorem 1 Procedure SET-UP performs at most 
three iterations. 

Proof. Let it perform at least two iterations. If the second 

iteration is not a flip, (by property 1) the algorithm 

terminates at the end of this iteration; on the other hand, if 

the second iteration is a flip then (by property 3) the third 

iteration is not a flip and (by property 1) the procedure 

terminates after the third iteration. • 

Theorem 2 Let IC and 3 be, respectively, the rank of 
the desired element and the number of 
sites under consideration in the problem 
configuration produced by the 
Procedure SET-UP. Then, there will be 
at most KS S K 2 elements still left under 
consideration. 

Proof. The configuration obtained from Procedure 

SET-UP is regular; i.e., at most K elements are still under 



considerations at each site. Since in the termination step of 

the procedure 3 S x: sites are kept under consideration, the 

theorem follows. + 

2.2 Cut phase 

Let <N, K, N[l], ... , N[d]> be the problem 

configuration. If this configuration is the result of the 

SET-UP phase, then N[i] SK = K, lS i S d, and d = 3 S x:. 
The CUT phase is the distributed translation of the CUT 

procedure of the algorithm by Frederickson and Johnson for 

selection in matrices with sorted columns [2]. This phase is 

composed of two sub-phases. The initial sub-phase CUTl 

reduces the number of elements under consideration to at 

most Min{K log d, K log n}, where n = Max{N[i] I 1 Si S 

d}; sub-phase CUT2 guarantees that at most 4.5K elements 

remain. 

The j-th iteration of procedure CUTl is applied only to 

a subset,~. of the sites. The ij = r2i(K+l)tdl - th smallest 

element from each of these sites is collected. If a site has less 

than ij elements then +oo will be used. Among these values, 

the median is found and all values at all sites greater than or 

equal to the median are removed from consideration. The 

next iteration is then applied to half the sites participating in 

this iteration. 

Using the values ij produced by CUTl (0 S j S q), 

each subfile Xm of site Sm can be broken down into the 

subsections r m,j = {x Ix e Xm, Sm[ij] s x < Sm[ij+1]}, 

where Sk[w] denotes thew-th smallest element at Sk and 

i0=1. Assign the weight ij+l-ij to the initial Sm[ij] subsection 

element. Procedure CUT2 operates on this set of initial 

subsection elements {Sm[ij] I IS m Sd, 0 S j S q}; among 

these, it finds an element x • whose overall rank is at least K 

and at most 4.5K, using a weighted selection algorithm 

(e.g., see [4]). Finally all elements larger than x• are 

removed from consideration. 

PROCEDURE CUTl 
(to be performed only ifN>4.5K) 

1. Initialization 
"o ·- S· 1· ·- 1 ~ .- • o·- . 

2. Sta~e j (lSj~) 

2.0 IF r2i(K + l)tdl>n or l~j-llSl THEN 
go to the termination step. 

2.1 ~ :=r2j(K+l)tdl; 

2.2 Let yj denote the set of all Si[~], the ~th 
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, ranked element of site ~i• where Si e ~j-l. 
Find the median v of VJ 

2.3 Send the median v to all sites. 
Upon receipt of this median v, each site 
eliminates all elements not smaller than v. 

2.4 Let~= {S· Is. e ~j-l and s.[i.]<v}. 
Perform thi ne~t iteration by~ating step 2. 

3. Termination 
Let iq+l= n + 1 

ENDCUTl 

Property 4. The K-th element of the original 
problem is also the K-th element of the 
result of CUTl. 

Proof. At step j, Vi contains at least d/2.i-1 elements, each 

having rank at least 2i(K+l)/d. Thus the median of Vi has 

overall rankat least (2i(K+l)/d)(d/2i) = (K+l); that is, the 

K-th smallest element must be smaller than the median ot 
Vi. Since we only remove elements which are greater or 

equal than the median, the lemma follows. + 

Property 5 The number of stag,es of frocedure 
CUTI is at most MinO logd l logn l). 

Proof. There are two conditions for termination in step 

2.0. The first condition, r2i(k+l)tdl > n, guarantees that 

at most j < r logn l iterations are performed. Since l~jl s 
Li~j-llt2J, for j ~ 1, the second condition, l~j-llSl, ensures 

at most r logd l iterations. • 

PROCEDURE CUT2 
(to be performed only ifN>4.5K) 

Let v0 denote the ioth element from every site Si e ~0. 

1 Select x* from the elements Uj = o,q Vi by a 4K-th 

weighted selection, where an element x e yj 

has weight ij+l - ~-

2 Send the element x • to all sites. Upon receipt of 

this element x*, each site eliminates all elements 

larger than x •. 

ENDCUT2 

Property 6 If K is the rank of the element to be 
selected, then CUT2 retains at most 



4.5K elements, and the Kth element 
among these elements is also the Kth 
element of the input problem to CUTI. 

Proof. By Lemma 2 in [3] + 

2.3 Filtration phase 
The filtration stage is the last reduction technique used 

by our algorithm. It comprises of a sequence of iterations; 

each iteration reduces the number of elements under 

consideration by a constant factor until the number of 

candidate elements is less than or equal to a desired number, 

N r· The choice of N f depends on the type of network under 

consideration. Let <N, K, N[l], ... , N[d]> be the problem 

configuration. If this configuration is the result of the CUT 

phase, then N:S:4.5K. 

The chosen filtration procedure is the technique 

developed in [5]. It should be noted that the distributed 

translation of the serial procedure REDUCE in [3] could also 

be used as a filtration technique; the choice here of the former 

technique rests on the fact that it guarantees a larger fraction 

of elements to be removed at each iteration. A full description 

and analysis of this technique can be found in [5]; an 

informal description is provided below. 

PROCEDURE FILTER 

(Iterate until either the sought element is found or N~r) 

1. 

2. 

END FILTER 

Property 7 

Among the medians of the elements still 

under consideration at each site, find the 

(N/2)-th weighted element x using 

weighted selection. 

Determine the overall rank r of x. If r= K 

then terminate (xis the sought element). 

Otherwise, eliminate from consideration 

the elements not greater than x (if r<K) or 

not smaller than x (if r>K), and adjust K 

(if r<K) and N. If N:S:N r• terminate, 

otherwise proceed with the next iteration. 

The number of iterations required by 
procedure FILTER to reduce N 
elements to Nf elements is 
2.4 llog(N/N r). 

Proof. Since at least 1/4 of the elements are removed from 

consideration after each iteration (see [5]), the property 

follows.+ 
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2.4 Termination phase 

Once the filtration phase is concluded, if the sought 

element has not yet been found, the Nr elements still under 

consideration can be collected at a site where the final 

selection is performed. 

To perform this phase efficiently, the actual value Nr (a 

parameter in the FILTER procedure) will depend on the type 

of network under consideration. As shown later, the choice 

for shout-echo is log 1C (where 1C is the value determined after 

the set-up phase), and for point-to-point networks the choice 

is d, where d is the original number of sites. 

3. Shout-echo networks 

In shout-echo networks, each site can broadcast a 

message and reply to a received message; the process of a 

site broadcasting a message (the "shout") and receiving a 

reply from all other sites (the "echo") constitutes a primitive 

communication activity, called a shout-echo. Marberg and 

Gafni presented a selection algorithm (procedure FILTER in 

this paper); they also assume that a preliminary reduction. 

(equivalent to the first iteration of the set-up phase followed 

by the termination stage) has already been performed (i.e., 

N :s; ti2). Their algorithm, in the worst case, requires 

4.82logti2 +log ti = 10.64 log ti shout-echos [5]. 

An improvement in this bound for selection in 

shout-echo networks can be obtained by using the selection 

procedure described in the previous section. All phases can 

be easily implemented using shout-echo primitives.The 

procedure can actually be simplified in this implementation; 

in fact, it is not necessary to perform the specific element 

elimination steps of CUTl (steps 2.2 - 2.4), in the 

shout-echo model: by taking ~j = S, for all j, CUTI may be 

performed immediately. However, an increase of local 

storage space for file elements from O(d) to O(d log d) is 

needed at the initiating site, where d is the number of sites 

still under consideration when CUT is executed. By 

choosing Nf = loglC in the FILTER procedure, the following 

result yields. 

Theorem 3 The number of shout-echoes used in the 
selection algorithm is at most 6.821og1C 
+ 0(1), where~ is the problem size 
obtained after the set-up phase. 



Proof. The initialization and termination stages, as well as 

each iteration of procedure SET-UP can be implemented 

using only a constant number of shout-echoes. Since the 

procedure SET-UP can be performed in a constant number of 

iterations (by Theorem 1), SET-UP requres 0(1) 

shout-echoes. After this procedure is executed, the size of the 

problem is !CSK; the number of sites still under consideration 

is as tc; and the maximum number of elements at anY one site 

is nS IC. 

During each iteration of CUTI, the collection of the 

elements yj, lSjSq, and the broadcast of the median can be 

done with one shout-echo. Since the number of iterations in 

CUTl is bounded by Min{rlogalJiogn l} s log1c:, the total 

number of shout-echoes needed to perform CUTl is at most 

log1c:+O(l). Since the only communication activities.needed 

in CUT2 are the collection of the elements yo and the 

broadcast of x*, only a constant number of shout-echoes are 
needed to perform this procedure. Therefore at most 

log1c:+O(l) shout-echoes are needed to perform the p~edure 
CUT. By Property 6, the CUT procedure allows at most 

4.5K elements to remain. By Property 7, the number of 

iterations used by the FILTER procedure is at most 

2.41log1c:+O(l). Since each iteration uses 2 shout echoes, 

the number of shout echoes used by the FILTER procedure 

is 4.82 logK. Since CUT takes at most logK+O(l) shout 

echoes, and transferring the remaining logK elements will 

take no more than logic: shout echoes, therefore the number 

of shout echoes used in the selection algorithm is at most 

6.82 log1c:+O(l). + 

4. Point-to-point networks 

In sec. 4.1, a point-to-point selection algorithm for the 

star graph shall be presented; this algorithm can obviously be 

employed in any other network having a spanning star graph 

(e.g., complete networks). In sec. 4.2, the application of the 

SET-UP procedure to the existing algorithms for rings, 

meshes, and (complete binary) trees shall then be examined. 

4.1 Star networks 

In point-to-point networks, the communication 

primitive is the transmission of a message to a neighbouring 

site. For networks whose topology is a star (or contains a 

spanning star subgraph), the shout-echo algorithm by 

Marberg and Gafni [5] can be transformed so to employ 

19.28p log A - 9.64p log d + O(d) messages, where p = 
Min{K,d}. An improvement in this bound is obtained by 
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executing all four phases (as for shout-echo networks) and 

choosing NFd in the filtration phase, where dis the original 

number of sites. 

Theorem 4 The number of messages used in the 
selection algorithm in a star network is 
at most 9.64 a log(lC/d) + O(d) where 
1c:SA is the rank of the desired element 
and asp is the number of remaining 
sites, respectively, in the problem 
configuration produced from the 
execution of the Procedure SET-UP. 

Proof. Since the procedure SET-UP can be performed in a 

constant number of iterations (by Theorem 1), SET-UP can 

be performed in O(d) messages. During each iteration of 

CUTl, the collection of the elements Vj, lSjSq, and' the 

broadcast of the median can be done with 21~j-ll messages. 

Since l~jl < l~Hl/2 by step 2.4 and 1~0 1 = asd by step 1, 

CUTI uses at most O(a) messages. Furthermore, since the· 

only communication activities in CUT2 are the collection of 

the elements of set Vo and the broadcast of x*, at most O(a) 

messages are needed for procedure CUT. 

By Property 6, the CUT procedure allows at most 4.SK 

elements to remain. Therefore by Property 7, the number of 

iterations used by the FILTER procedure is at most 

2.41log(1C/d) + 0(1). Since each iteration of FILTER uses 

45 messages, the number of messages used by the FILTER 

procedure is bounded by 9.64alog(1C/d). As the transmission 

of the remaining d file elements in the termination phase 

requires at most O(d) messages, the theorem follows. + 

4.2 Other topologies 

The existing algorithms for selection in other networks 

[2,6] can be made more efficient if the SET-UP procedure is 

used prior to their execution. 

The initialization and each iteration step of procedure 

SET-UP can be easily implemented in rings, meshes and 

complete binary trees using O(d) messages; the termination 

step, however, should be implemented using the existing 

topology-dependent algorithms for selection when there is 

only one element at each site (e.g., [2]). 

This implementation of procedure SET-UP will thus 

require O(d (log d)3) messages in the ring topology to reduce 

the number of elements, N, to at most 1c:a S K2. If the 

existing ring selection algorithm is then applied to the 

remaining elements, then at most O(d(logd)2logK) messages 

are needed. The resulting O(d (logd)2log(Max{K,d}) 

improving the existing bound of O(d(logd)2logN): 



Similarly in the mesh, SET-UP will take O(d(logd)3/2) 

messages to execute, thus enabling the existing algorithm to 

terminate in O(d(logd)112logK'.) messages; the resulting O(d 

(log d) 112log(Max{K'.,d}) improves on the existing 

O(d(logd)1121ogN) bound. 

In the complete binary tree, SET-UP will require O(d) 

messages to reduce N to at most KB, whereupon the exsting 

algorithm is called to complete the selection in O(dlogK'.).The 

resulting O(dlogK'.) bound improves on the existing O(d 

log(2N/d)) bound whenever K'.<N/d. 

S. Conclusions 

The problem of selecting the K-th smallest element of a 

set of N elements distributed among d sites of a 

communication network has been examined. A collection of 

distributed reduction techniques has been presented; the 

combined use of these algorithms has been shown to yield 

new solutions for the selection problem for both 

point-to-point and shout-echo networks. The complexity of 

these solutions has been analysed and it has been shown to · 

represent an improvement on the existing bounds. 

There are still many open problems. For example, an 

efficient algorithm for arbitrary tree networks has not yet 

been developed. Another important open problem is to 

determine a lower bound for the distributed selection problem 

in point-to-point networks; the only existing lower bound is 

for complete binary trees [2]. 

Acknowledgement 

This work has been supported in part by the National 

Sciences and Engineering Research Council (of Canada) 

under grant A2415. 

References 

[1] F. Chin, H.F. Ting, "A near-optimal algorithm for 

finding the median distributively", Proc. 5th IEEE 

Conf. on Distributed Computine Systems, Denver, 

(May, 1985). 

[2] G.N. Frederickson, "Tradeoffs for selection in 

distributed networks", Proc. 2nd ACM Symp. on 

Principles of Distributed Computine, Montreal, (Aug., 

1983), pp. 154-160. 

[3] G.N. Frederickson and D.B.Johnson, "The 

complexity of selection and ranking in X+ Y and 

matrices with sorted columns", J. Computer and 

System Science 24, 2, (April, 1982), 197-208. 

1009 

[4] D.B. Johnson and T. Mizoguchi, "Selecting the Kth 

element in X + Y and x1 + x2 + ... + Xm"• SIAM J. 

Comput. 7 (1978), pp 556-570 

[5] J.M. Marberg, E. Gafni, "An optimal shout-echo· 

algorithm for selection in distributed sets", Proc. 23rd 

Allerton Conf. on Communication. Control and 

Computine, Monticello, (Oct., 1985). 

[6] T.A. Matsushita, Distributed aleorithms for selection, 

Master Thesis, Department of Co:nputer Science, 

University of Illinois, Urbana, (July, 1983). 

[7] M. Rodeh, "Finding the median distributively", L. 
Computer and System Science 24, 2, (April, 1982), 

pp. 162-167. 

[8] D. Rotem, N. Santoro, J.B. Sidney, "A shout-echo 

algorithm for finding the median of a distributed set", 

Proc. 14th SE Conf. on Combinatorics. Graph Theor,y 

and Computine, Boca Raton, (Feb., 1983), pp. 

311-318. 

[9] D. Rotem, N. Santoro, J.B. Sidney, "Distributed 

sorting", IEEE Transactions on Computers C-34, 4, 

(April, 1985), pp. 372-376. 

[10] D. Rotem, N. Santoro, J.B. Sidney, "Shout-echo 

selection in distributed files", Networks, to appear. 

[11] N. Santoro, M. Scheutzow, J.B. Sidney, "New 

bounds on the communication complexity of 

distributed selection", J. Parallel and Distributed 

Computine, to appear. 

[12] N. Santoro, ·J.B. Sidney, "Order statistics on 

distributed sets", Proc. 20th Allerton Conf. on 

Communication. Control and Computine. Monicello, 

(Oct., 1982), pp. 251-256. 

[13] N. Santoro, J.B. Sidney, Communication bounds for 

distributed selection SCS-TR-10, Carleton University, 

Ottawa, (Sept., 1982). 

[14] N. Santoro, J.B. Sidney, S.J. Sidney, On the 

expected communication complexity of distributed 

selection, SCS-TR-69, Carleton University, Ottawa, 

(Feb., 1985). 

[15] L. Shrira, N. Francez, M. Rodeh, "Distributed 

k-selection: from a sequential to a distributed 

algorithm", Proc. 2nd ACM Syrop. on Principles of· 

Distributed Computine, Montreal, (Aug., 1983), pp. 

143 - 153. 



Optimal Parallel Algorithms for 
Constructing ~ Balanced ~-way Search Tree 
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Abstract : We present parallel algorithms 
for constructing balanced m-way search 
trees. These parallel algorithms have 
time complexity 0(1) for an n processors 
configuration. 

1. INTRODUCTION 
The idea of using tree structure to 

represent symbol tables, dictionaries or 
directories has been extensively 
studied(K]. In all these structures we 
have a collection of records that are to 
be manipulated with regard to a certain 
key field in the record. Common opera­
tions on these structures are SEARCH, 
INSERT and DELETE. The tree structure 
supports efficient INSERT, SEARCH and 
DELETE operations. In some implementa­
tions the operations are designed so that 
a balanced tree is maintained through the 
process. Another approach is to periodi­
cally rebalance the tree. In our discus­
sion we refer to these structures as dic­
tionaries. The operations INSERT,SEARCH 
and DELETE will be ref erred to as basic 
dictionary operations. 

Many types of balanced m-way search 
trees are reported in the literature 
[K,HS]. In our discussion we refer to the 
following: 
Def 1.1 : An m-way search tree, T, is a 
tree- In which all internal nodes are of 
degree < m. If T is empty then T is an 
m-way search tree. When T is not empty it 
has the following properties: (1) T is a 
node of type A0 ,(K1,A1),(K2 ,A2), · · · , 

where the Ai, o ~ 

the subtree of 
m are key values. 

i < m are 

pointers to 
K.,l<i< 

i -

T and 
(2) 

the 

Ki < Ki+l' 1 ~ i < m-1 (3) All key values 

in subtree Ai are less than value Ki+l 

o < i < m-1 (4) All key values in the 
subtree ~-l are greater than ~-l" (5) 

The subtrees Ai,o ~ i ~ m-1 are also 

m-way search trees. 
Def 1.2 : A balanced m-way search tree is 
iin-m=way search tree with minimal height. 

While many parallel architectures 
have been proposed and studied ,we deal 
directly with only the MIMD model. We 
assume there is a large common memory 
that is shared by all processors. Any 
processor can access any word in common 
memory, but access the same memory word 
simultaneously is not allowed. 
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Recently, Moitra and Iyengar(MI] 
explored a technique of transforming a 
sequential algorithm for balancing a 
binary search tree into an efficient 
parallel algorithm. Furthermore, they 
have shown that the resulting parallel 
algorithm has a time complexity 0(1) when 
a tree with N elements is balanced with N 
PEs. An O(log N) time set up overhead is 
incurred when a new N is considered. In 
this paper, we generalized the results of 
[MI] to a general m-way search tree. We 
also improve the computation such that no 
setup overhead is required. 

This paper is organized as follows. 
In section 2, we review some properties 
of m-way search trees. In section 3, we 
develop the general m-way search tree 
rebalancing/construction algorithm. In 
section 4, we discuss the implemen~ation 
of these algorithms on an MIMD machine. 

2. ~-WAY SEARCH TREES 
Dictionary searches are more effi­

cient when they are done on a balanced 
tree. In order to keep the tree ~alanced, 
the insertion and deletion algorithms are 
designed to leave the tree balanced. 
Because of this requirement it is more 
convenient to consider balanced .m-way 
search trees that are not necessarily of 
minimal height (e.g. B -t~ees). ,Th~se 
trees lend themselves to easier splitting 
and combining. While this is true in the 
serial case we show that in the parallel 
case the complete m-way tree proves to be 
an efficient choice. 
Def 2.1 : A level labeling of an m-way 
search- tree is a labeling in which nodes 
are numbered serially, top down left to 
right. The root node is always labeled 1. 
Lemma 2.1 : When the nodes of a complete 
m-way -tree are labeled by level labeling 
then the m children of node i (if they 
exist) are labeled (i-l)*m + 2 + j 
, o ~ j ~ m-1. 

Def 2.2 : In an m-way tree T, the 
(i,j)Ttfi node refers to the jth node from 
the left on the ith level, if it exists. 
We refer to this indexing method for m­
way search trees as two dimensional 
indexing. 
Def 2.3 : Inorder traversal 
search- tree is defined by 
recursive procedure: 
procedure MINORDER (T) 
{* T is an m-way tree as 
def. l. l *} 
if T <> nil 
then call MINORDER (Ao); 

for I= l to M 

of an m-way 
the following 

defined in 



begin 
if no Ki key then exit; 

visit(Ki); 

MINORDER (Ai) 
end; 

end. {* MINORDER *} 
Def 2.4 : An index can be associated with 
each-key in an m-way search tree. If this 
index corresponds to the order in which 
MINORDER visits the keys we call the 
indexing, Inorder indexin~. 
Lemma 2.2 Suppose node I is at level r of 
a full-m=way search tree of height n. Let 
the inorder index associated with key 

n-r 
Ki in I be Xi. Then Xi+l-Xi=m for 

1 ~ i < m-1. 

Lemma 2.3 a) Let nodes I and J be two 
adJacent- sibling nodes at level r of a 
full m-way search tree of height n. Let 
I-~-l be the inorder index of the last 

key in node I and J.X the inorder 
index of the first key in1node J. Then 

J.Xl - I-~-1 = 2 * m<n-r). 

b) The above claim is true for any two 
adjacent nodes at level r. 
Theorem 2.1 consider a full m-way search 
tree of height n. The inorder indexes for 
keys in node i at level r (node (r,i)) 

are: (i-l)*m(n-r+l)+j•m(n-r), where 

l ~ i ~ m<r-l); l ~ j < m 

Corolla~ £·! A key with inorder index t 
is at evel r of a full m-way search 

tree if and only if t mod m<n-r+l) r 0 

and t mod m<n-r) = o. 
Corollary 2.2 Let t be the inorder index 
associated- with a key at level r of an 
m-way tree of height n and let q = 

L t/m(n-r+l) j. Keys with the same r 
value (Cor.2.1) and q value are in the 
same node, in the m-way search tree. 
Moreover the two dimensional indexing of 
this node will be (r,q+l). 
Corollary 2.3 Let t be the inorder index 
associated- with a key at level r of an 
m-way tree of height n. The position of 
the key within the node is given by s, 

s = L (t mod m (n-r+l)) /m (n-r) J , 
l < s < m-1. 

Lemma 2.4 Let n be highest level in a 
complete- m-way tree. The inorder indexes 
associated with keys in node (n,p) are 
(p-l)*m + j, where l ~ j < u, (n,v) is 

the last node in this level, v < m<n-l). 

u = m-1 for all nodes except (n,v). 
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3. ALGORITHMS FOR REBALANCING AN ~-WAY 
SEARCH TREE. --

We associate a PE with each node in 
the m-way balanced search tree.Let each 
PE calculate the inorder indexes for 
keys that should reside in the node. We 
consider a full m-way search tree and 
assume that each PE knows the height and 
degree of the tree. 

ALGORITHM l 
(* Assume that there are (mh-1)/(m-l) 
PEs. The number of keys thathare to be 
associated with this tree are m -1.*) 
(I): (*each PE computes the two dimen­
sional index of the node it is associated 
with, i.e. there is a mapping from i, the 
PE index, to (q, r) I l~ i ~ r n/ (m-1) 1 I 

l ~ q ~ m(h-l), l ~ r ~ h *) 
for each PE i do 
begin 
j ~ L logm i j (* i is the PE index*) 

if i > (m(j+l)_l)/(m-1) 

then ~ != l~~~(j+l)_l)/(m-1); 
else ~ != l~~~j-1)/(m-l); 
end. 

(II): C-* Each PE represents a node (r,q). 
Node (r,q) has m-1 inorder indexes asso­
ciated with it. Each inorder index is 
associated with a unique key. The inorder 
index for key Ks in node (r,q) is held in 

XS, l ~ s ~ m-1. *) 

for each node (r,q) do 
for s ~ l to m-1 do 
x ~ ((q-l)*m+s) * m(h-r); 

s 
(III): (*Them pointers for node (r,q) 
are stored at As, o ~ s ~ m-1 *) 

for each node (r,q) do 
for s ~ o to m-1 do 
if r < h then 

As ~node ((q-l)*m+s+l,r+l) 

else 
As ~null 

Theorem 3.1 Algorithm l correctly con­
structs -tne required full m-way search 
tree within 0(1) time if O(n) PEs are 
available. 

We now consider the general case 
where the number of keys can be any posi­
tive integer. Algorithm 2 will produce a 
complete m-way search tree for the given 
number of keys. Only the last node in the 
tree (greatest level label) can have less 
then m-1 keys associated with it. we 
assume that each PE knows the number of 
keys and the degree of the search tree. 
These values might be passed to the PE as 
procedure parameters. 



ALGORITHM 2. 
(* The input keys have inorder indexes in 
the range [l : n], n can be any positive 
integer *) ' 
(I): compute the two dimensional index of 
each node as in (I) of algorithm l. 
(II): (*Compute the parameters,u,v and 
w, of the tree. They stand for the 
number of keys in the last node, the 
number of the full nodes in the last 
level and the inorder index of the right 
most key in the last level. *) 

for each PE i do 
begin 
h ~ L logm n j 

if n = m(h+l)_l then (* full tree *) 
execute II and III of algorithm l and 
stop ; 
c ~ n-(mh-1) ; 
u ~ c mod (m-1) ; 
v ~ L c/ (m-1) j ; 
if u = o then w ~ v•m -1 else w ~ 
v•m+u ; 
end. 

(III): (* Compute the inorder indexes 
that are directly influenced by the last 
level. These will be associated with 
nodes in the left part of the tree *) 
for each node (q,r) do 
begin 
s ~ l ; 

100iemp ~ ((q-l)*m+s) * m(h-r+l) 
if temp > w or s • m then exit 
X ~ temp 
SS~ s+l; 

forever 
end 

(IV): (*Compute the inorder indexes for 
the rest of the tree *) 
for each node (q,r) with r < h+l do 
begin 
s ~ m-1 ; 
loop 

temp~ ((q-l)*m+s) * m<h-r) + c ; 
if temp < w or s = o then exit ; 
xs ~temp 
s ~ s-1 ; 

forever 
end. 

(V): (*Compute pointer values•) 
for each node (q,r) do 
begin 
if u = o then q1 ~ v else q1 ~ v+l 

(* node (q1 ,h+l) contains w *) 

q2 ~ L Cq1-1)/m J + l; 

(* (q2 ,h) is the parent of (q1 ,h+l)*) 

j ~ (q1-l) mod m ; 

(* Aj of (q2 ,h) points to (q1 ,h+l) *) 

for s ~ o to m-1 do 
if r < h or (r h and q < q2) 

or (r = h and q = q2 and i ~ j) 

then As~ node ((q-l)*m+s+l,r+l) 
else As ~ null 
end. 

Lemma l·l The following are true for a 
complete m-way search tree (i) The 
right most node of level h+l is 
node(v,h+l) when u = O and node(v+l,h+l) 
otherwise. (ii) The last element of the 
right most node at level h+l is w. 
Theorem l·~ Algorithm 2 correctly con­
structs the required complete m-way 
search tree within 0(1) time if O(n) PEs 
are available. 

!• IMPLEMENTATION AND CONCLUSIONS 
In section 3, we have presented an 

optimal parallel algorithms for rebalanc­
ing or constructing balanced m-way search 
trees. If n keys are to be associated 
with the tree then the construction can 
be carried out in 0(1) time using O(n) 
PEs. A more detailed discussion can be 
found in [DPI]. When the dictionary is 
stored in external memory. The storage 
structure is chosen so that the number of 
I/O operations are minimized. An m- way 
search tree is a popular choice. m is 
selected to fit the physical characteris­
tics of the external storage [HS] 

The above observations can be 
translated quite effectively to practice 
in our MIMD environment. The system can 
initiate any number of searches in a 
"pipelined" fashion. Each search is con­
ducted using only one PE. leaving one 
machine cycle between consecutive 
requests. Search results can be obtained 
in a pipeline interval of O(l). While 
some PEs are conducting searches other 
PEs are free to perform other tasks. 

our solution is applicable for a 
general purpose machine environment. The 
m-way search tree is kept in external 
storage. At any point of time k PEs are 
available, o < k < P (P is the maximal 
number of -PEs- available on the a 
machine.). In such a machine the operat­
ing system can be instructed to allocate 
only one processor for a search operation 
and as many PEs as available or required 
(whichever is the minimum), in case a 
new tree has to be constructed or an 
existing tree rebalanced. 

[DPI] 

[HS] 

(K] 

[MI] 
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This paper presents a stream-oriented 
parallel processing scheme for relational database 
operations (relational operations). By combining 
the stream processing principle with demand-driven 
control, this scheme exploits the pipeline 
concurrency inherent in a query and makes it 
possible to execute relational operations wi~h 
limited resources. This paper presents a basic 
algorithm for this stream-oriented parallel 
processing scheme and discusses its features and 
effectiveness. 

.!:.. Introduction 

The relational data model [l] proposed by E. 
F. Codd has received much attention as a practical 
data model based on a set theory. However, many 
problems remain to be solved in applying the model 
to practical applications. In particular, 
improvement of the performance in executing 
relational operations is essential in implementing 
a relational database system. 

Most conventional parallel processing 
schemes for relational operations were designed 
to improve the execution performance of an 
individual relational operation, such as the join, 
selection or projection operations ([4],[6],[7], 
[8] et al.). 

This paper presents a novel parallel 
processing scheme cal led the stream-o·riented 
parallel processing scheme (stream scheme). This 
scheme is based on the stream processing principle 
[2], and exploits the parallelism inherent in a 
query. The stream scheme is attractive not only 
for the design of a dedicated database machine but 
also for the design of a distributed query 
processing system [10]. In particular, when memory 
and processor resources are limited, this scheme 
acts to the best of its ability making efficient 
use of those resources. The conventional schemes 
do not alleviate problems due to the complexity of 
resource management, such as memory overflow when 
executing relational operations. For example, 
processing performance decreases drastically when 
the amount of main memory available is less than 
that required to process the operand relations. By 
combining the stream processing principle with 
demand-driven control, the stream scheme enables 
relational operations to be executed with limited 
available memory and to effectively exploit the 
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parallelism of pipeline processing. 
This scheme can also be applied to query 

processing in a sequential machine. In such a 
case, relational operations are described as 
concurrent processes, and each relational 
operation for query processing is executed in 
quasi-parallel. 

In the stream scheme, since the scheme to 
execute an individual relational operation is not 
restricted, efficient conventional schemes can be 
employed as the internal processing scheme for a 
relational operation. 

The main features of the stream scheme are as 
follows: 
(1) Intermediate data· does not cause memory 
overflow even in query processing in which the 
join operation, Cartesian-product operation or 
union operation creates a large intermediate 
relation. 
(2) Concurrent pipeline processing is performed 
between relational operations in a query. The 
scheme exploits parallelism by adapting to 
existing system resources. 
(3) This scheme enables a relational operation to 
be activated when a subset (several tuples) of 
each operand relation is ready to be processed. As 
a result, the response time required to obtain the 
earlier parts of resulting tuples of a query can 
be shorten. 

b.. An Algorithm for Relational Operations 

A query can be thought of as a tree whose 
nodes represent a set of relational operations. 
The leaves of the tree only reference source 
relations of the database. In the stream scheme, a 
query is executed as shown in Fig.l. We define the 
consuming node of intermediate tuples produced by 
a node as the "upper node"(upper relational 
operation node), and the producing node of 
intermediate tuples as the "lower node"(lower 
relational operation node). Each node has one or 
two input buffers. When a relational operation 
node receives a demand from the upper node, it 
accesses a page in its input buffer and then 
executes the relational operation until it 
completes the production of one resulting page of 
tuples in the output buffer. The output buffer is 
then treated as the input buffer for the upper 
node. Here, "access a page" me,.ans that a node is 
ready to perform a relational operation on a page 
in its input buffer. 
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Individual relational operation nodes do not 
create a whole intermediate relation for a single 
demand. Each one creates only one page of tuples 
for a single demand. Individual buffers do not 
require the capacity to store an entire 
intermediate relation. The size of each page is 
set to half of the corresponding buffer size, 
that is, each buffer has two storage areas so that 
two pages can be stored. As the sizes of buffers 
assigned to relational operation nodes are 
different, the page sizes are also different. 
Immediate 1 y after a node begins to access a page 
in one of two areas of its input buff er, it sends 
a demand to the lower node to refill the other 
area of the input buffer with the subsequent 
page. In this algorithm, it is assumed that the 
double buffering mechanism is supported in every 
buffer. That is, wh;Lle the node accesses a page in 
one area of its input buffer to execute a 
relational operation, the lower node can store a 
page in the other area of the same buffer at the 
same time. 

As a result, concurrent pipeline processing 
is performed between relational operation nodes. 
By using demand-driven control, unary relational 
operations (the selection, restriction and 
projection operations), and binary relational 
operations (the join, union, intersection, 
difference and Cartesian-product operations) can 
be concurrently executed with limited memory 
resources. In particular, this algorithm shows 
attractive advantages in executing the join, union 
and Cartesian-product operations, which are the 
most time- and resource-consuming operations. 

butter a 

»demand 

"'\ 
' • 

~-

demand 
l 
! 
/ buffer2 

1' 

Fl buffers/ 

Ld Fl 
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2.1 Unary Relational Operations 

A unary relational operation node has one 
input buffer and one output buffer. Unary 
relational operations are executed by the 
fol lowing algorithm. 

Step (1) When the unary relational operation node 
receives a demand from the upper node, it 
repeatedly executes Steps (2) and (3) until one 
page made up of the resulting tuples is created 
and stored in the output buffer. 

Step (2) A single page is accessed in one area 
of the input buffer. At this time, the other area 
of this input buffer becomes available and a 
demand is pre-issued to the lower node to refi 11 
the other area of that buffer with the subsequent 
page. As a result, pipeline concurrent processing 
is implemented between this unary relational 
operation node and the lower node. 

Step (3) The relational operation is executed on 
the page that has just been accessed in Step (2), 
and the resulting tuples are stored in the output 
buffer. Once a page in the input buffer is 
manipulated in this step, the page is deleted from 
the buffer. If the output buffer is filled with a 
page of resulting tuples, the execution is 
suspended at this point and the node waits for the 
next demand from the upper node. Otherwise, Steps 
(2) and (3) are executed repeatedly. If the page 
being manipulated is the last one of the operand 
relation, the execution of this relational 
operation is terminated. 

For the projection operation, if the primary 
key attribute is not included as an operand 
attribute, it is necessary to eliminate duplicate 
tuples. Therefore, the resulting tuples in the 
output buffer of the projection node must not be 
deleted even after the upper node have completed 
manipulating those tuples. That is, the projection 
node must reserve the output buffer area to 
provide storage for al 1 of the tuples resulting 
from the projection operation. 

D 
relational operation 
node 

buffer 
(double buffering 
RechanisR is supported) 

/ direction of strea11 

the tuples 
that hne been 
already produced 

~~ Database Fig. 1 An Overview of the Stream Scheme 
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2.2 Binary Relational Operations 

In binary relational operation nodes, the 
operation is carried out by comparing each page of 
the outer-relation with all of the pages of the 
inner-relation. That is, the nested-loop algorithm 
is applied to the page-level granularity. The 
comparison algorithm applied to the tuple-level 
granularity within a page is not restricted. 

The sort-merge, nested-loop or hashing 
algorithms can be used to compare the tuples of 
two different pages. Even dedicated 
multi processors can also be utilized to compare 
two operand pages. Each binary relational 
operation node has two input buffers and one 
output buffer. One of the input buffers is used 
for storing outer-relation pages and the other 
for storing inner-relation pages. Binary 
relational operations are executed by the 
following algorithm. 

Step (1) When the binary relational operation node 
receives a demand from the upper node, it executes 
Steps (2), (3) and (4). 

Step (2) One outer-relation page is accessed in 
one of two areas of the input-buffer with the 
subsequent outer-relation page. Then, a demand is 
pre-issued to the lower node which produces 
outer-relation pages to refill the other area of 
that buffer. By issuing the demand in advance 
before executing the relational operation, the 
production of the following operand page in the 
lower node overlaps with the execution in this 
relational operation node. 

Step (3) One inner-relation page is accessed in 
one of two areas of the input-buffer. Then, a 
demand is pre-issued to the lower node to refill 
the other area of the input-buffer. 

Step (4) The relational operation is executed by 
comparing the outer-relation page accessed in (2) 
with the inner-relation page accessed in (3). The 
resulting tuples are stored in the output buffer. 
When one of two areas of the output-buff er is 
filled as the result of the demand received in 
(1), the execution is suspended until the next 
demand is issued from the upper node. Otherwise, 
(3) and (4) are executed repeatedly. If the inner­
relation page being compared with the outer­
relation page is the last page and the outer­
relation page is not the last one, then the lower 
node which creates inner-relation pages is 
initialized and control returns to (2). (This 
means the reproduction of the inner-relation by 
the lower node. The inner-relation is reproduced 
in order to compare all inner-relation pages with 
each outer-relation page. If all of the outer­
relation pages are stored in the input buffer, 
this reproduction is not required.) If both of the 
pages being compared with each other are last 
pages, the execution of the relational operation 
is terminated. 

1:_ Design Considerations 

3.1 Stream Processing 

101,5 

This section discusses the basic concepts and 
properties of the stream scheme. In Fig.I, the 
relational operation nodes (node-1, node-3 and 
node-4) for a query can be executed in parallel 
because these relational operations are 
independent. Furthermore, the concurrency among 
relational operation nodes which are vertically 
connected can also be exploited in the stream 
scheme. 

A stream is an ordered sequence of data 
which are arranged according to the order of 
production. In this scheme, each element of a 
stream corresponds to a tuple or a page in a 
relation. Therefore, the ordered sequence of 
tuples or pages is manipulated as a stream. In 
processing relational operations, it is not 
necessary to wait for the production of complete 
operand relations. Processing of relational 
operations can start immediately after an 
earlier part of the stream is constructed. 

Criteria for exploiting parallelism are given 
here. We will consider a subquery consisting of 
two join operation nodes as shown in Fig.2. It is 
assumed that the two operations are executed in 
different processors and each operation is 
executed by using the nested-loop algorithm for 
tuple-level granularity in comparing two operand 
pages. For the sake of simplicity, it is also 
assumed that communication overhead between 
processors does not exist. This is a reasonable 
assumption because execution process of a 
relational operation can overlap the communication 
process. Furthermore, the execution time is much 
longer than communication time when a single 
processor is used in each node. If a 
multiprocessor is allocated to each node, the 
communication overhead may affect the parallelism 
of stream processing. 

demand 

Fig. 2 Pipeline Concurrency in a Subquery 



If the join-1 node completes producing the 
next operand page while join-2 node executes the 
comparison of two operand pages currently stored 
in the input buffers, pipeline delay will be 
eliminated. That is, in the join-2 node, the 
suspension of the relational operation execution 
which occurs due to the absence of the next inner­
r elation page causes pipeline delay. The 
criterion is given by the following formula. 
"jsfl" represents the join selectivity factor of 
the join-1 node. The number of tuples of an 
intermediate relation is jsfl*(the number of 
tuples in the outer-relation)*(the number of 
tuples in the inner-relation). "bsl" and "bs2" are 
the sizes (the number of tuples) of buffers to 
store an outer-relation page and an inner-relation 
page in the join-2 node. 
1) The number of times the tuples in an inner­
relation page and the tuples in an outer-relation 
page are compared in the join-2 node is 

bsl*bs2. (I) 

2) The number of times of comparisons in the 
join-1 node to produce an inner-relation page for 
the join-2 node using the nested-loop (1/jsfl is 
the average number of times of comaparisons to 
generate one tuple by the nested-loop) is 

bs2/jsfl. (2) 

3) The condition to continue processing in the 
join-2 node without suspension is 

(1) = (2), that is, 
bsl = l/jsfl. (3) 

In general, the criterion to exploit the 
maximum parallelism between two relational 
operation nodes is 

buffer size for an outer-relation page 
l/join selectivity factor of the lower node. (4) 

If this criterion is satisfied between two 
nodes in two different processors, highly 
concurrent processing can be realized. 

If the sort-merge algorithm or the hashing 
algorithm is used in the comparison between an 
inner-relation page and an outer-relation page, 
approximately the same criterion as that used for 
the nested-loop algorithm is given. If a multi­
processor is used to implement the nested-loop 
algorithm in each node and the communication 
overhead among processors is not considered, the 
criterion is 

bsl = P2/(jsfl*Pl). (5) 
(Pl and P2 are the numbers of processors allocated 
to the join-1 and join-2 nodes, respectively.) 

3.2 Demand-driven Control 

The stream constructed by the pipeline 
processing can be controlled according to the 
buffer capacity by demand-driven control. The 
stream flowing on the pipeline is limited and the 
computation on the stream can be carried out in a 

limited resource environment. That is, buffer 
overflow does not occur even if the join, 
Cartesian-product or union operations create a 
large intermediate relation. However, if a whole 
outer-relation is not stored in the input buffer 
in processing a binary relational operation, the 
inner-relation must be reproduced as described in 
Subsection 2.2. In this case, a source relation, 
or an intermediate relation produced by applying 
selection and projection operations prior to the 
binary relation, must be re-accessed. Therefore, 
when the reproduction of an intermediate relation 
causes a heavy overhead, the input buffer for 
outer-relation pages should have enough capacity 
to store the whole outer-relation. In such a case, 
we may change Step (4) of the algorithm described 
in Subsection 2.2 as follows: 

To avoid having to reproduce the inner-relation, 
all of the outer relation pages are produced all 
at once in Step (2). At this time, the outer­
relation pages overflowing from the input buffer 
are stored in secondary storage. In Step (4), each 
of the outer-relation pages is compared with the 
inner-relation page, which was accessed in Step 
(3), until the output-buffer is filled. When the 
output buffer is full, the execution is suspended 
until the next demand is issued from an upper 
node. If the outer-relation page being compared is 
the last page, control returns to Step (3). If 
both pages being compared are last pages, the 
execution of the relational operation is 
terminated. 

3.3 Design Approaches 

Two approaches to the design of a relational 
database system based on the stream scheme can be 
considered. One approach is based on developing a 
distributed query processing system on 
conventional computers connected to a local area 
network. In general, in the local area network 
environment, the number of processors used for 
database processing is restricted. Also, the 
capacity of main memory allocated to each 
processor is restricted. The stream scheme is 
attractive in such a resource-limited environment. 
This approach is presented in [10]. 

The other approach is based on developing a 
dedicated machine for the stream scheme. One 
candidate for a dedicated machine is to design a 
dataflow machine with demand-driven control 
mechanism. It is well known that the dataflow 
computation is suitable for the exploitation of 
the parallelism inherent in a functional program. 
Relational operations can be described in a 
functional programming language providing the 
specifications of eager and lazy evaluation 
mechanisms[9]. Furthermore, the eager and lazy 
evaluation mechanisms are useful for realizing 
pipeline processing and demand-driven control[ll]. 
Therefore, by specifying these mechanisms in 
describing the programs of relational operations, 
the stream scheme is implemented on a dataflow 
machine supporting eager and lazy evaluation 
mechanisms. 
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4. Performance Considerations 

4.1 Effects of Stream Processing 

The stream scheme was experimentally examined 
under the UNIX 4.2BSD on the Sun-2 
workstation[14]. The experimental environment for 
stream processing is summarized as follows: 

(1) Each relational operation node is described as 
a coroutine, and pipeline processing among 
relational operation nodes is simulated. 
(2) A whole outer-relation is retained in an input 
buffer, that is, an inner-relation do not have to 
be reproduced. 
(3) In the join node, the sort-merge algorithm is 
used to compare an inner-relation page with an 
outer-relation page. An inner-relation page and an 
outer-relation page are first sorted on joining 
attributes, respectively. After that, these pages 
are joined by using the merge operation. It is 
assumed that the sort-merge algorithm is 
implemented by a sequential process. 
(4) In this environment, the situation in which 
the demand-driven control is not employed can also 
be simulated. We call this situation "non-demand­
dri ven case". In the non-demand-driven case, 
though relational operation nodes are activated 
on the basis of the page-level granularity in the 
same manner as the demand-driven case, the 
production of pages is not controlled by the 
demand-driven mechanism. Therefore, although 
pipeline concurrency can be exploited, 
intermediate pages may cause buffer overflow. 
(5) The communication time between processors is 
set to 16.6 msec/2k bytes. It is assumed that 
communications are performed exclusively. That is, 
when two processors are communicating, no other 
processors can communicate with each other. 

The sample query shown in Fig.3 is chosen 
from the benchmarks described in [13]. This query 
consists of two join operations and two selection 
operations. The parameter settings of source 
relation sizes, join selectivity factors (jsf), 

due to pipeline effect. 
In comparing the experiment-I (buffer! = 

buffer3 = buffers = lO(tuples)) with the 
experiment-2 (buffer! = buffer3 = buffers = 
lOO(tuples)), the first response time in the 
experiment-I is shorter than that in the 
experiment-2. This is because the time to activate 
the join-2 and join-1 nodes can be shorten in the 
small buffer case. On the other hand, the response 

buffers 

A2 A3 

~·aha~ 
Fig. 3 Sample Query 

Table 1 Parameter Settings 

selection selectivity factors (ssf) and buffer .source relation size : Rl = lOOO(tuples), 
R2 = R3 = lOOOO(tuples) sizes are shown in Table 1. Tuples in all 

relations are 64 bytes long, each including two 4- tuple size 
byte integer attributes as joining attributes. buffer size 
All integer attributes have uniformly distributed 
values, but the range of their distributions 

64 bytes 
buffer2 = buffer4 
bufferl buffer3 

bufferl s buffer3 

lOOO(tuples) 
= buffers = lO(tuples) 

(experiment-I) 
buffers = lOO(tuples) 

(experiment-2) 
varies in order to provide different join 
selectivity factors. 

The experimental results are shown in Table 2. selection 
As the join selectivity factors (jsfl and jsf2) of 

selectivity factor(ssf) : 
ssfl(selectionl) =ss£2(selection2) = 0.1 

((intermediate relation size) = ssf*(relation size)) 
selectivity factor(jsf) : jsfl(joinl) = jsf2(join2) the join nodes(join-1, join-2) increase, the first 

response time (the time to obtain the first join 
resulting page of a query) becomes shorter in the 
stream scheme. On the other hand, the response 
time (the time to obtain all of the resulting 
pages) becomes longer as the increase of the jsf 
because the number of tuples in the intermediate 
relation manipulated by the join-1 node becomes 
larger. However, in comparing the case of 
jsfl=jsf2=0.002 with the case of jsfl=jsf2=0.001, 
though the number of tuples in the intermediate 
relation manipulated by the join-1 node 'doubles, 
the increase of the response time is smaller. ·This 
is because join-1 and join-2 processings overlap 
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Table 2 Response Time 

Experiment-I Experiment-2 
(buffer-1,3,5 : IO( tuples)) (buffer-I,3,5 : IOO(tuples)) 

Demand-driven Non-demand- Demand-driven Non-demand-

FR Time 
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R Time 

R 
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Time FR Time R Time FR Time 
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5.7 5.7 

4.4 7.4 
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demand-driven case 
non-demand-driven case 

I 

time in the experiment-I becomes longer than that 
in the experimental-2. This is because the 
communication overhead between two nodes cause 
overhead in the smaller granularity case. 
Furthermore, since the sort-merge algorithm is 
used in comparing two operand pages, the total 
number of times of comparisons increases in the 
smaller granularity case. 

..., 1000 .... 
Join2 / 
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In comapring the response time in the demand­
dri ven case with that in the non-demand-driven 
case in Table 2, the response times of both cases 
are almost the same. This result shows that the 
overhead due to the transfers of demands did not 
affect to the response time. In general, the time 
to transfer a demand between processors is much 
shorter than the time to transfer a page. 
Therefore, the transfers of demands do not cause 
heavy overhead. 

QI 
a: --- ---- Join2 

Another major interest is in comparing the 
memory requirement in the demand-driven case with 
that in the non-demand-driven case. Fig.4 shows 
the memory requirement for the inner-relation 
pages of each join node in the experiment-I, and 
Fig.5 shows that in the experiment-2. In the 
demand-driven case, a query can be executed with 
the fixed sizes of buffers. On the other hand, in 
the non-demand-driven case, the memory requirement 
for the buff er increases as increasing the join 
selectivity factor. Though the response times in 
both cases are approximately the same, the memory 
requirement in demand-driven case is much smaller 
than that in the non-demand-driven case. In 
particular, in the non-demand-driven case, when 
the time to produce a page in the lower node is 
much longer than the time to consume the page in 
the upper node, the input buffer of the upper node 
must have an enough capacity to store the large 
amount of the intermediate pages. Since the 
selection operation node (selection•2) which is 
the lower node producing the inner-relation pages 
of the join operation (join-2 node) produces pages 
very fast, the input-buffer(buffer-5) of the join-
2 node must store many inner-relation pages. In 
the join-I node, as the join-2 node produces the 
intermediate pages of the inner-relation of the 
join-1 node faster as increasing the join 
selectivity factor, the memory requirement becomes 
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larger. In those situations, the superiority of 
the stream scheme is distinguished. 

4.2 Comparisons with Conventional Schemes 

In this evaluation, it is assumed that each 
relational operation node is constructed with a 
multiprocessor. It is also assumed that the source 
relations, or intermediate relations whose sizes 
were reduced by applying selection or projection 
operations prior to the join operation are 
retained in the main memory. The performance of 
the stream scheme in executing the join operation 
is represented as follows: Tl and T2 are the 
numbers of tuples in the outer-relation and the 
inner-relation of the join node, respectively; Im 
is the number of tuples in the outer-relation of 
the upper relational operation node if the upper 
node is a binary relational operation. Otherwise, 
Im is set to B; B is the number of tuples that can 
be stored in a buffer(It is assumed that the size 
of each buffer is the same.); "jsf" is the join 
selectivity factor of the join node being 
evaluated; "jsf2" is the join selectivity factor 
of the lower join node; Pl is the number of 
processors al located to the join node being 
evaluated; P2 is the number of processors 
al located to the lower join node; P is Pl+P2; Cm 
is the time required to broadcast a tuple to the 
processors; Ro is the comparison time between two 
tuples; Sw is the swapping time of a tuple; and Wr 
is the storing time of a resulting tuple. 

The total number of times tuples are compared 
is 

Tl*T2*(Im/B). 

The memory requirement is 

3*B. 

The swapping time of tuples in operand 
intermediate relations is 

o. 

The processing time of the join in the 
multiprocessor node is 

Cm*B + Ro*B/(jsf2*P2) + Wr*B/P2 
+(Tl/B)*(T2/B)*max(Cm*B+Ro*(B*B/Pl )+Wr* j sf*B*B/Pl, 

Cm*B+Ro*B/(jsf2*P2)+Wr*B/P2). 

In most conventional schemes for relational 
operations, the granularity for the operand data 
of each relational operation is set to a relation. 
In this case, after the relational operation node 
completely produces a whole intermediate relation, 
then the subsequent relational operation is 
activated. Therefore, parallelism of pipeline 
processing between relational operations is not 
exploited, and furthermore memory swapping is 
necessary between main storage and secondary 
storage when memory overflow occurs due to 
intermediate relations. If the granularity of data 
in activating a relational operation is set to a 
page, the advantages of pipeline concurrency 
inherent in a query can be utilized[3],[12]. An 

execution scheme that implements this pipeline 
processing by using the data-driven control 
mechanism has been proposed[S]. However, pipeline 
processing using data-driven control may cause 
heavy overhead when executing a query. 

A binary relational operation node is 
required to compare each outer-relation page with 
all of the inner-relation pages. Therefore, even 
if only one inner-relation page and only one 
outer-relation page remain to be produced, all of 
the other produced outer-relation pages and all of 
other produced inner-relation pages must be kept 
in storage. As a result, every node of a query 
may be forced to keep large amounts of 
intermediate data in storage. 

We compare the stream scheme with a typical 
conventional scheme which employs the relation­
level granularity when activating a relational 
operation. We assume this conve-ntional sc.heme 
implements a relational operation using parallel 
nested-loop algorithm[4]. This algorithm is 
employed in many database machines. If it is 
employed, each tuple of the outer-relation is 
compared with every tuple of the inner-relation. 
In the conventional scheme, the total number of 
times tuples are compared is 

Tl*T2. 

The memory requirement is 

Tl+T2+jsf*Tl*T2. 

The swapping time of tuples in intermediate 
relations is 

Sw*((Tl-B)+(Tl/B)*(T2-B) + (jsf*Tl*T2-B)). 

The processing time of the join operation in a 
multiprocessor is 

Cm*Tl + Ro*Tl*T2/P + Wr*jsf*Tl*T2/P. 

The total number of times tuples are compared 
in the conventional scheme is O(Tl*T2) and that in 
the stream scheme is O(Tl*T2*Im/B). "Im/B" 
indicates the number of times the inner-relation 
is reproduced when the whole outer-relation is not 
retained in the input buffer. The stream scheme 
overcomes this overhead because of utilization of 
pipeline processing, and the prevention of memory 
overflow. 

As described in Section 2, memory overflow 
due to intermediate relations does not occur in 
the stream scheme. In the conventional scheme, on 
the other hand, if the intermediate relation 
becomes larger than the buffer size, memory 
swapping must be done between secondary storage 
and the buffer. The O(Tl*(T2-B)/B) number of tuple 
swapping times is required. The number of 
swapping times is almost the same as the number 
of times tuples are compared in the nested-loop 
algorithm. In general, since the tuple swapping 
time is much longer than the tuple comparison 
time, the memory overflow causes heavy overhead. 
That is, the superiority of the stream scheme is 
distinguished when memory overflow occurs in the 
conventional scheme. 
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The advantage of the stream scheme increases 
in proportion to the increase of the join 
selectivity factor. This is because the stream of 
tuples continuously flows through the pipeline 
among the relational operation nodes in the larger 
jsf case. On the other hand, in the conventional 
scheme, the size of the intermediate relation 
increases according to the increase of the join 
selectivity factor. As the result, the subsequent 
relational operation node must munipulate a larger 
intermediate relation, and the processing time of 
the subsequent node becomes longer. Therefore, 
when the join selectivity factor is large, the 
stream scheme is more effective than other 
schemes. Furthermore, even w_hen the join 
selectivity factor is small, the processing time· 
required in the stream scheme to execute a query 
is almost the same as in the conventional scheme. 
In such a case, the number of reproduction 
times(Im/B) becomes less because Im becomes 
smaller as the join selectivity factor decreases. 
That is, when the join selectivity factor is 
small, the stream scheme executes a query in 
almost the same fashion as the conventional 
scheme. 

~Conclusions 

We have presented a stream oriented execution 
scheme for relational database operations. This 
scheme is based on the stream processing 
principle. By combining stream processing with 
demand-driven control, this scheme exploits 
pipeline concurrency and makes it possible to 
execute relational operations with limited 
resources while avoiding the complexity of 
resource management. In this paper, we have 
presented a basic algorithm for the stream­
oriented parallel processing scheme and have also 
discussed the features and the effectiveness of 
the stream scheme. 

As mentioned in Subsection 3.3, two 
implementation approaches for the stream scheme 
can be considered. A distributed query processing 
system based on the stream scheme is currently 
being developed in a local area network 
environment[ 10]. 

We believe that concepts included in the 
proposed stream-oriented parallel processing 
scheme will contribute to the development of 
relational database systems. 
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A partition and replicate strategy for pro­
cessing distributed queries referencing no frag­
mented relation is sketched. An optimal algorithm 
is given to decide which relation is to be parti­
tioned into fragments, which copy of the relation 
is to be used, how the relation is to be parti­
tioned and where the fragments are to be sent for 
processing. The time complexity of the algorithm 
is O(Nd m log m + r log r), where Nct is the total 
number of copies of the relations referenced by 
the query, m is the number of sites and r is the 
number of relations. Under the situations that 
all sites have the same processing speed and the 
cost functions for data transmission and local 
processing cost are linear, the time complexity of 
the algorithm is reduced to O(r IAS(Q)I log 
IAS(Q)I + r log r), where IAS(Q)I is the number of 
sites having a copy of a relation referenced by 
the query. 

1. Intr.oduction 

Distributed query processing is an important 
factor for the performance of a system with the 
databases distributed in a network. Many distri­
buted query processing algorithms [ApHY, BeCh, 
BeGo, BlLu, CDFG, ChBH, Chan1, Chan2, ChHo, ChHu 
ChLi1, ChLi2, ChLi3, EpSW, GoSh, HeYa, KeYa, Luk2, 
SDD1V1, SDD1V2, Woka, Wong, WOHL, Yaos, YCTB, 
YLCC, YuOz] have been proposed. Most of these al­
gorithms assume that the data communication cost 
is daninant and make use of semijoins to reduce 
the amount of data transfer. While such an as­
sumption is reasonable for long~haul networks 
where data communication costs are high, it may 
not be valid for fast local networks. In contrast 
the "fragment and replicate" (a fragmented rela­
tion remains to be fragmented, while other rela­
tions are replicated at the sites of the fragment­
ed relation) query processing strategy was used in 
distributed Ingres [EPSW]. Its main feature is to 
allow parallel processing. However, for many 
queries, substantial data transfer is required be­
fore parallel processing can take place unless 
many relations are duplicated in many sites. 

We have developed two algorithms. The first 
algorithm, the semijoin algorithm [YCTB, YCTBL], 
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is an extension to the SDD~1 algorithm [SDD1V2] 
which assumes that the most important cost is the 
number of bytes transmitted between network nodes. 
The algorithm was extended to support fragmented 
and replicated relations. The other algorithm, 
the replicate algorithm [BrTY, YGCC] is derived 
from distributed Ingres [EpSW]. It assumes that 
local processing cost dominates network costs and 
uses fragmented relations to maximize the amount 
of parallelism in operations. 

we have done the performance analysis for 
these two algorithms [BrTY, TBCD]. We found that 
the replicate algorithm outperforms the semijoin 
algorithm in a fast local network environment. 
Thus, in a fast local network, it is preferable to 
use a fragment and replicate algorithm. However, 
if no relation referenced by a query is fragment­
ed, it is necessary to decide the relation and its 
copy to be partitioned into fragments, how the re"' 
lation is to be partitioned and where the frag­
ments are to be sent for processing. This paper 
provides answers to the above questions and gives 
an optimal algorithm in time O(Nd m log m + r log 
r), where N is the total number of copies of the 
relations re9erenced by the query, mis the number 
of sites and r is the number of relations. Under 
the special case that all sites have the same pro­
cessing speed and the cost functions for data 
transmission and local processing cost are linear, 
the time complexity reduces to O(r IAS(Q)I log 
IAS(Q)I + r log r), where IAS(Q)I is the number of 
sites having a copy of a relation referenced by 
the query. 

2. Problem definition and notations 

A relation Ri ls partitioned into a number of 
fragments {Fijl if IRil =~!Fiji· 

J 
&tppose {R1 R2 ••• Rr} are the relations to 

be joined as specirled in a query and all of them 
are not fragmented. O~e of them, say Rf, will be 
chosen to be partitioned into d fragments, for 
some integer d. Then, the fragments will be as­
signed to a set of d sites. The other relations, 
if not present at each of the d sites, will be re­
plicated at those sites. The answer is the union 
of the joins of the fragments with the other real­
tions at the d sites. The problem is to decide 
(i) the relation to be partitioned i.e. Rf (ii) 



the number of fragments the relation is to be par­
titioned i.e. d (iii) the size of each of the d 
fragments (iv) the sites where the fragments are 
to be assigned (v) the copy of the partitioned re­
lation to be used, if multiple copies exist, such 
that the response time (in terms of both local 
processing cost and communication cost) is minim­
ized. 

The following notations are used with respect 
to the given query Q. 
AS(Q): Accessed Sites; the set of sites containing 

at least a copy of a relation referenced by 
Q. 

NAS(Q): Non-Accessed Sites; the set of sites con­
taining no relations referenced by Q. 

CS(Rf): The set of sites each containing a copy of 
the relation Rf to be partitioned. 

As in [YGCC, YGZT], the cost of joining relations 
RJ, ••• Rn is given by h(R1) + ••• +h(Rn), 
where 

h(X) = { 

f(X) if there exists a fast access 
path(e.g. index) for the join­
ing operation involving X 

n(X) otherwise, 

with f(X) << n(X). 
This is a rough approximation, with the im­
plicit assumption that the join is restric­
tive. 

W(Rf,p): The weight of site p. This includes the 
cost to transmit required data into the site 
from other sites and the processing cost at 
the site but not including the costs associ-
ated with relation Rf which is chosen to be 
partitioned. The we ght 

E h(Dij)/Sp(p) + 
Dij in p,i,.f 

E [t(Dij)/Tspeed + n(Dij)/Sp(p) ] 
D. · not in p,i,.f 
w~~re D · · is a copy of relation i at site j 
and Ts~~d is the communication speed of net­
work, and Sp(p) is the processing speed of 
site p; t() is the cost function for data 
transfer. The first term represents the lo­
cal processing cost for those data already at 
site p, taking into consideration the pro­
cessing speed of the site. The second term 
gives the local processing cost and the data 
trasmission cost for the data to be 
transferred into site p. 

d~partition: A relation is partitioned into d 
fragments. 

par(Rf): The cost function to partition Rf. This 
s assumed to depend only on the size of the 

relation Rf. 
PS(Rf,d): The set of the processing sites each of 

which is assigned one fragment of R if the 
partition is ad-partition, i.e., i~!;(Rf,d)i 
= d. 

PT(PS(Rf,d),s): A ct-partition of Rf by using the 
copy of Rf at sites (if multiple copies of 
the relation exist) and the processing sites 
PS(Rf,d). 
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F(Rf,d,p): The size of the fragment that will be 
assigned to site p for a ct-partition of Rf. 

Assign(Rf,d,p s): The cost to assign and to pro­
cess a fragment of size F(Rf,d,p) at site p, 
P~PS(Rf d) by using the copy of Rf at site s 
for partition. 

=( 

t(F(Rf,d,p))/Tspeed + n(F(RfAd,p))/Sp(p) 
lI P"S 

n(F(Rf,d,p))/SP(p) if p=s. 

It is assumed that after the partitioning 
process, fast access paths, if exist earlier, 
will be lost. Thus, the cost function for not 
having a fast access path, n(), is used. 

cost(Rf,d,p,s): The total ( processing and commun­
ication ) cost at site p when the copy of R 
at sites is chosen to be partitioned into h 
fragments, and the fragment of size F(Rf d p) 
is assigned to site p. ' ' 
= W(Rf,p) + Assign(Rf,d,p,s) + par(Rf)/Sp(s). 
Note that since each processing site has to 
wait for the completion of _the partitioning 
of Rf• par(Rf)/Sp(s) is incurred at each pro­
cessing site. 
All cost functions t(), h(), f() and par() 
are monotonically increasing functions i.e. 
if the relation/fragment is larger, a higher 
cost will be incurred for local processing 
and/or data transfer. 

Res(Rf,d s): The response time obtained at d­
partition when the copy of Rf at sites is 
chosen to be partitioned into d fragments and 
the processing sites are PS(Rf,d). 
=MAX ( ( cost(Rf,d,p,s) } 

pfPS Rf,d) 
We are interested in minimizing Res(Rf,d,s). 

l· Partition strategy 

l·l Determine the optimal processing sites 

Given a relation and its copy to be parti­
tioned, we want to determine (1) the processing 
sites (and therefore the number of partitions) and 
(2) how the relation is to be partitioned and as­
signed to the processing sites. 

Proposition 1 below shows that art Optimal way 
to assign fragments to processing sites is in such 
a way that each processing site will have the same 
total cost. Thus, it remains to determine the 
processing sites. We will show in Propositions 3 
and 4 that (i) if a site is not used as a process~ 
ing site, then those sites with weights higher 
than or equal to that of the site should not be 
used as processing sites and (ii) if a site is 
used as a processing site, then those sites with 
weights smaller than or equal to that of the site 
should be used as processing sites. Based on 
results (i) and (ii), all sites are arranged in 
ascending order of weight. Consider site t. If 
site t is not a processing site, then sites (t+1) 
to the last site need not be considered; other-



wise, site 1 to site t and possibly the next few 
sites will be processing sites. 

Proposition l= Let Res(Rf,d,s) and Rest(Rf,d s) be 
the response times obtained by the d~part!tions 
PT(PS(Rr,d),s) and PTl(PS(Rf,d),s), respectively. 
If tfie d-partit on PT(PS(Rf,d),s) makes 
cost(Rf,d,p,s) - cost(Rf,d,j,s) for every pair p,j 
~ PS(Rf,d) then Res(Rf,d,s) ~ Res1(Rf,d,s). 

Definition: S is an optimal set of processing 
sites for the copy-Or relation ~at-;ite t if the 
copy is partitioned into fragments and assigned 
for processing at each of the sites in S to yield 
the optimal response time. Each site s in S is an 
optimal processing site. 

~ ~: Let Res(Rf,d,s) be the response time ob­
tained by d-partition PT(PS(Rf,d),s). 
If W(Rr,j) + par(Rr)ISP(s) < Res(Rr,d,s), j not in 
PS(Rf 1d), then there exists a (d+1)-partition, 
PT(PS\Rr,d+1),s), such that Res(Rr,d+1,s) < 
Res(Rf,d,s), where Res(Rr,d+1,s) is the response 
time obtained by including site j as a processing 
site. 

Proposition 3: If site pis an optimal processing 
site and site j satisfies W(Rr,J) ~ W(Rf,p) then 
site j is also an optimal processing site. 

Proposition 4: If site p is 
cessing site and site j 
W(Rr,P> then site j is also 
cessing site. 

not an optimal pro­
satisf ies W(Rf,j) ~ 

not an optimal pro-

Suppose Rf is the relation to be partitioned. 
After the sites are arranged in ascending order of 
weights, the best solution is obtained by assign­
ing the fragments of Rf using Proposition 1 to the 
first d sites, for some d. We now seek to deter­
mine d. 

One simple~minded way is to compute the 
response time for a given d by assigning the frag-
ments of Rf to the first d sites using Proposition 
1. Then d s increased by 1 and the process is re-
peated until an increase in the number of sites 
yields an increase in the response time or the to­
tal number of sites, m, is reached. For a given 
d, finding the response time for the first d sites 
takes O(d) time. Since the process may be repeated 
up tom times, the time complexity is O(m2). 

A more efficient process is as follows. We 
first consider the middle site, the m/2-th site. 
If this is not an optimal processing site ( deter­
mined by Proposition 5), then it is sufficient to 
consider the first (m/2 ~ 1) sites. We then re~ 
peat the process by checking the m/4~th site. If 
the m/2~th site is an optimal processing site, 
then the 3m/4~th site will be examined. In other 
words, a binary search is performed on the set of 

1023 

sites. The process of determining whether the 1-
th site is an optimal processing site will be 
shown to take at most 0(1) time. Since the binary 
search process is an O(log m) process, the time 
complexity for determining the optimal number of 
sites is at most O(m log m). It remains to deter­
mine whether a given site is an optimal processing 
site. 

Suppose the given site is the i-th site. 
Even if this given site is assigned a fragment of 
size zero (i.e. the site is not a processing 
site), the time incurred at this site is T• 
W(Rf,i) + par(Rr)/Sp(s) ( the copy of Rf at sites 
is partitioned). &ippose each of the preceding 
(i-1) sites is assigned some part of Rf (the parts 
of Rf assigned to the sites need not be disjoint) 
such that its response time is T. The next propo-
sition states that site i is not an optimal pro­
cessing site if and only if the sum of the sizes 
of the fragments of Rf assigned to the first (i-1) 
sites is greater than or equal to the size of Rf. 

Proposition 2= Suppose size(j) is the size of the 
part of Rf assigoed to site j such that the total 
cost or s te j, cost(Rf, 1...: 1,j ,s) • W(Rr,i) + 
par(Rr)/Sp(s) for each site 1~j~i-1. Then site i 
is not fll1optimal processing site iff 
size• E size(j) ~ size(Rr) (1) 

j-1 
where size(Rr) is the si~e of relation Rr. 

The process of determining the last process~ 
ing site is given as follows. 

BINSEARCH(low,high,result) 
I* The relation to be partitioned is Rf; the copy 
of Rf to be partitioned is at sites. The optimal 
set of processing sites is 1 to result. */ 

If ( low > high ) then result = high 
else { 

MID = ( low + high )/2 ; MID1 = MID - 1 
For i := 1 to MID1 
{ Assign part of Rf to site i such that 

cost(Rf,MID1,i,s) 
- W(Rf,MID) + par(Rr)/Sp(s) 

MID1 
If~ size(i) ~ size(Rf) 

i=1 
then BINSEARCH(MID+1,high,result) 

I* search right half */ 
else BINSEARCH(low,MID-1,result) 

I* search left half */ 

1·~ Determine the copy of the relation to be par­
titioned 

When there are more than one copy of the re­
lation to be partitioned, we need to determine 
which copy should be used to obtain the best 
response time. &ippose we use the copy COu at the 
site u that has the fastest processing speed among 
the sites that have a copy of the relation. Let 
the set of the optimal processing sites and the 



optimal response time for this copy be PSu and OPu 
respectively. Proposition 7 below states that any 
other copy which is not in one of the optimal pro­
cessing sites, PS , can not yield a better 
response time thaM OP and should not be chosen 
for partitioning • u 

suppose there is a copy CO at site v which 
is within PS • If the set of t~e optimal process­
ing sites ob~ained for CO is not a subset of PSu 
then the response time ~btained by using COv can 
not be less than OPu· This is shown in Lemma 6. 
Thus, we do not need to consider any site outside 
PSu as a processing site for copy COv. 

~~:Let Res(Rf,d,u) and Res(Rf,d',v) be the 
optimal response times obtained by the optimal 
partitions PT(PS(Rf,d) ,u) and PT(PS(Rf,d') ,v), 
respectively, by using the copies COu and COv of 
Rf at sites u and v, respectively. 

If Sp(u) ~ Sp(v) and PS(Rf,d') e PS(Rf,d) then 
Res(Rf,d',v) > Res(Rf,d,u). 

Proposition 1= Let Res(Rf,d,u) and Res(R ,d',v) be 
the optimal response times obtained by the optimal 
partiti?ns PT(PS(Rf,d) ,u) and PT(PS(Rf,d') ,v), 
respectively, by using the copies COu and COv of 
Rf at sites u and v, respectively. 

If Sp(u) ~ Sp(v) and v~ PS(Rf ,d) 
then Res(Rf,d,u) lii Res(Rf,d',v). 

When there are more than one copy of the re­
lation to be partitioned, one method is to first 
use the copy at the site that has the fastest pro­
cessing speed among the sites that have a copy of 
the relation, then discard some unnecessary copies 
by applying Proposition 7, The remaining copies 
are processed in descending order of processing 
speed of their residing sites. For each such 
copy, the processing sites will be restricted to 
be the intersection of the processing sites of the 
previous copies since, by Lemma 6, no copy can 
yield a better response time by using any site 
outside the processing sites of a previous copy. 
We then compare all such cases and the copy yield­
ing the least response time is chosen. Slppose 
instead we choose the copy COu at the site u that 
has the fastest processing speed among the sites 
that contain a copy of the relation to be parti­
tioned, and obtain the response time for this 
copy. Let the size of the fragment assigned to 
site j, where a copy coj of the relation exists, 
be F1• (If no copy of the relation exists in a 
proce~sing site of cou, then, by Proposition 7, 
the optimal solution for the relation is ob~ 
tained.) If we choose COj to be partitioned, we 
incur par(Rf)/Sp(j) - par(Rr)/Sp(u) additional 
time at each processing site, but we save 
transmission cost of t(Fj)/Tspeed for site j. If 
the copy C0 1 is chosen to be partitioned, we can 
reduce the response time by at most t(Fj)/Tspeed ~ 
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( par(Rr)/Sp(j) - par(Rr)/So(u) ). In fast local 
area networks, the transmission cost is supposed 
to be small in comparision with processing cost. 
Thus, the copy at the site with the fastest pro­
cessing speed should be a good choice. 

J.·.1 Discard of certain ~accessed sites 

The following result (Proposition 9) says 
that if a site j is an non~accessed site and the 
weight of this site for partitioning relation R 
is greater than or equal to the optimal respons' 
time obtained by partitioning Rf, then this site 
should not be considered as one of the processing 
sites for any partitioned relation R where IR I 
lii IR r• r flt since it will result in higher response 
time. hus, if we order the relations in descend~ 
ing order of size, a non-accessed site discarded 
in the processing of a relation is automatically 
discarded when a later relation is processed. 
Slppose site j is discarded. Any non-accessed site 
whose weight is greater than or equal to site j 
with respect to relation R satisfies the same 
condition as site j. Thus, ft can also be discard~ 
ed. 

Lemma~: If j ~ NAS(Q) and !Rf I ~ IRrl 
then W(Rf,j) lii W(Rr,j). 

Proposition 2= Let Res(~f,d,u) and Res(R ,d' v) be 
the optimal response times obtained by Sart!tion-
ing relations Rf and R respectively Let 
PS(R r• • r,d') be. the set of the optimal processing 
sites for partitioning relation R 
If jlfNAS(Q), HPS(Rr,d'), !Rf! ~ l~rl and W(Rf,j) 
~ Res (Rf d ,.u) 
then ResrRr,d',v) ~ Res(Rf,d,u) 

J.·~ ,!!! optimal algorithm 

We now give an algorithm to find an optimal 
partition strategy. 
Let R(Q) be the set of relations referenced by 
query Q. 
The set of sites S • AS(Q) U NAS(Q) i.e. the union 
of the accessed and the non~accessed sites of Q. 
Among the non-accessed sites in NAS(Q), let s be 
the site having the fastest processing speed. 

ALGORITHM PARTITION 

(1) Estimate the total time if the query is pro­
cessed in a single site t, tit AS(Q) u {s}. 
Set Bound • the best estimated response time 
obtained. 

(2) Arrange the relations in R(Q) in descending 
order of size. Let the arranged relations be 
Ri, 1:Hliin. 

(3) For i • 1 to n /* from the largest relation to 
the smallest */ 

3.1 Fran the remaining non-accessed sites, dis~ 
card those sites p with 
W(Ri,p) ~Bound. I* Once a non-accessed 

site is discarded for a rel" 



lation, it is discarded for 
all smaller relations by 
Proposition 9 *I 

3.2 Arrange all remaining sites p in ascending 
order of weight W(R.,p) 

3.3 Discard those sitesip with weight 
W(Ri,p) + par(Ri)/Sp(u) ~Bound 
where u is the site having the fastest pro-
cessing speed among the sites that contain a 
copy of Ri. 

I* Unlike 3.1 this discard is for 
the relation R. only */ 

3.4 Use binary search to det~rmine the optimal 
processing sites for the copy of Ri at site 

3.5 

3.6 

u. 
low= 1; high= the number of sites ranained 
after step 3.3. 
BINSEARCH(low ,high ,result) 
Compute response time Res using the process­
ing sites 1 to result. 
Order the ranaining copies of R1 that reside 
in a site j between 1 and result in descend-
ing order of processing speed of their 
residing sites. (Let k., be the number of 
these remaining copies). iLet the arranged 
copies be cot, 1~t~ki'· resulto =result. 
For t=1 to ki' 
{ low 1; high = resultt_ 1 

If( 1:0 si te(COtl :o high) ) /* By Proposi­
tion 7, if site(COt), the site 
where cot resides, is beyond 
high, it can not yiela a 
response time better than rest_ 1 
*I 

BINSEARCH(low, high, resulttl 
Compute the response time rest for the 
processing sites 1 to resultt· 
res = MIN { res, rest l 
) 

3.7 Bound MIN { Bound, Res }. [] 

1:2 Given the relation ~f ,and its copy at site s, 
to be partitioned anu-thl!"""UJYttlrral-,rr~sing 
site'S;" determine the--sTzes-of the fragments to 
be assigned to the sites. - -- -

By Proposition 1, the optimal assignment is 
to make each processing site have the same total 
cost. Thus, for each optimal processing site i, 
W(Rf,i) + par(Rf)/Sp(s) + assign(Rf,d,i,s) = c 
where c is the total cost (and hence the response 
time) to be determined and F(Rf,d,i) is the frag­
ment of Rf to be assigned to site i. 
F(Rf,d,i) 

= assign-1( c -W(R ,i) - par(Rf)/Sp(s)) (2) 
where the assign function is in terms of the 
transmission cost function t() and the join pro­
cessing function n(). 
Since ~ F(rf,d,i) = IRfl' 

i 

we can solve for c by substituting (2) into it and 
therefore F(Rf,d,i) can be solved. We can solve 
Equation (2) for F(Rf,d,i) as a func~ion of c in 
constant time. We need to repeat this for d frag• 
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ments. Thus, c can be solved in O(d) if the rela­
tion is partitioned into d fragments and the sizes 
of fragments can also be computed in O(d). 

4. Time complexity 

In the algorithm PARTITION, it takes O(N l to 
obtain the best response time for Step ( 1) [Ya2T J, 
where Nd is the total number of the copies of the 
relations. At Step (2), it takes O(r log r) to 
arrange the r relations. We know that the higher 
the processing speed of a non-a~cessed site the 
smaller the weight of the site. Thus, we can 
pre"arrange all sites in ascending order of weight 
( or descending order of processing speed) as if 
they are non-accessed sites. For a given site, 
check if the site is non-accessed or not and if it 
is, determine whether its weight is greater than 
or equal to the Bound. A binary search of sites 
can be anployed here, since the sites are in as­
cending order of weight. Thus, the non-accessed 
sites with weight ~ Bound can be determined in 
O(log m) in Step 3.1, where m is the number of 
sites. For step 3.2, it takes OCIAS(Qll log 
IAS(Qlll to order the accessed sites and then 
takes OCIAS(Qll+INAS(Qlll to merge the non­
accessed and the accessed sites since the non­
accessed sites are arranged in ascending order of 
weight. At Step 3.3, binary search can be used to 
discard sites it takes O(log m•), where m' is the 
total number of the remaining non-accessed and ac~ 
cessed sites. It takes at most O(m' log m') for 
the BINSEARCH algorithm for Step 3.4. At step 
3.5, it takes at most O(m'). Thus, the time com­
plexity for Steps 3.1~3.5 is O(m log m). &lppose 
there are ki copies of relation R1. At Step 3.6, 
S~eps 3.1 to 3.5 is repeated at most ki times with 
time O(kim lo~ m). We will repeat this process 
for every relation. ·Thus, it needs O(Nd m log m + 
r log r) for the algorithm PARTITION. 

2· Special situation 

Suppose both the transmission cost function 
and the JOln cost function are linear i.e. n(X) -
a, X and t(X) = a2 X for some constants a1 and a2. 
Then 

assign(Rf,d,j ,s) 
a1F(Rf,d,j)/Sp(j) + a2F(Rf,d,j)/Tspeed if j*S 

- { 
a1F(Rf,d,j)/Sp(j) if j=s. 

wheres is the site where the copy of Rf is to be 
partitioned. We can rewrite it as 
assign(Rf,d,j ,s) = bjs F(Rf,d,j) where 

a1/Sp(j) + a2/Tspeed if J*S 

a1 /Sp(j) if j=s. 

If we make use of this special property for 
the algorithm BINSEARCH, the complexity of this 
algorithm can be reduced to O(m) instead of O(m 
log m) • 



In algorithm BINSEARCH, in order to determine 
whether site (d+1) is a processing site using Pro­
position 5, we· will set cost1(Rf,d,j,s) 
W(Rf d+1) + par(Rr)/Sp(s) and compute F1 (Rr,d,j) 
for every site j, 1~j:Sd. If we substitute tfie as-
sign function into cost1(Rf,d,j,s), we have 
costt(Rf,d,j ,s) 

• WlRf,j) + par(Rf)/Sp(s) + bjs F1 (Rf,d,j) 
• W(Rf,d+1) + par(rf)/Sp(s) 

If we solve for the size of the fragment, we have 
F1 (Rf,d,j) - (W(Rf,d+1) ... W(Rf,j ))/bjs for 1:Sj:Sd. 

The summation of the sizes of the fragments is 

d 
R(d) • t F1(Rf,d,j) 

j•li 
• t (W(Rf,d+1) - W(Rf,j ))/bjs• 

j•1 
After obtaining R(d), we will continue to search 
the right half or the left half. 

~ l= Search the right half 

In this case, we will determine whether 
(d'+1)•th site· snould be·· an optimal processiiig 
site, where d'>d. We need to canpute 

R(d') -f F1 (Rf,d' ,j) 
j-1 
d' 

- t (W(Rf,d'+1) - W(Rf,j))/bjs 
j·1 
d 

- t (W(Rf,d'+1) r- W(Rf,j ))/bjs 
j-1 

d' 
+ t (W(Rf,d'+1) • W(Rf,j))/bjs 

j•d+1 

d 
- t (W(Rf d'+1) ... W(Rf,d+1))/bJ·s j•1 • 

d 
+ t (W(Rf ,d+1) - W(Rf ,j ))/bj s 

j•1 
d' 

+ t (W(Rf,d'+1) - W(Rf,j))/bjs 
j•d+1 d 

- (W(Rf d'+1) - W(Rf,d+1)) t 1/bjs + R(d) 
d' • j•1 

+ t (W(Rf,d'+1) ,.. W(Rf,j ))/bjs 
j•d+1 

If 1/b1 1<j<d has been accumulated, the first 
term ~~ri be· done at constant time. What remains 
to be computed is the size of the fragment that 
will be assigned to site j, d+1 :Sj:Sd' .• and their 
summation. (note that F1(Rf,d',j) - W(Rf,d'+1) -
W(Rf,j) ) It needs only (d'-d) steps instead of d' 
steps. 

~ ~: Search the left half 

In this case, we will determine whether 
(d"+1 ) .. th site should be an optimal processing 
site, where d" < d. We need to canpute 
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d" 
R(d") • t F1(Rf,d",j) 

j·1 
d" 

- t (W(Rf,d11 +1) - W(Rf,j))/bjs 
j•1 
d 

• t (W(Rf,d11 +1) ""W(Rf,j) 
j•1 

+ W(Rf,d+1) - W(Rf,d+1))/bjs 

d 
- t (W(Rf,d"+1) - W(Rf,j))/bjs 

j•d"+1 
d 

- t (W(Rf,d+1) ... W(Rf,j ))lbjs 
j•1 

(W(Rf,j) - W(Rf,d"+1))/bjs 
j•d"+1 

d 
• R(d) - ( W(Rf ,d+1) - W(Rf ,d"+1)) J=l 1 /bj s 

d 
+ t (W(Rf,j),... W(Rf,d"+1))/bjs 

j•d"+1 

Again, if R(d) is obtained and 1/b s 1:Sj:S4 i~ 
accumulated, then R ( d") can be can~uted in ( A1-d11 J 
steps. 

&ippose there are m sites. In binary search, 
we start at the m/2-th site; this takes m/2 steps 
to compute R(m/2); then the 3m/41-th site is 
checked if the right half is searched or the m/4-
th site if the left half is searched. But no 
matter which half is searched, according to the 
above argument, it takes only m/4 steps to compute 
R(3m/4) or R(m/4). Thus, it will take m/2, then 
m/4, m/8 steps and so forth for the sequence of 
searches. Since the binary search process ter• 
minates in (log m) steps,and 
log m 
t m/2i • m-1 
i•1 
the algorithm BINSEARCH takes O(m) instead of O(m 
log m) time. 

suppose not only the cost functions n() and 
t() are linear, but all sites have the same pro­
cessing speed. Then, the time complexity is 
further reduced. 

When all sites have the same processing 
speed, those non-accessed sites will have the same 
weight associated with the relation to be parti­
tioned. Therefore, by Propositions 3 and 4, if a 
non-accessed site should (not) be an optimal pro­
cessing site, then al.l no!l'"accessed sites should 
(not) be optimal processing sites. Thus, we only 
need to use those accessed sites and one non­
accessed site to determine the optimal processing 
sites in algorithm BINSEARCH. The canplexity of 
the algorithm BINSEARCH becomes O(IAS(Q)l+1). 



Furthermore, we do not need to repeat the search 
for the optimal processing sites for every copy of 
the relation to be partitioned. The copy at the 
site which has the smallest weight among those 
sites having a copy of the relation to be parti­
tioned, will yield the best response time. This 
will be shown in Proposition 12. 

Lemma .!Q_: If a1 > a 2 > o and x1 ~ x2 > O then a2 
x 1 + al x2 :ii al x 1 + a2 x2 

Proof: a2 x 1 + a 1 x 2 - a1 x1 - a2 x2 
~ ba2. an (x1 - x2) 

Lemma .l!_: If a1 > a 2 > o and x1 ~ x2 > O then 
x1/a1 + x2/a2 :ii x1/a2 + x2 /a1. 

Proof: x1la1 + x2la2 
• (a2 x1 + a1 x2)/(a1 a2) 
:ii (al Xl + a2 x2)/(a1 a2) (Lemma 10) 
• x1/a2 + x2/a1 [] 

Proposition 12: Lett be the site having the smal­
lest weight~among all sites containing copies of 
the relation, Rf, to be partitioned. Let 
Res(Rr,Pt,tl and Res(Rr,Pv,vl be the response time 
for using the copy at site t and for using a dif-
ferent copy at site v, respectively. 
If all sites have the same processing speed, then 
Res(Rf,Pt,tl :ii Res(Rf,Pv.v). 

Proof: 
Case .l_: p > Pt 

By lemma 6, Res(Rf,Pv.vl > Res(Rf,Pt.tl. 
Case 2: p < Pt 
-- -Sup~ose Res(Rf,Pt.tl > Res(Rf,Pv.v). Let 

Fjt be the size o~ the.fragment assigned to 
a processing site J, l:iiJ:iiPt, by partitioning 
the copy at site t. We know that F.t = ( 

Res (Rf ,pt.it H.iCRf ,j )-par (Rr )/SP (t) 11b1 t. 
Since aI sites have tfie same process1ng 
speed, bjt = bjv• j,ot and j,ov, Since bjt 
b.iv for j,ot and j,ov, we have that Fjv < Fjt 
for j ,.t and j ,ov because Res (Rf ,pv, v) < 
Res(Rf•Pt,tl and Sp(t) - Sp(v). Since all 
sites have the same processing speed, btv 
bvt• bvv = btt and btt < bvt· We can have 
Ftv + Fvv < Ftt + Fvt 

Thus, 
Pv Pv Pt 

i: F· < i: Fjt :> i: Fjt - IRfl, j•l JV j-1 j•l 
a contradiction that the copy of Rf at site 
v is partitioned. Thus, Res(Rf,Pv,vl can 
not be smaller than Res(Rf Pt t). [ J , • 

By Proposition 12, if we use the copy of the 
partitioned relation at the site with the smallest 
weight to determine the optimal processing sites, 
the optimal response time of partitioning the re­
lation is obtained. This takes only o<IAS(Q)I ). 
It takes o<IAS(Qll log IAS(Qlll to arrange the ac-
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cessed sites in ascending order of weight. Thus, 
it takes O(r IAS(Q) I log IAS(Q) I) at Step 3 of the 
algorithm PARTITION if there are r relations. 
Therefore, the ccxnplexity of the algorithm is re­
duced to O(r IAS(Qll log IAS(Qll + r log r). 

Since the number of relations referenced by a 
query and the number of accessed sites are usually 
very small, the algorithm will run very fast. In 
situation where the join cost function is diffi­
cult to estimate accurately, a linear function may 
serve as a first order approximation. The pro­
cessing speed of a site may depend on many fac~ 

tors, such as the number of users at a given time, 
the query type, the job mix etc. In the absence 
of accurate strategies, the assumption that all 
sites have the same processing speed is applica­
ble. 

6. Conclusion 

In a fast local network, it is preferable to 
use a fragment and replicate strategy to process 
queries. However, if no relation referenced by a 
query is fragmented, it is necessary to decide 
which relation is to be partitioned into frag­
ments, which copy of the relation should be used, 
how the relation is to be partitioned and where 
the fragments are to be sent for processing. An 
optimal algorithm in time O(Nd m log m + r log r) 
has been given to provide answers to the above 
questions. Under special situations that all 
sites have the same processing speed and the cost 
functions for data transmission and local process­
ing cost are linear, the time ccxnplexity reduces 
to O(r IAS(Qll log IAS(Qll + r log r). 
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FOR MULTIPROCESSORS 
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Abstract -- The existing solutions to multiproees­
sor cache coherence problem are not suitable, in our 
opinion, for systems with a large number of processors. 
We propose a new solution in which a compiler gen­
erates cache management instructions. Conditions 
necessary for cache coherence violation are defined. 
The structure of a program and its dependence graph 
are used to detect when these conditions become true, 
and the instructions to enforce coherence are generated. 
No communication between processors is required at 
run-time to enforce coherence. The correctness of the 
solution is proved. 

Introduction 

Several multiprocessor architectures have been 
built or are being built that can truly be called large­
scale ([4], [5], [14], [2]). n..ey can have several hundred 
processors sharing memory and all working on solving a 
single problem. Such multiprocessors are characterized 
by a long memory access time making the use of cache 
memories very important. However, a cache cohen·nce 
problem makes the use of <·aches difficult. In this paper 
we discuss the proposed solutions to the cache coher­
ence problem and why they may not be suitable for a 
large-scale multiprocessor. We propose a different solu­
tion that relies on a compiler to manage the caches. \Ve 
define conditions necessar:,· for a data incoherence to 
occur. A restructuring compiler, such as Parafrase [9], 
can be used to detect when such conditions arise and to 
generate cache management instructions to enforce 
coherence. 

Existing solutions to the cache coherence problem 

Let us examine the proposed solutions to the cache 
coherence problem (see [18]) for use on large-scale mul­
tiprocessors. The solutiorn; can be divided into the fol­
lowing groups: 

This work was supported in part by the National Science Founda­
tion under Grants No. US NSF DCR.84-10110 and DCR8·1-0f>D16, 
and the US Department of Enerh'Y under Grant No. US DOE DE­
FG02-85ER25001. 
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(1) 

(2) 

(3) 

Solutions based on a single shared resource. 
These include a central directory scheme of [15] 
and a shared cache scheme of [17]. 
A large number of processors can not access the 
shared resource without severe performance deg,ra­
dation. That's why these solutions are not extend­
able to large-scale multiprocessors. 

Bus-based solutions. 
An example of such a solution is that of Goodman 
[6]. 
These solutions are also using a shared resource, 
the bus, and could have been considered in the first 
group. We put them ln a separate group because 
they seem to us capable of supporting a larger 
number of processors then the solutions in the first 
group, but not hundreds of processors on a single 
bus .. 

Cacheability attribute processed during virtual 
address translation. 
This scheme was used in C.mmp [3]. Again a cen­
tral resource, shared page tables, can be identified 
in this solution. The overhead of changing the 
cacheabilty attribute seems large to us for a truly 
extendable solution. 

In addition, mo:>t modern processors contain 
a translation buffer (TLB) acting as a cache for 
page table entries. When a cache attribute needs 
to be changed all of the TLBs need to be updated. 
Therefore, we may have solved the data cache 
coherence problem, but we have created a TLB 
coherence problem. 

A variant of this solution has been proposed 
which allows the cacheability of read-only data. In 
this case the attribute is never changed during the 
execution of a program. This solution is restricLive 
and may not allow a large number of references to 
be cached. 

Multiprocessor architecture 

The architecture we are interested in is a shared­
memory multiprocessor. Jt, consists of a global shared 
memory, a global interconnection network, and proces-



sors with private caches. The only way of exchanging 
data between processors is through the shared memory. 
The block diagram of this architecture is given in Fig­
ure 1. 

Global Network 

Cache Cache Cache 

p p p 

Figure 1. Multiprocessor architecture. 

Interconnection network 

We assume the interconnection network to be of 
the shuffle-exchange type. The network has a unique 
path from any input to any output port. The order of 
accesses by a given processor to a given memory loca­
tion is preserved by the network. 

Cache organization 

We assume that a cache is a physical address 
cache, using the 'Write-through" policy, and having a 
block size of one. We also assume that on context 
switch the system ensures !,he correctness of cache con­
tents. Other details of cache organization will be 
presented in the following sections. 

Definitions 

The following notation is used in this paper: 
(1) Si - statement i of a program, 

(2) Pi - processor j of a multiprocessor, 

(3) Ci - private cache of processor Pi, 

(4) M[X] - the contents of a memory location of a 
variable X, 

(5) Ci[X] - the value of X contained in the each(' of 
processor Pi' 

(6) x'3 - a store of X, 

(7) X1 - a fetch of x, 
(8) Xa - an access to X, i.e either a fetch or a store, 

In some cases we may qualify the access 
type by a processor thbt performed the access as 
follows: Xa{P;) 

• 
(g) (Y) - zero or more repetitions of Y. 
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Data dependencies 

The definitions of this section follow those of [8] 
and [16] which should be consulted for any additional 
information on dependence analysis. 
For each statement Si we define two sets, IN and OUT. 

IN(S;) is a set of variables the statement uses. 

OUT(S;) is a set of variables the statement gen­
erates. 

The following types of dependencies are defined 
between two statements S; and Si if there is a flow of 
control path from S. to S. and S. precedes S on that 

I J I J 
path. 

Si is data flow dependent on S; if the set 
IN(Si) noUT(S;) is not empty. 

Si is data antidependent on S; if the set 
IN(S;) n OUT(Si) is not empty. 

Si is output dependent on Si if the set 
OUT(Si) noUT(S;) is not empty. 

Si is control dependent on a conditional statement 
Si if its execution depends on the execution of S 
and the path chosen after that. ' 

If the two statements are both enclosed by DO loops a 
dependence may exist on some but not all iterations of 
the enclosing loops. Also, a dependence may exist 
between Si executed in one iteration and S. executed in 
another iteration of a loop. Such a depend~nce is ca.lied 
a cross-iteration dependence. The data dependence 
information can be represented by a graph on the state­
ments of a program, called a data. dependence graph. 

Loop types 

A program can have any of the following four loop 
types: 

(1) A DOALL loop - a loop which does not have any 
cross-iteration deoendencies fl 11. 

(2) An R(N,1) loop - a loop solving a first-order linear 
recurrence [8]. 

(3) A DOACROSS loop - a loop that has a dependence 
graph cycle but can be executed in a pipelined 
fashion [13]. 

( 4) A serial loop - a loop with a dependence graph 
cycle where pipelined execution is not possible. 

The type of a loop is determined by the depen­
dence graph of statements nested in it. The first three 
types of loops can be executed on multiple processors to 
achieve performance impro,ement. 

A memory reference sequence 

A memory reference sequence X for a memory loca-



tion of a variable X is an ordered sequence of accesses 
generated by a program as observed at the memory: 

X = x5 ( (X1)* (X8)* )• 

Any access Xa generated by a program can be identified 
by a sequence number i giving the position of xa in x. 
We use a subscript i to indicate the sequence number, 
ri. Let us assume that the sequence number is know a 
priori for any access. 

For a serial program the sequence is unique for a 
given set of input data. For a deterministic parallel 
program the sequence is unique except for possible per­
mutations in any of the fetch subsequences. 

The model of computation we use assumes that the 
following two conditions are satisfied at any time T 
when a processor generates xa. : 

I 

Al. M[X] = x5i, where j < i and\./ k, j < k < i: Xka 
was a fetch, 

A2. If Xai is a store then \./ j, j < i: Xai has been per­
formed. 

In other words, the value in the shared memory 'is 
always current. All the stores preceding the current 
access have been completed but none of the following 
stores have been completed. This is necessary to keep 
things "simple" in the system where the only way of 
communicating between processors is through shared 
memory. These conditions a equivalent to enforcing the 
data dependence constraints between the statements. 
We assume that the ordering is enforced through the 
use of synchronization primitives. 

I. 

and 

Cache incoherence 

We define an incoherence as a condition when: 

a processor p. performs a memory fetch x.1 
J • I 

2. M[X] +ci[X] at such t:me. 

An incoherence cannot occur if Xi is a store. Note that. 
we require a processor to try to fetch X, otherwise the 
fact that the memory and the cache have different 
values is not an error. 

Using the notion of the reference sequence let us 
define the necessary conditions for the cache incoher­
ence to occur. 

Lemma 1 

The two conditions necessa"y for a cache incoherence to 
occur at processor pi issuing X1i are: 

Cl. Ci[X] = X1a{P;) where 1 < i and Xt was the 
last access to X by P .. 

J 

C2. :::J k, 1 < k < i: M[X] = Xks(P.,)' where j=Fm. 
(If more then one such stores took place let Xks be 
the one with largest sequence number.) 
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That is, a value of X is present in the cache of P. 
J 

(Cl), and a new value has been stored in the shared 
memory by another processor since the last access by P. 
(C2). . J 

Proof 

(1) 

(2) 

The first condition must be true, for if it is not 
true the value is fetched out of GM and is there­
fore correct. 

Let ul s assume that an incoherence occurred on 
f(P· 

xi I ' i.e. M[X] +Ci [X] at that time, but C2 is not 
true. Let us also assume that this is the first time 
any of the conditions {Al, A2, Cl, C2} we specified 
are not satisfied. 
C2 being false means: 

M[X] = Xks(P.,), 

where k 2'.:i or k ::Sl or j=m. 

If j = m then the value in the cache is that stored 
by processor j. Since it was the last store before 
x/ we h~ve M[X] = Ci[X], which is not true. 
Therefore J=Ftn. 
If k > i then condition A2 has not been satisfied 
when the store of x5 k occurred since not all the 
preceding accesses have been made. We assumed 
that this was the first time any of the conditions 
were false, but found that A2 must have been false 
earlier. Therefore, k ::Si. 
k cannot be equal to i since xk is a store and xi is 
a fetch. 
k cannot be equal to 1 since this will imply j=m 
which we have shown is false. 
For the case of k<l we have two possibilities: X1 is 
a store or X1 is a fetch. If X1 is a store then l\!I[X] 
= Ci[X] when Xi is issued since no other processors 
store into X after X1 and neither does Pi. If X1 is a 
fetch we again have M[X] = Cj[X]. Since the rnn­
tents of memory and the cache are not equal, k 
cannot be less then I. 
It follows then that C2 is a necessary condition for 
the incoherence to occur.D 

Corollary 

Cache incoherence cannot occur on a variable that is 
assigned only once during program execution. 

The proof follows from the fact that the conditions 
Cl and C2 of Lemma 1 cannot be true at the same 
time. 

Detecting the necessary conditions 

Our goal is to have the restructuring compiler 



detect the conditions of Lemma 1 and generate the 
cache management instructions. The power of restruc­
turing compilers is in the ability to perform the data 
dependence analysis. Therefore, let us express the con­
ditions necessary for cache incoherence to occur in 
terms of data dependencies. It follows from Lemma 1 
that: 

(1) The value of X has to be in .the cache of processor 
P.. This implies that a statement S1. was executed 

I I 

by P. such that X belongs to IN(S. ) or X belongs 
l ~ 

to OUT(Si)· 

(2) A different pmcessor has computed a new value of 
X. This implies that "' statement s. was executed 

•2 
by Pk such that X belongs to OUT(Si)• k +j. 

(3) Finally, an incoherence can only occur if Pi is 
fetching X. This implies a statement Si is exe-

• 
cuted by Pi such that that X belongs to IN(SiJ 

From the above, S. depends on statement S,. , and 
~ I 

statement S. depends on statement S. . One of the 
~ ~ 

following two dependence graphs are possible: 

In addition to the above dependence structure, it is 
necessary that s. be executed on a different processor. 

12 

How can we detect that? We propose to use the loop 
type information for this purpose. (If other types of 
parallelism are being exploited they can be taken care 
of in a similar fashion.) Recall that only three of the 
four types of loops we are dealing with can be executed 
on multiple processors. Let us concentrate on DOALL 
and DOACROSS loops. We assume that one or more 
consecutive iterations of such a loop are assigned to a 
processor. By definition, any dependence between two 
statements inside a DOALL loop is not across iterations, 
but there are cross-iterati011 dependences in 
DOACROSS. It follows that a statement Si in a 
DOALL dependent on a statement Si in the same h>0p 
is executed on the same processor as Si. 

In a DOACROSS loop, two statements with a cross­
iteration dependence are executed on different proces­
sors, while statements with a dependence on the same 
iteration are executed on the same processor. 

Using the above we first construct a simplilied 
algorithm using only the loop type information. We 
then extend it to consider the dependence structure and 
the flow or control. 

A cache management algorithm 

Let us assume that the following instructions are 
available for cache management: 

Flush. This instructions invalidates the entire 
contents of a cache. 

Cache...on. 

Cache...off. 

This instruction causes all global memory 
references to be routed through the cache. 

This instruction causes all global memory 
references to by-pass the cache and go 
directly to memory. 

In addition, the cache state, on or off, must be part of 
the processor state and has to be saved/restored on con­
text switch. Processes are created in the cache-off state. 

The algorithms uses loop types for its analysis as 
follows: 

(1) A DOALL loop does not have any dependencies 
between statements executed on different proces­
sors. Therefore condition C2 of Lemma 1 is false, 
and any shared memory access in such a loop can 
be cached. 

(2) A serial loop is executed by a single processor, and 
hence condition C2 of Lemma cannot be true. 

(3) A DOACROSS or an R(N,1) loops do have cross­
iteration dependencies. Therefore condition C2 
can be true. Initially, let us just tum caches off in 
such loops. 

The algorithm is shown in Figure 2. The algo­
rithm turns cacheing on and off, depending on the type 
of loop a program enters. (Note that cache 
management instructions inserted in parallel loops are 
executed once by every participating processor.) Condi­
tions for incoherence are checked at loop boundaries. 
In addition, procedure and function calls which may 
have parallel loops in called routines are considereci. 
The algorithm does not really consider individual 
dependencies or look for the dependence structure satis­
fying conditions of Lemma 1. It states that within cer­
tain loop types (or nests of this type) the conditions 
cannot be satisfied or cacheing is not allowed. 

The algorithm is simple enough to be executed 
either at compile time or at run time. At compile time 
we know which loops can be executed on multiple pro­
cessors, but w hethe1· they will be executed as such 
depends on run-time processor allocation. At run time 
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we know which loops get multiple processors. For 
example, if a DOACROSS is serialized we can turn the 
cacheing on during the whole time the loop is executed. 

cacheJtate := on 
insert Cache_on, Flush 
For every statement in a program do 

case( statement type) 

end do 

of(DO) 
case(DO type) 

of(DOALL) 
insert Cache_on, Flush after 

the DO statement 
push(cacheJtate) 
cacheJtate := on 

of( serial) 
if cacheJtate = off 
then insert Cache_on, Flush before 

the DO statement 
fi 
push( cacheJitate) 
cacheJitate := on 

of((DOACROSS, R(N,1)) 

end case 

insert Cache_off after the DO statement 
push( cacheJ;tate) 
cache.J;tate := off 

of(DOEND) 
do...type := type of DO for which this is DOEND 
old....cstate := cacheJtate 
cacheJtate := pop() 
if cacheJltate=on AND old....cstate=off 
then insert Cache_on after DOEND 
fi 
if · cacheJtate=on 

AND 
do...type={DOALL,DOACROSS,R(N,1)} 

then insert Flush after DOEND 
fi 

of( CALL) 

endcase 

insert Cache_off before the CALL statement 
if cacheJtate = on 
then insert Cache_on, Flush after 

the CALL statement 
fi 

Figure 2. The cache management algorithm 

Correctness proof 

We will prove the correctness of the algorithm by 
showing that the conditions necessary for an incoher­
ence to occur are not satisfied in programs processed by 
the algorithm. The conditions necessary for an incoher­
ence on a variable X to occur when executing a state­
ment Si are: 

CCl: Statement Si depends on statement Si 
through a variable X. 

CC2: Si is executed by processor P 1 and Si is exe­
cuted by processor Pm' I +m. 

CC3: X is in the cache C1 prior to the execution of 

Si and C1[X] +0Pml. 

A general loop structure enclosing statements i and 
j is shown in Figure 3. Note that a statement not in 
any loop can be represented by a statement enclosed in 
a serial loop with one iteration. Therefore some of the 
loops shown in Figure 3 can be removed to obtain 
simpler cases. 

DO a 

DOb 

DO c 

DOEND c 

DOEND b 

DO d 

DO e 

DOEND e 

DOEND d 

DOEND a 

Figure 3. Program structure 

We have to show that for every path in the control flow 
graph of our program between S. and S. one of the con­
ditions above is false for any Si. A 1;ote about loops 
with GOTOs exiting the loop: we assume such loops 
have a single exit path rega1·dless of how the loop was 
exited. This is usually required for correct synchroniza­
tion, while it also simplifies the analysis of control flow 
between loops in our proof. 
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Let us consider the innermost loop DO e enclosing 
Si. Three cases are possible: 

(1) DOe is a DOACROSS or an R(N,1) loop. 
In this case a Cache.JJff instruction is issued by 
every processor executing the iterations of the DOe. 



Therefore, X will be fetched from memory when Si 
is executed. This is equivalent to CC3 being false. 

(2) DOe is a DOALL loop. 
In this case a Flush instruction is issued by every 
processor executing iterations of DO e· Therefore 
CC3 is false. 

(3) DO e is a serial loop. 
Consider all the loops enclosing Si between 
DO e and DO a· Let us skip all loops e, ... , k+ 1 that 
are serial to DOk, k ::; d, such that: 

A. DOk is a DOACROSS. 
In this case Si is enclosed by a nested set of 
serial loops DOe through DOk+i· The nested set 
is executed on one processor and a Flush 
instruction is executed before the DOk+l accord­
ing to the Algorithm 1. Therefore CC3 is false. 

B. DOk is a DOALL. 
In this case a Flush instruction is executed by 
every processor executing iterations of DOk. 
Since all of the loops DOk+I through DO e are 
serial, every processor executing Si has executed 
a Flush instruction. Therefore CC3 is false. 

C. Otherwise DOk is a serial, i.e. all of the loops 
DOd through DOe are serial. 
Now let us consider the loop type of DO a: 

a D9a is a DOACROSS. 
In this case a Flush instruction is exe­
cuted before DO d according to Algo­
rithm 1. Since Si is executed by the 
same processor, CC3 is false. 

/3. DO a is a DOALL or a serial loop. 
In this case we have to consider the 
loops enclosing sj. 

I) DOb through DOc are all serial. 
In this case both loop nests 
DOb through DO c and 
DOd through DOe are serial. Since 
they are nested in a DOALL or a 
serial loop they will be executed on 
the same processor. Hence condi­
tion CC2 cannot be true for state­
ments Si and Si. 

II) Otherwise consider the outermost 
loop DOk, b::;k ~. that is not 
serial, i.e. it is a DOALL, a 
DOACROSS, or an R(N,1). 
In this case a Flush instruction is 
executed after DOENDk by the 
same processor that is to execute Si. 
Therefore CC3 is false. 

Finally, let us consider CALL statements. Suppose 
Si is a subroutine or function CALL. 

In this case a called routine may have loops in it enclos­
ing the statement actually generating X. In addition, 
the called routine may not have any cache management 
instruction in it (that is why we turn cacheing off before 
a call). However, in all but one of the cases considered 
in the proof a Flush or Cache...Dff instruction is per­
formed by a processor that executes Si. Therefore, CC3 
is false when Si is executed regardless of the type of 
statement of sj. 

The one case that does not have the cache flushed 
is C./3.11. In that case Si and Si are executed by the 
same processor, and. there is no Flush on any path 
between the two statements. The algorithm inserts a 
Flush instruction after a CALL statement taking care 
of this case.D 
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Improving the cache management algorithm 

In this section we describe the extensions of the 
cache management algorithm. The first one allows 
cacheing to be used in DOACROSS loops. The second 
and third attempt to reduce the number of cache 
flushes by doing a more detailed dependence and flow 
analysis. 

(1) Cacheing of data inside DOA CROSS loops. 
A DOACROSS loop is executed by assigning suc­
cessive iterations to different processors (mod the 
number of processors available). The cross­
iteration dependencies that exist in a DOACROSS 
are thus between statements executed by different 
processors. Synchronization primitives have to be 
used between these processors to ensure that 
dependencies are satisfied (say, the classical P and 
V primitives). 
A straight-forward solution is to issue a Flush 
instruction after the V by each processor executing 
a statement depending on a statement executed by 
another processor. Since the shared memory has 
the current value after the V instruction and the 
cache does not have anything, the value will be 
fetched out of global memory. Otherwise the 
DOACROSS loops can be treated the same way as 
the DOALL loops by the cache management algo­
rithm. 
A more interesting solution is possible for architec­
tures that support memory access combined with 
synchronization, such as [7] or [5]. In this case we 
can identify exactly which word requires synchroni­
zation and invalidate just one word, not the entire 
cache. Cache controller design has to be modifled 
to allow invalidation of individual words, prefer­
ably as part of a synchronized fetch. The correct 
value is fetched from memory and can be put in 
the cache. Any subsequent unsynchronized fetch 
will use the value out of the cache. 



The processor performing a synchronized store does 
not have to do anything special, just write the data 
through to shared memory. 
The last solution requires a synchronized data 
access f01· every variable on which a cross-iteration 
dependence exists. Any attempt to minimize the 
number of synchronization primitives, as proposed 
by [12], br use of implied synchronization may 
result in an incorrect execution of a program. 

(2) The simplified algorithm we presented does not 
really look for the dependence strncture implied by 
the Lemma 1 conditions. Specifically, it does not 
check the existence of a statement bringing a vari­
able into a cache prior to the execution of the two 
statements with a dependence on two different pro­
cessors. An incoherence cannot occur if such a 
statement does not exist. In such a case it is not 
necessary to invalidate the contents of a cache. 
Consider a DOACROSS loop with cacheing 
enabled. Assume each processor executing this 
loop performed a Flush instruction just after it 
entered the loop. Let us know consider a state­
ment Si that uses a variable X generated in another 
iteration of the DOACROSS. If we examine all the 
flow of control paths from the first statement in a 
loop to Si and determine there are no generations 
or uses of X on any of them then we do not have to 
invalidate X in the cache before Si (a single assign­
ment condition). If the above is true for all the 
cross-iteration dependencies in the loop we do not 
need a Flush instruction in this DOACROOS. 
This technique can be extended to analyze the 
whole program to avoid Flushing after every paral­
lel loop. 

(3) The algorithm uses data dependence information 
indirectly, through loop types. A beginning and 
end of a parallel loop are synchronization points it 
detects and uses to issue cache management 
instructions. This synchronizes all dependencies 
from statements in such loops to statements out­
side of such loops. Howeve1·, this synchronization 
point may be located much earlier than the 
statement using the data. Another synchronization 
point may exist later in the program that takes 
care of an earUer one. For example, consider the 
program segment in Figure 4. If no statement in 
DOALLb has dependence arcs to statements in 
DOALL0 or any code between the two loops, and 
the flow of control always goes through DOALL 
after passing through DOALLb, a Flush is no~ 
necessary after DOALLb. 

The correctness proof can be easily extended to include 
the algorithm improvements shown in this section. 

DO a 

DOALL b 

DOEND b 

DOALL c 

DOEND c 
DOEND a 

Figure 4. Program example. 

Conclusions 

We have presented a solution to the cache coher­
ence problem in which a restructuring compiler gen­
erates cache management instructions. An algorithm to 
do that is presented and its correctness proved. In this 
solution each processor manages its own cache without 
any additional communication with other processors. 
The cache management instructions are very simple, 
affect only the processor issuing them and have a small 
fixed cost. Finally, the total number of such instruc­
tions issued by any processor is a function of loop 
bounds and loop structure of a program, not of the 
number of processot·s used or the number of stores in 
the program. That is why we believe the solution is 
scalable to multiprocessors of any size. 
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LOAD-BALANCED TASK ALLOCATION 
IN LOCALLY DISTRIBUTED COMPUTER SYSTEMS 

HongjunLu 
Computer Science· Center 

Honeywell, Inc. 
Golden Valley, MN 55427 

ABSTRACT - This paper presents a heuristic algorithm for allo­
cating the tasks in a task force to a set of execution sites in a locally dis­
tributed computer system. The algorithm dynamically allocates tasks on 
arrival with the objectives of balancing the load of the system and of 
minimizing the communications costs for the task force to the extent pos­
sible within the constraints imposed by load balancing. Results from 
experimenting with the algorithm on pipelined task forces arising from 
distributed database queries indicate that it finds the optimal allocation in 
most cases, and also that load-balanced task allocation effectively 
improves system performance. 

1. INTRODUCTION 

Task allocation and load balancing are major issues associated 
with the design of distributed computing systems. When a task or set of 
tasks are to be executed in a distributed system, they must be properly 
allocated to sites in the system. The problem of selecting appropriate 
sites is known as the task allocation problem, and a number of solution 
methods have been developed for this problem (2,4,10,12,13]. A com­
mon trait of these task allocation schemes is that they operate using static 
information. That is, they ignore an important dynamic characteristic of 
distributed computer systems: the probability of one or more sites being 
idle while tasks are waiting at other sites can be remarkably high [6]. 
Load balancing aims to reduce this probability via task migration, which 
is the process of transferring tasks from one site to another (idle or less 
heavily loaded) site to either begin or continue execution there. In the 
class of task migration schemes known as sender-initiated schemes [3,6], 
tasks are migrated upon arrival in the system by the site at which they 
arrive. This is similar in some ways to more traditional task allocation 
schemes, but the allocation decision is made dynamically and the load 
status of the system is considered. To distinguish this dynamic, load­
based approach to task allocation from static approaches, we refer to it as 
load-balanced task allocation. 

In this paper we present a heuristic algorithm for solving an 
instance of the load-balanced task allocation problem. The particular 
problem that we consider here is unique as compared to most previous 
load balancing work, as we address the problem of selecting execution 
sites for an entire distributed program consisting of a number of tasks 
which are to be executed concurrently and which communicate with one 
another. Such distributed programs are known as task forces [S]. The 
particular class of task force that motivated this study is distributed data­
base queries. In distributed relational database systems, queries are usu­
ally decomposed into sequences of data moves and subqueries. The 
subqueries may be executed concurrently at different sites in the system 
in a pipelined fashion to achieve good performance (7,8]. Note that the 
problem of allocating subqueries to sites in a locally distributed database 
system in a load-balanced fashion is a variant of the load-balanced task 
allocation problem. 

The load-balanced task allocation problem addressed in this paper 
differs from previous work on task allocation in several ways. First, and 
most importantly, load-balanced task allocation is a dynamic problem. It 
takes a task force and the current load status of the system as inputs, and 
its main objective is to achieve a load-balanced system dynamically 
through proper task allocation. Second, given load balancing as the pri­
mary objective, the communications cost for executing the task force is 
minimized as a secondary objective. Third, each task in the task force is 
assumed to have a feasible assignment set that specifies the sites to which 
the task may be allocated. This constraint arises in our application (dis­
tributed query processing) because each relation is stored at only a s.ubs~t 
of the sites in the system. Finally, since load-balanced task allocation IS 
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dynamic in nature and must be accomplished quickly at runtime, we 
requite a solution method that is capable of solving the problem quickly. 

The remainder of this paper presents our heuristic algorithm and 
summarizes the results of its evaluation. Section 2 defines the load­
balanced task allocation problem more precisely, and Section 3 describes 
the details of our algorithm. In Section 4, we present some performance 
evaluation results plus two enhancements to the algorithm. Finally, Sec­
tion 5 outlines our plans for future work. 

2. THE LOAD-BALANCED TASK ALLOCATION PROBLEM 

In many research efforts, the load of a processing site s; is 
represented by the number of tasks currently being served or awaiting 
service at that site, N(s;) [6,11]. That is, W(s;)=N(s;). In order to 
quantitatively measure the degree of "balancedness" of a system, we 
extend Livny's definition of the load unbalance factor [6], UBF, to be 
the variance of the system's load distribution: 

!,cwcs/>-W)2 'i:.<N<si>-iN 
UBF = i=I ~i=_I ___ _ 

n n 
N (si) is the number of tasks at site si and Fi is the average number of 
tasks per site after all query units are allocated. Using this definition, the 
load-balanced task allocation problem for a locally distributed system 
with n sites, {s 1' ... , s.}, can now be expressed as follows: 

Given: 

(1) A number of tasks {t 1'···• t.,}, to be executed concurrently as a 
task force. 

(2) A feasible assignment set S; = {s;,, ... , s4} for each task t; 

(1Si9n). 

(3) An initial load vector specifying the intial load at each site si, 
l~jSll, as given by W (si>· 

Find: An allocation of tasks to processing sites such that 

( 1) The unbalance factor under this allocation is minimized. 

(2) The total communications cost, measured as the sum of the total 
data transfers between communicating tasks that are allocated to 
different sites, is also minimized to the extent possible without 
increasing the unbalanced factor of the allocation. 

In the following discussion, we assume that the m tasks are exe­
cuted in a pipelined fashion because of our application [1,9]. In this 
case, communication only occurs between pairs of adjacent tasks in the 
pipeline, so the total communications cost can be roughly approximated 
by the number of nonlocal task pairs (i.e., pairs of adjacent subtasks t1 

and t;+t that are allocated to different sites). However, this assumption 
does not affect the generality of our algorithm, and only relatively minor 
modifications are required in order to apply the algorithm to concurrent 
task forces with more general communication patterns. 

3. A HEURISTIC APPROACH 

The fact that task allocation is to be performed at runtime implies 
that the allocation algorithm should introduce Ill! little overhea4 as pos~i­
ble. Heuristic methods requiring less computaUonal effort while provid­
ing near-optimality are therefore preferable to e~8?8tive (?ptimal) solu­
tion methods. In this section, we present a heumtiC alg~thm for s~lv­
ing the load-balanced task allocation problem as defined m the previous 
section. 



3.1. Task Allocation Heuristics 

Three main heuristics are employed by the algorithm - a heuristic 
to control the order in which tasks are considered for allocation, a heuris­
tic to avoid considering sites with particularly heavy loads, and a heuris­
tic to help ensure that a good allocation site is selected for each task. 

Heuristic 1: Order of Allocation. The notion of the degree of 
freedom of a task is used in our algorithm to determine the order in 
which tasks are allocated to sites. This is an important consideration, as 
our algorithm avoids backtracking or reconsidering previous allocation 
decisions. The algorithm uses two freedom-related metrics associated 
with each task: (1) static freedom - the number of sites where the task 
can be allocated (i.e., the cardinality of its feasible assignment set). A 
task with a higher static freedom value will be relatively more tlexible 
than one with a lower value because there are more site choices avail­
able. (2) dynamic freedom - the sum of the current load of the sites in 
the task's feasible assignment set 

Using these freedom measures, tasks are allocated by our heuristic 
algorithm one by one in order of their degree of freedom. That is, tasks 
with fewer site choices are allocated earlier, and the degree of static free­
dom is the primary consideration. In the event of a tie, the task with the 
largest dynamic freedom measure is chosen, as its candidate sites are 
more heavily loaded. 

Heuristic 2: Elimination or Full Sites. A site with a current load 
which is larger than the expected post-allocation average load is con­
sidered to be full. A site that becomes full will not be assigned any 
further tasks (except if it is the only site in the feasible assignment set for 
a given task). Thus, whenever a site is full, whether due to its initial load 
or to the assignment of a new task to the site, it is deleted from the feasi­
ble assignment set of each task that also has some other site in its feasible 
assignment set 

Heuristic 3: Site Selection Criteria. After determining the task 
to be considered next, four metrics are used to select a site for the task 
from its feasible assignment set. These are: 

(1) The current load of a candidate site: This is the total number of 
tasks currently assigned to the site, including those tasks in the ini­
tial load of the site. 

(2) The potential load of a candidate site: This is the number of unas­
signed tasks that have the site in their feasible assignment set. 

(3) The benefit of a possible assignment This is the communications 
cost that can be avoided by this assignment. In our case, since 
communications occur only between adjacent tasks in the pipeline, 
the benefit of assigning task ti to site si is the number of adjacent 
tasks (e.g., ti-I or ti+i) that have already been allocated to the site 
(either 0, 1, or 2). 

(4) The potential benefit of a possible assignment: This measures the 
communications cost that might be eliminated by this assignment. 
In our case, this is the number of unassigned tasks which have the 
site in their feasible assignment set and which would form a con­
secutive sequence of tasks including the task being allocated if 
they too were assigned to the site. 

Since load balancing is the main objective, an attempt is first made 
to allocate task ti to the site with the minimum current load among its 
feasible assignment sites. In the event of a tie, the benefit of assigning ti 
to each site with the minimum load is calculated, and the site with the 
maximum benefit is selected. In case of another tie, the site with the 
minimum potential load is chosen, with maximum potential benefit being 
used if there are several sites with the same minimum potential load. 

3.2. The Basic Load-Balanced Task Allocation Algorithm 
The algorithm's input includes a feasible assignment set for each 

task plus an initial load vector that specifies the number of existing tasks 
at each site when the new tasks are to be allocated. The originating site 
and result site for the task force are also specified as input so that the 
communications costs for initiating tasks at remote sites and for returning 
results to the result site (assuming that a user is awaiting results at that 
site) will be considered by the allocation algorithm. These are handled 
using two dummy tasks, t 0 and tm+I> which are assumed not to introduce 
any real load at their sites, but whose communications costs play a role in 
intluencing allocation decisions. The basic load-balanced task allocation 

algorithm can now be described as follows: 

(1) Allocate dummy task t 0 to the task force's site of origin, and allo­
cate dummy task tm+t to the result site for the task force. 

(2) Compute the static and dynamic freedom metrics for each task ti, 
lSiSm. 

(3) Select the next task to be allocated as the one with the least assign­
ment tlexibility using the degree of freedom metrics. 

(4) Select an allocation site si for this task (ti) by choosing the site 
from its feasible assignment set with the least current load, consid­
ering the benefit, potential load, and potential benefit metrics in 
turn as necessary (to break any ties). 

(5) Increment the load of site si, and recompute the freedom metrics 
of any unallocated tasks that have s i in their feasible assignment 
set. (If s / s load now exceeds the expected average, simply delete 
si from their feasible assignment sets.) 

(6) If any unassigned tasks remain, go to step (3). 

EXAMPLE: Consider a task force consisting of 5 tasks, and sup­
pose that there are 8 sites in the system. Assume that the originating and 
result sites for the task force are both s 3, that the initial system load vec­
tor is {4, 1, 1, 2, 2, 0, l, l}, and that the feasible assignment sets for the 
tasks are: 

t1: {s1os2,ss,s1} 
t3: {s3,Ss,S7,Sg} 
ts: {s 3,s4,ss,s6's1} 

{s2, S4, ss} 
{s1>s 6} 

Our algorithm would then operate as follows: 

i. The total initial load is 12 and the expected average load after 
allocation (rounded up) is 3. Sites 1 is therefore full initially, so 
it is deleted from the feasible assignment sets of t 1 and t 4• 

ii. The static degrees of freedom for the tasks are {l, 3, 3, 4, l, 5, 
1}. The dummy tasks t 0 and t 6 are allocated to s 3 first. 

iii. t 4 is allocated to s 6, the only site in its feasible assignment set. 

iv. Both t 1 and t 2 have the same static degree of freedom value (of 
3). Since t 2 has less dynamic freedom, it is allocated next. 

v. t 2 is allocated to site s 2 because s 2 is the site with the minimum 
load (of 1) in its feasible assignment set. 

vi. t 1 is now allocated to site s 7 for the same reason as in v. 
vii. Since t 3 is next in increasing order of static freedom, it is con­

sidered next. It is allocated to site s 8, which has the smallest 
potential load. 

viii. Finally, ts is allocated to site s 6, which has the largest benefit 
among the sites in t s's feasible assignment set. 

ix. The final task assignment is: 

task (to) t1 t2 t3 t4 ts (tJ 
executionsite (s3) s1 s2 ss s6 s6 (s3) 

After assignment, the load vector is { 4, 2, l, 2, 2, 2, 2, 2}. The 
UBF for this assignment is 0.61, and the total communications cost is 5. 
It turns out that this is actually an optimal allocation under the problem 
definition. 

4. PERFORMANCE AND ENHANCEMENTS 

The heuristic algorithm described in the last section is a greedy 
algorithm in the sense that tasks are assigned one by one, without looka­
head or backtracking. In order to evaluate the quality of the allocations 
generated by our algorithm, we conducted a study in which we compared 
its allocation decisions to those of an exhaustive search method which 
always finds the optimal allocation [9]. This study led to the design of 
two enhancements for the basic algorithm. The algorithm was also used 
in a simulation study to investigate the usefulness of load-balanced task 
allocation for distributed database systems [1,9]. We brietly summarize 
all of these results here. 
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4.1. Optimality of the Algorithm 
Three groups of tests were conducted to investigate the optimality 

of the heuristic algorithm [9]. The first group of tests studied the general 
behavior of the algorithm, varying the number of tasks and the number of 



sites in the system. In the second group of tests, the initial "unbalanced­
ness" of the system's load was varied. In the last group of tests, the 
tasks' feasible assignment set sizes were varied. 

The results of these tests showed that, in most cases, the heuristic 
algorithm finds the optimal allocation. The percentage of optimal alloca­
tions generated was always at least 75%, and typically higher, for runs in 
the first group of tests. About 95% of the allocations obtained in this 
group were optimal if the unbalance factor alone was considered, which 
is encouraging since load balancing is the main objective. Also, more 
than 80% of the allocations had the same (or lower) communications 
costs as the optimal allocation. As the numbers of sites and tasks were 
increased, however, the number of optimal allocations found by the 
heuristic algorithm decreased. The explanation for this is that larger 
numbers of sites and tasks increase the number of possible allocations, so 
the probability of selecting an optimal allocation using a greedy algo­
rithm decreases. It is then more likely that a near-optimal allocation will 
be chosen instead of the true optimum. This was especially clear in a 
case where each task was capable of being executed at any site, where 
our heuristically obtained allocations frequently resulted in higher com­
munications costs. 

4.2. Enhancing the Basic Algorithm 

The results of these tests motivated the design of two enhance­
ments to further reduce communications costs, improving the overall 
optimality of the resulting allocation of tasks to sites. 

Enhancement 1. Enhancement 1 is applied to each task individually. If a 
task ti has been assigned to sites;. its feasible assignment set is searched 
to find another site sk so that, if ti is instead .assigned to sb the unbalance 
factor of the system is not affected but the communications cost 
decreases. 

Enhancement 2. Enhancement 2 tries to group as many tasks together at 
the same site as possible without affecting the UBF. It looks at each pair 
of adjacent tasks (l;.li+J), where ti and ti+I have been allocated to two 
different sites s; and sh and it tries to find a third task t;U>i+l) which 
was also allocated to site s; (i.e., to the same site as ti); it considers the 
possibility of reversing the choice of sites for t;+i and ti without affect­
ing the UBF but eliminating the communications cost between I; and 
l;+J• 

The tests described earlier were repeated with Enhancements 1 and 
2 employed, and the results indicated that they indeed improve the algo­
rithm [9]. Enhancement 2 was especially helpful for the previously trou­
blesome case where every task is able to run at any site; the optimal 
allocation was always found in this case using the algorithm with 
Enhancement 2. 

4.3. Execution Time and Algorithm Complexity 

The execution time and complexity of the heuristic algorithm are 
also important concerns. Tests were run using an unoptimized version of 
the algorithm, and its execution time was indeed found to be fairly small 
[9). For instance, with 3-5 tasks in a task force and 8 sites in the system, 
its execution time on a VAX 111780 was in the 15-40 millisecond range. 
In our database application [1,9), query task forces are typically small 
like this, and the time required to initiate a compiled query will easily 
dominate such task allocation times. As the numbers of tasks and sites 
were increased, the execution time for our heuristic algorithm was 
observed to be basically linear in mn , whereas the elapsed time for an 
exhaustive search was seen to rise dramatically. This agrees with a com­
plexity analysis of the basic algorithm which determined its cost to be 
O(max(mn,m 2 log2m)) form tasks with a total of n candidate execu­
tion sites. 

4A. An Example Application 
As mentioned in the Section l, the load-balanced task allocation 

algorithm presented here was motivated by the load balancing problem 
for locally distributed database systems. We have designed and 
evaluated a load-balanced approach to query processing for locally distri­
buted database systems, and this work is reported in [1,9). In particular, 
a simulation study was conducted to address the impact of using our 
load-balanced query allocation algorithm. The results of this study indi­
cate that load-balanced task allocation provides better performance than 
either static or random task allocation strategies, improving the response 

time and waiting time for queries, and even improving overall system 
throughput in many cases. Waiting time reductions of 50% or more were 
typical under moderate CPU loads, and throughput improvements in 
some cases reached 10-30%. 

5. CONCLUSIONS AND FUTURE WORK 

This paper presented a new algorithm for allocating task forces to 
sites in a locally distributed computer system. The algorithm is novel in 
that it takes the current system load into account, using load balancing as 
the primary objective driving the task allocation procedure, although 
communications costs are also considered (as a secondary objective). 

Because the algorithms and ideas presented in this paper resulted 
from work on load balancing for distributed database systems, our dis­
cussions of task forces and our algorithm descriptions have assumed a 
linear, pipelined task force structure. The ideas discussed here are appli­
cable to more general task force topologies, however. Future work is 
needed to evaluate the optimality of the plans generated via our heuristic 
algorithm (and also the complexity of the algorithm) for other task force 
topologies. It would also be interesting to study the performance 
improvements provided for various task force topologies using our 
approach to dynamic task allocation. Finally, we have not addressed the 
question of how the necessary load information is to be exchanged 
among the sites, making the integration of our ideas with an appropriate 
load information exchange policy a problem for future work as well. 
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ABSTRACT 

We consider the problem of uniformly distributing the load of a 
parallel program over a multiprocessor system. We describe and 
analyze four strategies for load balancing. The performance of each of 
these strategies is compared on a set of problems whose structure per­
mits the use of all four strategies. 

The four strategies are (1) the optimal static assignment algorithm 
which is guaranteed to yield the best static solution, (2) the static binary 
dissection method which is very fast but sub-optimal (3) the greedy al­
gorithm, a static fully polynomial time approximation scheme, which es­
timates the optimal solution to arbitrary accuracy and (4) the predictive 
dynamic load balancing heuristic which uses information on the pre­
cedence relationships within the program and outperforms any of the 
static methods. 

It is also shown that the overhead incurred by the dynamic heuris­
tic (4) is reduced considerably if it is started off with a static assignment 
provided by either ( 1 ), (2) or (3 ). 

1. Introduction 

Efficient utilization of parallel computer systems requires that the 
task or job being executed be partitioned over the system in an optimal 
or near-optimal fashion. In the general partitioning problem, one is 
given a multicomputer system with a specific interconnection pattern as 
well as a parallel task or job composed of modules that communicate 
with each other in a specified pattern. One is required to assign the 
modules to the processors in such a way that the total execution time of 
the job is minimized. 

An assignment is said to be static if modules stay on the proces­
sors to which they are assigned for the lifetime of the program. A 
dynamic assignment, on the other hand, moves modules between proces­
sors from time to time whenever this leads to improved efficiency. 

Given an arbitrarily interconnected multicomputer system and an 
arbitrarily interconnected parallel task, the problem of finding the 
optimal static partition is very difficult and can be shown to be computa­
tionally equivalent to the notoriously intractable NP-Complete problems 
[1]. However, many practical problems have special structure that per­
mits the optimal solution to be found very efficiently. 
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In this paper we will consider four methods of balancing load. The 
first three produce static mappings of modules to processors. These 
static methods are: (1) the calculation of the optimal static load balance, 
(2) a suboptimal but very inexpensive static load balancing method, and 
(3) a fully polynomial time approximation scheme; the solution of which 
can be made to approach the optimal load balance. A dynamic load 
balancing method is also considered - this method allows the mapping of 
modules to processors to vary. These methods for balancing load are 
suitable for distinct but overlapping varieties of problems. These prob­
lems can arise, among other places, in signal processing and image 
analysis, in the solution of systems of linear equations using point or 
block iterative methods, in problems of adaptive mesh refinements, as 
well as in time driven discrete event simulation. We describe our experi­
ence with four different algorithms that we have used to solve a problem 
for which all these methods are applicable. 

The first method finds the optimal static assignment using the 
bottleneck path algorithm described in [2]. This algorithm captures the 
execution costs of the modules or processes of the task as edge weights 
in an assignment graph. A minimum bottleneck path in this graph then 
yields the optimal assignment. This algorithm has moderate complexity 
and is guaranteed to yield the optimal static assignment 

The second method that we evaluate is the binary dissection algo­
rithm which is derived from the work of Berger and Bokhari [3],[4]. 
This algorithm is very fast but does not always yield the optimal static 
solution. 

The third scheme that we consider is based on a widely used 
greedy method described in [5], which when combined with a binary 
search yields an approximate solution to the static partitioning problem. 

Finally we evaluate the predictive dynamic load balancing method 
developed by Saltz[6]. This is a dynamic algorithm in that modules are 
reassigned form time to time during the course of execution of the paral­
lel program. This heuristic takes the precedence relationships of the 
subtasks into account when deciding whether and when to relocate 

. modules. This additional information and the ·capability to relocate 
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dynamically permits this algorithm to usually allow for higher processor 
utilizations than the optimal static algorithm. Each of the load balancing 
strategies incurs an overhead. The overheads of the static algorithms are 
incurred prior to the execution of the program and consists of the calcu­
lations required to decide on the assignment of modules to processors. In 
contrast, the overhead of the dynamic load balancing problem is incurred 
throughout the execution of the program. 

The following section discusses in detail the problem addressed in 
this research. Sections 3, 4, and 5 describe the optimal static, binary 
dissection and greedy static load balancing schemes, along with an 



analysis of the costs of performing the calculations necessary. A proof 
is presented demonstrating that the greedy algorithm produces an 
approximate solution to the static partitioning problem which can be 
made to converge to the optimal solution. Section 6 contains a descrip­
tion of the dynamic algorithm along with descriptions of data structures 
required for the efficient execution of this method. Section 7 compares 
the performance of these four algorithms. The factors influencing the 
run time overhead of the dynamic load balancing method are explored. 
An investigation is made of the performance and overheads that result 
from initially balancing load using the various static load balancing 
methods, and then dynamically balancing load. 

2. FormuJation of Problem 

The methods of load balancing discussed here are applicable to 
distinct but overlapping sets of problems. The following is a description 
of a class of problems for which all of the load balancing methods 
presented here are applicable. We consider the partitioning on a mul­
tiprocessor system of problems which are composed of m computational 
modules, numbered 1 to m with a chain like pattern of inter-module data 
dependencies, such that module i is connected only to modules i + 1 and 
i - 1. The computation is divided into steps, and each module requires 
data from neighboring modules at step s--1, to begin the computations 
required for step s. 

When the relevant domain is partitioned into strips, explicit 
schemes for solving time dependent partial differential equations [7], 
problems in discrete event simulation [8], time driven discrete event 
simulation <0> , as well as Jacobi and block Jacobi iterative methods [6], 
[9] used to solve a discretized partial differential equation can exhibit 
this pattern of data dependence. Pipelined algorithms in signal process­
ing and image analysis [2] can also take this form. A similar but 
slightly more complex pattern of data dependence occurs in red black 
and multicolor SOR [10]. 

The importance of good load balancing strategies is accentuated 
when the work involved in solving a problem separates naturally into a 
number of subunits that is relatively small compared to the number of 
processors utilized, and when partitioning any one of these subunits 
across several processors is inconvenient or expensive. 

Consider the simulation of physical processes, either by means of 
solving a partial differential equation or by means of a discrete event 
simulation. The computations relating to a particular spatial strip may be 
assigned to a specific process which handles all computations describing 
events occurring in that region. Interactions between strips are local, 
each strip is coupled only to its immediate neighbors. It should be 
noted that in adaptive methods for the explicit solution of time depen­
dent partial differential equations [11], block iterative methods, and 
discrete event simulation, the subunits of computation into which the 
problems naturally separate may each involve substantial amounts of 
computation. 

In signal processing, a fixed sequence of operations or transforms 
is applied to a long series of inputs. For example, each arriving packet 
of data may have to be Fourier transformed, multiplied by a fixed fre­
quency, filtered, clipped and inverse transformed. This type of applica­
tion has a chain like structure and lends itself naturally to pipelining[12]. 
We will index successive arriving data packets or inputs by a positive 
integer i. Module 1 processes i and sends the results to module 2. Each 
module j, 2 S jS m-1, receives the modified packet i from module j - 1, 
further processes it and sends it off to module j + 1. We will say that 
module j is computing step s = i + j, when it is working on calculations 
pertaining to packet i = s - j. When module j advances from step s to 
s + 1, the module processes the modified packet i - j. 

From the above, we see that in order to advance to step s, module 
j must obtain information from module j - 1 at step s - 1. While 
module j - 1 does not require information from module j, it is useful to 
impose the condition that module j - 1 must be no more than one step 
ahead of module j. By doing this, we ensure that no more than one 
modified data packet need be stored per module. 

(a) D. Nicol and J. Saltz, "A Statistical Methodology for the Con­
trol of Dynamic Load Balancing," to be published as an ICASE Report. 

The static load balancing methods yidd a mapping of modules to 
processors. The time required to complete a problem is determined. by 
the processor with the heaviest load. With the dynamic load balancmg 
method, each module may proceed at a rate constrained only by the 
local availability of computational resources and its data dependence on 
other modules. Load balancing is performed in a way that is explicitly 
designed to prevent processor inactivity due to a lack of data availabil­
ity. 
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The performance of the static and dynamic load balancing 
methods are compared through a variety of simulations. The perfor­
mance of the dynamic load balancing method may be expected to 
depend to some extent on the initial balance of load at the time dynamic 
load balancing is initiated. One would expect the performance of the 
dynamic load balancing method to be favorably influenced by the use of 
static load balancing to improve the initial load balance. 

The performance of each load balancing strategy discussed here is 
compared on a set of problems whose structure permits the use of all 
four strategies. Dynamic load balancing becomes particularly desirable 
in problems in which the time needed for a process to complete one step 
is difficult to determine before the problem is mapped onto a machine, 
or when the time required to complete a step changes during the 
problem's execution. 

In the case of discrete event simulations, the time required by a 
process to complete a step is difficult to determine a-priori, and both. the 
cases of discrete event simulations and methods that solve time 
dependent partial differential equations using an adaptive grid as part of 
an explicit timestepping scheme, the activity in a given region may vary 
during the course of the solution of the problem. 

3. Tbe Optimal Static Algorithm 

In this section we discuss briefly Bokhari' s algorithm for optimally 
partitioning a chain structured parallel or pipelined program over a chain 
of processors [2]. We assume that a chain structured program is made up 
of m modules numbered 1 .. m and has an intercommunication pattern 
such that module i can communicate only with modules i+l and i-1 as 
shown in Fig. 1. Similarly, we assume that the multiprocessor of size 
n<m also has a chain like architecture. We work under the constraint 
that each processor has a contiguous subchain of program modules 
assigned to it. Thus the partitions of the chains have to be such that 
modules i and i+ 1 are assigned to the same or adjacent processors. This 
is known as the contiguity constraint. The optimal partitioning would 
then be the assignment of subchains of program modules to processors 
that minimizes the load on the most heavily loaded processor. 

The above problem is solved by first drawing a layered graph (Fig. 
2) in which every layer corresponds to a processor and the label on 
each node corresponds to a subchain of modules. Every layer in this 
graph contains all subchains of modules i.e. all pairs <iJ> such that 
lSiSjSm. A node labeled <iJ> is connected to all nodes <j+l,q> in the 
layer below it for all j except 1 and m. All nodes <1,i> in the first layer 
are connected to the starting node s while all nodes <i,m> in every layer 
are connected to the terminating node t. Any path connecting nodes s 
and t corresponds to an assignment of modules to processors. For exam­
ple the thick edges in Fig. 2 corresponds to the assignment of Fig. 1. 

Weights can now be added to the edges of this layered graph as 
follows. In layer k, each edge emanating downwards from node <iJ> is 
weighted with the time required for processor k to process nodes i 
through j and this accounts for the total computation time on processor 
k. It is clear now that there is a path in this graph corresponding to 
every possible contiguous subchain assignment and the weight of the 
heaviest edge in a path corresponds to the time required by the most 
heavily loaded processor to finish. Thus to find the optimal assignment, 
we have to find the path in the layered graph in which the heaviest edge 
has minimum weight - the bottleneck path. 

The bottleneck path can be found by using the following labeling 
procedure. Initially all nodes are given labels L(1) = oo except in the first 
layer, in which all nodes are labeled zero. Then starting at the top and 
working downwards we examine each edge e emanating downwards 
from a layer. If this edge connects node a (above) to node b (below) 
then replace L(b) by min(L(b),max(W(e),L(a)) where W(e) is the weight 



associated with edge e. Once the graph has been labeled, we then find 
the edge incident on node t which has maximum weight. Suppose the 
edge joining node <i,m> of layer k with node t has maximum weight, 
then it means that the bottleneck path would contain the node <i,m> of 
layer k and thus modules i through m would be assigned to processor k. 
The rest of the bottleneck path can be found in the same manner by 
working upwards from layer k to the top. 

The number of nodes per layer in the layered _graph is O(wl-) and 
thus the total number of nodes in the graph is O(rri'-n). The number of 
edges emanating from a node is at the most m, thus the total number of 
edges would be O(~n). As the labeling algorithm looks at each edge 
once, therefore the space as well as time required by this algorithm is 
0(m3n). 

4. The Binary Dissection Method 

The binary dissection approach to the solution of the basic parti­
tioning problem addressed in this paper is very efficient in terms of run 
time and gives solutions that are very close to optimal. This algorithm 
is a one dimensional version of the two dimensional partitioning strategy 
developed by Berger and Bokhari [3],[4]. The two dimensional binary 
dissection method gives a heuristic for partitioning a two dimensional 
grid of modules, and [3] , [4] give methods for mapping this partitioning 
onto a variety of architectures. 

The algorithm proceeds as follows. The given chain of m modules 
is split up into two halves such that the difference of the sums of execu­
tion costs in each half is minimum. The two halves are then recursively 
subdivided as many times as desired. Oearly, the number of pieces into 
which the chain can be partitioned must be exactly 2t where the integer 
k represents the depth of partitioning. 

Thus this algorithm is useful for problems in which the number of 
processors is a power of 2. The time required by this algorithm is 
O(mlogn) for a problem with m modules and n processors since there 
can be no more than logn levels of partitioning with each level requiring 
at most one access to each module weight 

At first sight this algorithm may seem capable of yielding the 
optimal solution. This is not always so, as the example in Fig. 3 
demonstrates. In the next paragraph we will find an upper bound on the 
difference between the optimal solution and the solution yielded by the 
binary dissection method. 

Let Wr represent the sum of the weights of all m modules. A 
lower bound on the weight of the heaviest subchain Won in the optimal 
partition will be Wpn under the special case when all the n processors 
are unifonnly loaded. Let us !fesignate the weight of the heaviest 
module by w"""' and the weight of the heaviest subchain assigned to a 
processor using the techniques of binary dissection by WMAX· Then 
whenever a chain is divided into two parts, the maximum difference 
between the two halves will be bounded by w...,.. Thus if n=2 then 
WMAX s W7'2 + w,,.,fl. Similarly if there are n processors then an upper 
bound on WMAX will be: 

S WP'n + w"""'(n-l)ln 

Thus the maximum difference between WM.« and Won will be 
given by the following equation under the assumption that m>n. 

WMAX - Won S w...,.(n-l)ln (1) 

5. The Greedy Algorithm 

The Greedy algorithm yields an approximate solution to the 
optimal partition of a chain structured parallel or pipelined program over 
a chain of processors. This algorithm is based on a greedy method, 
which is a widely used technique and is applied to a variety of problems 
[S]. Sahni [l] has devised a polynomial time approximation scheme to 
solve the knapsack problem using a greedy method while Kernighan 
uses a similar approach [13] for finding optimal sequential partitions of 
graphs. Utilizing this method one can devise an algorithm which works 
in stages and at each stage a decision is made regarding whether or not 

the next input be included in the partially constructed solution. If the 
inclusion of the next input will result in an infeasible solution then this 
is not added to the partial solution. Greedy methods may not necessarily 
provide optimal answers. For example consider the binpacking problem: 
Given a finite set W•{wb~···•w.J of m different weights, find a parti­
tion of W into n disjoint subsets wbw2'···•w ... such that n is minimum 
and the sum of the ~ights in each subset W; is no more than a fixed 
constant. The First Fit algorithm for the above problem is essentiaUy a 
greedy method in the sense that it tries to place each weight in the 
lowest indexed subset as far as possible, but this does not result in the 
optimal solution [l]. If however we put an extra condition on the prob­
lem that weights w; and wi+1 are to be placed in either the same subset 
or subsets Hj and Wit-1 respectively then the same greedy approach will 
be able to find the optimal solution. 

The greedy algorithm is based on the function PROBE (described 
below) and takes advantage of the fact that the weight assigned to the 
most heavily loaded processor in the optimal partition lies somewhere 
between WP'n and Wpn + w...,. as discussed in the previous section. 
The algorithm selects a trial weight w in the above range and then uses 
the function PROBE. The function PROBE(w) returns true if it is possi­
ble to partition the chain of modules into subchains such that the weight 
of each subchain is less than or equal tow, andfalse otherwise. The par­
tition that results from a successful attempt to partition the chain so that 
the weight of each subchain is no more than w is called the greedy 
partition(w) 

function PROBE(Processors[l • .nj, Modldes[l..m], w):boolean; 

begin 
i-l;j=l;p=l; 
whilepSn do 

begin 
repeat 

j=j+l; 
until weight of subchain Modules[i • .J] > w or j:=m; 
If j = m (all modules have been assigned) then retum(true); 
Assign the subchain Modules[i .• j-1] to processor p; 
i=j;p=p+-1; 

end; 
retum(false); 

end. 
The greedy algorithm then makes a binary search in the range 

WP'n, WP'n+w"""' using the above function to find the partition for which 
the weight of the heaviest subchain is minimum. For each trial weight w · 
the function PROBE has to look at each module ooly once. If the 
above range is resolved to an accuracy of E then the greedy algorithm 
will find a greedy partition(w) in time proportional to O(mlog2(w1111X/E)) 
with the assurance that Wn,..PWSWQPT+-E where as before, Won is the 
weight of the heaviest subchain in the optimal assignment It is impor­
tant to note that the order of the greedy algorithm is proportional to 
log(w,_/E) unlike other fully polynomial time appro:xbnation schemes in 
which the time complexity is polynomial in l/E as described in [1]. 

In the following paragraphs we will prove that if there exists an 
assignment with the weight of its heaviest subchain equal to w then the 
procedure PROBE will always find that or an equivalent assignment 
assuming that subchains with no modules in them (empty subchains) are 
.allowed. 

Definition: The weight of a partition is the weight of its heaviest sub­
chain. 

Notation: 
Jt,._,. a partition with weight w and n subchains. 
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Yw.- a greedy partition with weight w and n subchains. 

µ,,.N a mixed partition with weight w and n subchains in which the 
partition up to the first k subchains is greedy and the remaining 
partition may or may not be greedy. 

Observe that 1Jw,..o=2tw_,. and IJw,.....=Yw,..· 
Oaim 1: µ,,.N can always be transformed into llw.¥t-t 



Proof: Move the right hand partition of subchain k+ 1 to the right until 
any further movement would cause the weight of subchain k+ 1 to 
exceed w or exhaust the modules. 

1. H this is possible without disturbing the right hand partition of sub­
chain k+2 then 11..,-.i been transformed into µ,.,,.,.._1 and the claim is 
correct 

2. If during the course of this movement the r.h. partition of subchain 
k+ 1 coincides with the r.h. partition of subchain k+2, this means that 
subchain k+2 is now empty (which is permitted). Continue movement 
of both partitions together, combining with any further partitions that 
may be encountered. When the threshold point is reached, 11..,o,i been 
transformed into 11..,n,l+t> one or more subchains to the right of k+ 1 
are empty but the claim is still correct D 

Claim 2: H there exists a 1tw,. then there must also exist a Yw.a· 

Proof: Recall that Ttw,,.=11..,.,o-
By repeatedly applying transformation (1) above we can transform: 
1tw,,.=llw,n,O~,a,t -+···-+µ,.,o,i-+···-+µ,...,.=yw,A D 

Result: If there exists an assignment of weight w then the procedure 
PROBE will find that or an assignment of equal weight 

6. The Predictive Dynamic Load Balancing Method 

We assume that a computation is composed of a fixed number of 
computational processes or modules. The computation is divided into 
steps, and each module requires data from a set of other modules at step 
s-1 to begin the computations required for step s. Each module may 
proceed at a rate constrained only by the time required for the processor 
to perform the computations required by the module, the local availabil­
ity of computational resoUICes and data dependence on other modules. 
Hence at a given point in time, the system may contain modules 
advanced to a variety of different step numbers. In the predictive 
dynamic load balancing method, the data dependencies between step s-1 
and s are arbitrary, although in the section following this only chain 
structured data dependencies will be considered. 

At any given point in the computations, the data dependency 
requirements place limitations on the number of steps a module may 
advance. As stated before, in order to advance to step s, a module 
requires data from step s-1 from a specific set of associated modules. 
The largest step reachable by each module is the largest step number to 
which a module may be advanced while maintaining the required data 
dependency relationships. Load balancing is performed in a way that is 
explicitly designed to prevent processor inactivity due to a lack of data 
availability. 

The p0tential work of a prOcessor is defined as the amount of time 
that will be required to advance all modules in a processor as many 
steps as possible given the data currently available from other proces­
sors. The parallel efficiency of a processor may be defined as the per­
centage of time a processor spends performing the computations 
required by the modules assigned to it Transfers of modules between 
processors impact parallel efficiencies in a machine dependent way. 
The communication time required to transfer a module from one proces­
sor to another along with the degree to which that communication can 
be masked with computation are essential factors in this dependency. 

In the predictive dynamic load balancing method to be discussed 
here, load is shifted between processors in a way that attempts to equal­
ize the potential work in each processor. When the potential work of a 
processor falls below a predetermined threshold, load balancing is con­
sidered. A module is shifted from a neighboring processor when the 
neighboring processor has stored an amount of potential work greater 
than or equal to the threshold plus a pre-determined safety factor. If 
more than one neighboring processor fits this criterion, the processor 
with the latgest potential work contributes a module. In the chain struc­
tured one dimensional problem considered here, there is only one 
module that a given processor can contribute at a given point in the 
computations. In general, the choice of the module ·to be contributed 
may not be straightforward [6]. 
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The ability to efficiently calculate the potential work in a proces­
sor is central to the usefulness of this method. Simple and inexpensive 
methods for calculating potential work will now be described. The 
potential work stored in a processor may have to· be calculated from 
scratch in some situations. When the computations involved in solving 
a problem are initiated or when modules are shifted in or out of a pro­
cessor after load balancing, one must take into account both the pattern 
of data dependencies within a processor and the availability of data 
from other processors in order to calculate potential work. Given a pro­
cessor which has assigned to it a value for potential work, a simpler set 
of computations can be performed to update the value of potential work 
in response to the receipt of a new datum from another processor. 

It is useful at this point to describe in more detail the interaction 
between step numbers achievable by the modules assigned to a proces­
sor and the external data available to the processor. A linked data 
structure representing an undirected graph DEPEND, with weighted ver­
tices is defined for each processor P. The I internal vertices represent 
the modules in P while the B boundary vertices represent modules in 
other processors directly coupled to modules in P. Let zi lSiSB 
represent boundary vertices and let vi lSi:SI represent vertices within the 
processor. The weight wi of each vertex v; represents the largest step 
reachable by each module, given the currently available boundary infor­
mation. The weight q; of each of the vertices z;, represents the step of 
the largest available boundary variable data for the module. 

The largest step reachable by a vertex v; in the processor given 
currently available boundary data is determined by adding one to the 
minimum of: ( 1) the largest steps reachable by all internal vertices vi 
linked to v and (2) the step number of the latest available boundary data 
for the boundary vertices z1 linked to v. The weight assigned to v; may 
be written as 

(2) 

where vi and z1 are linked to vi. 
Denote the current step number of v; as s; and the time required to 

advance v; one step t;. The potential work associated with P at a given 
point in the computations may be written as 

Dw,-si)ti 
; 

(3) 

where the sum is over all i corresponding to v; in P. For each boundary 
vertex zi the graph DEPEND may be divided into equivalence classes 
based on the minimum number of edges that have to be traversed to get 
to z;. We define rkJ as the equivalence class of zt to which vi belongs. 
Note that each internal vertex belongs to B different equivalence 
classes, one corresponding to each boundary vertex z0 l~. The pro­
position below states a sort of superposition principle that holds for the 
determination of the maximum achievable step for internal vertices in 
response to constraints arising from boundary vertices. 

Proposition: The weight of v; is given by 

(4) 

Proof: The proof is carried out by substituting the postulated solution 
into (2). Fix attention on an internal vertex v;. Corresponding to each 
rk.i where r,,,,:;a there must be an internal vertex vi linked to vi with 
rk.F",,,,-1. If there were not, it would not be possible to find a shortest 
path from v; to Zt consisting of rk.i edges. Moreover, there cannot be an 
internal vertex vi connected to vi with rq<rt,r 1, if there were, then v; 

would have a shortest path to Zt consisting of fewer than rk.i edges. 
Corresponding to each rk.i where rifl there is a direct edge from v; to 
Zrc-

Now substituting (4) for each wi into (2) yields 

w,=J!lin[ min (qt+rkJ),q,]+ 1 
J, I ls.ts.B 

(5) 

for all j,l such that vi and z1 are linked to vi. Equation 5 may be rewrit­
ten as 



For each k, there exists an internal vertex v; with "1:-i=rlf 1 connected to 
v; and there cannot be a vertex v; where r4<rlf 1. Hence from (5) we 
obtain (6) 

(6) 

For boundary vertices z1 to which vi is directly connected, r1,,=1. Since 
all quantities involved are positive in sign, we obtain from (6) the equa­
tion (4) for v; as desired. D 

We are now in a position to calculate the potential work from 
scratch, given values of s; and t; corresponding to all vertices v; in P. 
For each v; in P one may calculate wi from (4) in O(B) operations per 
vertex. Since there are I vertices the calculation of potential work from 
scratch requires O(IB) operations. 

If a processor has a value of potential work assigned to it the 
potential work may be updated in response to the receipt of a boundary 
datum. One finds the weights for each vertex v; in P in the following 
way. By equation (4) incrementing the weight of a single boundary ver­
tex can either leave the weight of interior vertices unchanged or increase 
the weight by one unit. Moreover, only interior vertices currently con­
strained by the incremented boundary vertex will have their weights 
incremented. 

In response to an increment in a boundary vertex z., the weights 
in equivalence classes may be adjusted in order of increasing 
equivalence class number with only one pass necessary. Assume that z1; 
has had its weight incremented from qr 1 to qt.- Before z1; was incre­
mented, the constraint on the weight of vertices in equivalence class 
r,;=n was q1;- l +n. The constraint on the weight of vertices in 
equivalence class r,;=n-1 after z1; is incremented is q1;+(n- l ). The 
adjusting of equivalence class r1; = n will have no effect on the adjust­
ment of equivalence class r1; = n-1. 

If a vertex in equivalence class r1; = n has a weight of less than 
q1;+n- l before being considered for readjustment, it is not being con­
strained by z1;. Incrementing z1;'s weight will consequently not affect the 
vertex. Since the only vertices which can possibly have their weights 
incremented have weights q1;+n-l, the order in which vertices in an 
equivalence class are considered is unimportant. 

Updating DEPEND may proceed as follows. The weight of the 
vertex in DEPEND representing z1; is first incremented. In a breadth 
first manner beginning with the vertex representing z., DEPEND is 
searched for vertices whose weights must be incremented. When a ver­
tex v is found that does not require a weight increment, the search does 
not continue to examine other vertices linked to v. 

In the model problem, the time and space requirements of this 
updating algorithm algorithm are O(nm) and O(m) where n is the 
number of modules in the problem and m is the number of steps over 
which advancement is to proceed. 

7. Comparison of Results 

We have compared the performance of both the static load balanc­
ing methods and the predictive dynamic method through a variety of 
simulations. Note that with minimal computational effort, on a set of 
weights consisting of single precision floating point numbers, the greedy 
approximation scheme produces a balance identical to the optimal load 
balance. Thus, the performance obtained through the use of the optimal 
method and the greedy approximation scheme were identical, and in this 
section we shall simply refer to the performance of the optimal load 
balancing method. 

Static and dynamic methods can be combined; a static load 
balancing may be performed before beginning work on a problem, and a 
dynamic load balancing policy may be utilized once work on the prob­
lem has begun. It is found that the initial use of static load balancing 
policies can enhance the performance of the dynamic policy when com­
pared to the performance obtained through the initial assignment of an 
equal number of contiguous modules to each processor. Furthermore, 
both the optimal and the binary dissection static load balancing methods 
yield rather comparable performance when used with the dynamic 
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predictive load balancing method. Used without a dynamic load balanc­
ing method, the optimal load balance was found to be notably superior 
to binary dissection, while there was hardly any difference between the 
optimal load balance and the greedy load balance on the test problems 
described here. 

It is important to note that the performance measured in the case 
of the dynamic load balancing method is average processor utilization, 
the overhead required to move modules from one processor to another is 
accounted for through counting the average number of module shifts per 
step per processor. The time required for these shifts is an architecture 
dependent variable. 

We consider a system with 16 processors and a fixed number of 
modules. In each trial, random deviates representing the weights of 
modules are drawn from a truncated normal distribution. For each set 
of randof!1 deviates, both the optimal static load balance and the binary 
dissection balance are calculated and the performance is tabulated. 
Simulations utilizing the predictive dynamic policy are also run using 
the same set of random deviates. These simulations utilize both static 
policies and the assignment of a fixed number of modules to each pro­
cessor as starting conditions. Performance is measured by calculating 
the average percentage of time processors are occupied advancing 
modules over the course of the simulations. Performance results are 
averaged over 50 trials differing only in the values of the random devi­
ates generated. 

In Fig. 4 and Fig. 5 the performance obtained through the use of 
the static and dynamic policies is depicted. In these figures, the perfor­
mance of the policies is plotted against the variance of the truncated 
normal distributions from which the module weights were drawn. In the 
experiments depicted in the above figures, the weights for the modules 
were drawn from truncated normal distributions with variances of 0.5, 
1.0 and 2.0 and mean l, and the problem was assumed to run for 200 
steps. In Fig. 4 during each trial 64 modules were assigned to the sys­
tem while in Fig. 5 96 modules were assigned to the system. In both of 
these cases, for all variances tested, the dynamic load balancing method 
outperformed both static load balancing methods. Note however, that 
this measure of performance does not take into account· the. machine 
dependent cost of shifting modules between processors, a cost that will 
be studied in more detail below. The binary dissection static method 
was in all cases noticeably inferior to the optimal static load balance. 
The use of a static load balancing method initially had a relatively 
minor positive impact on performance in the experiments with 96 
modules, and no discernible impact at all in experiments with 64 
modules. The performance impact of the initial use of a static load 
balancing method is quite dependent on the number of steps required to 
solve a problem. It will be seen later that for problems that continue for 
a relatively small number of steps, the initial use of a static load balanc­
ing method can markedly improve performance. 

In the dynamic load balancing method, the moving of modules 
from one processor to another will exact a cost that will depend on the 
details of the machines' interprocessor communication network; We can 
calculate an approximate expression that estimates the overhead that 
results from the module transfers required by the predictive dynamic 
method. Let y be the ratio between the average cost of transferring a 
module and the average computation cost C of advancing a module one 
step. Letting P represent the number of processors in the system, t be 
the average module transfers per step per processor, and recall that m is 
defined as the number of modules in the problem. The average time 

t . . Cm d th . spen compuung per processor per step 1s p' an e average time 

spent transferring modules per processor per step is yCt. Under the pes­
simistic assumption that no communication can be masked by computa­
tion, the ratio of the time spent transferring modules to the time spent in 

computation is 1!l!.... 
m 

In Fig. 6 and Fig. 7 the average number of modules that must be 
moved from one processor to a neighbor per step of the computation is 
plotted against performance for a range of values of the dynamic 
method's safety factor. The average processor utilization obtained 
through the use of optimal static load balancing and through the use of 
binary dissection static load balancing are depicted in these figures for 
the sake of comparison, these involve no module shifts. In each of the 



two figures, the use of static load balancing does play a notable role in 
increasing performance and decreasing the frequency with which. 
modules have to be shifted. On each curve in Fig. 6 and Fig. 7 both the 
cost and performance were strictly decreasing functions of the safety 
factor used. As the safety factor increases, modules are moved increas­
ingly frequently and the performance and the overhead cost both 
increase. If the time required to transfer a module is equal to the time 
required to advance a module one step, the ratio of the time spent in 
computation to the time transfening modules in Fig. 6 and Fig. 7 is sim­
ply the average number of module shifts per step per processor divided 
by six. This ratio ranged from 0.005 to .0045 in the plots depicted in 
Figures 6 and 7. 

The number of steps advanced are varied and the performance and 
the overhead in modules moved per step are depicted for the dynamic 
load balancing method in Fig. 8 and Fig. 9 respectively. In both figures, 
the effects of using the two static load balancing methods as well as 
using no load balancing at the beginning of the computation are com­
pared. In all cases, the performance increases with the number of steps 
advanced. 

For problems that do not require a large number of steps, the per­
formance obtained by starting out with a static load balancing method is 
superior to that arising from the dynamic load balancing method without 
initial static load balancing. Perhaps somewhat counter-intuitively, ini­
tially balancing load with binary dissection leads to better performance 
than initially performing an optimal balance for problems requiring over 
10 steps. The optimal static load balance is not necessarily the initial 
load distribution that best allows the dynamic load balancing method to 
move modules so that processor idleness is avoided. As the number of 
steps increases, the performance differences obtained through the use of 
different initial load distributions becomes less marlced. 

The initial use of static load balancing also leads to marked reduc­
tion in module transfer overhead as depicted in Fig. 9. In this figure the 
overhead per step generally increases with the number of steps. For 
problems with very large numbers of steps, the overheads for the initial 
load distributions all approach a single value. When no initial static 
load balancing is used in a problem that is advanced a small number of 
steps, both low performance and relatively high costs in number of 
modules transferred are incurred. It is noted that in Figure 9, when of 
initial static load balancing was not used, the number of modules 
transferred reaches a local maximum for problems of 10 steps, and then 
declines brietly before resuming its long term increase. This phenomena 
has been observed in a number of similar experiments, its cause is 
unclear. 

The performance obtained through the use of binary dissection as 
a static load balancing method was notably poorer than that produced by 
the optimal balance. We have observed in these and other experiments 
that initial static load balancing used along with the predictive dynamic 
load balancing method improves performance and reduces the frequency 
with which modules must be moved. The choice of method used to ini­
tially balance load does not appear to have a marked impact on perfor­
mance or cost. 

8. Conclusions 

The experimental results presented here revealed that the predic­
tive dynamic load balancing method led to processor utilizations that 
were consistently above those obtained by the optimal static load 
balancing method, when the delays caused by the overhead of transfer­
ring modules are negligable. As one would expect, the optimal static 
load balancing method, in tum, consistently out performed the binary 
dissection method. 

The initial partitioning of load at the point dynamic load balanc­
ing was initiated proved to have a marked effect on the performance of 
the dynamic load balancing algorithm. All three static load balancing 
methods used in conjunction with the dynamic load balancing method 
lead to a substantial improvement in performance and a decrease in 
module transfer overhead when compared to a uniform initialization of 
modules to processors. The magnitude of these effects depended on the 
number of steps the problem is advanced, being most pronounced when 
a problem is finished after relatively few steps. It is interesting to note 
that the binary dissection algorithm appeared under some circumstances 

1045 

to consistently lead to results that were superior to optimal load balanc­
ing when used in conjunction with dynamic load balancing. 

One of the principal costs of the predictive dynamic load balanc­
ing method is expected to be the machine dependent cost of transfening 
the computational modules between processors. The effect of initial load 
distribution on this cost was examined and it was found that the fre­
quency with which modules were transferred between processors was 
markedly reduced when either form of static load balancing was initially 
employed. 

The initial distribution of load in a multiprocessor system is 
clearly an important determinant of the performance gains achievable by 
the dynamic load balancing policy; this initial distribution also has a 
strong intluence on the overhead costs of the dynamic policy. 

The four load balancing methods discussed in this paper each 
have their own distinct advantages and disadvantages. Finding an 
optimal static load balancing is in general an NP-Complete problem 
unless special structure is present to permit a low order polynomial solu­
tion. For the test problems that we have considered, the greedy algo­
rithm was an order of magnitude faster than the optimal load balancing 
algorithm and it provided results as good as the optimal solutions. The 
binary dissection method and the predictive dynamic load balancing 
algorithms are both quite useful in situations in which low order polyno­
mial solutions to the optimal static load balancing problem do not 
appear to be available. 
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Fig. I A 9 modllle chain npp:d omo a 4 proceaorchain. 

Fig. 2 The layered graph for a problem with 9 modules and 4 processors. 
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Fig. 3(a) A 9 module chain, with each module represented by its 
execution cost, mapped onto a 4 processor chain using the Binary 
Dissection method. The load on the most heavily loaded processor is 

8 units. 
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Fig. 3(b) Under an optimal mapping of the 9 module chain on the 
processor chain, the load on the most heavily loaded processor 
would only be 6. 
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Abstract 

High level tasking constructs and rendezvous 
mechanism are employed to experiment with parallel 
processing of program components on nodes of a local 
network. In contrast to instruction level synchroniza­
tion requirements of SIMD machines, our study 
centers around interaction point level synchronization 
in a distributed MIMD machine. Program decomposi­
tion issues are discussed and a strategy for allocation 
of tasks to optimum number of processing stations 
together with experimental performance results are 
presented. 

1. Introduction 

Local area networks have generally been used for 
connecting a number of computing modules within a 
limited geographical space. The primary objective has 
been to enable users on different hosts to communi­
cate and share access to expensive peripheral devices 
and remote disc files. There has also been much work 
on distributed processing aspects of local networks, 
with emphasis on intertask communication primitives 
and remote call implementation [1,2,3]. In this paper 
we address parallel processing potentials of local area 
networks. 

Parallel processing within a local network is 
attractive for two main reasons. First, it enables utili­
zation of the spare processing capacity of the increas­
ingly powerful personal workstations by distributing 
the computational intensive jobs among them. 
Secondly, a fast local network can be used as an inex­
pensive way of connecting processors in a stand-alone 
multiprocessor computer. The basic issues of parallel 
processing in a local network include: the choice of the 
programming language, suitable granularity of paral­
lelism, and especially program partitioning and asi;iign­
ment strategies. 

*This research was funded by the Natural Sciences and En­
gineering Research Council of Canada (NSERC). 
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In the following sections we will discuss the above 
issues and present the results of our experiments with 
task level parallelism. The experiments were carried 
out to measure effects of the frequency of interaction 
points (rendezvous) between constituent tasks 
modules, as well as the number of processing stations 
employed, on the execution time of a given job. 
Finally we present a heuristic method which can be 
used to estimate the optimum number of workstations 
which should be used for parallel execution of com­
ponents of a given job. 

2. System Support Components 

Since parallelism at task level was our main 
objective, a high-level language with concurrent task­
ing facilities was the logical choice. The programming 
language used in this project is Martlet [4] which is a 
Pascal derivative with concurrent tasking facilities 
added on. The details of Martlet and its implementa­
tion have been given in references [5,6]. Briefly, a 
Martlet program generally consists of a number of 
cooperating tasks which communicate using the 
Entry_Call Accept rendezvous mechanism similar. to 
Ada [7]. The compiled tasks are assigned to the pro­
cessing stations by means of a system generation pro­
gram called SETUP which creates the final core 
images for the processing stations. The criteria for 
allocation of tasks to processing stations will be dis­
cussed in the section dealing with program decomposi­
tion. Martlet has proven very suitable for distributed 
and parallel programming applications and was ported 
to a network of PC/XTs for this project [8]. An 
example of a Martlet program is given in the Appen­
dix I. 
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The target network consists of a number of 
workstations (PC/XT/AT's) connected by 10 Mbps 
Ethernet [9] as shown in Figure 1. Martlet's run-time 
support system consists of a distributed multitasking 
kernel and an interpreter with copy of each in every 
station of the local network. The station kernel is 
responsible for managing the processor and the tasks 



PC/XT/AT PC/XT /AT PC/XT/AT 

10 Mbps Ethernet 

fi9ure 1 The Local Netvort Confi9uration 

in the station. lnterstation communic~tion between 
tasks is handled transparently by pseudo transport 
level tasks which are created at system SETUP time. 

3. Program Decomposition 

The problem of decomposing a large program 
into concurrently executable sub-tasks has been stu­
died for some time [10,11]. Partitioning (i.e. division 
of a program into procedures, modules, and tasks) 
together with assignment which deals with allocation 
of these units to the available processing units, are the 
two most important issues in distributed and parallel 
processing systems. In a network or distributed 
environment, the actual placement of the computa­
tional objects has substantial effect on the overall per­
formance of the system. This is mainly because of 
additional communication delays when communicat­
ing tasks are located in different stations of a local 
network [3]. 

Minimizing interprocessor communications as 
well as load balancing are the two main criteria for 
allocating tasks to the available processors in a sys­
tem. .Exact p~rti~ioning of a set of communicating 
tasks mto a d1str1buted multiple processor system is 
8:n np-complete problem. However, heuristic algo­
rithms have been developed for optimum allocation of 
computational objects in a distributed system. These 
algorithms generally define a graphical model of the 
communications structure of the tasks then use a 
heuristic approach to 'cut' the graph' into distinct 
componen~ such that the sum of the weights 
(repre~entmg the ~requency of communications) of the 
edges m the resultmg edgecut is a minimum [12]. 

However, we have to be cautious when trying to 
apply the above allocation algorithms in a local net­
work because these algorithms assume: (1) the cost of 
in-station communications between tasks to be zero 
and (2) the cost per inter-station communication to be 
the same for all configurations. Our experimental 
results show that both of these assumptions are far 
from being acceptable when using high level intertask 
communication constructs in a broadcast type local 
network. To achieve higher execution speed we must 
distribute the load among additional stations. The 
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question is how many stations should be employed 
before the benefits of additional processing power are 
offset by the increased communication delays. We try 
to answer this question in the next section. 

4. The Task Allocation Method 

Here, we are concerned with the class of problems 
which can be implemented using task level parallel­
ism. Of particular interest are synchronized algorithms 
where parallel tasks must exchange data and syn­
chronize their operations at some interaction points. 
As an example, a number of producer tasks may per­
form many iterations of a simple function and then 
communicate the results to a consumer task at specific 
points within the computation. Therefore we are deal­
ing with a MIMD environment where operations are 
synchronized after some intervals; this is in contrast 
to a SIMD environment where instruction level 
synchronization of the processing units is necessary. 

We now present the heuristic allocation strategy 
which was developed for the class of problems which 
can be translated into a set of producers-consumer 
tasks as stated above. The strategy is based on the 
simple guideline that the actual processing speed-up 
due to an additional workstation should be at least 
equal to or greater than the corresponding communi­
cation overhead which must be handled by the new 
station. To find the formula for estimating the 
optimum number of stations we define: 

Ts = Total execution time for a job when all com­
ponent tasks are assigned to a single station. 

Tr = Average delay overhead of a network rendez­
vous (message exchange). 

n = Total Number of Rendezvous during the execu­
tion of the entire job. 

N = Maximum number of stations to be used for a 
given job. 

Assuming balanced load distribution, then for an 
additional station to have a positive effect we should 
have: 

Therefore: 

Ts-nTr _ Ts-nTr > nTr 
N-1 N - N 

N < Ts 
- nTr 

Ts can easily be obtained from the single station 
execution of a job in the class of problem concerned. 
Even Tr can also be estimated from communications 
delay overheads when all tasks are run in a single sta­
tion (see Figure 3). Once N is estimated from the for­
mula, the component tasks are divided evenly among 
N stations. Figures 2(a) and 2(b) support the validity 
of such a strategy as discussed above. 



5. Experiments and Results 

The experiments were conducted for 
configurations which ranged from a single station to 9 
stations in the local network. The entire job consists 
of one consumer and eight instances of a function 
(producer) task as given in Appendix I. Each producer 
performs an identical amount of computation and 
returns a single result to the consumer. The consumer 
then computes the sum of eight results. Each func­
tion is a simple iterative loop from 1 to 100. At run­
time, each function is given a parameter called Force 
= 1..200 telling the function how many 1..100 itera­
tions it should perform before returning a value. The 
entire system is given a parameter called WORK = 
1..10, telling the system how many times the consu­
mer should calculate the sum. WORK determines the 
number of rendezvous during the test. Figures 2(a) 
and 2(b) show the speed-up in execution time as the 
number of stations is increased. The total workload 
and the number of rendezvous are used as parameters. 
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Figure 3 gives the variation in rendezvous delay 
overhead as a function of the number of stations tak­
ing part in execution of the job. We should point out 
here that due to the interpretative nature of the run­
time system the execution and delay figures are larger 
than normally encountered in non-interpretive sys­
tems. However, this does not effect the relative 
nature of our comparisons. 

Total Iterations = 80,000 
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Figure 3 Variations in Rendezvous Delay 

Table I shows the maximum number of stations 
which should be employed for different workloads and 
frequency of rendezvous as calculated using our pro­
posed allocation method. These numbers are in close 
agreement with the actual number of stations at 
which execution speed-up levels off, as shown in Fig­
ures 2(a) and 2(b ). 

Table I Optimum No. of Workstations for a Given Job 

No. of Execution time No. of Optimum No. 
Iterations on a. single Rendezvous of workstations 

Station(Ts) (n) using N = Ts/nTr 
and load balanci!!&_ 

40,000 20.5 (sec) 40 5 
40,000 24.5 80 3 
80,000 34.8 40 9 
80,000 39.2 80 5 



6. Conclusions 

We have shown that a particular class of prob­
lems which require interaction point level synchroniza­
tion similar to the given test problem, are suitable for 
parallel processing on stations of a local network. We 
have also presented a heuristic method which uses 
the data from a single station execution of a set of 
cooperating tasks to estimate the optimum number of 
stations that should be used for their parallel execu­
tion. 

Further work includes finding methods by which 
a general computation intensive problem can be 
decomposed into a set of produce!"S-consumer tasks 
which can then be handled by the method described 
in this paper. 
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APPENDIX I : Test Programs Written in Martlet 

(*Consumer*) 

task conaumer; 
type coeff = integer; 
entry aync{O .. 7}(var w: integer; var f: integer}; 
entry fn{O .. 7/ (z: coeff}; 

cloae; 

task body consumer; 
var 

WORK, FORGE, w: integer; 
a, b, c, d, e, f, g, h: coeff; 
results: array {1..200} of integer; 

body 

( * Synchronize tasks 8 pass them work assignments *} 
accept sync{O}(var w: integer; var f· integer) 

then begin w := WORK; f := FORGE; 
accept syncflj(var w: integer; var f: integer) 

then begin w := WORK; f := FORGE; 

accept aync/7/{var w: integer; var f: integer) 
then begin w := WORK; f := FORGE 
end 

end 
end; 

( * Collect the coefficients *) 
for w := 1 to WORK do 

begin 
accept fn{Oj (z: coeff) then a := z; 
accept fn/1/ (z: coeff) then b := z; 

accept fn/7/ (z: coeff) then h := z; 

(*The coefficients have been computed *) 
( * The reault can be calculated 8 saved *) 

resultsfwj := (a + b + c + d + e + f + g + h} * w; 
end; 

close; 

(*Producers *) 

task producers{O .. 7}; 
close; 

task body producers; 
use consumer; 
var 

WORK, FORGE, w,f,i,j: integer; 

body 

syncfmyinstancej{WORK, FORGE}; (*Synchronize *) 
for w := 1 to WORK do 

begin 
for f := 1 to FORGE do 

begin 
i := O; 
for j := 1 to 100 do (* 100X the FORGE value *) 

i := 11ucc{i) (*keep busy within loop *) 
end· 

( * Ret,;rn producer instance aa value *) 
fnfmyinstancej{myinatance) 

end 
cloae; 




