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INTRODUCTION

The Scientific Subroutine Package (SSP) for Oper-
ating System/360 PL/I is a set of basic computa-
tional subroutines intended to help the user develop
his own PL/I program library. The user may sup-
plement or modify the subroutines to meet his needs.
This package includes a wide variety of subroutines
to perform the functions listed below but is not
intended to be exhaustive in terms of either functions
performed or methods used. As with all tools, the
user should understand their capabilities and their
application to his functional requirements before
deciding to use them.

AREAS OF APPLICATION

Individual subroutines or a combination of them can
be used for the general areas listed here.

Mathematics

Matrix operations

Elementary

Linear equations

Eigenvalues
Polynomial operations

Orthogonal polynomials

Polynomial economization

Polynomial roots
Numerical quadrature

Tabulated functions

Nontabulated functions
Numerical differentiation

Tabulated functions

Nontabulated functions
Interpolation of tabulated functions
Approximation of tabulated functions
Smoothing of tabulated functions
Roots and extrema of functions
Systems of ordinary differential equations
Special mathematical functions

Statistics

Data screening and analysis
Elementary statistics
Correlation and regression analysis
Correlation
Multiple linear regression
Stepwise multiple regression
Canonical correlation
Analysis of variance
Discriminant analysis
Principal components analysis
Nonparametric statistics
Distribution functions

IBM REFERENCE MATERIAL

System/360 Scientific Subroutine Package
(360A-CM-03X) Version III Programmer's
Manual (H20-0205) ‘

IBM System/360 Operating System PL/I (F)
Reference Manual (C28-8201)

IBM System/360 Operating System PL/I (F)
Programmer's Guide (C28-6594)

Preface to PL/I Programming in
Scientific Computing (E20-0312)

CHARACTERISTICS

Some of the characteristics of SSP/360 (PL/I) are
as follows:
e All subroutines are free of input/output
statements.
e All subroutines are written in 0S/360 PL/I (F).
e Most of the subroutines provide a double-
precision option. _
e The use of certain subroutines (or groups of
them) is illustrated in the program documen-
. tation by sample main programs with input/
output.
e All subroutines are documented uniformly.
An example of a sample main program that uses
several of the subroutines is the statistical function
called Principal Components Analysis (FACT). *
It uses five separate subroutine capabilities, as
follows:
e Computation of means, standard deviations,
and correlation matrix (CORR)
e Computation of eigenvalues and eigenvectors
of the correlation matrix (MSDU)
e Selection of eigenvalues (TRAC)
e Computation of factor matrix (LOAD)
e Varimax rotation of the factor matrix (VRMX)
This is one of the sample main programs
included in the program documentation.

*This program performs the same functions as the
program that was called Factor Analysis in the
FORTRAN versions of SSP. The name Principal
Components Analysis more aptly describes the
function of this program than the name Factor
Analysis. For a discussion of the distinction
between Factor Analysis and Principal Components
Analysis see Section 2.2 of 1130 Statistical System
(1130-CA-06X) User's Manual (H20-0333).




REQUIRED SYSTEMS

Programming Systems :

The subroutines are written in the PL/I language,
using the 48-character set and the facilities pro-

vided by the PL/I (F) compiler, which functions-

under Operating System/360.

Machine Configuration

A minimum requirement is a System/360 suitable
for the 0S/360 PL/I (F) compiler. 'The machine -
configuration required for any given problem
depends on the number of subroutines used, the
size of the compiled subroutines, the size of the
compiled main program, the size of the control
program, and the data storage requirements.



OVERALL RULES OF USAGE - \
GENERAL RULES

All subroutines in SSP are entered by means of the
standard PL/I CALL statement. The subroutines
are purely computational in nature and do not con-
tain any references to input/output devices. The
user must therefore furnish, as part of his program,
the input/output and other operations necessary for
the total solution of his problem. He must also
define by DECLARE statements all matrices to be
operated on by SSP subroutines as well as those
matrices utilized in his program. The subroutines
contained in SSP are used like any user-supplied
subroutine. All of the normal rules of PL/I con-
cerning subroutines must therefore be followed.
Note that the subroutines have been written using the
48-character set, so the programmer should be
familiar with its use. '

All variables in the calling program must be
declared with the proper attributes. Those vari-
ables appearing as parameters in the call statement
of the calling program should not have attributes
conflicting with those of the called program.

The CALL statement transfers control to the
subroutine and replaces the dummy variables in
that subroutine with the value of the actual argu-
ments that appear in the CALL statement. When
the argument is an array, the address and size of
the array are transmitted to the called subroutine.

The arguments in a CALL statement should agree
in order, number, and type with the corresponding
arguments in the subroutine. In SSP, all arguments
in a CALL statement must be variable names.
Constants are not acceptable. For example, if the
user wishes to invert a matrix A, which is 10 by 10,
using the SSP subroutine MINV, and if the constant
for testing the condition of the matrix is 1078,
these constants must be defined as variables before
calling MINV, as illustrated below:

N =10, .
CON =1.0E -8, .
CALL MINV (A, N, D, CON), .
where D is the determinant. 7
Some of the subroutines in SSP require the name

of a user function subprogram or a PL/I-supplied
function name as part of the argument list in the

CALL statement. If the user's program contains
such a CALL, the function name appearing in the
argument list must be declared as ENTRY in the
user's calling program. :

For example, the SSP routine SBST calls a user-
supplied subroutine. The user must, therefore,
prepare a subroutine, with the proper argument
list, to perform the desired tasks. He must
declare the name of this subroutine as ENTRY in
his calling program and supply the name of that
subroutine to SBST as the appropriate parameter in
his CALL statement to subroutine SBST. The sub-
routine SBST need not be modified by the user. The
dummy argument B in the subroutine SBST is
replaced by the user's subroutine name at execution
time. '

The following illustrates these procedures:

SSP Subroutine SBST (need not be altered)

SBST..
PROCEDURE (A, C, R, B, S, NO, NV, NC),.
DECLARE
B ENTRY,.

CALL B (R, TR), .

RETTURN, .
END, .

User's Calling Program

USER. .
PROCEDURE OPTIONS (MAIN), .
" DECLARE
BOOL ENTRY, .

CALL SBST (A, C, R, BOOL, S, NO, NX,
NC),.

RETURYN, .
END, .



User's Function Subprogram

BOOL..
PROCEDURE (R, T), .

RETURN, .
END, .

ERROR CODES

In the Scientific Subroutine Package most of the
subroutines use an error indicator to warn the
user that a certain condition exists. The user, .in
his calling program, should check the error indi-
cator when returning from a called program. If

the user wishes to use the error indicator as an aid,

he should, in his calling program, declare ERROR
EXTERNAL CHARACTER(1). In this way he has
available in the calling program the value of the
error indicator (ERROR).

If, in using a subroutine, an error is detected,
some of the output.areas may contain invalid data.
Generally, however, output areas are set to appro-
priate values (for example, zero or * 1075).

MATRIX OPERATIONS

Special consideration must be given to the sub-
routines that perform matrix operations. These
subroutines have two characteristics that affect the
size and format of the data in storage: variable
dimensioning and data storage compression.

Variable Dimensioning

Those subroutines that deal with matrices can
operate on any size array, limited in most cases
only by the available core storage and numerical
analysis considerations. The subroutines do not
contain fixed maximum dimensions for data arrays
named in their calling sequence. The variable
dimension capability has been implemented in SSP

by using the asterisk notation. Under this approach,

where a called subroutine needs to declare an array
of the same dimensions as a calling program, the
dimension specifications are replaced by asterisks.
Thus, the user does not need to modify the sub-
routines so long as he has declared adequate dimen-
sions for arrays in the calling program or main
program.

One way to ensure that arrays have adequate
dimensions for various problems is to declare them
with variable notations. For example, if matrix R

contains intercorrelation coefficients amohg M
variables, the DECLARE statement appears as

follows:

DECLARE R(M, M), .

If Mis 10 then 100 locatlons will be allocated for
matrix R.

If M is 20, then 400 locatlons w111 be allocated
automatically.

Storage Compression

When working with symmetric matrices it is often
advantageous to use a compressed (vector) storage
form. This means that only the upper or lower
triangular part of the matrix need be stored, which,
for an N by N matrix reduces the core requirements
from N2 locations to N(N+1)/2 locations. A sub-
routine, MSCS, is provided in this package which
stores a symmetric matrix in compressed form and
at the same time tests the matrix for symmetry.
The element stored is the average of each pair of
symmetric elements of an n by n matrix Q, i.e.,

. _ Qi + ki . i=1,...,n
ik -2 k=1,..., i

At the same time the difference Qj - Qyj is
tested against a user-supplied tolerance. If this test
fajls, an ERROR indication is given but in any case
the results Sjk are supplied in the vector form:

S.....S8

8 32° 733 nn

s

11’ S

S S

21’ 22’ 731’

Another subroutine, MSCG, is provided which con-
verts this vector (compressed) form back to the
general two-dimensional form.

Some of the subroutines of SSP-- for example,

-MMSS and MAGS-- accept input in this compressed

form. !
DOUBLE PRECISION

The accuracy of the computations in many of the
SSP subroutines is highly dependent upon the number
of significant digits available for arithmetic
operations. Matrix inversion, integration, and
many of the statistical subroutines fall into this cate-
gory. The user may, therefore, wish to use double-
precision versions of these subroutines. Most of
the SSP/360 (PL/I) subroutines provide a double-
precision option. PL/I double-precision statements
have been included in each of these subroutines in



the form of a comments card. The double-precision
version of the subroutine can be obtained by remov-
ing/* from cc 3 and 4 of the double-precision state-
ment card(s) and by removing the corresponding
single-precision cards (or making them comments
cards) before compilation. The use of double-
precision subroutines requires a detailed knowledge
of the PL/I rules concerning double precision. Two
of the more basic rules are as follows:

1. Any real variable, vector, or array name
contained in the argument list of a CALL to a
double-precision subroutine must be declared as
double precision in the calling program.

2. Any user-supplied function named in the CALL
statement for a double-precision SSP subroutine must
be programmed as a double-precision function.

FORMAT OF THE DOCUMENTATION

The major portion of this manual consists of the
documentation for the individual subroutines and
sample programs.

SUBROUTINE DESCRIPTIONS

Subroutines and sample program guides, both cate-
gorical and alphabetic, designed to help locate par-
ticular subroutines are given in the pages that
follow.

The subroutine descriptions, in general, consist
of purpose, usage, remarks, method, mathematical
background,. programming considerations, and a
program listing. References to books and peri-
odicals will be found under the method section of the
description. The mathematical description pages
do not, in all cases, indicate the derivation of the
mathematics. They are intended to indicate what
mathematical operations are actually being per-
formed in the subroutines.

SAMPLE PROGRAM DESCRIPTIONS

A sample program, in general, consists of a de-
scription of the problem, program, input, output,
program modification, operating instructions, error
messages, timing, machine listing of the program,
sample input data, and output results. In some
cases (for example, as a part of developing the data
screening sample program) a special sample sub-
routine has been implemented that may prove useful
to the programmer. One such subroutine, called
HIST, prints a histogram of frequencies. The listing
of these subroutines is included after the sample
program documentation in this manual.

Instructions for modifying the sample programs
for different data formats are included in the docu-
mentation. In addition, those sample programs that
illustrate potentially double-precision subroutines
include double-precision statements in the form of
comment cards. These comment cards are contained
in the sample program source decks.

" OPERATING NOTES

It is recommended that those SSP subroutines that
will be frequently used in an installation be compiled
and that the relocatable programs be placed on the
PL/I systems residence device. In the case of
Operating System/360, this will be the PL/I library
portion of the system disk pack. Information on the
method for updating the system to include user-
supplied subroutines appears in the appropriate PL/I
programmer's guide. SSP subroutines are handled
in the same manner as user-supplied subroutines.

If the subroutines are not placed in the PL/I library,
those required by a particular program will have to
be included in that program each time it is run. As
noted earlier, the subroutines have been written using
the 48-character set.



CATEGORICAL GUIDE TO SUBROUTINES AND

SAMPLE PROGRAMS

'MATHEMATICS

Matrix Operations

Flementary Operations

MSCS
MSCG
v MAGS
/MMGG
MMSS
MMGS
MMGT
MPRM \
MTPI

MPIT

Storage conversion — two-
dimensional to compressed
Storage conversion — com-
pressed to two-dimensional
Add-subtract general and
symmetric matrices
Product of two general
matrices

" Product of two symmetric

matrices
Product of a general matrix

" and a symmetric matrix

Product of a general matrix
and its transpose
Permutation of rows or
columns of a matrix
Calculation of permutations
from transpositions
Calculation of inverse
permutation and trans-
positions

Linear Equations and Related Topics

MFG

MFS

MFSB

MFGR

MDLS/MDRS

MDSB

Triangular factorization of

a general nonsingular matrix
Triangular factorization of

a symmetric positive definite
matrix :
Triangular factorization of
a symmetric positive definite
band matrix

Factorization and rank
determination of a general
rectangular matrix

Dividing a matrix by a
triangular matrix that has
been factored from a
symmetric positive definite
matrix

Dividing a matrix by a
triangular matrix that has
been factored from a sym-
metric positive definite band
matrix

- Page

13
14
14
15

16

17

18

19

21

23

25

29

35

37

MDLG

MGB1/MGB2

Dividing a matrix by a lower

or upper triangular matrix
that has been factored from
a general nonsingular matrix
Inverting a general non-
singular matrix that has been
factored into upper and
lower triangular factors
Inverting a symmetric posi-
tive definite matrix that has
been factored into a triangu-
lar matrix and its transpose
Inverting a general square
matrix ‘

Solution of a system of
linear equations, the least
squares solution being
obtained in case of an over-
determined system

Solution of simultaneous
linear equations with band
matrix of coefficients

Eigenvalues and Related Topics

MATE
VMATU

MSTU

ArEAT

MEST
MEBS

MVST

MSDU

-Reduction of a real matrix

to upper almost-triangular - -
form by elementary trans-
formations :
Reduction of a real matrix
to upper almost-triangular
form by orthogonal trans-
formations

Reduction of a symmetric
matrix to tridiagonal form
by orthogonal transformations
Eigenvalues of a real upper
almost-triangular matrix
Eigenvalues of a real sym-
metric tridiagonal matrix
Bounds for the eigenvalues
of a real symmetric matrix
Eigenvector of a symmetric
tridiagonal matrix, cor-
responding to a given
eigenvalue

Eigenvalues and eigen-
vectors of a real symmetric
matrix

Page

39

40

42

44

45

49

56

- 58

63

66

67

T 69



MGDU

«HIVAT

MVSU

ATVUB

MVEB

Eigenvalues and eigenvectors
of a special real nonsym-
metric matrix

Eigenvector of a complex
almost-triangular matrix,
corresponding to a given
eigenvalue

Eigenvector of a symmetric
matrix from the correspond-

~ ing eigenvector of the

associated tridiagonal form
Eigenvector of a real matrix
from the corresponding
eigenvector of the asso-
ciated almost-triangular
matrix, which has been
developed using MATU
Eigenvector of a real matrix
from the corresponding
eigenvector of the asso- -
ciated almost-triangular
matrix, which has been
developed using MATE

Polynomial Operations

POV

POSV

PEC/PTC

POST

PRTC

Values of orthogonal poly-

‘nomials (Chebyshev,

Legendre, Laguerre and
Hermite)

Value of series expansion
in orthogonal polynomials
(Chebyshev, Legendre,
Laguerre and Hermite)
Economization of a poly-
nomial for symmetric and
asymmetric range, trans-
formation of polynomial to
expangion in Chebyshev or
shifted Chebyshev poly-
nomials ’

Transformation of ortho-
gonal polynomial expansion
to a polynomial

Roots of a complex poly-
nomial by Nickel's method
based on a method of Newton

Numerical Quadrature

Quadrature of Tabulatgd Functions

QTFG/QTFE

Integration of monotonically
or equidistantly tabulated

function by trapezoidal rule

Page

71

72

74

75

76

77

78

81

86

QSF Integration of equidistantly -
tabulated function by
Simpson's rule

QHFG/QHSG/ Integration of monotonically

QHFE/QHSE  or equidistantly tabulated
function with first (and
second) derivatives by
Hermitian formula of the
first (and second) order

Quadrature of Nontabulated Functions

QATR Integration of a given func-
tion by the trapezoidal rule
together with Romberg's
extrapolation method

QG2, QG4, Integration of a given func-

QG8, QG1S6, tion by Gaussian quadrature

QG24, QG32, formulas

QG48

QL2, QL4, Integration of a given func-

QLS8, QL12, tion by Gaussian-Laguerre

QL16, QL24 qua@rature formulas

QH2, QH4, Integration of a given func-

QHS8, QHIS6, tion by Gaussian-Hermite

QH24, QH32, quadrature formulas

QH48 :

QA2, QA4, Integration of a given func-

QAS8, QA12, tion by associated Gaussian-

QAl6, QA24 Laguerre quadrature
formulas

Numerical Differentiation

Differentiation of Tabulated Functions

DGT3 Differentiation of a tabulated

function by Lagrangian
interpolation
DET3 . Differentiation of an equi-

distantly tabulated function
using Lagrangian inter-
polation formulas

DET5 Differentiation of an equi-
distantly tabulated function
using Lagrangian inter-
polation formulas

Differentiation of Nontabulated Functions

DFEC Derivative of a function at
the center of an interval by
Richardson's and
Romberg's extrapolation
method
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93

94

97

99

101

103

105

107

108

110

112



DFEO

Derivative of a function at
the end of an interval by
Richardson's and
Romberg's extrapolation
method '

Interpolation of Tabulated Functions

ALIM/ALIE
AHIM/AHIE

-ACFM/ACFE

Aitken-Lagrange interpola-
tion, monotonic and
equidistant tables
Aitken-Hermite interpola-
tion, monotonic and
equidistant tables
Continued fraction inter-
polation, monotonic and
equidistant tables

Approximation of Tabulated Functions

FFT

FFTM

APLL

APC1/APC2

ASN

Fast Fourier transform for
real or complex one-
dimensional array

Fast Fourier transform for
real or complex multidimen-
sional array

Setting up normal equations
for least squares poly-
nomial approximation
Setting up normal equations
for least squares Chebyshev
polynomial approximation
Solving normal equations
for least squares fit

Smoothing of Tabulated Functions

SG13/SE13

SE15

SE35

EXSM

Local least squares smooth-
ing of a/tabulated function
using a linear fit relative

to three points

Local least-squares smooth-
ing of an equidistantly
tabulated function using a
linear fit|relative to five
points

Local least-squares smooth-
ing of an equidistantly tab-
ulated function using a cubic
fit relative to five points
Triple exponential smooth-
ing of a given series

Page

115

118
122

126

129

134

139

140

143

147

149

150

152

Roots and Extrema of Functions

FMFP Minimization of a function
of several variables without
constraints

RTF Root of a function using

linear, quadratic, or
hyperbolic interpolation

RTFD Root of a function with given ~

derivatives, by linear,
inverse, quadratic, or
hyperbolic interpolation

Systems of Ordinary Differential Equations

DERE Performing one integration
step on a system of first-
order ordinary differential
equations

Special Mathematical Functions

CEL1/CEL2 Complete elliptic integral
of first and second kind

ELI1/ELI2 Incomplete elliptic integral
of first and second kind

JELF Jacobian elliptic functions
LGAM Log of the gamma funétion
STATISTICS

Data Screening and Analysis

TALY Totals, means, standard
deviations, minima, and
maxima -

BOUN Selection of observations
over, under, and within
bounds '

ABST - Detection of missing data

SBST Subset selection from

observation matrix satisfy-
ing certain conditions

TAB1 Tabulation of data (one
variable) including fre-
quencies, over class
intervals, mean, standard
deviation, minimum, and
maximum : -

TAB2 Tabulation of data (two
variables)
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163

167

172
174
177
180

181

182

183
184

185

187



SUBM Copying a subset matrix
that satisfies certain
conditions from an observa-

tion matrix

Elementary Statistics

MOMN First four moments for
grouped data on equal class
intervals

TTST Certain t-statistics on the

means of populations

Correlation and Regression Analysis

CORR Means, standard deviations,
and correlation coefficients

ORDR Selection of submatrix from
matrix of correlation co-
efficients for multiple
linear regression analysis

MLTR Multiple linear regression

' analysis

STRG Stepwise multiple linear
regression analysis -

CANC Canonical correlation be-

tween two sets of variables

Analysis of Variance

AVAR Analysis of variance for a

complete factorial design

Discriminant Analysis

DMTX Means and dispersion matrix
for all groups
DSCR Discriminant functions

Principal Components Analysis

TRAC Cumulative percentage of
eigenvalues

LOAD Factor loading

VRMX Varimax rotation

Nonparametric Statistics

KLMO Kolmogorov-Smirnov one-
sample test

KL.M2 Kolmogorov-Smirnov two-
sample test

SMIR Kolmogorov-Smirnov limit-

ing distribution values

Page

190

191

192

194

196

197

200

204

206

209

210

213

214
215

218
221

223

CHSQ Chi-square test for
contingency tables

KRNK Kendall rank correlation

QTST Cochran Q-test

RANK Rank observation

SRNK Spearman rank correlation

TIE Calculation of correction
factor due to ties

TWAV Friedmann two-way analysis
of variance statistic

UTST Mann-Whitney U-test

WTST Kendall coefficient of
concordance

HTES Kruskal-Wallis H-test

Distribution Functions

NDTR Normal distribution function

BDTR Beta distribution function

CDTR Chi-square distribution
function

NDTI Inverse of normal distribu-

tion function
GUIDE TO SAMPLE PROGRAMS

Data Screening

DACR Sample main program
Illustrates use of:
SBST Subset selection from
observation matrix
TAB1 Tabulation of data (one

variable)

Special sample subroutines are:

BOOL Boolean expression
HIST Histogram printing
DAT1 Sample data read

Multiple Linear Regression

REGR Sample main program
Illustrates use of:
CORR Means, standard deviations,
and correlations
ORDR Rearrangement of
intercorrelations
MINV Matrix inversion
MLTR Multiple regression
Special sample subroutines are:
DAT2 Sample data read
IDT1 Sample binary fixed data

read

Page

224
227
229
230
231
233
234

235
236

238

239
240
243

246

255
184

185

259
259
259

260
194

196

197

. 265

265



Stepwise Multiple Regression

STEP Sample main program

Illustrates use of:
CORR Means, standard deviations,
, and correlations
STRG Stepwise multiple
regression
Special sample subroutines are:
DAT2 Sample data read sub-
routine
IDT2 Sample binary fixed data
read
sSOUT Sample stepwise regression

output subroutine

Canonical Correlation -

CANO Sample main program

Illustrates use of:
CORR Means, standard deviations,
and correlations '
CANC Canonical correlation
MINV Matrix inversion
MGDU Eigenvalues and eigen-

vectors of a special
general matrix

MSDU Eigenvalues and eigen-
. ~ vectors of a symmetric
matrix
Special sample subroutine is: -
DAT2 Sample data read

Analysis of Variance

ANOV Sample main program

Illustrates the use of:

AVAR Analysis of variance
Special sample subroutine is:
DATS Sample data read

Discriminant Analysis

MDSC Sample main program
Illustrates the use of: )

DMTX Means and dispersion matrix

MINV Matrix inversion

DSCR Discriminant analysis
Special sample subroutine is:

DAT2 Sample data read

10

Page

265

194 .

200

270
270

270

270

194

204
44
71

274

274

206

277

C 217

209

44
210

281

Principal Components Analysis

FACT Sample main program
Illustrates the use of: '
CORR Means, standard deviations,
and correlations - o .
MSDU Eigenvalues and eigen-
" vectors of a real symmetric
matrix-
TRAC Cumulative percentage of
eigenvalues
LOAD Factor loading -
VRMX - Varimax rotation
Special sample subroutine is:

DAT2 Sample data read

Kolmogorov-Smirnov Test

KOLM Sample main program
Illustrates the use of:
KLMO One sample test
KLM2 Two sample test
SMIR Kolmogorov-Smirnov limit-
ing distribution function
NDTR - Normal distribution function

Triple Exponential Smoothing

EXPN Sample main program
Tlustrates the use of:

EXSM Triple exponential smoothing
Special sample subroutine is: '

DATS3 Sample data read

Allocation of Overhead Costs

COST Sample main program
Illustrates the use of: '
MFG Matrix triangular factoriza-
’ tion
MDLG Division by triangular
matrices .

Page

281
194

69

213

214
215

286

286

218

-221

223

239

291
152

293

294

23

" 39



ALPHABETIC GUIDE TO SUBROUTINES AND

SAMPLE PROGRAMS, WITH STORAGE

REQUIREMENTS

The following table lists the number of bytes of

storage for the program control section required by

each of the subroutines in the Scientific Subroutine

Package. The storage requirements were obtained

by using Version 4 of PL/I and Release 16 of OS,
The use of other versions and releases may cause

- deviations from these figures,

The doilble-precision version storage require-

ments of the subroutines in the Scientific Subroutine

Package are included in parentheses.

Math. Description

Storage Required

Math. Description

Storage Required

Name Page Number Bytes
ABST 183 610
ACFM 126

ACFE} 126 2,826 (2,696)
ﬁﬁig } 122 2,946 (2,950)
ALIM 118 .
P } e 2,306 (2, 310)
ANOV 274 4,482

APC1 140

APC2 } 140 1,766 (1,766)
APLL 139 986  (986)
ASN 143 1,902 (1,874)
AVAR 206 4,174 (4,174)
BDTR 240 3,830

BOOL 259 - 266

BOUN 182 1,102

CANC 204 4,718 (4,718)
CANO 270 5,478

CDTR 243 3,962

CEL1 172

CEL2 } 172 858 (854)
CHSQ 224 3,882

CORR 194 4,352 (4,408)
COST 294 3,206

DACR 255 4,294

DAT1 259 1,098

DAT2 265 1,098

DATS3 277 850

DERE 167 2,762 (2,738)
DET3 108 658  (658)
DET5 110 890  (890)
DFEC 112 1,142 (1,142)
DFEO 115 1,118 (1,118)
DGTS3 107 894  (894)
DMTX 209 2,498 (2,510)
DSCR 210 3,090 (3,110)
ELI1 174

P12 | 174 1,458 (1,454)
EXPN 291 2,430

EXSM 152 1,030

Name Page Number Bytes
FACT 281 7,116

FFT 129 ?», 166 (3, 166)
FFTM 134 4,040 (4, 040)
FMFP 153 4,174 (4,040)
HIST 259 2,674

HTES 238 1,122

IDT1 265 614

IDT2 270 614

JELF 177 1,270 (1,270)
KLMO 218 2,010

KLM2 221 1,998

KOLM 286 6,828

KRNK 227 2,010

LGAM 180 750

LOAD 214 666 (666)
MAGS 14 638  (638)
MATE 56 1,706

MATU 58 1,918

MDLG 39 1,314

MDLS } 35 1,426 (1,414)
MDRS 35

MDSB 37 1,202 (1,186)
MDSC 277 6,482

MEAT 61 5,638

MEBS 66 1,066

MEST 63 1,890

MFG 23 1,882 (1, 858)
MFGR 29 2,730 (2,714)
MFS 25 886  (874)
MFSB 27 1,158 (1, 142)
MGB1 49

MGBZ} 49 3,562 (3,550)
MGDU 71 2,274 (2,274)
MIG 40 1,894 (1,858)
MINV 44 3,014 (3,014)
MIS 42 1,198 (1,182)
MLSQ 45 3,622 (3,558)
MLTR 197 2,098 (2,098)
MMGG 15 630 (622)
MMGS 17 1,062 (1, 058)
MMGT . 18 868  (846)
MMSS 16 718 (710)
MOMN 191 2,078

MPRM 19 1,078 (1,078)
MPIT 21 730

MSCG 14 474  (474)
MSCS 13 626 (626)
MSDU 69 3,538 (3,538)
MSTU 59 2,426

MTPI 20 674

11



Math. Description Storage Required ; Math. Description Storage Required

Name Page Number Bytes Name Page Number Bytes
MVAT 72 5,782 QL2 101 ‘ 362  (354)
MVEB 76 1,294 QL4 ©101 : 510  (490)
MVST 67 3,254 QLS 101 398  (398)
MVSU 74 1,182 QL12 101 402 - (402)
MVUB 75 1,518 QL6 101 402  (402)
NDTI 246 834 QL24 101 398  (394)
NDTR 239 450’ QSF 93 : 710 (710)
ORDR 196 1,238 (1,238) QTFG } 92

PEC} 81 : 2,082 (2, 090) QTFE 92 e o
PTC . 81 ’ g QTST 229 1,462

POST 86 1,322 (1,322) RANK 230 ' 962

POSV 78 798  (790) REGR 260 7,930

POV 77 722 (714) RTF 159 1,878 (1,882)
PRTC 87 2,686 (2,718) RTFD 163 1,762 (1,762)
QA2 105 362 (354) SBST 184 1,562

QA4 105 510  (490) SE13

QA8 105 398  (398) SGI13 } 147 1,118 (1,118)
QA12 105 402 (402) SE15 149 730  (730)
QA16 105 402  (402) SE35 150 T4 (774)
QA24 105 398  (394) SMIR 223 710

QATR 97 : 1,318 (1, 318) SRNK 231 1,558

QG2 99 422 (422) SOUT 270 3,458

QG4 99 ' 574  (554) STEP 265 5,494

QG8 99 534 (526) STRG 200 : 4,914 (4,950)
QG16 99 538  (530) SUBM 190 790

QG24 99 538  (530) TAB1 ‘185 2,642

QG32 99 538  (530) TAB2 187 4,894

QG48 v 99 530 (522) TALY 181 2,090

QH2 103 346  (342) TIE 233 926

QH4 103 474  (466) TRAC 213 818  (818)
QHS 103 454  (450) TTST 192 2,562

QH16 103 458  (454) TWAV 234 1,562

QH24 103 458  (454) UTST 235 - 1,802

QH32 103 458  (454) VRMX 215 3,970 (3,852)
QH48 » 103 450  (446) WTST 236 1,986

QHFG 94

QHFE 94

QHSG o4 1,178 (1,178)

QHSE 94

12



SUBROUTINE DESCRIPTIONS AND LISTINGS

MATHEMATICS -

Matrix Operations

Elementary Operations

o Subroutine MSCS

MSCS.. MSCS 10
/% /MSCS 20
lAd . . */MSCS 30
44 CONVERT THE STORAGE ALLOCATION OF A SYMMETRIC MATRIX */MSCS 40
A FROM A TWO-DIMENSIONAL ARRAY TO A LINEAR ARRAY */MSCS 50
lad */MSCS 60
/ /MSCS 70
PROCEDURE(QyNyEPS4S) 4. MSCS 80

- DECLARE s - MSCS 90

. LQU*y*) yEPSyS(%)4Ql,Q24M) MSCS 100

BINARY FLOAT, /*SINGLE PRECISION VERSION /%*S*/MSCS 110
/% BINARY FLOAT(53), /*DOUBLE PRECISION VERSION /*D*/MSCS 120

(Ny1,KyL)BINARY FIXEDy MSCS 130

ERROR EXTERNAL CHARACTER(1l),. . MSCS 140
ERROR='0"y . /*PRESET ERROR INDICATOR ®/MSCS 150
L =0y . MSCS 160
IF N GT O /*VEST SPECIFIED DIMENSION */MSCS 170
THEN DO I =1 TO Ny. + . MSCS 180

DO K =1 TO I,. . MSCS 190
L =L+1,. MSCS- 200
Ql  =QI,K)y. /*REPLACE Q1 BY QUIK) . */MSCS 210
Q2 =Q(KyI)y. /*REPLACE Q2 BY Q(K,I) */MSCS 220
S(L) yM=(Q1+4Q2) ¥0.5, . /*SET RES. S(L) =(Q1+Q2)/2 " */MSCS 230
IF ABS(Q1-Q2) GT /*TEST FOR SYMMETRY OF Q " #/MSCS 240
EPS*MAX(1,ABS(M)) MSCS 250

. THEN ERROR='S',.. © . . /%Q 1S NOT. SYMMETRIC */MSCS 260
ENDy .« MSCS 270

ENDy » A MSCS 280
ELSE ERROR='D",. /*ERROR IN SPECIFIED DIMENSION #/MSCS 290
ENDy. /*END OF PROCEDURE MSCS */MSCS 300

Purpose:

MSCS compresses the storage allocation of a sym-
metric two-dimensional matrix to a one-dimensional
array. '

Usage:
CALL MSCS (Q, N, EPS, S);

BINARY FLOAT [(53)]

‘Given N by N symmetric matrix.

N - BINARY FIXED ‘

Given order of matrices Q and S.
BINARY FLOAT: [(53)]

Given relative tolerance for test on
symmetry.,

S(N*(N+1)/2) ~ BINARY FLOAT [(53)]

Resultant symmetric matrix in one-
‘dimensional compressed form.

Q(N’N) -

EPS -

Remarks:

If no errors are detected in the processing of data,
the error indicator, ERROR, is set to zero. The

following constitutes the possible error conditions
that may be detected:

ERROR='D' means N is less than 1.

ERROR='S' means given matrix Q does not pass
the specified symmetry test. Nonethe-
less, all of the elements §;; are com-
puted as shown below and stored in S.

Method:

et Yy .
S.k=——2— f0r1=1,2,...,n
' k=1,...,i
Symmetry-test:

Qjk ~ Qkj must be absolutely less than
Max (1, |Qki ';Qikl) * EPS

Mathematics-~Matrix Operations--Elementary 13



@ Subroutine MSCG

e Subroutine MAGS

MSCG. .o ' MSCG 10
/ ok * * ook ok /MSCG  2C
/% . . ) */MSCG 30
/% CONVERT THE STORAGE ALLOCATION OF A SYMMETRIC MATRIX */MSCG 40
/% FROM A LINEAR ARRAY 'TO A TWO~-DIMENSIONAL ARRAY */MSCG 50
/% . */MSCG 60
VAl Rt o O e ok R ok % FRREERKERERERR/MSCC  TO
PROCEDURE(S)NyQ)y o MSCG  8C
DECLARE MSCG 90
(SU*),QU*,y%)) MSCG 100

BINARY FLOAT, /*SINGLE PRECISION VERSION /%S#/MSCG 110

1% BINARY FLOAT(53), /*DOUBLE PRECISION VERSION /#D%/MSCG 120

{NyI,KsL)BINARY FIXEDy. MSCG 130

L =0y MSCG 140

IF N GT 0 /%TEST SPECIFIED DIMENSION */MSCG 150

THEN DC I =1 TO N,. MSCG 160

DO K =1 TO I,. . MSCG 170

L =L+1ly. MSCG 180

QUIK) »yQ(KsI)=S(L)y, /*STORE Q(I,K) AND Q(K,I) */MSCG 190

END,y . MSCG 200

ENDy . MSCG 210

ENDy . /*END OF PROCEDURE MSCG */MSCG 220
Purpose:

MSCG expands the compressed one-dimensional
storage allocation of a symmetric matrix to general
two~dimensional form.

Usage:
CALL MSCG (S, N, Q);

S(N*(N+1)/2) - BINARY FLOAT [(53)]
Given one-dimensional array
representing a symmetric N by N
matrix in compressed form.
N - BINARY FIXED
Given order of matrices S and Q.
BINARY FLOAT [(53)]
Resultant two-dimensional general
representation of given symmetric
matrix S.

Q(N7 N) -

Remarks:

Operation is bypassed in case of a nonpositive value
of N. The elements of given S are assumed to be
stored in compressed form -~ that is:

S S S S

(Sll’ 21" T22’ "31' “32’ 832""’Sn1""’

Snn)'
Method:

For the elements of resultant Q:

Q.,=Q .=8_ for i=1, 2,...,n
e ki ik k=1, 2,...,i

14  Mathematics--Matrix Operations-~Elementary

MAGS.. MAGS 10
7 %R ok R R RO R RO R KKK ROk SRR SRR KRR AR KA /MAGS 20
l% “/MAGS 30
A ADD OR SUBTRACT A SQUARE AND A SYMMETRIC MATRIX . */MAGS 40
1% . #/MAGS  5C
L T "k *¥%/MAGS 60

PROCEDURE(A4ByNyOPT+C)ys MAGS TC

DECLARE MAGS 80

(A(%y%) 3B (%) 4C(*y%) ALy BL)
BINARY FLOAT,

. MAGS 90
/%SINGLE PRECISION VERSION /*S*/MAGS 100

lad BINARY FLOAT(53), /*DOUBLE PRECISION VERSION /*D¥/MAGS 110
(NyI4KoLoLI)BINARY FIXED, MAGS 120

OPT CHARACTER(L) s . MAGS 130

IF N GT 0 /%1S N GREATER THAN ZERO */MAGS 14C
THEN D0y . MAGS 150
LIyI =1y, MAGS 160
NEXTI.. MAGS 170
L =Lly. MAGS 180

K =1ly. MAGS 19C

NEXTK. o ! . : MAGS 200
AL =A(T+K)ye /*REPLACE AL BY A(I,K) */MAGS 21C

BL  =B(L),. /*SET BL CORRESPONDING TO AL */MAGS 220

IF K LT T N . MAGS 23C

THEN L =L+l MAGS 240

ELSE L =L+Kyo MAGS 250

IF OPT='2" /*SHOULD A-B BE CALCULATED */MAGS 26C

THEN 8L ==BLy. /*THEN CONVERT SIGN OF BL */MAGS 270

ELSE IF OPT='3* /*SHOULD 'B-A" BE CALCULATED */MAGS 280

THEN AL ==Aly. /*THEN CONVERT SIGN OF AL */MAGS 290
ClIyKI=AL+BLy. /*SET RESULTANT C(I,K) TD AL+BL*/MAGS 300
IF K LY N MAGS 310
THEN 00, . /*INCREMENT K : */MAGS 320
K =K+1lye MAGS 330

GO TO NEXTKye MAGS 340

NDy « MAGS 350

ELSE IF I LT N MAGS '360
‘THEN 00,. /*INCREMENT I */MAGS 370
LI =LI+I,. MAGS 380

1 =l+1ly. MAGS 390

GO TO NEXTIy. MAGS 400

ENDy MAGS 410

END,y .« : MAGS 420
ENDy . /*END OF PROCEDURE MAGS */MAGS 430

Purpose:

MAGS computes C = A + B if OPT = '1'
C=A-Bif OPT ='2'
C=B - A if OPT ="'3'

for given mafrices A and B which are general and
symmetric respectively.

Usage:
CALL MAGS (A, B, N, OPT, C);

BINARY FLOAT [(53)]

Given general N by N matrix.
B(N*(N+1)/2) - BINARY FLOAT [(53)]

‘ Given one-dimensional array con-
taining the lower triangular part of
symmetric matrix B stored rowwise
in compressed form.

A(N’ N) -

N - ‘ BINARY FIXED
o Given order of matrices A, B and C.
OPT - CHARACTER(1)
Given option for selection of opera-
tion. '

BINARY FLOAT [(53)]
Resultant general N by N matrix,
which may be overlaid with A.

C(N,N) -

Remarks:

Operation is bypassed in ¢ase of a nonpositive value
of N. A value of OPT different from '2' and '3’ is
treated as if it were '1'.




Method: .

The sum or difference of matrices A ahd B is
calculated elementwise. The elements of the sym--
metric matrix B are accessed only once. '

e Subroutine MMGG

MMGG. . . . Dol X ' .7 'MMGGI 10

Vhaaads : g /MMGG  20]

= [N R */MMGG, 30

’* MULTIPLY TWO GENERAL MATRICES */MMGG 40

1% sttt *[MMGG . 50,

/ e i /MMGG™ 60

PROCEDURE(A1B1KyLyMeC)ya MMGG 70

DECLARE MMGG 80

CAUS %) BUK %), C Uk %)) MMGG 90

BINARY FLOAT, /*SINGLE PRECISION VERSION /¢S*/MMGG 100

% BINARY FLOAT(53), /*DOUBLE PRECISION VERSION /#D*/MMGG 110

S BINARY FLDAT(53), MMGG 120

(KyLoMyLydaN) MMGG 130

BINARY FIXED, MMGG 140

ERROR EXTERNAL CHARACTER(1),. MMGG 150

ERROR=1D", ., /#PRESET ERROR INDICATOR */MMGG 160

IF K GT 0 /%TEST SPECIFIED DIMENSIONS  */MMGG 170

THEN IF L GT 0 MMGG 180

THEN IF M GT © MMGG 190

THEN DCy . MMGG 200

I =Ci. MMGG 210

NEXTI.. /#COMPUTE THE I-TH ROW OF C  */MMGG 220

I =l+l,. MMGG 230

=0y MMGG 240

NEXTJ.. /#COMPUTE THE J-TH ELEMENT */MMGG 250

4 =g, MMGG 260

S =0y, MMGG 270

00 N =1 TO L,. /+PERFORM SCALAR PRODUCT */MHGG 280

S =S+MULTIPLY(A(I4N), MMGG 290

BINyJ)¢53) 4. MHGG 300

END, « MMGG 310

ClI,d1=S,. /#STORE RESULTANT CUI,J) */MMGG 320

IF JLT M MMGG 330

THEN GO TO NEXTJy. /*INCREMENT J */MMGG 340

ELSE IF 1 LT K MMGG 350

THEN GO TO NEXTI,. /*INCREMENT 1 */MHGG 360

ERROR=101,. /%SUCCESSFUL OPERATION #/MMGG 370

END,. MMGG 380

END, . /%END OF PROCEDURE MMGG */MMGG 390
Purpose:

MMGG computes the standard matrix product
C=A- B,

Usage:
CALL MMGG (A, B, K, L, M, C);

A(K, 1) - BINARY FLOAT [(53)]

Given K by L matrix A (left~hand factor).
B(L, M) - BINARY FLOAT [(53)]

Given L by M matrix B (right-hand factor).

K- BINARY FIXED . '
Given row dimension of A and C.

L - BINARY FIXED
Given column dimension of A and row
dimension of B.

M - BINARY FIXED

Given column dimension of B and C.
C(K, M) - BINARY FLOAT [(53)]
Resultant K by M product matrix.

Remarks:

If no errors are detected in the processing of data,
the error indicator, ERROR, is set to zero. The
following constitutes the possible error condition
that may be detected:

ERROR='D' means errors in specified dimen-
sions K, L, M. Accumulation of scalar products
is performed in double-precision arithmetic. C
must be different from A and B.

Mathematics--Matrix Operations--Elementary 15



Method

" Standard multlphcatmn means that the element C; ik
~ is the scalar produot of the 1-th row of A with the
k-»th column of B.

16. Mathematics-~Matrix Operations--Elementary

. Subroutine MMSS

MMSS. . MMSS 10

/ . * /MMSS 20

% I N C. . - . */MMSS 30

A MULTIPLY TWO SYMMETRIC MATRICES STORED IN LINEAR ARRAYS */MMSS 40

1% B */MMSS SO

. /MMSS 60

PRDCEDURE(A,B'N.P). MNSS 70

DECLAI MMSS 80

(MH'B(‘)'H‘ *)) MMSS 90

BINARY FLOAT, /*SINGLE PRECISION VERSION /#*S%/MMSS 100

Kad BINARY. FLOAT(53), /*DOUBLE PRECISION VERSION /*D*/MMSS 110

S BINARY FLOAT(53), MMSS 120

(NJL14L2¢LE oL KT 9Ky J) MMSS 130

BINARY ' FIXED,« MMSS 140

IF N 6T © MMSS 150

THEN. DOy o MMSS 160

LIvl =140 MMSS 170

NEXTI.. MMSS 180

LKyK =1y. MMSS 190

NEXTK, MMSS. 200

: Ll LIy MMSS 210

L2 =LKy . MMSS 220

S =040 /*COMPUTE VECTOR PRODUCT OF TWO*/MMSS 230

DO J =1 TON /*CORRESP. SUBARRAYS OF A AND B*/MMSS 240

S -s*nuLYlPLY(A(Ll). - MMSS 250

B(LZ).H),. MMSS 260

IF J LT . . MMSS 270

THEN L1 =L1+1lye MMSS 280

ELSE L1 =L1+Jye MMSS 290

IF J LT K MMSS 300

THEN L2 =L2+1ye MMSS 310

ELSE L2 =02+Jye MMSS 320

ENDy o MNSS 330

PUIK)=Sys 7*STORE RESULTANT ELEMENT OF P */MMSS 340

IF K LT N MMSS 350

THEN DOy . /*INCREMENT K */MMSS 360

LK =LK+Ky o MMSS 370

K =K+lys MMSS 380

GO TO NEXTKy. MMSS 390

. ENDy o’ MMSS 400

ELSE IF I LT N MMSS 410

THEN DO,y . /*INCREMENT I */MMSS 420

LI =LI+I,0 MMSS 430

I =1+, MMSS 440

G0 TC NEXT],. MMSS 450

ENDy . MMSS 460

ENDy .o B MMSS 470

ENDy « /*END OF PROCEDURE MMSS */MMSS 480
Purpose:

MMSS computes the standard product P= A - B of

two symmetric

Usage:

CALL MMSS (A,

A(N¥(N+1)/2) -

B(N*(N+1)/ 2). -

P(N,N) -

Remarks:

matrices.

B, N, P);

BINARY FLOAT [(53)]

Given symmetric N by N matrix,
stored in compressed form (left-
hand factor).

BINARY FLOAT [(53)]

Given symmetric N by N matrix, .
stored in compressed form (right-
hand factor).

BINARY FIXED

Given order of matrices A, B, P.
BINARY FLOAT [(53)]

Resultant N by N general product
matrix.

Operation is bypassed in case of a nonpositive value
of N. The symmetric matrices A and B must be
stored in compressed form. Accumulation of

scalar products is performed in double-precision

arithmetic.




Method:

Standard multiplication means that the element Pjj
is the scalar product of the i-th row of A with the
k-th column of B.

e Subroutine MMGS

MMGS. . B HMGS 10

/ * * 7MMGS 20

/% o B */MMGS 30

/% MULTIPLY A GENERAL WITH A SYMMETRIC MATRIX */MMGS 4

/% ) ) */MMGS 50

* * 7MMGS 60

pauceouaetc.s'mu.upn. MMGS 70

DECLARE MMGS  8C

(Gl*"hS(‘l.H(MAX(N.M)H MGS 90

BINARY FLOAT, | /*SINGLE PRECISION VERSION . /%S®/MMGS 100

A BINARY FLOAT(53}, /*DOUBLE PRECISION vER$mN /'m/nnas 110

T BINARY FLOATUS53), MGS 120

(Mo N MMINNY 103K oLy LTy LI9RNHCN) -nt;s 130

BINARY FIXED, MMGS 140

(OPT,ERROR ' EXTERNALICHARACTER(1) 4. MMGS ‘150

NN =Nj. 7*SET NN TO NUMBER OF GOLUMNS' #/MMGS 160

MM =My, : /#SET MM TO NUMBER OF ROWS DF G#/MMGS 17¢

ERROR='0Y, ., /*PRESET ERROR INDICATOR #/MMGS 180

IF NN GT O /#TEST SPECIFIED. DIMENSIONS «/MMGS '190

THEN IF MM 6T O - : . MMGS 200

THEN D0y ° MMGS 210

IF 0PT=12¢ MMGS 220

THEN D04 751N CASE OF MULTIPL: 546 */MMGS 230

NN =HMy. . /*INTERCHANGE NN AND MM #/MMGS 240

M =Ny MMGS 25C

END} & . MMGS 260

K =044 MMGS 210

NEXTK.. MMGS 280

RNoCNoKaK+1ya N ) MMGS 290

00 I =1.TC NNy /#REPLACE HU#) BY CURRENT ROW' #/MMGS 300

IF 0PT=12" /*RESP. COLUMN VEGTOR OF G */MMGS 310

THEN RN =I,. . MMGS 320

ELSE GN  =2I,. MMGS 330

HIT) =G(RNyCN) . MMGS 34C

ENDy ¢ MMGS 350

LisI =1y, MMGS 360

NEXTI.: : 7#FDR_CURRENT ROW RESP. COLUMN */MMGS 370

L =tli. . /#VECTOR COMPUTE I~TH ELEMENT #/MMGS 380

T =0ye MMGS 390

D0 J =1 TO NNj. 7#PERFURM ‘SCALAR PRODUCT #/MMGS 40C

T =T#MULTIPLY(HUJ), MMGS 410

L SULY 53Dy, MMGS. 420

iFJLT I MMGS 430

THEN ‘L =Lelys MMGS 440

ELSE L SLtdy. . MMGS 450

ENDy . . . - | MMGS 460

IF OPT=12°¢ . J4TEST SPECIFIED MULTIPLICATION®/MMGS 470

THEN RN =y . . MMGS 480

ELSE CN  =l,. S : MMGS 490

GIRNJCNI=Ty . /#STORE RESULTANT ELEMENT */MMGS 500

L =ttel,. : MMGS 510

1 =414, MMGS 520

IF I LE NN MMGS 530

THEN GO TO NEXTI;. 7*INCREMENT I */MMGS 54C

ELSE IF K LT MM ) MMGS 550

THEN GO TO NEXTK,. /*INCREMENT K */MMGS 560

ERROR='0",. /*SUCCESSFUL OPERATION */MMGS 570

END, . MMGS 580

ENDy . /%END OF PROCEDURE MMGS */MMGS 590
Purpose:

MMGS calculates G * S if OPT='1'
S « Gif OPT='2

where G is a general and S a symmetric matrix.

Usage:
CALL MMGS (G, S, M, N, OPT);

GM, N) - BINARY FLOAT [(53)]
Given general M by N matrix.
Resultant product matrix G - S
S G

S(dimension) ~BINARY FLOAT [(53)]

or

M -

N -~

OPT -

Given symmetric N by N or M by M
matrix stored in compressed form in
a one-dimensional array, lower tri- =
angular part rowwise.

BINARY FIXED

Given row dimension of matrix A.
BINARY FIXED

Given column dimension of matrix A.
CHARACTER (1)

Given option for selection of operation.
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Remarks:

I no errors are detected in the processmg of data,
vthe error indicator, ERROR, is set to zero. The
: "followmg constitutes the pos51ble error condltlon
“that may be detected:
ERROR ='D' means errors in spec1f1ed d