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THIS MANUAL. . .

. .. is a guide to the IBM Disk Operating System/Virtual Storage
(DOS/VS). The system in its entirety is discussed on a conceptual and
functional level. System management refers not only to the way DOS/VS is
organized, but also to the way the user can efficiently manage the system
facilities at his disposal. This manual, therefore, does more than describe
the functions and interaction of the system control and system service
programs that constitute DOS/VS. It also describes how you -- as a
systems planner, systems programmer, applications programmer, or operator
-- can use DOS/VS to your best advantage.

Before you begin reading this manual, you should be familiar with the
information contained in the Introduction to DOS/VS, GC33-5370.

This book is not a guide to data management; instead, a separate manual is
provided for this purpose, called the DOS/VS Data Management Guide,
GC33-5372.

A manual that complements both the DOS/VS System Management Guide
and the DOS/VS Data Management Guide is also available at this time to
meet your installation’s planning requirements. It is called DOS/VS
Supervisor and I/O Macros, GC33-5373.

After reading the above mentioned manuals, you should be able to turn
directly to the DOS/VS library of reference manuals in order to work with
your operating system. A reference manual is organized so that you can
easily retrieve specific information on the formats of the control statements,
macro instructions, labels, and messages, which you deal with daily.

This manual is divided into three parts:

Part I: The Organization of DOS/VS provides conceptual, descriptive, and
planning information. Part I contains three chapters. The first chapter
introduces the concepts of several of the main topics discussed
throughout this part of the manual. The second chapter summarizes the
standard and optional features of DOS/VS. The third chapter includes
planning information for system generation.

Part II: Using the System provides the information on how to use the
system. Part IT contains five chapters, which consist of guidance
information on using the IPL, job control, linkage editor, librarian, and
POWER/VS programs.

Part III: Designing Programs provides guidance in designing programs to be
run under DOS/VS. Part III contains three chapters, which discuss how
to design a program for execution in virtual mode, how to use the
facilities of DOS/VS, and how to use the multitasking macros.

For reference purposes the organization of the system residence disk file
(SYSRES) is shown in Appendix A.
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Part I: The Organization of DOS/VS

Part 1 introduces DOS/VS. DOS/VS is a complex combination of programs
that interact with user programs running on a System/370 central
processing unit. The main features of DOS/VS, what the supervisor does
for you, and how you tailor the system are presented in this part in three
chapters:

Chapter 1: Understanding the System presents all readers with a
description of the key features of DOS/VS, in particular the concepts of
multiprogramming, virtual storage, multitasking, and POWER/VS.

Chapter 2: Summary of DOS/VS Features lists the standard and optional
features of DOS/VS.

Chapter 3: Planning the System is of particular interest to system
programmers. This chapter includes four topics: system generation,
supervisor generation, POWER/VS generation, and planning the libraries.






Chapter 1: Understanding the System

Multiprogramming

This chapter introduces and describes the major concepts of DOS/VS.
After reading this information, you will have gained an understanding of the
principles on which DOS/VS operates. You will also be familiar with many
of the terms that are used throughout the manual.

The main topics described in this chapter are:
« Multiprogramming

« Virtual storage

e  Multitasking

« POWER/VS.

Multiprogramming is a technique that allows the concurrent execution of
more than one program in a single computer system. Multiprogramming
balances the difference between the speed of the central processing unit
(CPU) and the relatively slower speed of the 1/0 devices, and thereby
improves the overall throughput of the system.

When a single executing program requests an /O operation, it may not
be able to continue with any useful processing until the 1/0 request has
been satisfied. During this time, the CPU stands idle. With multi-
programming the CPU is used more efficiently. When one program stops
processing, the CPU is put at the disposal of another program.

A program is said to be in control of the system when its instructions
are being executed by the CPU. A program can voluntarily yield control of
the CPU, or control can be withdrawn from it.

Programs that share the use of the CPU in multiprogramming do not
have an equal claim on the CPU. Instead, one program is given a greater
priority than another.

When a program must wait for a given event to occur before it can
continue processing, it yields control of the CPU. The supervisor then
passes control to a program of lower priority. Conversely, the supervisor
withdraws control from a program whenever a program with higher priority
is ready to resume processing. This generally happens when the /O
operation for which the program has been waiting is now completed.

Multiprogramming, therefore, allows the 1/O operations of one program
to be overlapped by the processing of other programs. When a program has
to wait for the completion of an 1/0 operation, the supervisor sets the
program in the wait state and selects another program for execution on the
basis of its priority and readiness to run. This process is called task
selection.
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Partitions

Efficient use of the system relates not only to the degree of CPU
activity but also to storage management. During system generation, storage
may be allocated to partitions to accommodate the programs that will be
executed in them. At times, only a portion of the partition is used by the
program being executed. Some programs require a large partition. DOS/VS
can automatically balance the storage demands made by programs by
making processor storage not being used by one program available to a
program in another partition as required.

This storage management, which was not present in earlier versions of
DOS, is not inherent to multiprogramming, but is implemented by certain
virtual storage functions. It is described in more detail in the section Virtual
Storage, later in this chapter.

DOS/VS can support up to five separate partitions in each of which a
problem program can be executed. Thus, up to five problem programs can
be executed concurrently within the system. The actual number of partitions
in a particular configuration is a supervisor generation option, and as such is
described in the section Tailoring the Supervisor in Chapter 3: Planning
the System.

Each program gets the priority associated with the partition in which it
is executed. Priorities are assigned to partitions during supervisor
generation, but may be altered by an operator command during processing
to accelerate the execution of a particular program.

The five partitions are made up of one background partition (BG) and
up to four foreground partitions (F1, F2, F3, and F4) as shown in
Figure 1.1.

The background partition differs from the foreground partitions in the
following respects:

« The background partition is automatically activated by IPL. A
foreground partition must be activated via the BATCH or START
operator command. (The BATCH and START operator commands are
discussed in detail in DOS/VS Operating Procedures.)

« Certain IBM-supplied programs can be executed only in the background
partition. These programs are OLTEP, discussed under Tailoring the
Supervisor; CORGZ, (merging into SYSRES functions); and MAINT
(except deleting, renaming and condensing functions for a private core
image library). Refer to the chapter Using the Libraries.

« To link-edit in a foreground partition, a private core image library must
be assigned to that partition. To link-edit in the background partition,
no private core image library need be assigned.
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Figure 1.1. The Five Partitions

Storage protection, which is standard on all System/370 models, ensures
that the instructions and data of one program in a given partition do not
interfere with those of another program in another partition.

During supervisor generation, priorities are established for each partition
defined in the system. The default priorities are (from low to high): BG,
F4, F3, F2, F1.

During processing the operator can display the partition priorities and
change them dynamically by issuing the PRTY command. This can be used
to accelerate the execution of a given program. However, the priorities
should be reset to the installation standards as soon as possible to handle
the normal flow of jobs through the system. Changing priorities in the
middle of a job stream should be used with special care if POWER/VS or
teleprocessing, which normally run in a high-priority partition, are active in
the system. (Refer to POWER/VS later in this chapter.)

Executing a Program in Any Partition

When the relocating loader is generated in the system, most programs can
be executed in any partition. Provided that a program being link-edited
does not have an origin specified as an absolute address, the program
produced for inclusion in the core image library is relocatable.

A relocatable program can be executed in any partition that is large
enough to accommodate it.
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Device Considerations

The relocating loader, as a supervisor generation option, is described in
the section Tailoring the Supervisor in Chapter 3: Planning the System.

Generally, the same physical /O device (or extent of a direct access or
diskette device) may not be used concurrently by programs being executed
in different partitions. The exceptions to this are:

« The device or extents assigned to the system logical units SYSRES,
SYSREC, SYSLOG, SYSVIS, and SYSCAT. These devices (extents) are
considered to belong to the system as a whole, rather than to individual
partitions. (A brief description of these system logical units is contained
in the section Symbolic I/O Assignment in Chapter 5: Controlling
Jobs.)

« Private libraries which may be shared for read-only operations (for
more information refer to Using Private Libraries in chapter 7. Using
the Libraries.

e A file on a direct access device can be accessed across partitions,
providing it is not being created simultaneously by programs in more
than one partition (see Track Hold Option in Chapter 3: Planning
the System for information on protection when updating a file
concurrently by separate tasks).

If, for example, you wish to link-edit programs in different partitions
concurrently, different physical devices or extents (except for SYSRES and
SYSLOG) must be assigned for each partition to all logical units used by
the linkage editor program. Figure 1.2 shows how devices may be assigned
in order to link-edit in two partitions concurrently.

Logical Unit F1 Partition BG Partition
SYSIN X181 X'00C’
SYSLST X182 X'00E’
SYSLOG X'01F X01F
SYSLNK X131 X132
SYS001 X131 X132
SYSCLB X130’ -
SYSRES X130’ X130

Figure 1.2.  Assigning Different Physical Devices to the Same Logical Units

In this case, the output on SYSLST in F1 is written on a tape. A listing
of this output can be obtained by printing the tape after the job is
completed. If POWER/VS is used, the listing could be automatically
obtained whenever a printer becomes available. (Refer to the section
POWER/VS later in this chapter.)
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Virtual Storage

Through a combination of System/370 hardware design and programming
support, DOS/VS has an address space, called virtual storage, that can
extend to the maximum allowed by the system’s addressing scheme, which
is 16,777,216 bytes (16M bytes).

Virtual storage consists of two distinct areas; the real and the virtual
address area.

Virtual Storage Real Storage
oK
Real
Address
Area
Virtual
Address Real Storage: storage
Area physically present in
the CPU.

Figure 1.3. Interrelationship of Real and Virtual Storage, Real and Virtual
Address Area

Figure 1.3 shows that the area of virtual storage where the virtual
addresses match the real addresses is called the real address area, and the
area that begins at the end of the real address area and extends to the end
of virtual storage is called the virtual address area. Addresses in this area
have no direct equivalent to addresses in real storage.

How much of the maximum address space (16 M bytes) will be used in
a particular system depends on a number of factors: the size of the
computer’s real storage, the amount of disk storage available, the number of
partitions, their sizes, and the characteristics of the installation’s programs
and operating environment.
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Both the real address area and the virtual address area are available for
use when writing your programs, but not both together for a single
program. Some of your programs can be considered to be loaded into the
virtual address area, and others into the real address area. Of course, each
instruction of a program must be in real storage at the moment it is
executed, and so must the data it manipulates. The other instructions and
data of a program loaded into the virtual address area need not be in real
storage at that same moment; they can reside on auxiliary storage until
needed. The file used for this purpose is called the page data set. This
makes it possible to execute programs that are larger than any real
partition, or even real storage.

Some programs can be loaded at IPL time into a special area, called the
shared virtual area (SVA). Those programs can then be executed directly
(without subsequent loading) by any job in any partition, and may be
executed concurrently from more than one partition. The shared virtual area
is located in the virtual address area and, therefore, is represented on the
page data set.

It would be inefficient, however, to bring every instruction and its
associated data into real storage individually. Programs in virtual storage are
manipulated in sections called pages; the size of a page in DOS/VS is 2K
bytes. Real storage is divided into 2K byte sections; these are called page
frames. Page frames accommodate pages of a program during execution.
This is illustrated in Figure 1.4.

The DOS/VS supervisor will occupy the low order page frames, while
the remaining page frames are available for the execution of processing
programs. Those page frames unoccupied by the supervisor and available
for execution of programs in the virtual area, are collectively called the

page pool.

When a program is loaded from the core image library into virtual
storage, all its pages are brought into page frames of the page pool. If there
are not enough page frames available to contain all the pages of a program
being loaded into the virtual address area, the system moves the contents of
some page frames to a disk extent called the page data set. The remaining
pages of the program can then be loaded.

During execution of the program, whenever a required instruction or
some data is not present in real storage, execution is interrupted by a
so-called page fault. The system must then bring the requested page into
real storage.

For programs loaded into the virtual address area, pages can be placed
into any available page frame during execution. Since the system does not
anticipate where in real storage a page will be loaded, the virtual addresses
must be translated into real addresses when required for execution. The
address translation is performed by a combination of the System/370
Dynamic Address Translation (DAT) facility and DOS/VS.
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Fowr Programs Being Paged

Assignment of page frames is done by the supervisor which works
toward keeping the most frequently-used pages of each program in real
storage.

Any or all of the four programs being paged may also concurrently
use phascs in the shared virtual area (SVA).
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Real and Virtual Partitions

The Shared Virtual Area

During system generation, the number of partitions (from one to five) is
defined for the system. A certain amount of address space must be
associated with (allocated to) each partition. Each partition in which a
program is to be loaded for execution is required to have address space in
the virtual address area; this space is called a virtual partition. Each
partition may also have address space in the real address area; this space is
called a real partition. Because the job control program (which is necessary
to start the execution of each problem program) requires a virtual partition
for its execution, a real partition always has a corresponding virtual
partition.

Figure 1.5 assumes that all five partitions have been defined in the
system. On the left is a system without real partitions; on the right is a
system with real partitions. It is unlikely that you will have allocated all five
real partitions, but they are illustrated here to show their relative position in
storage.

In multiprogramming systems, a system directory list (SDL) and certain
frequently used programs can be loaded into the shared virtual area (SVA),
which is located in the highest address space in the virtual address area.
Such programs (or parts of programs), which are relocatable and
reenterable, are available for concurrent use by programs running in virtual
or real mode. Programs in the SVA are always executed in virtual mode in

the page pool.

Executing Programs in Real and in Virtual Mode

Programs can be executed in two modes:

e Virtual Mode: the program’s addresses refer to addresses in the virtual
address area, and the program executes in the page pool; the precise
location a page occupies is not known until it is needed for execution.
Paging can take place.

e Real Mode: the program’s addresses refer to addresses in the real
address area and the program executes in a contiguous, defined block
of real storage: the real partition. No paging takes place.

For either mode, sufficient address space must be allocated to the partition
to accommodate the program to be executed. Sufficient page frames must
be available in the main page pool to execute programs from the shared
virtual area.

Under DOS/VS certain programs - such as those with critical time
dependencies - may have to run in real mode. The DOS/VS supervisor also
always runs in real mode.
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Figwre 1.5. A System With and Without Real Partitions

I In both systems the heavily shaded parts of real storage are not allocated
to any particular partition. These parts are called the main page pool,

which (in the system on the right) is augmented by the address space of
I the real partitions that are not being used (lightly shaded), to form the

page pool.
When a real partition is being used, the address space in the
corresponding virtual partition cannot be used.

Programs in the shared virtual area (SVA) can be shared
concurrently by programs running in either virtual or real mode. The
programs from the SVA are executed in the page pool.

Real partitions are used not only for programs running in real mode,
but also for programs running in virtual mode that fix a set of instructions
or data (using the PFIX macro, which is discussed in more detail under
Fixing Pages in Real Storage in the section Tailoring the Supervisor in
Chapter 3). Such pages of a virtual-mode program are fixed in page frames
of the real partition that corresponds with the virtual partition in which the
program is running.
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Page Pool

As shown in Figure 1.5, the real storage not allocated to any real partition

(or occupied by the supervisor) is always available for paging activities. It

forms the main page pool. Other page frames may also belong to the page

pool:

+  When not occupied by a program running in real mode, the area
allocated to a real partition is available to virtual-mode programs.

« When a program running in real mode does not require the entire real
partition, the unused part of the real partition may be made available to
the page pool by specifying the required amount of storage in the SIZE
operand of the EXEC job control statement for the real-mode program.

Advantages of Virtual Storage

Multitasking

In summary, executing programs in virtual storage has two main advantages:

o It allows execution of programs that are larger than the available real
partition, or even larger than real storage.

o The real storage available is better utilized: programs running in a
virtual partition are not confined to a particular area of real storage, but
may use all available page frames.

Partition and system performance requirements should be considered as you
relate these advantages to your particular installation.

At the beginning of this chapter, we defined multiprogramming as the
ability to execute more than one program concurrently in separate partitions
within a single computer system. Multitasking can be regarded as an
extension of multiprogramming in that it provides the ability to execute
more than one program concurrently in a single partition. In simple terms,
therefore, multitasking can be regarded as multiprogramming within a
partition.

Multitasking presupposes the existence of the multiprogramming
facilities in the supervisor (in particular, the task selection routines).
Multitasking is, therefore, possible only in a multiple-partition environment.
As a supervisor generation option, multitasking is described in the section
Tailoring the Supervisor in Chapter 3: Planning the System.

Some installations using former versions of DOS, employed multitasking
to run more than three programs in a three-partition system. The additional
two partitions that DOS/VS provides may serve the same purpose. You
should note that running programs concurrently in separate partitions
usually requires less preparation than running programs concurrently in the
same partition.
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Two Types of Multitasking

Programs (or parts of a program) that are executed concurrently in a given
partition are called tasks. A distinction is drawn between the main task in a
partition and one or more subtasks in the same partition. The main task is
that program (or program part) initiated by job control. The subtasks are
those programs (or program parts) initiated by the main task through the
use of the ATTACH macro instruction. To use the multitasking facilities of
DOS/ VS it is necessary to code the main task in the assembler language.

The subtasks executed in a given partition may be: (1) logically
independent, or (2) logically dependent.

In the first case, the main task monitors the execution of the subtasks,
treating them as independent programs. Such subtasks may be coded in any
programming language. This type of multitasking is sometimes called multi-
programming within a partition. It is a suitable technique, for example, by
which to execute more than five programs concurrently.

In the second case, both the main task and the subtasks are program
routines that are logically part of the same program. Thus, the tasks can
communicate with one another. In this case the subtasks are likely to be
coded in assembler language to allow the use of the task intercommuni-
cation macros. They can share code (in particular, an access method or
subroutines), provided that it is of a read-only nature (that is, that the code
or subroutines are not modified during execution). This technique is
complex and can best be understood after studying the first type of
multitasking.

Cross-Partition Event Control

Certain applications may have a need for communication between programs
executing in separate partitions. Some programs, for example, may perform
complex operations on common data files. For relatively simple files,
accidental data destruction resulting from concurrent access can be
prevented by invoking supervisor services. (See Track Hold Option in
Chapter 3: Planning the System.) Data files with complex interrelations,
however, may require actual communication between the programs
accessing those files.

One way of establishing communication between such programs is
through multitasking within a partition, with a main task monitoring and
controlling the communication. A second way is by cross-partition event
control. Through cross-partition event control macros, one partition can
delay the execution of pa<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>