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Laser Welding of Thermocouple to Molybdenum Heat ing 
Tip 

• Naohisa Matsushita • Kazuo Yokoi 

Th is paper presents a new method of attaching a thermocouple 
to a heating tip using a pulsed YAG laser. 

This heating tip is used in reflow soldering of Surface Mount 
components on printed wir ing boards . The thermocouple is at ­
tached to the heating tip to control the soldering temperature. 

The heating tip is made of molybdenum and the thermocouple is 
made of chrome/ and constantan wires. These wires are so thin 
that their heat capacity is far less than that of the heating tip. It 
is therefore difficult to attach the thermocouple to the heating tip 
using brazing or conventional laser welding. 
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FUJITSU Sci . Tech. J ., 26, 1, pp. 8-15(1990) 

Automated Optical Pattern Inspection for High-Density 
Printed Wiring Boards 

• Moritoshi Ando • H irosh i Oka • Satoshi Iwata 

A new technique for the automated optical inspection of printed 
wiring boards (PWBs) has been developed. It uses black-line sens­
ing and a radial-matching algorithm. The black-l ine sensing detects 
copper patterns as shadows. Color and roughness do not affect the 
sensing. 

The radial-matching algorithm converts patterns into 16-b it bi ­
nary codes , and compares t hem with a code dictionary . The algo ­
rithm can inspect various kinds of patterns by changing the con­
tents of the dictionary . 

An inspection system using these techniques was constructed. It 
has a resolution of 5 µm and can inspect a 490 x 540 mm area in 
five minutes. 
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High-Speed, Wide Area 3-D Vision System for PWB In­
spection 

• Tetsuo Koezuka • Yoshikazu Kakinoki • Masato Nakashima 

This paper describes a three-dimensional (3-0) vision system de­
veloped for factory automation. The system is based on a newly 
developed 3-0 imager. This imager uses a laser diode beam to scan 
the object area and obtains range and intensity data simultaneous­
ly . 

Range measurement is based on triangulation . Fo r inspecting 
printed wiring boards (PWBs), the system was capable of detecting 
missing, shifted, and floating components. 

The inspection resol ution is 125 µm along the X and Y axes and 
30 µm alo ng the Z axis. 

A PWB 250 mm by 330 mm can be measured in 14 s. 
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FUJITSU Sci. Tech. J., 26, 1, pp. 26-34(1990) 

Sensory Pattern Inspection System for Print Qual ity of 
Dot-Matrix Printer 

• Masato Nakashima • Tetsuo Koezuka 

A print quality evaluatio n method ha s been developed and ap­
plied to the inspection of wire dot-matrix printers . A new algo ­
rithm has been developed that has character istics of human vision, 
such as the edge emphasis and logarithmic sensitivity of the optic 
nerve, and accumulative evaluation . Experimental results shows 
that the print quality inspection system can perform at the same 
level as expert inspectors and that reproducibility is three tim es 
higher. 

UDC 53.084.85:681.327.634 

FUJITSU Sci . Tech . J ., 26, 1, pp. 35-40(1990) 

Surface Flatness Measurement System 

• Shin-ic;hi Wakana • Yoshiro Goto 

An optical non-contact and non-destructive measurement system 
has been developed for surface flatness inspection . It is based on 
a new measurement principle, and is applicable to h ighly reflective 
flat planes, such as aluminum magnetic disk substrates and sem i­
conductor wafers. It measures angular displacement at a f ixed 
pitch, then calculates the surface profile by totaling the angular 
data multiplied by the measurement pitch . When it is calibrated 
with a reference flat m irror, the system has a measurement accura­
cy better than 0.01 µm . In addition , another calibration algorithm 
using a Fast Fourier T ra nsform ( F FT) for the direction of rotation 
was developed . 
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FUJITSU Sci . Tech. J ., 26, 1, pp. 41-47(1990) 

Six-Axis Force/Torque Sensor for Assembly Robots 

• Akihiko Yabuki 

Force control assembly robots require a six-axis force/torque 
sensor to detect the forces applied to the robot arm . A new force/ 
torq ue sensor has been developed which mounts on the wrist of 
the robot and detects strains exerted on a bit deformable elastic 
body caused by contact of the end-effector with th e assembly . 
Force /torque detection is performed in real time and in six­
degrees-of-freedom in a Cartesian coordinate system. The elastic 
body consists of eight parallel leaf springs and has excellent 
noninterference and output I inearity . 

The sensor has an internal overload protector for impact toler­
ance. 
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High-Speed Force Controller for SCA RA .Robots 

• Yutaka Yoshida • Akihik o Yabuki • Yasu y uki Na kata 

The SCARA (Selective Compliance Assembly Robot Arm) robot 
has horizontal compliance. However, the amount and direction of 
compliance must be controlled before the robot can be used in 
actual applications. An active comp I iance controller has been 
developed that uses force sensors on the wrists of the robot to 
determine the contact force acting on the end effector. The 
sensors feed th is information to the trajectory generator of the 
robot controlle r. The controller achieves high -speed cont rol (sam­
pling rate : 1 kHz) by performing all control operations in parallel 
using two Fuj itsu MB8764 digital signal processors (OSPs). 
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Simulator for a Coordinated Two-Arm Robot 

• Hiroshi Wada • Mitsuo Kamimura • Sadao Fujii 

Fujitsu is developing a general-purpose assembly robot consisting 
of two coordinated multi-jointed arms modeled on their human 
counterpart . Fujitsu is also developing software to deal with 
assembly problems such as the layout of work, assembly proce­
du res, and path generation ; and to deal with operation problems 
such as representation and implementation of coordinated opera­
tion. The robot language TACL: Two Arm Cooperation Language 
and simulator for the robot was developed to help solve these 
problems. A task-level robot language ASL : Assembly Sequence 
Language and a method of generating TACL from ASL have also 
been developed. This paper describes TACL, the simulator, ASL, 
and how TAC L is generated. 
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A Logic State Measurement Technique Using Multi ­
Stroboscopic Sampling for the Electron Beam Tester 

• Akio Ito • Kazuo Okubo • A k ifum i Muto 

A multi-stroboscopic sampling (MSS) techniques was devised for 
electron beam tester logic state measurement . In this technique, 
electron beam pulses are shot and secondary electron signals are 
sampled m times in each cycle of LSI device operation . In addi ­
tion , s-curve interpolation (SCI) is combined with MSS for quanti­
tative voltage measurement. Using this combination, the measure­
ment time required for 1 024 logic states was reduced to 1 /70 the 
time required for stroboscopic waveform measurement . 
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Electron Beam Tester for VLSI Diagnosis 

• Masaa ki Kawabata • Akifum i M uto • T etsuya Mukunoki 

An electron beam tester for design verification and fault diagno­
sis of large-scale high-density I Cs was deve loped. 

The tester can measure voltage waveforms of fine electrodes in 
VLSI circu its by using an electron beam . The measurement time 
resolution is 100 ps and the voltage resolution is better than 0 .1 V . 

The electron beam tester is directly connected to an LSI tester 
to reduce the propagation delay and waveform distort ion . It can 
measure through the insulation film and can test a logic ci rcui t 
with a long repetition frequency in a short t ime . 
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Phase-Shifted Gratings for DFB Lasers 

• Manabu Matsuda • Shouichi Og ita • Y uj i Kota ki 

The introduction of phase shifts in the grating for distributed 
feedback (DFB) lasers gives additional freedom in DFB laser 
design to realize various kinds of advanced performance. Here, a 
technology of fabricating a multiple-phase-sh ifted grating for 
long-cavity D FB lasers for coherent optical communication sys­
tems has been developed. This new technology is based on a 
method using a phase-shifting mask. A new phase-shifting mask 
with three steps in the height has been developed and uniform 
gratings with the three phase shifts of 0 .8 rr have been fabricated . 
This method can provide not only an arbitrary phase shift, but 
also an arbitrary combination of pbase shifts at arbitrary locations. 

UDC 681 .3.06:681.326.3 

FUJITSU Sci . Tech. J., 26, 1, pp. 86-97(1990) 

Overview of an Experimental Reflective Programming 
System : Ex Reps 

• Ji ro Tanaka • Y ukiko Ohta • Furnia Matono 

This paper presents an overview of an experimental reflective 
programming system (ExReps) . ExReps is an environment in 
which one can input programs and execute goals. It consists of 
two" layers: the abstract machine layer and the execution system 
layer. Both layers are based on an enhanced metacall mechanism. 
Reflective operations are implemented on these metacalls. This 
paper shows examples of program execution on Ex Reps and exam­
ples of reflective programming. 

UDC 681.32:800.92 

FUJITSU Sci . Tech . J ., 26, 1, pp. 98-1 06(1990) 

Unified Hardware Description Language (UH D L) and Its 
Support Tools 

• Masahiro Fuj ita • Hisanor i F uj isawa • Nobuak i Kawata 

A lot of effort has been devoted to improving the efficiency of 
designing ASI Cs, and many new hardware description languages 
have been developed. However they have serious drawbacks. They 
are designed for use only in limited areas, and their semantics are 
constructed in rather an ad hoc manner. To overcome these draw­
backs, UHDL, which has a multiple view mechanism and whose 
semantics are based on mathematical logic, is being developed . 
Using UHDL realizes high-quality synthesis, and there is no 
ambiguity in the interpretation of design descriptions. This paper 
summarizes the important features of UHDL and its support tools. 
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Approximation for the Rate of Short Circuit in Electronic 
Devices Caused by Whisker Growth on Zn Electroplated 
Steel 
• Takeshi Nagai • Katsuh ide Nat ori • Takashi Furusawa 

Specimens of electroplated cold-rolled steel plate were exposed 
for approximately six years . Nucleation and growth of Zn whisker 
on specimens were observed, and the number of days before 
whiskers were detected was recorded . A correlation was found 
between the number of days before whisker detection and the 
macro internal stress measured using the bending strain method. 

The number and length of whiskers was counted and measured, 
and an approximation for the projected rate of short circu it 
caused by whiskers was obtained. 

An approximate rate of short circuit by whisker growth was of 
about nine fit was obtained. 



Preface 

Special Issue on Production Engineering 
Technologies 
• Takefumi Inagaki 

Electronic Systems Division, Fujitsu Labolatories Ltd. 

For Fujitsu Limited, a company having annual gross sales of more than two trillion ye n, it is 

becoming essential to develop high-grade production technologies that can be integrated with all 

company activities. 

Fujitsu is now developing its next generation of key products. Some exampl es of these prod­

ucts are VLSis (very large scale integrated circuits) PWBs (printed wiring boards) for tomorrow's 

large-scale computers and magnetic disks. To develop th ese products, it is becoming increasingly 

necessary to use tec hnologies of measurement, recognition , and mechanical control that simulate 

functions of the human brain , eye, and hand. Th erefore, Fujitsu 's business divisions anti cipate 

increasing activity in the development of these technologies. 

This spec ial issue focusses on production techn ology. It presents som e examples of technolo­

gies for inspec tion and measurem ent, assembly, and test and diagnosis which have been developed 

at Fujitsu Laboratories and at Fujitsu 's Corporate Production Engi neering Group. 

The first section of this spec ial issue covers manufacturing technology. In recent years, surfac e 

mounting technology has frequ ently been applied to PWBs. Reflo w soldering is used to solder 

surface mounted components, and the heating tip that controls th e solder temperature pl ays a key 

role in the reliability of th e soldered junctions. Th e first sec tion presents a paper on the develop­

ment of a laser welding method that bonds a th ermocouple to this type of heating tip . 

The second sec tion of this spec ial issue presents four papers on inspec tion and measurement 

technology. The first of these papers describes an automated optical pattern inspec tion system fo r 

high-density PWBs. (Pattern inspec tion is a very important stage in th e production of the high 

quality PWBs used in Fujitsu 's large-scal e computers). The equipment developed using this technol­

ogy is now operating at the 1agano Plant. 

Most of the components of PWBs are surface mounted, and are becoming smaller and more 

densely mounted. The second paper desc ribes a high-speed wide area 3 -D vision system that uses 

range and intensity images. This system inspec ts surface mounted components at high speed in 

three dimensions. 

The demand for printers is expanding with th e advance of OA. Fujitsu also produces printers 

and therefor e has a strong interest in automated inspec tion of print quality. Previously, print 

quality inspec tion was performed by skill ed personnel and could no t be automated. The third 

paper di scusses a sensory pattern inspection system that assesses th e print quality of dot-matrix 

printers by simulating human vision . 

The fourth paper desc ribes a surface flatness measurement system for magnetic disks. High­

density magnetic disks are constantly being improved and th eir flatn ess has a strong influence on 

their recording characteristics. To measure th e flatness of these disks, Fujitsu has developed a non­

contract high-precision flatness measuring system that uses a laser beam. 

Th e third sec tion of this special issue covers assembly technology. Robots are essential tools 

for the automation of assembly work in wide-variety small-quantity production . This sec tion pre­

sents three papers that discuss sensor, fo rce control , and simulator technologies for robots. Force, 

FU JITSU Sci. Tech. J., 26 , 1, pp. 1-2 (April 1990) 
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as can be see n by observing humans performing manual work, is indisp ensable when assembling a 

product. To detec t th e forc es exerted on a robot from th e workpieces and environment and to 

control the forces ge nerated by the robot, a six-ax es force- torque senser is required. The fi rst paper 

in this section describes th e development of a six-axes force/ torqu e sensor for assembly robots. 

Th e second paper desc ribes a high-speed force con troll er for SCA RA (Selec tive Compliance 

Assembly Robot Arm) robots. This controller p erforms activ e-compliance control by using forc e/ 

torqu e signals obtained from a sensor insta ll ed on th e wrist of a SCARA robot. The last paper of 

this sec tion describes a simulation to coo rdinate the operation of a two-arm articulated robot. 

The last sec tion of this spec ial issue presents two papers on test and diagnosis techn ology. 

These two papers desc ribe th e advanced technology and equipment required to develop VLSis. To 

diagnose VLSis, th e logic waveforms on the VLSis' internal wir ing mu st be measured at high 

speed. To ach ieve this, Fujitsu has developed a logic state measurement techniqu e that uses multi­

stroboscopic sampling for th e Elec tron Beam Tester. Fujitsu has also developed an elec tron beam 

tester that uses this measurement techniqu e for VLSis. Th e second paper desc ribes th e develop­

ment of an elec tron beam tes ter for VLSI diagnosis that has a time resolution of 100 ps and a 

voltage resolution of better than - 0.1 V. This test er is now oprating at th e Kawasaki Plant. 

Fujitsu is continuall y improving its product planning and produc tion technology to produce 

advanced high-quality products. Competition in th e elec tronic equipment field is growing more in ­

tense, and in the near future, production technology will become a key to success. Fujit~u wi ll 

continu e to develop new technologi es and equipment to maintain its position as a world leader. 

FUJITSU Sci . Tech. J., 26, 1, (Ap ril 1990) 
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Laser Welding of Thermocouple to 
Molybdenum Heating Tip 

• Naohisa Matsushita • Kazuo Yokoi (Manuscript received December 18, 1989) 

This paper presents a new method of attaching a thermocouple to a heat ing tip using a 

pulsed YAG laser . 

This heating tip is used in reflow soldering of Surface Mount components on printed w iring 

boards. The thermocouple is attached to the heating tip to control the soldering tempera­

ture . 

The heating tip is made of molybdenum and the thermocouple is made of chromel and 

constantan wires . These wires are so thin that their .heat capacity is far less than that of the 

heating tip. It is therefore difficult to attach the thermocouple to the heating tip using 

brazing or conventional laser welding . 

1. Introduction 
Reflow soldering is a technique used in 

Surface Mount Technology (SMT). There are 
two types of reflow soldering. One involves 
heating the entire printed circuit board , and 
the other involves heating the soldering point 
only. The heating tip described in this paper 
is used for local heating. To achieve good 
reflow soldering. it is essential to keep th e 
temperature of the tip constant at about 300 QC. 

The heating tip is made of molybdenum 
and the thermocouple is made of chrome! 
and constantan wires. It is difficult to attach 
these thermocouple wires to the molybdenum 
tip because they are mode of two different 
metals each having a high melting point. Also, 
the thermocouple wires are thin (0.2 mm or 
0.3 mm) and have very different thermal ca­
pacities from that of the molybdenum tip . 

To solve these problems, a pulsed Y AG 
laser that provides a high energy density was 
used l). 

2. Welding using a pulsed Y AG laser 

The essential point of laser welding is how 
to melt the molybdenum tip sufficiently without 

FUJITSU Sci. Tech. J., 26 , 1, pp. 3 - 7 (April 1990) 

thinning the thermocouple wires placed on 
the heating tip2

). 

Figure 1 shows the multi-point laser irradia­
tion method that is normally used. This method 
irradiates the thermocouple and tip with a large 
number of low energy pulsed lasers. 

This method has the following disad­
vantages: 
l ) The strength of the weld is low (tensile 

strength is only about 1.2 kgf) because 
the molybdenum tip is not sufficiently 
melted, 

2) Accurate temperature measurement is im­
possible (measurement accuracy is ±5 QC) 
because the bonding between the chrome! 
and constantan wires is poor , 

3) The welding takes a long time because multi­
point laser irradiation is used. 
To overcome these problems and to achieve 

sufficient welding, the following objectives 
were established: 
1) Improvements in weld strength 

i) Tensile strength : 3 kgf or more 
ii) Peel strength: 1.5 kgf or more 
iii) Cycle bending fatigue strength: 

Welds must be able to withstand at least 

3 
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Laser spot 

Thermocouple wire 

Fig. I - Multi-point laser irradiation. 
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Fig. 2-Relationship between laser irradiation energy 
density and melting depth . 

30 000 bending cycles. 
2) Improvements in temperature measurement 

accuracy 
i) Temperature measurement accuracy: 

Within ±2 °C 
3) Improvements in welding 

i) Welding with one shot laser irradiation. 

2.1 Conditions for optimum melting of the tip 
and wires 
Experiments were carried out to determine 

the conditions required for optimum melting 
of the molybdenum tip and thermocouple 
wires. 

2.1.1 Conditions for optimum melting of 
the molybdenum tip 

In welding using a pulsed YAG laser, 
the pulse width and energy density (energy 
irradiated per unit area) are essential param­
eters2>·3>. To ensure sufficient melting, a laser 

4 

........., 
0.1 mm 

Fig. 3- End of a chrome! wire irradiated by laser beam: 
Irradiation has made the end spherical. 

beam with a long pulse width must be used. 
Figure 2 shows the relationship between the 
irradiation energy and melting depth observed 
when the pulse width was between 7 ms and 
9 ms and the spot diameter was 0.5 mm. 

The following observations were made: 
At pulse widths between 7 ms and 9 ms, the 
melting depth was 0.2 mm or less when the 
energy density was 20 J/mm 2 or less, and 
was 0.3 mm to 0.5 mm at 25 J/mm2: Holes 
were formed in the tip by vaporization when 
the energy density was 30 J/mm 2 or more. 
Therefore the irradiated energy density of the 
molybdenum tip was fixed to about 25 J /mm 2. 

2.1.2 Conditions for optimum melting of 
the thermocouple wires 

Figure 3 shows the end of a chrome! wire 
that was irradiated by a laser beam. As can be 
seen, the laser has made the end spherical. 
It is therefore possible to melt the wires without 
thinning them by utilizing these spheres. The 
laser irradiation conditions required to make 
the ends of the wires spherical were therefore 
sought. 

Figure 4 shows the relationship between 
the laser irradiation position (L mm) and the 
resultant shape of the wire end. At a pulse 

width of 7 ms and an irradiation spot diameter 
of 0.5 mm, the ends became stably spherical 
when the irradiated energy density was 
18 J/mm 2 to 25 J /mm2. The shapes obtained 

FUJITSU Sci. Tech. J., 26, 1, (April 1990) 
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Laser beam 
/ ulse width : 7 ms 

Wire pot diameter : 0.5 mm 
nergy density: 18-25 J /mm' 

L 

E 

~' 
s 
""' 'S 

-0.3 0 +0.5 +l 

L(mm) 

Fig. 4 - Relationship between laser irradiation position 
and the shape of wire ends. 

"---""" 
0.1 mm 

Fig. 5- Preforming of thermocouple wires : Two wires are 
crossed near their end to form an X and then 
welded together using an electric spot welder. 

at L = - 0.2 mm to +0.5 mm are suitable for 
welding the thermocouple. In particular, when 
L = +0.2 mm the diameter of the spheres was 
0 .5 mm, which satisfied the objective. 

To improve the temperature measurement 
accuracy and one shot laser irradiation, the 
wires were preformed (see Fig. 5) . The two wires 
were crossed to form at X near their ends 
and were when welded together using an electric 
spot welder. 

2.2 Tip and thermocouple wire welding tech­
nique 
As mentioned above , the optimum laser 

irradiation conditions required for the various 

FU JITSU Sci. Tech . J., 26, 1, (April 1990) 

Lens 

Laser beam Bending mirror 

Pulsed Y AG laser 

Oscillator 

Convex lens 

Fig. 6-Configuration of pulsed Y AG laser welding 
system. 
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b) inclined angle : 
a = 20 degrees 

Fig. 7- 0blique laser beam irradiation. 

materials (molybdenum tip, chrome! and 
constantan wire) were determined. However, 
the energy density irradiating the molybdenum 
tip must be about 25 J/mm 2 , but must be 
slightly lower at about 22 J/mm 2 for the 
thermocouple wires. 

2.2.1 Configuration of the pulsed Y AG laser 
welding system 

This sytem includes a pulsed Y AG laser 
oscillator, a convex lens having a focus of 50 mm, 
and a jet of inert gas (see Fig. 6). The inert gas 
prevents metal oxidation and is argon gas in 
this system. 

2.2.2 Oblique irradiation of laser beam 
To satisfy the requirement of different 
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irradiation energy densities, an oblique ir­
radiation technique was devised (see Fig. 7). 
The laser beam is focused by a convex lens 
into a cone. If the workpieces are set obliquely, 
the irradiation density at the top of the oblique 
slope is greater than the density at the bottom. 
If the molybdenum tip is placed at an appro­
priately higher position on the slope than 
the thermocouple wires, the tip and thermo­
couple wires will be subjected to the correct 
proportion of irradiation energy densities. 

The following configuration was used. 
The laser beam diameter was 10 mm , and 
was condensed by a convex lens having a focal 
length of 50 mm and a defocus of 2.5 mm. 
The spot diameter was 0.5 mm. The workpieces 
were inclined at 20 degrees and were irradiated 
at an energy density that would have been 
24 J /mm 2 if directed perpendicularly. Calcula­
tions for this configuration gave an energy 
density at the molybdenum tip of about 
25 J /mm 2 and a bout 22 J /mm 2 at the thermo­
couple wires. 

3 . Results and evaluation 

3.1 Results 
The thermocouple wires were preformed 

and placed on the molybdenum tip. The as­
sembly was and then irradiated with one pulse 
at the position shown Fig. 8. The result is 

Thermocouple wire 

Laser spot 

Spot welding 

Fig. 8-Laser irradiation position. 

6 

shown in Fig. 9. The wires were melted without 
thinning because of the spherical portions 
that formed near the ends. The laser beam 
also passed through the gap between the crossed 
wires and irradiated the molybdenum tip. 
Therefore, the materials were welded together 
at a small spot. (The diameter of the weld 
sphere was about 0.5 mm.) 

3.2 Evaluation 
The mechanical strength and thermometric 

characteristics of the thermocouples are de­
scribed below. 

3.2.1 Mechanical strength 
Figure 10 compares the mechanical strength 

of welds formed by multi-point laser irradiation 
with that of welds formed by our technique 

i-...i 
0.1 mm 

Fig. 9-Shape of welded section : thermocouple wires are 
melted without thinning. 
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Fig. 11 - Distribu ti on of indicated temperature at 300 ° C. 

of preforming and one shot laser irradiation. 
Three types of welds formed by the new 

method were evaluated: welds formed with 
the workpiece 
formed with 
20 degrees, and 

inclined at 0 degrees, welds 
the workpiece inclined at 
welds formed with the work-

piece inclined at 20 degrees and sprayed with 
argon gas . 

The results of this evaluation show that 
welds formed by the new method have up 
to thr~e times more strength than welds 

formed by multi-point laser irradiation. In 
addition , the welds formed by oblique irradia­
tion have about 30 percent more tensile strength 
than welds formed by perpendicular laser 
irradiation. The use of argon gas increased 
the peel strength by about 25 percent and 
more than doubled the cycle bending fatigue 
strength. 
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3.2.2 Thermometric accuracy 

Figure 11 shows the distribution of indicated 
temperature at 300 °C. 

The accuracy of thermocouples attached by 
the new method was ±2 °C at this temperature. 

4. Conclusion 

This paper discussed a new method of using 
a pulsed Y AG laser to attach a thermocouple 
to the heating tip used in Surface Mounting 
Technology reflow soldering. 

The results are summarized below. 
1) The thermocouple wires are crossed 

(preformed) to form an X and then bonded 
to the heating tip . The bonded wires and 
tip are tilted at about 20 degrees. One pulse 
of a YAG laser beam at an energy density 
which would be 24 J/mm 2 if irradiated 
perpendicularly is irradiated onto a 0.45 mm 
diameter spot to perform small-diameter 
spot welding. 

2) . The use of an inert gas (argon) and a radiator 
helps to increase the weld strength. 

3) Although this technique involves preform­
ing, the overall processing time is short 
because the wires are attached using a single 
laser pulse. 
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A new technique for the automated optical inspection of printed wiring boards {PWBs) 

has been developed . It uses black-line sens ing and a radial -matching algorithm. The black-line 

sensing detects copper patterns as shadows. Color and roughness do not affect the sens ing. 

The radial-matching algorithm converts patterns into 16-bit binary codes, and compares 

them with a code dictionary. The algorithm can inspect various kinds of patterns by 

changing the contents of the dictionary. 

An inspection system using these techniques was constructed . It has a resolution of 5 µm 

and can inspect a 490 x 540 mm area in five minutes. 

1. Introduction 
The automated optical inspection of the 

patterns of printed wiring boards (PWB) is 
indispensable in the production of high-density 
PWBs. This is because PWBs have become 
too large and complex for manual inspection. 
For example, a PWB used in Fujitsu's F ACOM 
M-780 mainframe is 540 x 490 mm, and the 
pattern line width is 60 µm . The PWB has 
42 inner layers, and is one of the densest ever 
made. 

The defects on inner layer patterns that 
must be detected are breaks, bridges, residues, 
narrow tracks, and poor spacing. Breaks and 
shorts cause the electrical circuit to malfunction 
immediately. Residues , narrow tracks, and 
poor spacing do not cause immediate problems, 
but might deteriorate into serious defects. 
All these defects have to be detected and 
repaired before lamination, after which repair 
is impossible . 

PWBs are inspected both electrically and 
visually. The electrical tester checks the 
electrical conductivity and detects breaks and 
bridges. However, it cannot detect residues, 
narrow traces, and poor spacing. The visual 
inspection measures pattern widths and detects 
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the defects not detected by the electrical tester. 
Visual inspection of a single inner layer takes 
hours. Automated inspection reduces inspection 
time and ensures reliability. 

Automated inspection is conducted through 
pattern sensing and defect detection algorithms. 
A new method using a black-line sensing1

) and 
radial-matching2

) algorithm has been developed 
for the inspection of the inner high-density 
PBW layers. 

2 . Requirements for the pattern inspection sys­
tem 
The most important requirements for 

PWB pattern inspection are high-speed pattern 
processing and wide adaptability. 

High-speed processing is needed because 
a PWB may have ten gigapixels of picture 
information which must be inspected within 
several minutes. An example of PWB patterns 
is shown in Fig. 1. The system must have a 
processing speed of several tens of megapixels 
per second. A special-purpose hardware circuit 
must be implemented to achieve this speed. 

The system has to be able to be adapted 
both to the pattern design variety and the 
surface conditions of copper patterns . PWB 

FUJITSU Sci. Tech. J., 26 , 1, pp. 8-15 {April 1990) 



Fig. 1- Inner PWB layer. 

patterns differ in width, direction, and shape, 
depending on design rules. In a factory, various 
kinds of PWB patterns are produced in the 
same production line. The system must adapt 
to the production environment. The system 
must also adapt to the fluctuations in surface 
conditions such as copper color and surface 
roughness. The color of copper is changed 
by a chemical process and becomes darker 
when exposed to air. Copper surface roughness 
is also changed by a chemical process. Thes~ 

fluctuations have little effect on the electrical 
characteristics, and must be allowed for. The 
system has to detect copper patterns without 
being affected by these fluctuations. 

First, the pattern sensing system is discussed . 

3 . Pattern sensing system 
3.1 Requirements for pattern sensing 

There are two requirements for pattern 
sensing. The first is the stable detection of the 
pattern. Copper easily becomes dark, as is 
shown in Fig. 2 . The dark area is often mistaken 
for nicks or pinholes when light reflected from 
the surface is sensed. The effect becomes most 
serious when the pattern width is only 60 µm , 

because a small dark spot on a line is often 
perceived as a break. This increases the false 
error rate. Conventional systems mainly use 
reflected light sensing3>. This method cannot 
distinguish between dark spots and breaks 
and is not satisfactory for high-density PWB 
inspection. To construct a practical inspection 
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Fig. 2- Copper pattern . 

system , a rule of thumb says the S/N ratio 
should be greater than three. This could only 
be achieved by making the sensing so that 
it is not affected by the copper color. 

The second req.uirement is high resolution. 
To measure the pattern width , the resolution 
should be within one-tenth of the pattern width. 
Since the pattern is only 60 µm wide, the resolu­
tion must be within 5 µm. 

3.2 Conventional pattern sensing 
There are two conventional sensing 

methods: Reflected light sensing and trans­
mitted light sensing3>. Neither is well suited 
for detecting fine PWB patterns. 

Reflected light sensing detects the copper 
patterns as shining regions and the substrate 
as a dark region. If the copper is dark, sensing 
is affected as shown in Fig. 3 a). This method 
cannot be used for pattern sensing. 

Transmitted light sensing detects the copper 
patterns as shadows and the substrate as a bright 
region. Sensing is not affected by the copper 
color, but it does erroneously detect patterns 
etched on the other side of the substrate, 
as is shown in Fig. 3 b ). In the figure , the narrow 
diagonal lines are noise patterns from the other 
side. 

A new method is needed, with the ad­
vantages of transmitted light sensing, but with­
out the drawbacks. 
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a) Reflected light sensing 

b) Transmitted light sensing 

Fig. 3 - Results of conventional sensing. 

3 .3 Black line sensing 
3 .3 .1 Principle 
Figure 4 shows the black line sensing system. 

A xenon lamp light source illuminates a line 
filter, which has a black line in the center. 
The line pattern is focused onto the printed 
wiring board and the area around the line is 
illuminated brightly. The illuminance is about 
one million lux. Because the substrate is translu­
cent, the light diffuses into the substrate before 
being reflected back. The image is sensed by 
a CCD line sensor. The sensor detects the 
substrate as a bright area and detects the copper 
patterns as shadows because they do not trans­
mit light. This method detects the pattern 
regardless of the surface conditions of the 
copper, and can detect only surface patterns 
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Light source 

CCD line sensor 

Diffused light 

Printed wiring board 

Fig. 4 - Black line sensing system. 

5 

2 I 
Width of the black line (µ m) 

Fig. 5-S/N ratio of the black line sensing. 

without detecting patterns on the other side. 
3.3.2 S/N of black line sensing 
Figure 5 shows the effectiveness of the black 

line sensing system. The horizontal axis is the 
width of the black line, d. The S/N ratio is 
defined as the ratio of the signal intensities 
of the substrate and the copper pattern that 
are within the black line area. Figure 5 shows 
that the S/N ratio deteriorates at greater line 
widths. This is because the farther the light 
must diffuse, the less its intensity. At widths 
of less than 100 µm, ~he S/N ratio decreases 
as the line becomes brighter due to diffraction. 
A range of 200 µm to 250 µm gives the opti­
mum value of around four for the S/N ratio. 

3 .4 Result of the sensing 
Figure 6 shows the result of black line 
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Fig. 6-Black line sensing. 

sensing. The surface color does not affect the 
result and the patterns on the other side of the 
substrate are not detected. 

4 . Pattern inspection algorithm 
4.1 Requirements for an algorithm 

Printed wiring patterns consist of pads 
and lines. However, the pattern width, pattern 
direction, and pad size vary depending on 
PWB design. There are two pattern inspection 
algorithms: design rule4

) and data reference5
). 

The design rule algorithm detects pattern 
features such as width, length, and spacing, 
and compares them with predetermined 
standard values. The algorithm is simple and 
easily implemented with hardware circuits. 
However, hardware implementation requires 
a specific circuit for each type of defect, and 
is not easily adapted to new patterns or new 
inspection rules. 

The data reference algorithm stores all 
pattern data such as pattern width, direction, 
and positions generated by CAD, and compares 
them with the detected patterns. The method is 
adaptable to any pattern and extracts all defects 
that differ from the design. However, storing 
and updating the pattern data is difficult and 
time-consuming. Loading reference data into 
the system when testing a different PWB is 
also slow. This algorithm cannot be used for 
high-density PWB inspection. 
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A new method is needed, that can easily 
adapt to a new patterns and inspect various 
patterns without having to store the entire 
design . A new method, called radial-matching, 
is proposed. In radial-matching, pattern data 
is expressed by code and can adapt to various 
kinds of patterns. 

4.2 Radial-matching 
4 .2.1 Principle 
A new algorithm describes PWB patterns 

with a minimum amount of information. The 
essential features that define the PWB line 
pattern are width, direction, and symmetry. 
The new algorithm measures these features 
and encodes them into subclasses. The resulting 
codes are 16-bit binary codes and can represent 
65 536 patterns. 

Inspection is performed by checking the 
obtained pattern codes in a look-up dictionary. 
The dictionary tells whether the code represents 
a good or a bad pattern. The contents of the 
dictionary are changed according to the pattern 
and the definitions of the defects. Data is loaded 
into the dictionary automatically before inspec­
tion, using a good pattern. 

This algorithm inspects various kinds of 
patterns using a minimum amount of memory. 

The inspection algorithm follows the 
procedures described below. 
1) Detection of a pattern center 

The algorithm first finds certain points 
called the pattern centers. Pattern centers 
correspond to points on the center-lines of 
printed wires, as well as to certain other points 
on the boards. 

If a point is on a printed wire, the cor­
responding pixel lies in a dark region . Each 
pixel is tested to determine whether it is a 
pattern center. This is done by measuring 
the distance of the region edge from the pixel 

in 16 radial directions. Figure 7 shows the 
sensors used to perform this measurement. 

Two length-measuring sensors which point 
in opposite directions form a measuring pair, 
of which there are eight. When both sensors 
in a measuring pair calculate equal distances 
from the region edge, the pixel is said to have 
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Sensing pixel 

Fig. ? - Measuring sensors for radial matching. 

90° 

Sensor limit 

Maximum width 
Minimum width 

a) Length coding 

Asymmetry (Up) 

Symmetry 

b) Symmetry coding 

Fig. 8- Elements of coding. 

symmetry in that direction . If the number of 
pairs that indicate symmetry exceeds a threshold 
value, the pixel is a pattern center. 

Only information on the pattern center is 
used in coding the pattern . 
2) Classifying the patterns 

Information on each pattern center is used 
to generate a binary code for that center. 
First, the lengths are calculated by the measur­
ing pairs in the 0 °, 45 °, 90 °, and 135 ° direc­
tions, as shown in Fig. 8 a). The pattern length 
for each direction is the sum of the length 
calculated by the two measuring sensors of 
the pair for that direction . Each pattern length 
is then compared with three threshold values. 
The threshold values are the minimum allowable 
line width, the maximum allowable line width, 
and the maximum length of a measuring sensor. 
A pattern length that is shorter than the mini­
mum line width is classified as shorter (S), one 
between the maximum width and the sensor 
limit is classified as longer (L), and one over 
the sensor length is classified as over (OV). 
The classified results are represented as codes. 
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Table 1. Examples of coding 
- -------b) Symmetry 

-------------
0 0 

a) Length 

Direction 0 l 45 ° 90 ° 135 ° 

Code Cl L ov L 

0 ° 4 5 ° 90 ° 13 5 ° 

Up Sy 

C: correct L: longer OV: over Up: up Sy : symmetry 

Symmetry 

D 
Asymmetry 

15' 

Minimum width 

a) Normal b) Nick c) Break 

Fig. 9-Examples of coding. 

Results for a line pattern center are shown in 
Table 1 a). 

Symmetry is also classified as follows: 
When the lengths of the paired sensors are 
equal, the pattern center has symmetry (Sy). 
When the length of the upper sensor is longer, 
it is called up (Up). When the length of the lower 
sensor is longer, it is classified as lower (Lw). 
An example of symmetry classification is shown 
in Table 1 b ). Here , only the 0 ° direction does 
not have symmetry. When the length of the 
sensor on the right side is longer, it is classified 
as Up. 

Both the length classes and the symmetry 
classes are expressed by two bits. The total 
number of binary bits are calculated as follows, 
(2 + 2) x 4 = 16, giving a total number of 16 bits. 
The total number of classes are 65 536 patterns. 
Each 16-bit binary number corresponds to 
a specific pattern , and the number is called 
the code of the pattern. 
3) Distinguishing between good and bad pat­

terns 
The 16-bit code for each pattern center 

is looked up in the look-up dictionary . The 
dictionary determines whether each code is 
defined as good or 'bad. A bad code indicates 
a defect. The contents of the look-up dictionary 
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Table 2. Exmaples of codes 

~ a) Normal b) Nick c) Break 
oo 45 ° 90 ° 13 5 ° 

s L ov L 

Direction 0 °J 45 °j 90 ° j 135 ° 

Code C J L J OV J L 

0° 45° 90 ° 135° 

c ov c 
Symmetry Sy Sy Lw Sy Up Sy Lw 

Lw: lower Up 

can be changed according to the inspected 40or------------------~ 

patterns. 

Figure 9 shows how binary codes describe 
the pattern features , and Table 2 shows the 
results of coding. Figure 9 a) shows a normal 
pattern. This pattern center has symmetry 
in all four directions. The length in the 90 ° 
direction is equal to the maximum sensor 
length, and indicates the direction of the printed 
wire. The direction perpendicular to the direc­
tion of the printed wire indicates the pattern 
width. 

Figure 9 b) shows an example of a nick . 
This pattern has a shorter value at 0 ° and has 
an OV code at 90 °. It indicates the presence 
of a narrow line pattern in the 90 ° direction. 
Symmetry investigation shows that this pattern 
has symmetry at 0 ° and 90 °, but not at 45 ° or 
13 5 °. Here, arrows mark the larger parts of 
the asymmetry pairs. Table 2 b) shows the code 
of the nick. The codes show not only that the 
defect is a nick, but also that the nick is on the 
left side. 

Figure 9 c) shows an example of a break. 
The 0 ° measurement has symmetry and is with­
in the line-width tolerance. However, 45 °, 90 °, 
and 135 ° are all asymmetric and have longer 
lengths on the lower sides. The greatest length is 
at 270 °. These results indicate a break. 
Table 2 c) shows the code of the break. 

4.2.2 Generation of a dictionary 
Using this encoding method , a code 

dictionary is generated. The results are shown in 
Fig. 10. The horizontal axis shows the inspec­
tion area, and the vert ical axis shows the number 
of extracted good pattern codes. The black 
dotted line shows the number of good codes 
made from the line pattern, and the white 
dotted line shows the number of good codes 
extracted from the pattern gaps. Because the 
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Fig. 10-Generation of good-code dictionary. 

PWB patterns are basically repetitive, the 
number of good codes in the dictionary stops 
increasing for a sampling area over 200 mm 2 • 

4.2.3 Example of defect detection 
Based on this algorithm, a practical inspec­

tion system has been constructed . The system 
can inspect a 540 x 490 mm are within five 
minutes with a resolution of 5 µm . Figure 11 
shows an example of a break. Figure 11 a) 
shows the copper pattern. Figure 11 b) shows 
the result of copper pattern detection. The 
white area is the copper pattern, and the black 
spots in the break patterns indicate that defec­
tive pattern codes are detected at the area. 
Figure 12 shows the result of bridge detection. 
In Fig. 12 b ), the black spots also indicate that 
defective codes are detected at the crossing 
points of the pattern. Clearly, the algorithm can 
detect a bridge which has the same width as the 
normal printed wire. Figure 12 c) shows the 
result of pattern gap inspection. The algorithm is 
effective for spaces between copper patterns, i.e. 
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a) Inner layer pattern 

b) Copper pattern inspection 

Fig. 11-Example of detected break defect. 

the black area in Fig. 12 c). White spots indicate 
that defective codes are detected there. Near 
the bridge, Up codes which correspond to a 
short defect are detected. 

As shown in Figs. 11 and 12, the inspection 
algorithm works both for patterns and pattern 
gaps, and ensures high-precision inspection. 

5. Conclusion 
A new black line sensing method that is 

not affected by surface color and radial-match­
ing algorithm for inspecting various patterns 
have been developed. Practical inspection 
systems based on these methods have been 
developed. They are now operating in the 
Fujitsu factory. 
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a) Inner layer pattern 

I 

b) Copper pattern inspection 

c) Space inspection 

Fig. 12-Example of detected bridge defect . 
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High-Speed, Wide Area 3-D Vision 
System for PWB Inspection 

• Tetsuo Koezuka • Yoshikazu Kakinoki • Masato Nakashima 
(Manuscript received December 28, J 989). 

This paper describes a three-dimensional (3-D) vision system developed for factory auto­

mation . The system is based on a newly developed 3-D imager. This imager uses a laser 

diode beam to scan the object area and obtains range and intensity data simultaneously . 

Range measurement is based on triangulation . For inspecting printed wiring boards 

(PWBs), the system was capable of detecting missing, shifted, and floating components. 

The inspection resolution is 125 µm along the X and Y axes and 30 µm along the Z axis. 

A PWB 250 mm by 330 mm can be measured in 14 s. 

1. Introduction 

Object recognition in three dimensions has 
become increasingly important in factory auto­
mation (FA). For example, an automatic as­
sembly line requires 3-D vision to pick up and 
manipulate target objects. 3-D vision is also used 
to detect incorrectly assembled components on 
PWBs. For FA use, the 3-D vision system must 
be fast to keep up with the assembly line. 

In earlier projects, the slit-light technique 
using a TV camera I) has been favored over other 
systems, such as time-of-flight technique2 ) and 
laser triangulation 3 ), 4 ). The slit-light techniques, 
however, have a limited measurement area, take 
too long to accept input images, and cannot 
produce range and intensity images simultane­
ously . 

The authors developed a 3-D imager and a 
vision system based on it. The 3-D imager uses 
a laser diode beam to scan the measured area 
and obtains range and intensity data at all points 
on the scan line. Range measurement is based on 
triangulation . The vision system, which uses a 
32-bit MPU (MC68030) and 12 Mbytes of image 
memory, has three main features. 
1) Wide area sensing 
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3-D measurement covers 2 048 by 3 076 
pixels formed in one image input sequence. 

2) Quick measurement 
The system . produces data for an entire six­
million-pixel area in just 14 s. 

3) Simultaneous measurement of range and 
intensity 
The 25 6 height level range image is used to 

determine an object's shape, and the 25 6 gray 
level intensity image to determine the surface 
texture, markings, and other features. 

When used to inspect PWBs, the system 
detected missing, shifted, and floating compo­
nents. Inspection resolution is 125 µm along the 
X and Y axes and 30 µm along the Z axis. 

2. Requirements for FA 3-D vision 
Figure 1 shows the requirements for an FA 

3-D vision system. 
I) It must be fast enough to keep up with the 

assembly line. For this purpose , the system's 
measurement area must be wide and the 
image capture time short ~Fig. 1 a) f . To in­
spect a 250 mm by 330 mm PWB, a system 
with an ordinary TV camera, however, has 
a narrow 50 mm by 50 mm viewing area, so 
that it requires 35 image input sequences to 
image the entire PWB. It also needs an X-Y 
moving stage for board scanning. Stage 
movement alone increases the required 

FUJITSU Sci. Tech. J., 26, 1, pp. 16 - 25 (Ap ril 1990) 
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Poor 

50 x 50 mm Warp 
240 x 330 mm 

a) High speed : b) High recognition rate : 
Wide area sensing Segmantation by range 
High speed image capture Identification by intensity 

Fig. I - Requirements for FA vision. 

image input time too much. 
2) The system's recognition rate must be high. 

For this purpose , the system must use both 
range and intensity data. Objects can be 
positioned, even on poor backgrounds, using 
range data alone , but identifying the object 
requires intensity data to read the object's 
surface. Range data is also useful to correct 
for board warp j Fig. 1 b) \ . 
To meet the above requirements, the authors 

have developed a high-speed, wide-area 3-D 
imager and a system based on it. 

3. 3-D imager 
This section describes the developed 3-D 

imager. The 3-D imager's two main features are 
the wide area telecentric laser scanning system 
and the retroreflection optics. Laser scanning 
triangulation was adopted for high-speed range 
measurement. 

3.1 Principle of 3-D imager 
The 3-D imager scans a focused laser diode 

beam on an object along the X axis (see Fig. 2) 
to obtain range and intensity data. The maxi­
mum scan length is 256 mm. An object is scan­
ned along the Y axis by the conveyor or moving 
stage to enable the 3-D imager to sample the 
entire surface. The 3-D imager is based on the 
triangulation principle (see Fig. 3). The image of 
the incident laser beam is focused on a position­
sensitive detector (PSD) located at the detected 
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Fig. 2-3-D imager. 

Laser beam 
PSD sensor 

Object 

PSD: Posit ion-sensitive detector 

Fig. 3- Triangulation principle . 

angle (8) from the incident laser beam. This 
beam position on the PSD indicates an object's 
range or height, and the power of the detected 
beam determines the object's intensity. 

3.2 Wide area telecentric laser scanning system 
For wide-area, high-speed measurement, the 

authors designed a laser beam scanning system 
which uses a polygonal mirror and a parabolic 
mirror. The source is a laser diode with a 40-mW 
output. The focal length of the parabolic mirror 
is 300 mm. Constant-speed scanning is achieved 
by arranging the polygonal and parabolic mirrors 
so that the distance between the reflecting 
surfaces of the mirrors is two thirds of the focal 
length of the parabolic mirror (200 mm)5

). 

The effective scanning length is 256 mm and 
the irradiation angle at the end of the scan is 8° . 
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Irradiation angle 
¢ 

,! 256mm 

a) Scanning with fe lens b) Scanning with parabolic mirror 

Fig. 4 - Comparison of laser scanning system between fe lens and parabolic mirror. 

Scanning mirror 

) 

a) Concave curvature of parabolic mirror b) Convex curvature of scanning mirror c) Combining the two arrangements 
with tilted incident beam 

Fig. 5- The compensation principle for scanning curvature . 

The spot beam diameter is 200 µm or less in 
l /e2 representation for the required X-Y sam­
pling resolution of 125 µm. 

Usually , an fe lens is used for laser scanning. 
However, a parabolic mirror was used instead. 
Figure 4 shows how these scanning methods 
differ. Telecentric scanning over a great distance 
is difficult with an fe lens. In contrast , scanning 
with a parabolic mirror makes it possible to 
reduce the irradiation angle (</>) over a long scan 
distance. In this system, ¢ is 8° or less. This 
angle is permissible, because the maximum 
positional error of a typical chip 1 mm high is 
within 140 µm , nearly equal to the sampling 
resolution of 125 µm. 

For 3-D sensing, a small irradiation angle 
gives the following advantages : 
1) High intensity of reflected light can be 

produced, independently of the scanning 
position. 
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2) The variation in the scanning direction 
depending on the height of the object 
(H tan</>) is small. 

3) The shadows in the scanning direction 
(H tan¢) are small. 

4) The reflected light can be focused , as will be 
explained later. The rotation of the resulting 
image is low, which means that errors in 
height measurement are small. 

3.3 Compensation for scanning curvature 
As discussed earlier, the parabolic mirror is 

better than the fe lens in that the irradiation 
angle is smaller even when the scanning length is 
great. Unfortunately , conventional parabolic 
mirror scanning poses another problem. As is 
shown in Fig. 4 , the scanning path is curved 5 ) 

because the incident plane and the reflecting 
plane do not coincide. The angle between these 
two surfaces is called the off-axis angle (ex). A 

FUJITSU Sci. Tech. J., 26, 1, (A pri l 1990) 
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Fig. 6 - 0ptical arrangement for scanning curvature 
compensation (side view). 
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Fig. ?-Compensation characteristics of scanning path 
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method was devised for compensating for this 
curvature. 

The principle of compensation developed is 
explained in Fig. S. The normal arrangement of 
parabolic mirror scanning is shown in Fig. Sa). 
The incident beam is perpendicular to the rota­
tion axis of the scanning mirror. In this arrange­
ment , the parabolic mirror produces a concave 
scanning curvature. 

In arrangement Fig. Sb), if the incident 
beam is tilted to the rotation axis of the scan­
ning mirror, the reflected beam has a convex 
curvature. This phenomenon can be used to 
cancel the curvature caused by the parabolic 
mirror. Combining these two arrangements and 
optimizing the incident angle makes a straight 
scanning line, as shown in Fig. Sc). The path of 
the beam can then be calculated geometrically. 

Figure 6 shows the arrangement of the scan­
ning optics developed . Figure 7 is a sample 
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scanning path calculation. Assume that the focal 
length of the parabolic mirror is 300 mm , the 
off-axis angle is 10° , and the angle of the beam 
incident to the polygon ({3) is 6.S 0

. When the 
scanning length in one direction is 130 mm 

. (260 mm for a complete pass in both directions), 
the scanning path deviates less than ±S µm from 
a straight line. If {3 varies by ±0. l 0 , the deviation 
is up to ±SO µm . This is within the permitted 
range for deviation, that is, half of the desired 
resolution of l 2S µm . If compensation is not 
used, the curvature deviation reaches 3 mm at 
the end of the scan . 

Figure 8 shows the relationship between the 
optimal angle of incidence to the polygon ('y) 

and the two varying parameters , off-axis angle 
(O'.) , and scanning length . The relationship be­
tween the optimal angle of incidence to the 
polygon ('y) and the off-axis angle of the para­
bolic mirror (O'.) which causes the scanning path 
to lie on a straight line is given by the following 
equation , regardless of the scanning length : 

'Y = 0.630'.. .. .... ... (1) 

3.4 Retroreflection optics for range 
measurement 
For the range to be measured by triangula­

tion , the reflected laser beam must be detected 
in an oblique direction. Since the scanning 
length is 2S 6 mm for this system, ordinary 
focusing optics fail to achieve the necessary 
range resolution of 30 µm. 

To solve this problem, retroreflection optics 
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Fig. 9- Configuration of retroreflective trianglation optics. 
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were used. Figure 9 shows the configuration of 
the range measurement optics. A mirror is 
provided close to and parallel to the scanning 
beam, and nearly perpendicular to the board . 
The reflected light of the object is returned to 
the side mirror, the parabolic mirror, and the 
polygonal mirror, and is refocused on the PSD 
through a lens. The refocused beam traces a 
single line on the PSD, regardless of the scanning 
position on the PWB. In addition , the position 
of the focused beam corresponds linearly to the 
height of the object. Retroreflective triangula­
tion measurement is thus achieved . 
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4. System configuration 
The 3-D vision system (see Fig. 10) uses an 

IEEE-796 system bus and consists of a 32-bit 
MPU MC68030 board , range and intensity data 
input controllers, 6 Mbytes of memory for each 
image, a pattern matching circuit , a histogram 
circuit, and an image transfer circuit. Intensity 
and range data are obtained simultaneously and 
stored separately in frame , range image, and 
intensity image memory via special image buses. 
Images are formed by the image input control­
lers. 

To reduce the time required for image input, 
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Fig. 11 - Image processing algorithms. 

each image memory is segmented. Each segment 
is opened to the system bus immediately after 
image data for that segment is stored. 

This enables the system to start recognition 
or inspection in the first segment. The system 
compiles the processing windows sequence and 
resequences them so that the first window is in 
the first segment of image memory and the last 
window in the last. When the area is equal to 
256 mm by 350 mm, the X-Y sampling resolu­
tion is 125 µm , the sampling rate is l Mpixel/ s, 
and the effective scan rate (sampling time/ 
scanning time) is 40 percent, the image input 
timeisl4s. 

5 . Image-processing algorithms 
Figure 11 shows the image-processing algo­

rithms. An object on the board is extracted by 
the processing window jFig. 1 la)f. Figure l lb) 
indicates the range histogram in the window. 
The histogram of range data in the window has 
two peaks. The upper one (h 2 ) indicates the 
relative height of the object surface and the 
lower one (h 1 ) indicates the board height . The 
object height calculated by (h 2 - h 1 ) is accurate 
even if the board is warped. 

Obtaining the histogram makes it possible to 
determine the threshold level, SL, converting 
range data to binary. SL is typically set at the 
center of the two peaks. 

The binary image of range data and the 
locating template for pattern matching are 
shown in Fig. 11 c ). The template is scanned over 
the binary image window and the best matching 
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Fig. 12- PWB components inspection system. 

location is detected . Next, the intensity image 
corresponding to the matching location is 
digitized and matched with the identifying 
templates. 

Range image processing, histogram output , 
and pattern matching enable the system to 
determine the following : 
1) Missing object 

When the number of peaks in the range 
histogram is one , no object is in the window. 
2) Floating or erroneous object 

When the measured height of the object 
(h 2 - h 1 ) exceeds the height of the desired 
object , it indicates a floating object or erroneous 
object. 
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a) Intensity image b) Range image 

Fig. 13-Captured range and intensity images of overall PWB. 
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Fig. 14- Details of an input image. 

3) Positioning error 
If the best matched position shifts from that 

desired, the position of the object shifts. 
4) Cracks or erroneous object 

If the pattern matching degree is smaller 
than expected, the object is broken or cracked, 
or is of a different size. 

6. System performance 

The practical 3-D vision system (see Fig. 12) 
is used in PWB component inspection 6

). The 3-D 
imager is above and the inspection units are in 
the lower cabinet. The color CRT displays the 
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image of the inspected board and results. 

6.1 Range and intensity images 
Figure 13 shows range and intensity images 

representing a 250 mm by 330 mm PWB. Each 
image is 2 048 pixels by 2 640 pixels. The range 
image represents the height in intensity grada­
tions. With this system 12 Mbytes of the range 
and intensity images can be input in 14 s. 

Figure 14 shows details of the images. 
Horizontal resolution is 125 µm. The board is 
populated with ICs, capacitors, and transistors. 
Note that the range image faithfully reproduces 

FUJITSU Sci. Tech. J .. 26, 1, (April 1990) 
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a) Photograph of board 
b) Measured 3-D image 

Fig. 15-3-D display of measured range image. 

the shape of each component independently of 
surface brightness, markings, and letters. 

Figure 15 shows a 3-D representation of the 
partial range image shown in Fig. 14. The 
objects measured are a 4.5 x 3 x 2 mm photo­
coupler and two 3 x 2.5 x 0.8 mm capacitors. 

6 .2 Range measurement accuracy 
Chip height is measured by the histogram 

circuit (see Fig. 16). The horizontal axis indi­
cates the location on the X axis for each chip. 
Black rectangles show the chip height and white 
circles show the board height for surrounding 
chips. The board is warped about 1 mm along 
the X axis, 256-mm. Despite this, we can obtain 
the exact chip height which is around 0.7 mm. 
This is shown by black circles, by subtracting 
the board height from the chip surface height. 

The range measurement accuracy is shown -in 
Fig. l 7a). The horizontal axis indicates chip 
height and the vertical axis data measured by the 
system. Measurement accuracy is within± 100 µm 

over the full scanning length 256 mm. The dis­
tance between the two peaks in the three 
examples of the range histogram in Fig. l 7b) 
indicates the chip height. Experiments showed 
the range measurement accuracy to be 100 µm 

with resolution 30 µm and the full measurement 
range to be 7.6 mm for range data with 256 
levels. Table 1 lists the performance of the 3-D 
imager. 
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This system attained the following objectives: 
1) Wide area of measurement 

2 048 pixels by 3 07 6 pixels per imaging 
frame. 
2) High-speed image capture 

A 14 s per frame of six million points. 
3) Simultaneous range and intensity image 
processing 

Shape recognition for range data and feature 
recognition for intensity data. 
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Table 1. Performance of the 3-D imager 

Item 

Measuring range 

Image resolution 

Performance 

Horizontal: 256 x 330 mm 
Vertical: 7.6 mm 

Horizontal: 125 µm 
Vertical: 3 0 µm 

Image-capturing speed 0.4 M pixels/s 

Light intensity dynamic 
10

4 

range 

Table 2. Apparatus performance 

Item 

Detectable defects 

Inspection time 

Undetected defect rate 

Detection error rate 

7. Conclusion 

Performance 

Components missing, 
position errors, floating 
polarity errors, cracks, 
rotations, and reversals 

0.1 s/component 

- 0.03 % 

The 3-D vision system we developed meets 
two major requirements for use in industry: 
I) The system generates a range map of a wide 

area and accepts high-speed image input. 
2) The system processes intensity and range 
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data simultaneously to locate and identify 
objects in a viewed area. 
Table 2 lists the principal performance 

parameters for when the system is used to 
inspect PWB components. Defects such as 
missing parts, position error, and floating parts 
are detected at a rate of 0.1 sf component. A 
PWB with about 300 components can be in­
spected in 30 s. The system's performance thus 
meets the design requirements . 
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Sensory Pattern Inspection System for 
Print Quality of Dot-Matrix Printer 

• Masato Nakashima • Tetsuo Koezuka (Manuscript received December 21, 1989) 

A print quality evaluation method has been developed and applied to the inspection of wire 

dot-matrix pr inters. A new algorithm has been developed that has characteristics of human 

vision, such as the edge emphasis and logarithmic sensitivity of the optic nerve, and ac­

cumulative evaluation. Experimental results shows that the print quality inspection system 

can pe rform at the same level as ex pert inspectors and that reproducibility is three times 

higher. 

1. Introduction 
Humans recognize images in two stages: 

meaning recognition, and sensory recognition. 
The functions of images can be promptly 
understood, but the image quality cannot 
be evaluated quantitatively. 

In the last ten years, pattern recognition 
techniques in the area of character recognition 
and object recognition have advanced remark­
ably. However, in sensory recognition, there are 
still difficulties to overcome in the quantitative 
evaluation of human sensation . Many researchers 
have been studying sensory recognition in 
the three areas of sensory optics, psychophysics, 
and cognitive science1

). But, at present there 
is no sensory pattern evaluation system for 
practical use . 

Print quality inspection is a sensory opera-

tion. Up to now, print quality has been visual­
ly inspected by expert operators in the final 
process of manufacturing. However, reproduc­
ible and quantitative results using the human 
eye are difficult to obtain. Conventional inspec­
tion systems2

) only measure the reflectance 
of printed characters and do not consider 
human eye characteristics. Therefore, they 
cannot inspect print quality as well as expert 
operators. 

We wanted to develop a sensory pattern 
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inspection system that simulated human vision 
using conventional image processing techniques. 
This paper presents an analysis of human inspec­
tion and a new sensory pattern recognition 
system 3

) which can be used in the evaluation 
of dot-matrix print quality . 

2. Analysis of print quality 
Figure 1 is an example of a print test sheet 

for a wire dot-matrix printer. It has both good 
and defective characters. The print test sheet 
measures 380 mm by 300 mm. There are 
18 lines per sheet and each line contains about 
100 characters. Each character is 3 .4 mm 
square and consists of 24 dots by 24 dots. 
The diameter of each dot is about 0.3 mm, 
and the test sheet consists of about one million 
dots. The three black circles in Fig. 1 show 
one good and two defective (edge blur and inner 
blur) printed characters. 

Table 1 lists the types of defects. Print 
defects are divided into two groups: macro­
scopic, and microscopic. Macroscopic defects 
are caused by cha.racter or line irregularities 
in the print head and include inner blur and 
edge blur. The typical size of inner blur is 
0.6 mm and the blur density is usually more 
than 0.1 times the optical density (OD). The 
typical size of edge blur is 0.2 mm and the 
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Fig. I - Print test sheet for dot-matrix printer. 

Table 1 . Classification of defects 

Classification 

Cha racter pitch irregul a rit y (p) 

Position Line interva l irregul arity (I) 

Macroscopic Waving 

Non-uni fo rmity 

Density 
Inner blur 

Edge blur 

Table 2. Sensory functions of image quality evaluation 

Sensory function Tasks 

Sensor Central /peripheral 

Eye optics 
vision 

Light sensitivity Non-linear sensitivity 
Color sensitivity Color contrast effect 

Sensory Differentiation Contour extraction 
Detection of nerve Angularity detection 

direction 

Space perception Space, depth, 
balance 

Evaluation Feature detection Irregularity , texture 

Quality sensing 
Detection of image 

quality 

density is also about 0 .1 times the OD. These 
two types of blur usually appear horizontally 
because this is the direction of print head 
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movement. 

Examples 

-r---t--P 

1111111111 
1111111111] 1 
1111111111 
1111111111 

3. Development aims 
We wanted to develop a sensory pattern 

recognition system that simulated the sensory 
characteristics of human vision. Our system 
uses sensing algorithms for image processing 
to simulate human vision. The system also uses 
recognition algorithms to simulate human 
judgment. 

Sensory recognition is divided into three 
functions: eye optics, sensory nerves, and 
human evaluation (see Table 2). 

A sensory pattern recognition system 
can be constructed that simulates these sensory 
functions. 
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Sensitivity 
transformation 

,.....,__ In-space ¢ 
'--V analysis 

Image 
¢ measurement 

Contour 
emphasis/ extraction 

Detection of 
image quality 

Fig. 2- Irnage quality recognition. 

The flowchart of the sensory pattern rec­
ognition system is shown in Fig. 2. This is 
used to evaluate the print quality of a wire-dot 
printer. 

4. Sensory evaluation of print quality 

Print quality is usually evaluated by trained 
(expert) inspectors. Print quality is determined 
by subjective human judgment instead of 
by absolute physical values. It takes from three 
to six months to train an inspector. 

4.1 Sensory characteristics of human vision 
The functions of sensory decision making 

are explained using Fig. 3. Figure 3 a) shows 

random white-noise defects. These defects 
are permissible because they are unnoticed by 
human eye. In contrast, Fig. 3 b) shows an 
example of defect regularity. This figure shows 
several tint defects in the same area. These 
defects are easily detected by human eye and 
their detectability depends on the regularity 
of defects. Figure 3 c) shows an example of 
neighboring contrast. The defect in the circles 
in c) is perceived as enormous in contrast with 
the neighboring good images. Even though, 
the amount of white noise in the four circles 
in c) is the same as the amount in a) and b), 
the defect intensity is emphasized by human 
eye. In other words, the sensitivity of the human 
vision to print defects is non-linear. 

The sensory characteristics of human vision 
include following factors: 

4.1. l Defect position 
A specific defect may appear in a specific 

area of a specific character. A trained inspector 
therefore searches for a specific character 
and looks for the same defect in a specific 
area. 
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a) Random defect 

b) Defect regularity 

18 1 
c) Neighboring contrast 

Fig. 3 - Examples of sensory evaluation. 

An inspector considers these specific defects 
to be more serious than other defects. 

4.1.2 Defect regularity 
A set of several defects are easily detected 

by the human eye. However, random defects 
are usually permissible because they are not 
easily detected by the human eye. 

4.1.3 Neighboring contrast 
To the human eye, defective images are 

conspicuous because they contrast with 
neighboring good images. 

4.1.4 Accumulative sensitivity of human 
evaluation 

Human evaluation of defects is not linear 
but is accumulatively proportional to defect 
intensity. The degree of defect determined 
by human judgment is exponentially propor­
tional to the physical value of defect intensity. 

4.2 Sensory functions of print quality inspection 
There are four sensory functions of print 

quality inspection. These are: logarithmic 
sensitivity of the human eye, Mach phenomenon 
in edge enhancement, accumulative sensitivity 
of the regularity of image quality, and ex­
ponential sensitivity of defect intensity evalua­
tion. 

FUJ ITSU Sci. Tech. J., 26, 1, (April 1990) 
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Step char t of optica l density 

a) Logarithmic sensitivity of the human eye 

Position 

b) Mach phenomenon (contour emphasis effect) 

Fig. 4 - Logarithmic sensitivity and Mach phenomenon 
phenomenon of the human eye. 

Dark print 

Posi tion Posit ion 

Posi tion Position 

Fig. 5-Effect of logarithmic sensitivity. 

4.2.1 Logarithmic sensitivity of the human 
eye 

Figure 4 a) shows the logarithmic sensi­
tivity of the human eye. The output of the 
human optic nerve u (x, y) is not directly 

but logarithmically proportional to light inten­
sity. The output is given by : 

FUJITSU Sci. Tech. J., 26, 1, (April 1990) 

u (x, y) = log j d (x, y ) f, . ...... . (1) 

where d (x, y) is the light intensity of the 
input reflectance. 

Figure 5 shows the effects of logarithmic 
sensitivity. Inner blur in the dark print is 
emphasized by this effect. However, the blur 

in the light print is supressed. 

4.2.2 Mach phenomenon (Counter Emphasis 
Effect) of the human eye 

Human sensory nerves have a contour 
emphasis effect called the Mach phenomenon4

). 

Figure 4 b) illustrates the Mach phenomenon. 
This effect is represented by Equation (2), 
using the linear-operator M 4

>_ 

Mjd(x,y)f= [l +Cmj (a 2 /ax 2 )+ 

+(a 2 / ay 2 )flu(x, y ). (2) 

Here Cm is a coefficient which represents 
the degree of emphasis on strength. 

Figure 6 a) shows a two-dimensional Mach 
filter which simulates the Mach phenomenon. 
The central positive value is the stimulated 
area ; the surrounding negative values make up 
the lateral inhibited area. This Mach filter 
simulates the function of the human optic 
nerve. As shown in Figs. 6 b) and c ), the inner 
blur is emphasized. In the edge area, the normal 

edge is markedly emphasized, but the blurred 

edge is less emphasized. 

4.2.3 Accumulative sensitivity of human 
evaluation 

The degree of defect determined by human 
evaluation depends on the regularity of defect 
shape and the defect continuity. Therefore, 
accumulative summation is required in sensory 
print quality evaluation. 

4.2.4 Exponential sensitivity of human 
evaluation 

Human evaluation of quality is exponential-

ly proportional to the physical value of defect 
intensity . 

5. Print quality evaluation method 
A new method for evaluating print quality 

has been developed. This method consists 
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f 

y 

Edge blur 

Lateral inhibitory 
Position Position 

a) Mach filter b) Original reflectance c) After Mach filtering 

Fig. 6- Emphasis effect of Mach phenomenon. 

of character position detection, print density 
measurement, and quality evaluation. 

S .1 Character position detection 
Character positions are detected using 

a pattern matching procedure. In this procedure, 

the template is 51 x 51 pixels, the object image 
is a maximum of 256 x 256 pixels, and the 
whole sheet is 5 120 x 4 096 pixels. Experimen­
tal results show that the accuracy of character 
position detection is within 7 5 microns 
(standard deviation). 

5.2 Density measurement 
After the character position has been 

detected , the defect density is evaluated. 
First , the average reflectance Dav is calcu­

lated using Equation (3). 

Dav = l L d (x, Y ) f/S, .. . .. . (3) 

where the summation is performed over the 
inner area of a character and S is the area 
of the character. Density non-uniformity is 

evaluated from the variance of average reflec­
tance. 

Next, density blur is measured. Figure 7 
shows the blur measurement procedure. Image 
data is projected horizontally. The projection 
value, P (x ), is calculated using the following 
equation : 

.. ....... (4) P(x) = Ld(x, y ). 
y 

Blur density is emphasized by this projection 
because it usually appears horizontally. 

30 

x 

a) Horizontal projection 

I , Edge- I , I , Inner , , Edge- 2 •I 
Q,,, I I 

EBW 

Qw-+---+-<--

IE 

EBB x 

b) After Mach filtering 

Fig. 7-Calculation procedure for blur inspection. 

Next, a one-dimensional Mach filter is 
applied to the projection value. 

Q (x) = M j P(x)f. . ........ (5) 

Three types of blur evaluation functions 
are defined : one inner blur evaluation function 
IE, and two edge blur evaluation functions 
EBWandEBB. 
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These are as follows: 

IB (Dav> Qmax , Q_:-in) = (Qmax - Qmin) / J Ah X log (Dav)+ Bh l ! 
EBW (WaY> Qw) - l / [(Qw - Wav) / jAh x log (Wav) + Bh l] . 
EBB (Dav, Qb) = l / [Dav - Qb) / jA h X log (Dav)+ Bh /] 

. . . . . . . . . . . . (6) 

30 
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Origina l Pezi 

0 1.0 2.0 
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a) Inner blur 

100 

~ 80 

Q) 
u 60 
" ~ 
u 

.22 40 ., 
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0 
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The values are shown in Fig. 7. Ah and Bh 
are coefficients that represent human eye 
characteristics. Wav is the average reflectance 
of white paper, and Qw and Qb are the maxi­
mum and minimum values in the edge area. 
EBW evaluates character bolt out and EBB 
evaluates character blur. 

These functions are reciprocals, so the values 
increase with decreasing print quality. 

Figure 8 shows the effect of one-dimensional 
Mach filtering. Figure 8 a) shows an example 
in which the inner blur is emphasized by a 
factor of about three. Figures 8 b) and c) show 
examples in which the normal edge is empha­
sized twice as much as the blurred edge. 

The emphasis rate depends on the relation­
ship between edge gradient and the filter size. 
Figure 9 shows their inter-rel.ationship. The 
emphasis rate of the normal edge is maximum 
when the filter size is twice the size of the 
edge gradient. The rate is maximum when the 
filter size is equal to the size of inner blur. 

0 1.0 0 l ~ 
5.3 Quality evaluation 

A new algorithm has been developed to 
evaluate the total print quality PWE. The total 
print quality is an evaluation equipment to 
the evaluation. This equipment is made by the 
sensory decision making functions of human 

Position (mm) Position (mm) 

b) Normal edge c) Blurred edge 

Fig. 8- Experimental results of Mach filtering. 

f 

y 

s •• 2 3 
Srn/ S, 

2 3 

s •• 1 s, 

a) Blur gradient sizes and filter size b) Relationship of inner blur c) Relationship of edge blur 

Fig. 9-Relationship between filter size and blur function . 
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vision such as defect regurality , neighboring 
contrast, and other characteristics. 

This algorithm uses a weight function w (B) 
as follows: 

PWE = 

~ j w (JB) x IB + w (EBW) x EBW (EBB) x EBB f 

~ J w(JB)+w(EBW)+w(EBB)f 

..... . . . . (7) 

where w (B) =Ba. Here, ll'. is an exponential 
coefficient that represents human sensitivity. 
In Equation (7), the total print quality PWE 
progressively and accumulatively depends on 
blur evaluation functions. 

The summation is calculated over the 

entire area of the test sheet being inspected. 

6 . Print quality inspection system 
The decision levels of our sensory recogni­

tion system are based on the experience of 
trained inspectors. The system requires stability, 
reproducibility, and quantitative accuracy and 
was designed to simulate a trained inspectors' 
knowledge and experience. 
6 .1 Requirements fo r a print quality evaluation 

system 

There are two requirements for a practical 
print quality inspection system: 
1) High resolution image processing 

The minimum size of a defect is 150 microns. 
This is about half the size of a dot. The resolu­
tion of an image pixel is therefore 75 microns . 
It requires 5 120 x 4056 pixels to cover an 
entire sheet. To detect errors in print density, 
a resolution of 0.03 optical density (OD) is 
required. 

2) Evaluation performance equivalent to 
human inspection 

The Mach phenomenon and exponential 
sensitivity are important human inspection 
factors. Inspection algorighms must therefore 
include these factors. Total quality is assessed 
using the accumulative weighting method. 

6 .2 Inspection system 

A new inspection system has been developed 
which satisfies these requirements. Figure 10 
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Camera 
interface 

1/0 
interface 

<--/_>'_? ____ '\~\}5120 x 4 096 pixels 

Memory Pat tern Regu lari ty Sensat ion 
14 Mbytes match ing algorithm algor ithm 

Multibus (IEEE-796) 

Display HD/ FD Printer 

Fig. 10-System configuration. 

MP U 
M68000 

Fig. 11-Print quality evaluation system. 

shows the system configuration. Figure 11 
is a photograph of the system. 

The system is based on a high-resolution 
camera with an object image capacity of 
20 megabytes, a M68000 microprocessor, and 
a 10 megabyte image processing unit with an 
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Fig. 12 - Stability of human inspection (O =excellent, 10 =poor). 
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Fig. 13-Performance of our system (O =excellent, 10 =poor). 

illumination correction circuit and a pattern 
matching circuit. 

6.2. 1 Imaging system 
An object image is formed by mechanically 

moving a 4 096-element line CCD sensor per­
pendicular to the sensor. This system can 

produce an entire test sheet image (384 x 

307 mm) at a resolution of 75 microns. 
6.2.2 Illumination correction 
The object is illuminated by ten 30 watt 

fluorescent lamps, and the illumination non­
uniformity on the sheet is ±20%. To accurately 
estimate print density, the illumination non­
uniformity must be corrected to within ±3%. 
A correction circuit is used for this purpose. 
The illumination non-uniformity is calculated 
using 256 x 256 bytes of data for each sheet 
and the result is stored as a reciprocal func­
tion. The analog data is multiplied by the 
correction function during image scanning. 

Experimental results show that this t ech­
nique corrects illumination non-uniformity to 

FUJITSU Sci. Tech . J., 26, 1, (Ap ril 1990) 

within ±3%. 

7. Experimental resu lts 
7 .1 Accuracy of human evaluation 

Figure 12 shows the results of print quality 
evaluation by trained inspectors on a scale of 
0 to 10. A perfect sample is given 0 points 
and the worst sample is given ten points. Forty 
sheets of samples were divided into four groups 
by trained inspectors before examination. 
The four groups were : excellent (average of 
one point), good (average of two points), fair 
(average of five points), and poor (average of 
nine points). 

The results in Fig. 12 indicate that the 
stability and reproducibility of evaluations 
by trained inspectors are high. However, un­
trained inspectors could not correctly evaluate 
the degree of defects. The reason for this is 
that beginners do not completely understand 
the evaluation rules. 
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7 .2 Accuracy of evaluation by our system 
The performance of our system is shown in 

Fig. 13. The evaluations of excellent and poor 
samples are well matched to the evaluations of 
trained inspectors l see Fig. 13 a) f . However, 
the evaluations of the good and fair samples are 
not well matched. In this case, exponential 
coefficient a in section 5 .3 is 0 .0. (This means 
that the sensory characteristics of human vision 
is not used for evaluation.) 

Our sensory pattern recognition system can 
evaluate print quality as well as a trained 
inspector l see Fig. 13 b) \ . In this case, the 
exponential coefficient a is 1.0. (This means 
that the sensory characteristics of human vision 
is used.) 

The results in Fig. 13 c) indicate that the 
evaluation reproductibility of our system is 
better than that of trained inspectors. 

8. Conclusion 

We have developed a sensory pattern 
recognition system based on the characteristics 
of human vision. The system simulates charac­
teristics of the human eye such as sensitivity 
transformation, the Mach pehnomenon, and 
other characteristics of human vision such as 
accumulative evaluation and exponential sensi­
tivity. 

This system was used to evaluate the print 
quality of a dot-matrix printer. Its sensory 
recognition capability was compared to that 
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of t rained inspectors. Experimental results 
indicate that the evaluation quality is on the 
same level as that of trained inspectors. This 
means that the sensory algorithms used are 
capable of simulating human vision. 

Our system can therefore be used for 
sensory pattern recognition in specific applica­
tions, for example, print quality evaluation. 
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An optical non-contact and non-destructive measurement system has been developed for 

surface flatness inspection . It is based on a new measurement principle, and is applicable 

to highly reflective flat planes, such as aluminum magnetic disk substrates and semi­

conductor wafers. It measures angular displacement at a fixed pitch, then calculates the 

surface profile by totaling the angular data multiplied by the measurement p itch. When it 

is calibrated with a reference flat mirror, the system has a measure ment accuracy better 

than 0.01 µm. In addition, another calibration algorithm using a Fast Fourier Transform 

( F FT) for the direction of rotation was developed. 

1. Introduction 
The manufacture and evaluation of flat 

planes are important in many fields. For 
example, a magnetic disk substrate must be 
flat because of the decreasing gap between 
the magnetic head and the disk surface resulting 
from increased recording density. Semi­
conductor wafers must also be flat to eliminate 
loss of sharpness in the circuit patterns. 
Although surface undulation as well as surface 
roughness must be measured to ensure device 
integrity, a measurement standard for undula­
tion does not exist. A surface roughness 
measuring instrument was used to measure 
surface undulation. 

To inspect surface flatness, there are some 
requirements for a measurement system. The 
first is accuracy. Measurement accuracy must 
be better than 0.01 µm. Other requirements 
are a wide working distance margin of ±3 mm 
for easy operation, and a measurement span 
of at least 5 inches. The final requirement 
is a measurement speed exceeding 1 m_m/s 
for high throughput. 

There are two conventional non-contact 
measuring methods. Surface scanning. with 
an optical stylus can accurately measure surface 
undulation and roughness, but it is slow, and 
the measurement span is small 1). Phase measure­
ment using interferometric optics is fast and 
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has a wide span, but its accuracy is not suf­
ficient2) , J). Furthermore, the working distances 
for both methods are too small. A new 
measuring instrument is necessary. 

The authors developed an instrument for 
measuring surface flatness using a laser, with 
an accuracy of 0.01 µm. It can measure one 
dimensional surface undulation in the radial 
direction or direction of rotation, like an optical 
surface roughness tester. In this paper, the 
authors' measurement algorithm, calibration 
algorithm, and system configuration is described 
in detail , and the measurement results are given 
to show the system performance. 

2. System elements 
Three new elements were developed for 

the measurement system. The first is a micro­
angle displacement sensor, which measures 
the angular displacement between points. 
The second is an algorithm for converting 
the measured angle data to surface height 
data. The third is a calibration . algorithm, 
which corrects system errors. 

2.1 Microangle displacement sensor 
Figure 1 is a diagram of the microangle 

displacement sensor. Its optics are very similar 
to the reading head of a compact disc player. 
A semiconductor laser emits a divergent beam 
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Surface 

Fig. 1-Microangle displacement sensor. 

that is collimated into a parallel light beam 
1 mm in diameter. This beam passes through 
a polarization beam splitter (PBS), and a 
quarter-wave plate (QWP), and is then focused 
by a lens onto the surface to be measured . 
The spot diameter is about 50 µm . The focused 
beam is reflected by the surface at an angle 
of 2 e' twice the surface inclination angle e. 
The reflected beam is recollimated by the 
focusing lens and guided through the QWP and 
PBS to a quadrant photodiode array (QP A). 
The incident position on the QP A deviates 
based on the surface inclination angle e. The 
displacement from the center of the QP A is 
calculated from the focal length of the lens 
by: 

D = Ftan (28). . ........ (1) 
The QPA outputs four different voltages 

on four lines according to the incident beam 
position . If the exact relationship between 
the voltage difference and displacement is 
known, the surface angle is determined using 
the inverse of Equation (1 ). 

Figure 2 shows the relationship between 
the surface angle and the output voltage. In 
this figure, the output voltage was normalized 
by the total optical power input to the QPA. 
The dynamic range of the sensor is about 
±0.3 degrees. Its resolution, calculated from 
the dynamic range of the sensor and the resolu­
tion of an analog-to-digital converter, is about 
0 .000 1 degrees. 
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Fig. 3- Calculation algorithm. 

2.2 Calculation algorithm 
The surface height deviation is calculated 

from the angular displacement data. The surface 
height means the distance from a virtual zero 
level. In this system , the virtual zero level is 
difined at the start point. 

The thick uneven line in Fig. 3 represents 
the surface profile. The vertical hatched lines 
are the vertically incident laser beam for 
measuring angular displacement. The measure­
ment distance, d, is set to 10 µm . At the i-th 
measurement point, the surface angle is ei , and 
the reflection angle is 28i. The surface height 
deviation is the sum of the angular differences 
multiplied by d. If the surface is inclined, the 
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Fig. 4 - Block diagram. 

inclination angle Baff is included in Bi , and 
must be subtracted before totaling. 

The conversion algorithm is summarized as 

...... (2) 

where Hi is the surface height deviation at the 
measurement point. 

2.3 System configuration 
The microangle displacement sensor and 

the conversion algorithm were used to construct 
the measurement system. Figure 4 is a block 
diagram of the system. 

The sensor is moved above the object 
along a linear guide, and measures the angular 
displacements at discrete points. The position 
is controlled by the rotating stage. The micro­
computer (FM R-SOHD) contains an analog-to­
digital converter and a motor controller. It 
controls the system and calculates the surface 
height deviation . 

2.4 Calibration 
Two error factors were discovered in the 

system. The first error occurred in radial 
measurement, and was caused by a bend in the 
linear guide. The guide sagged under its own 
weight near full extension, causing the sensor 
to detect excessive angular displacement. The 
second error occurred in rotational direction 
measurement, and was caused by the inclina­
tion of the rotating stage. The rotating stage 
is subject to tilting for a number of reasons, 
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Fig. 5-Calibration effect in radial direction. 

including loose bearings. 
To compensate for these errors, two calibra­

tion algorithms were developed. The first 
algorithm corrects errors in the radial direction. 
The second corrects errors in the direction 
of rotation. 

A third calibration algorithm was also 
developed to eliminate the effects of cracks and 
dust on the object. 

2.4.1 Calibration algorithm for radial 
measurement 

The first calibration algorithm uses reference 
angle data to determine the excess angle devia­
tion caused by the sag of the driving guide. 
This data is acquired using a flat mirror before 
measurement, and is stored in memory . The 
data is then subtracted from the measured data 
by the conversion algorithm. 

Figure 5 shows the effect of calibration. 
The measured object was a mirror with a surface 
flatness within A./20, as measured by an inter­
ferometer. In the upper graph, the surface 
appears concave, deviating by about 0.25 µm 

at the center. After calibration, the concavity at 
the center disappears. 

2.4.2 Calibration algorithm for measure­
ment in the rotation direction 

There are some error factors in the rotating 
stage mechanism as mentioned above. At first, 
the effects of these error factors were estimated 

theoretically. 
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QPA 

Fig. 6 - Rotation of stage. 

If the rotating stage is tilted on its axis, 
the result of measuring an ideally flat plane 
indicates a sinusoidal curve, instead of a flat 
line. The incident position of the reflected 
beam moves around a circle on the QP A accord­
ing to the stage rotation, as shown in Fig. 6. 
The radius of the circle depends on the stage 
axis inclination angle I/Jax. The jth incident 
beam position on the QP A can be described 
as 

Ftan (21/Jax) x cos ('-Pi + '-Po) , .... .. (3) 

'-Pi is the angle of the incident position and 
i.p0 is the initial angle on the QP A. Then, the 
surface measurement result can be expressed 
as 

i 
Hi ~ C x F tan (2 l/J ax ) X d x 

i=l 

x cos ('Pi + cp0 ) , .... ... .. (4) 

C is a conversion constant. When the summation 
is converted to integral notation, the expression 
becomes 

H = A sin (i.p + '-Po), . . . . . . . . . (5) 

In a real system , there are many error factors 
due to mechanical imperfections. Each error 
affects the measurement result independently. 
The cumulative error effect can be summarized 
by the equation 

. . . . . . (6) 
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where mis the number of error factors. 
To compensate for the inclination of the 

stage axis, spectral filtering was used. First, 
the microcomputer calculates the Fourier trans­
form of Equation (6), and cuts off the power 
spectral values of less than a fixed order. Then it 
calculates the inverse Fourier transform of the 
filtered spectrum, to determine the calibrated 
surface profile. In this experiment, a Fast 
Fourier Transform (FFT) was used to calculate 
the power spectra of the measured profile. After 
that , all spectral values less than the 5th order 
were cut off. Figure 7 shows the effect of 
calibration. Before calibration, the surface 
profile has several orders of undulation . With 
calibration, the low-frequency large-amplitude 
component disappears and the fine surface 
profile becomes visible. There are some notches 
on the curve due to insufficient calculation 
accuracy. 

This calibration algorithm may give a false 
surface profile because of the error correction . 
If the measured surface actually has low­
freq uency components, this calibration also 
cuts off them. Then the surface profile is dis­
torted. However, in practice it is no problem. 
Because, for example, such a low-frequency 
undulation component does not affect the 
disk head in the magnetic storage system . 
This calibration is therefore useful for revealing 
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Fig. 8- Measurement system. 

the fine surface profiles hidden by large 
components. 

This calibration algorithm is very slow 
because of the large number of calculatiuns, 
slow CPU (i80286 & i80287) speed, and 
programming language. (BASIC was used.) 
Therefore, the FFT calculation is applied 
to extracted data, not to all measured data. 
To make this algorithm faster, the authors 
plan to use a digital signal processor (DSP) 
as a FFT processor in the measurement system. 

2.4.3 Calibration algorithm for obstructions 
A separate algorithm was used to eliminate 

the influence of cracks and dust. When the laser 
beam strikes these obstructions, the light is 
scattered and the angular displacement cannot 
be measured correctly. When laser light is 
scattered by an obstruction, an extra photo­
diode in the sensor head detects the scattered 
light and reports the scattering to the controller. 
The controller then ignores the measured 
angle data for that point and interpolates the 
data as part of the calculation routine. 

Figure 8 shows the measurement system. 
The small black box hanging from the carriage 
on the left is the microangle displacement 
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Fig. 9- System's performance. 

sensor. The object under the sensor is an alumi­
num magnetic disk substrate 5.25 inches in 
diameter. 

3. Experiment 
This system's measurement results were 

almost the same as that of a surface roughness 
tester using a stylus. As there is no measurement 
standard for surface undulation, this system's 
performance was evaluated using the methods 
described below. All test measurements were 
made in the radial direction. 

3.1 Resolution and consistency of results 
The measurement resolution of the system 

was tested. Theoretically , measurement resolu­
tion depends on the angular resolution of 
the microangle displacement sensor, the conver­
sion resolution of the analog-to-digital converter, 
and the calculation accuracy of the micro­
computer. In this system, the conversion resolu­
tion of the analog-to-digital converter limits 
the measurement resolution. The upper graph 
in Fig. 9 is the magnified result of the flat 
mirror measurement. This shows that the surface 
height can be measured to within 0.001 µm. 

We tested result consistency by measuring 
the same profile 50 times. The lower graph 
shows the traces of the multiple measurements. 
We calculated the average value of the standard 
deviation of the height data for all of the 
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measurement points. The average standard 
deviation was within 0.01 µm . 

The system's tolerance to variation in 
height positioning was tested and it was 
confirmed that even if the working distance 
is changed by up to 3 mm , the results remain 
within the range of consistency. 

Measurement time which contained calcula­
tion time was 30 s for 30-mm measurement 
in the radial direction. Then the measurement 
speed of this system is about 1 mm/s. This speed 
is faster than the conventional surface roughness 
tester. 

3.2 Results of Al disk measurement 
Figure IO shows measurements of a 5.25-

inch aluminum magnetic disk substrate. The 
disk had a surface undulation of about 1.6 µm . 
The lower graph is a magnification of the 
range from 47 mm to 51 mm. There are many 
notches on the curve that seem to be caused 
by the diamond turning process. 

4. Conclusion 
The authors have developed a surface flat­

ness measurement system based on three newly 
developed elements, a microangle displacement 
sensor, a calculation algorithm, and a calibration 
algorithm. The system measures surface undula-
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ti on with a resolution of 0.001 µm and an ac­
curacy of 0.01 µm, as estimated from the 
standard deviation of repeated tests. The 
vertically incident optics and the angular 
detection method give this system a working 
distance margin of about ±3 mm. This system 
does not require fine height positioning or 
fine angle adjustment , and measures about 
1 mm/s. 

At this time, the calculation speed of the 
CPU (i80286) is too low, especially for the 
calibration routine. It is therefore necessary 
to use a special calculation system such as 
DSP to refine the measurement system. 

The system can be used to measure magnetic 
disk substrate and semiconductor wafers, and 
other highly reflective objects. The measurement 
principle can be used in other measurement 
systems as well. 
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Force control assembly robots require a six-axis force/torque sensor to detect the forces 

applied to the robot arm. A new force/torque sensor has been devel oped which mounts 

on the wrist of the robot and detects strains exerted on a bit deformable elastic body caused 

by contact of the end-effector with the assembly. Force/torque detection is performed 

in real time and in six-degrees-of-freedom in a Cartesian coordinate system . The elastic body 

consists of eight parallel leaf springs and has excellent noninterfe rence and output linearity. 

The sensor has an internal overload protector for impact tolerance. 

1. Introduction 
Precise positioning o.f two bodies in as­

sembly work is difficult. Collision or jamming 
can occur during the assembly process in posi­
tion control type assembly robots which require 
very high precision. For automated assembly, 
engineers have concentrated on improving 
robot fu nctions by force or impedance control. 
Precise robot force / torque control generally 
takes the form of force/ torque feedback control. 
This requires a six-axis force/ torque sensor 
that can detect the force and torque (until 
Chap. 2, these will be collectively referred to as 
"the force") exerted on the end-effector. 

Force sensor design should take the follow­
ing three factors into account : 
1) To accurately measure the force, the 

relationship between the load and force 
sensor outputs must be highly linear and 
the matrix which describes this relationship 
must have excellent noninterference. 

2) The stiffness of the force sensor must be 
determined taking the robot control system 
into account. When the end-effector comes 
into contact with the assembly , a closed link 
system is formed which includes the robot 
arm. To increase the gain of the robot con­
trol system for a fast response and to reduce 
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the difference between the actual force and 
the target force , a compliant wrist may 
be beneficial 1 ) . A compliant force sensor 
may lower the natural frequency of the 
robot arm if the mass of the end-effector is 
large. Therefore, a force sensor should have 
a structure that permits a stiffness that suits 
the mass-spring system of the link. 

3) A force sensor mounted on the wrist of 
a robot arm is subjected to forces due to 
end-effector contact or collision with the 
assembly. To maintain control of the robot, 
the detection time must be reduced and the 
sensor must be protected against potentially 
damaging loads. 
We have developed a force sensor that 

satisfies these requirements. The detector 
section is a bit deformable elastic body consist­
ing of eight parallel leaf springs and a mechanical 
stopper2

). This paper describes the structure, 
characteristics, and operating principle of this 
sensor. 

2. Force detection method 
Figure 1 shows how the force applied to 

an end-effector can be detected using a force 
sensor attached to an N-degree-of-freedom 
robot arm. 
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from R L to EL is given by Equation (6) which 
is obtained by multiplying the coordinate 
t ransformat ion matrices CA , As, AE) between 
the coordin ate systems before and after each 
link in the ord er of the series link shown in 

Ex Fig. I. 

First joint 

__2_Jn~~~~~~~--' 
o. 

Fig. 1- Force measurement using the force sensor. 

In Fig. 1, R L is the reference coordinate 
system, iL (i = 1, 2, .. . , N) is the coordinate 
system of each joint of the robot, s L is the 

coordinate system of the fo rce sensor, and EL 
is the coordinate system of the end -effector. 
The 4 x 4 coordinate transformation matrix 
AE between s L and EL is given by 

AE = [ R~/S ~ ] , . . .. . . . .. (1) 

where RE/S is the 3 x 3 rotation matrix between 
s L and EL , and r is the vector from the origin 
Os of s L to the origin OE of EL a vector in the 
s I: coordinate system . 

If the coupling of the sensor to the robot 
hand /end-effector can be regard ed as a rigid 
body, the force E FE exerted on OE in the EL 
coordinate system can be transform ed into the 
equivalent force s F s exerted on Os in the s L 
coordinate system using Equatio n (2) : 

Sp s = u Ep E' 

where U is given by 

... . . . ... (2) 

. . . . . . (3) 

and D is the 3 x 3 matrix given by Equation (4) 
which gives the exterior products between 
vector r and each row vector of a 3 x 3 matrix. 
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l 0 

- rz 
fy l D = rz 0 -~x ' . . . ... (4 ) 

- ry rx 

r = [ rx ry rz ) T. . ... .. .. (5) 

Where suffix T denotes a transposed matri x. 
The coordinate transformation matrix TE 

... . . (6) 

Equation (7) ind icates the elements of TE. 

Where RE/R is the 3 x 3 ro tation matrix be­
tween R L and EL , and h is the vector from 
the origin OR of R L to the origin OE of EL 
a vector in the R L coordinat e syst em. Matri x 
RE/R can be obtained from the relationship 
between Equations ( 6) and (7 ). 

TE = [ R~ /R ~ l ......... (7) 

When force s F s is detected by the force 
sensor, force R FE exerted on OE in the R L 
coordinate system is given by 

... . ..... (8) 

In force measurement , the elastic st rain 
caused by s F s is detected using strain gauges. 
The strain is so small that its effect on Equa­
tion (2) is negligible. 

Assume that strain vector e consisting of 
six components satisfies Equation (9 ) below 

. . .. . .. . . (9) 

where Cs is a 6 x 6 matrix which corresponds to 
the sensor's strain compliance matrix defin ed 
by Uchiyama et al3

) . The fo rce R FE is then 
given by Equation (1 0 ) derived from Equa­
tions (8) and (9) . 

... .. .... (10 ) 

If the elements of e appear to have no 
interference, that is, they correspond one-to-one 
with the six elem en ts of s F s , the operation 
for strain-to-force transformation can be simpli­
fied. 

3 . Force/ torque sensor 
3.1 Structure and deformation of an elastic 

body 
Parallel leaf springs can be used fo r fo rce 
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B 

c:::::J : Strain gauges 

Fig. 2- Basic components and deformation of the elastic 
body. 

detection4
) because of their deformation charac­

teristics in the axis parallel to the direction of 
shear force . In this study, these characteristics 
were used to measure multi-axis force and 
torque . The elastic body consists of two beams 
(called basic beams) of parallel leaf springs 
j Fig. 2a) f. These beams are symmetrical to the 
(a-a ') axis in Fig. 2 . 

When a force (f) is applied to the beam 
along the (a-a ') axis, the two parallel leaf springs 
are deformed symmetrically about that axis as 
shown in Fig. 2 b ). 

When a torque (m) is applied to the beam 
around axis (b-b ') [at a right angle to axis (a-a ' ) 
and at a right angle to the longitudinal axis of 
the beam] , the parallel leaf springs deform 
symmetrically to point 0 as shown in Fig. 2 c). 

The force components in the other two axes 
and the torque components around the axes 
only slightly deform the springs because of the 
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.---------{) v, 

Constant-current source 

Fig. 3 - Wheatstone bridge circuit . 

high beam stiffness. 
Components f and m therefore cause 

different deformations of the beam. This charac­
teristic enables the force and torque components 
to be independently detected by detecting the 
strain in the beam . If three beams are combined 
so that they are mutually at right angles , three 
force and three torque components can be 
detected. 

The basic beam's stiffness kt and the maxi­
mum strain Ef max due to f were calculated using 
Equations ( 11) and ( 12). The torsional stiffness 
and maximum strain due to m were measured . 

kt = 4Bh 3 E/ l 3
, 

Efmax = 3lf / (4Bh 2E) , 

..... . ... (11) 

. ... . . (12) 

where h , B, and l are the thickness, width, 
and length of the parallel leaf spring and E is 
the modulus of longitudinal elasticity of the 
beam. Stiffness kt can be set to a desired value 
by changing h, B, and l. 

3 .2 Strain detection using a Wheatstone bridge 
Strain vector E is detected using six 

Wheatstone bridges each having four strain 
gauges (see Fig. 3). The circuits are temperature 
compensated and supplied by a constant current 
source le. The four gauges are connected in 
such a way that when the resistance of both 
gauges in either of the two opposing limbs (Sa 
and Sb, or Sc and Sct) changes in the same direc­
tion a voltage (V2 - V1 ) proportional to the 
change in resistance appears across the bridge. 
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To detect force component f in the basic 
beam shown in Fig. 2, Sa and Sb are attached 
to position A, and Sc and Sct are attached to 
position B. To detect the torque component 
m, Sa and Sb are attached to position A, and Sc 
and Sct are attached to position C. 

The changes in gauge resistance caused by 
f and m are: 'fl and rm 1 at position A, r12 and 
rm 1 at position B, and rr 1 and rm 2 at position 
C. If f and m are applied at the same time, 
the output voltage Vr of the /-detection bridge 
and the output voltage V m of the m-detection 
bridge are given by Equations (13) and (14 ), 
and f and m can be independently detected. 

Vt = (rr 1 - rr2 )Ic /2, ..... . . .. (13) 

Vm =(rm 1 - Ym2)lc/2 . . ..... (14) 

Tensile and compressive strains of different 
polarity can be detected. Each of the detected 

fz 

Ix 

<( 

c:::J c::J : Strain gauges 

Fig. 4 - Structure of the six-axis force/torque sensor. 
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components of strain vector E are given as 
the mean value between the amplitudes of the 
tensile strain and compressive strain. 

3.3 Force/torque sensor structure 
Figure 4 shows the structure of our six-axis 

force/torque sensor and the strain gauge 
positions. The elastic body has a crossed-beam 
structure of basic beams. The basic beams for 
detecting the X and Y components of a force 
can be used to detect the Z component of a 
torque. The basic beam for detecting the Z 
component of a force can be used to detect 
the X or Y component of a torque. 

The eight parallel leaf springs (material: 
Aluminum alloy) for detecting six force and 
torque components are formed by wire-cut 
electrodischarge machining. Because they are 
formed from a monolithic material, the elastic 
body has excellent output linearity. A stopper 
is attached to the crossed beams to prevent an 
excessive load from deforming the beams 
outside their linear range. 

3.4 Force/torque sensor characteristics 
Figure 5 shows the relationship between 

the load and output voltages (V fX , V fY , V fZ , 

V m x , V my , and V m z) of the prototype force/ 
torque sensor when the Z component of a 

~ 2 
... 
0 

"' c 
:ll ., 
u ... 
.;: ., 
~ O t==t=====~..._~~~~oE-~~~~==r=====l 
0 
"' 
~ 
0 
> 
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O _ z~~~~~~~~~~~~~-'-~~~--' 
-w 0 

Force component /z (N) 

- 1 0 
Torque component mx (Nm) 

Fig. 5- Relationship between load and force/torque 
sensor output voltages whenfz and mx are 
applied at the same time. 
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Table 1. Force/torque sensor specifications 

Force Torque 
component component 

Load range 20 N 2 Nm 

Accuracy 2% X, Y: 3%, Z: 5% 
of full scale of full scale 

x 1.0 x 106 N/m 80 Nm/rad 

Stiffness y 1.0 x 106 N/m 60 Nm/rad 

z 5.0 x 1 o• N/m 40 Nm/rad 

force and the X component of a torque are 
applied at the same time. The data shows that 
the output has excellent linearity and noninter­
ference. Equation (15) gives the sensor's strain 
compliance matrix Cs obtained when the center 
Os of the crossed-beam elastic body is regarded 

-18.38 -0.01 - 0.03 3.06 
0.36 16 .69 0.00 1.02 

Cs= 
-0.76 0 .24 -17.92 3.06 
-0.29 - 1.51 -2.15 371.05 
-3.09 - 0.24 -0.06 13.25 

0 .37 0.81 0.11 3.06 

Using Equation (12), the diagonal elements 
csu (i = 1, 2, 3) were designed to be 19.30 µ/N. 
Eq uation (15) shows that the actual values 
approximately match the design values. 
Elements other than the diagonal elements 
indicate the strains that have not been converted 
to noninterference strains. The operation 
described by Equation (10) can be simplified 
by setting negligible elements to zero. 

As indicated in Equation ( 10), the necessary 
force/ torque information includes a coordinate 
transformation that depends on the change 
in robot posture. Therefore, a real time detec­
tion system including coordinate transformation 
has been built by passing the force/torque data 
through a digital signal processor for high-speed 
operation. A prototype of the force/torque 
sensor satisfied the specifications listed in 
Table 1. 

Figure 6 shows the prototype of the force/ 
torque sensor and its circuit board. The board 
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Fig. 6- Six-axis force/torque sensor and circuit board. 

as the ongm of the s l: coordinate system (see 
Appendix). 

26 .50 2.04 
2.04 1.02 
9.17 3.06 

(µ./N , µ./Nm). (15) 
20.39 0.00 

. . . 

363 .91 -3.06 
1.02 -252.80 

contains two hybrid ICs, and each IC has 
constant-current drive and amplifier circuits 
for the Wheatstone bridges (three channels). 

4. Conclusion 
A new six-axis force / torque sensor for 

assembly robots has been developed. For this 
sensor, a sensor structure using eight parallel 
leaf springs, a method of strain detection using 
Wheatstone bridges, and a overload protector in 
the sensor's body for impact protection were 
developed. This sensor has the characteristics 
necessary to control assembly robots. 

Appendix 
Force/torque sensor calibration 

This appendix explains an example of 
calibrating the force / torque sensor. In this 
example, the method of calculating the sensor's 
strain compliance matrix Cs uses the relation­
ship between the multi-axis load and the out-
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put 5) . 

Here, Fig. A-1 is regarded as the coupling of 
the sensor to the end-effector. The calibration 
load is applied to origin OE of the EL co­
ordinate system. TE is given by 

TE = AsAE , (A-1) 

where 

AE = [ ~ ~ l . .. .. . ... (A-2) 

and 

As = [ Ri /R ~l .. . . . . .. . (A-3) 

where I and R s/R are the 3 x 3 unit matrix 
and rotation matrix between R L and s L. 
Using Equations (8) and (9), the relationship 
between the calibration load RF E and the strain 
vector € is given by 

(A-4) 

where R ZE is the force exerted on the strain 
detector due to the weight of the sensor and 
end-effector. 

The calibration was performed using the 
system shown in Fig. A-1. A single-axis loading 
machine applies the calibration load R FE given 
by Equation (A-5) . 

.. . . .. .. (A-5) 

Because the linear and rotational stages 
change the position and orientation of the 
sensor, the loading point OE can be fixed 
at any point of the cross-beam-shaped end­
effector. 

The calibration is performed by six loading 
experiments in which the loading point and 
sensor orientation are changed as shown below 
in articles 1 )-6). 

In the orientation of the s L coordinate 
system corresponding to the R L coordinate 
system given by 

R s/R = I' . .. . ... . .. ..... (A-6) 

each position of OE is given by 

1) r = [0 0 ra] T ' .... . .. . . (A-7) 
2) r = [ rb 0 ra] T , . .. ... ... (A-8) 

3) r = [0 rb ra] T . ......... (A-9) 
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Fig. A-I - Force/torque sensor calibration system . 

In the orientation of the s L coordinate 
system rotating at a right angle to the X-axis 
of the R L coordinate system given by 

R s/R = [ ~ ~ - ~ ] , 
0 1 0 

.... ... . . (A-10) 

each position of OE is given by 

4) r = 
5) r = 

[0 0 ra ] T , 

[rb 0 ra ] T . 

(A-11) 
(A-1 2) 

In the orientation of the s L coordinate 
system rotating at a right angle to the Y-axis 
of the R L coordinate system given by 

R s/R = [ ~ ~ ~ ] , 
- 1 0 0 

. ... .. (A-13) 

the position of OE is given by 

(A-14) 

The strain t caused by R ZE is equivalent to 
the strain when load fz was zero in each loading 
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experiment. If oi denotes the remainder of 
the strain Ei after ti has been subtracted, the 
strain oi is given by 

(A-15) 

... . ... . .... (A-16) 

and suffix i denotes the experiment number. 
To calculate Cs statistically, the relationship 

between the load f Zk and the strain vector oik is 
required when fZk is varied within the rated 
load range and is applied as the k-th load in 
the experiment-(i). Figure 5 shows the relation­
ship between the load U3 RF Ek and the strain 
vector o3 k in the loading experiment-(3 ). 

If the regression line of b.i on W is assumed 
to be 

/).i = [ ai {3i l W, ......... (A-17) 
where 

b.i = [ on oi2 oik oil ], (A-18) 

w = [!~1 fz2 f Zk f z1 ] (A-19) 
1 1 1 ' 

the least squares estimators ai and ~i are given 
by 

- - # [ a· {3· ] = b.W . 
l l l ' 

. ........ (A-20) 

where W# is the pseudo-inverse matrix of W. 
An estimation of the sensor's strain compli­

ance matrix Cs is given by Equation (A-21) 
from Equations (A-22) and (A-23). 
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where 

... .. ....... (A-21) 
......... (A-22) 
~ R u6 FE J, (A-23) 

RpE = [OO±lOOO]T. . ..... (A-24) 

Each position of OE and the orientation 
of the sensor in loading experiments must be 
determined so that Equation (A-25) can be 
satisfied. 

rank (.Q) = 6. .... . . . ..... (A-25) 

If f3is are negligible and the regression lines 
have excellent correlation, the sensor will be 
suitable for use. 
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• Yutaka Yoshida • Akihiko Yabuki • Yasuyuki Nakata 
(Manuscript received January 9, 1990) 

The SCARA (Selective Compliance Assembly Robot A rm ) robot has horizonta l compliance . 

However, the amount and direction of compliance must be contro l led before the robot 

can be used in actual applications. An active compliance controller has been developed 

that uses force sensors on the wrists of the robot t o dete rmine the contact force act ing 

on the end effector. The sensors feed this information to the traject ory generator of the 

robot controller . The controller achieves high-speed control (sampl ing rat e: 1 kHz) by 

performing all control operations in parallel using two Fu ji t su MB8764 digital signal 

processors (DSPs). 

1. Introduction 
Industrial robots have been used to weld, 

paint, and handle mechanical parts and are 
now required to perform more complicated 
tasks such as assembly. Conventional robots 
are not suitable for these tasks because only 
their positions are controlled. When assembling 
mechanical parts or electronic device, there is 
a contact force between the end effector of the 
robot and the environment. Therefore, position 
control and force control are necessary to 
perform assembly tasks well. The RCC (Remote 
Center Compliance) device can sometimes 
be used, but the direction and amount of 
compliance are hard to change and the displace­
ment is small. It therefore becomes necessary 
to control the contact force by manipulating 
the robot arm 1

)·
2>. 

We have developed an active force 
(compliance) controller for the SCARA robot. 
Force control is executed indirectly to feed 
the inverse Jacobian of the detected force 
vector to the reference joint velocity vector. 
To realize stable force control in such a control 

scheme, a high-gain wide-band joint servo is 
needed. Also force sensing, signal processing, 
and calculations of inverse kinematics must be 
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executed at high speed. We used two DSPs 
(digital signal processors) operating in parallel as 
the main controller to achieve a 1 kHz sampling 
rate. 

One of these DSPs performs calculat ions 
for the joint servo and the joint reference 
function generator. The other perfo rms calcula­
tions for position/ fo rce control and the inverse 
Jacobian. 

The SCARA robot has ordinary joints and 
a speed reduction mechanism . Since the flexibili­
ty of such joints affects the stability of the 
controller3

), we analyzed the controller stability 
using a simplified robot arm model. 

In this paper we describe the force and servo 
control configurations, the results of st ability 
sim ulation, and the results of fo rce control 
experiments. 

2. Robot system 
Figure 1 shows the SCARA robot with 

a force sensor attached to the wrist. Figure 2 
shows the four degrees of freedom of the 
SCARA robot. The fo rce sensor detects the 
contact forces acting on the end effector in 
the X, Y, and Z directions and detects the 
torque around the Z axis. 

FUJITSU Sci . Tech. J., 26, 1, pp. 48-54 (Apr il 1990) 
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Fig. 1- SCARA robot. 

8, 

Force sensor 

Fig. 2-SCARA robot configuration. 

Figure 3 shows the configuration of the 
digital force and servo controller. The digital 
controller consists of two Fujitsu MB8764 
16-bit fixed-point digital signal processors 
(DSPs) and an 180286 microprocessor that 
serves as the host computer. Table 1 lists the 

FUJITSU Sci. Tech. J., 26, 1, (April 1990) 

Bus controller 

Local 1/0 bus 

MB8764 
(Joint servo) 

DIA 

DC motor encoder 
SC ARA 

180286 
system 

Multibus 

Bus controller 

I IRAM I 
MB8764 

(
Force/position) 

controller 

Local 1/0 bus 

AMP 
force sensor 

Fig. 3-Robot control system. 

Table 1. MB8764 specifications 

Clock rate 
Word size (instruction) 
Word size (data) 
Multiplier 

Addition time 
Multiplication time 
Memory capacity (instruction) 
Memory capacity (IRAM) 
Memory capacity (ERAM) 

20 MHz 
24 bits 
16 bits 
16 x 16 --. 26 bits 
100 ns 
200 ns 
1 Kwords 
256 words 
1 Kwords 

MB8764 specifications. Each high-speed DSP 
is completely independent. Parallel buses 
transfer data between the DSPs. Data can be 
asynchronously transferred at 1-2 µs /word via 
the IRAM (dual port RAM) built into the DSP. 

We used parallel processing to achieve a 1 ms 
cycle. One DSP handles the joint servo operation 
and the other handles the other operations. 

The host computer is not used in real-time 
operations. The host transfers coordinate values, 
parameters, and commands to the two DSPs 
and manages the teaching data. The host 
computer communicates with the DSPs asyn­
chronously via the dual port RAM. 
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+ x • 
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Fig. 4 - Hybrid position/force control. 

3 . Force control 
Figure 4 shows the block diagram of the 

hybrid position/ force control. Since it is hard 
to control the torque of articulated robots using 
a conventional speed reduction mechanism , 
the end effector position and the forces acting 
on the end effector are fed as velocity feedback 
to the joint servo. 

Either hybrid or compliance control can be 
used to control the feedback of the end effector 
position and the force acting on the end 
effector. The type of control that is used 
depends on whether the selection matrix Sp is 
used . In hybrid control, the direction of the 
end effector trajectory and the direction of 
force on the end effector is separated into 
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orthogonal components. For the force 
components, hybrid control enables the force 
FR to follow the target force F 0R . In compliance 
control, the direction of the end effector 
trajectory and the direction of the force are not 
completely separated. The apparent compliance 
of the end effector can be actively controlled 
by changing the position feedback gain matrix 
Gp and the characteristics of the force com­
pensator Gr (s). In the active compliance control 
mode , setting Gp , target velocity v 0R, and target 
force F 0R to zero places the robot in the direct 
teaching state. In this state, the robot moves 
with any force acting on its end effector. 

In any mode, the velocity of the end 
effector is the sum of the velocity generated 

FUJITSU Sci. Tech. J., 26 , 1, (April 1990) 
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funct ion 
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Zero-order 
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Fig. 5- Servo control. 

by the force compensator V ! , the velocity 
generated by the position compensator V l, and 
the command along the trajectory from the 
host computer V ! . The velocity of the end 
effector in the orthogonal coordinate is trans­
formed into the joint velocity by the inverse 
Jacobian matrix r 1

• 

The joint velocity is sent to the servo control 
section to control the motors. 

4 . Servo control 
The servo controller was designed using the 

state-space method and consists of a reference 
function generator, observer, integrator, and 
the state feedback. Figure 5 shows the block 
diagram of the servo controller. The servo 
controller controls the position and velocity 
of the joint. 

The motor is modeled on the following 
transfer function because it is driven by a 
constant current source: 

G (s) = g/s 2 
, . ... .. ... .. (1) 

where g is a constant determined by the motor 
properties ands is Laplace's operator. 

When the velocity Xv and the position 
X P of the motor are chosen as the states, Equa­
tion (1) can be rewritten as follows: 

[~v (t)J = [O OJ 
Xp (t) 1 0 [~: ~~~] + [ ~] u(t), 

. ... . ....... (2) 

where u is the input voltage. 
Since Equation (2) is a continuous system , 

the following discrete state equation is obtained 
using a zero-order holding of input and sampling 

FUJITSU Sci. Tech . J., 26 , 1, (April 1990) 

time T. 

[
Zv(k+ l)] [l OJ [Zv (k)] [gT

2 
] 

Zp(k+l) = 11 Zp(k) + gT 2 /2u(k), 

....... .. ... (3) 

where Zv =Xv, Zp = Xp. 
We wrote the servo control algorithm using 

this equation. 
The reference function generator receives 

the velocity command of the joints from the 
force controller and generates the reference 
position and reference acceleration signals. 
The reference acceleration signal a is a feed­
forward signal which provides the current 
necessary to accelerate the motor. 

The reference position signal r is subtracted 
from the current position signal of the motor. 
This error signal drives the feedback loop. 
The error system decreases the dynamic range 
of the variable. As a result , we can construct 
the software control system with little 
computing error even if a fixed-point processor 
such as the MB8764 is used. 

The observer (also an error system) estimates 

the velocity and position error signals of the 
motor to obtain smoother and smaller error 
signals. 

The equation of the observer is given by: 

x(k)=(A - hcA)x(k - l)+(b - hcb) x 

x u ( k - 1 ) + he ( k ) , . . . . . . ( 4) 

where 
x = [XvX P] T and is the state to be estimated 
h = [ h 1 h 2 ] T and is the observer gain 
c = [0 1] 

A=[~~] 
b = [gT 2 gT 2 /2] T 

e is the actual position error. 

The observer gain h is determined so that 
the poles of Equation ( 4) are those of a second­
order Butterworth filter. 

An integrator is added to reduce the steady­
state positioning error. When the integrator is 
added , the feedback loop section becomes 
a third-order system. State feedback control 
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dri ve 

Force sensor 

End effector 

Environment 
x, 

Fig. 6-Arm model with compliant joint. 

is performed using three states: the velocity 
error Xv , the position error X P , and the integra­
tion of the position error Xi. Input to the motor 
u is determined by the next equation. 

u (k) = f1Xv(k) - f2Xp(k) - f3Xj(k) , (5) 

where f = [/1 , f 2 , / 3 ] and is the feedback gain . 
The feedback gain is chosen so that the poles 
of the feedback loop are those of a third-order 
Butterworth filter. 

Using these techniques, we constructed 
a servo controller with a high gain and quick 
response. As a result , force control can be 
applied to the articulated robot using speed 
reduction gears. 

5. Force control stability 
When the controller shown in Fig. 4 is in 

the hybrid control mode, the force control 
sometimes becomes unstable. When analyzing 
stability (see Fig. 6), we assumed that: 
1) the robot arm only rotates though(), 
2) the elastic deformation of the speed reduc­

tion mechanism (harmonic drive) with () is 
approximately linear, and 

3) the motor, robot arm, force sensors, end 
effector, and the environment that restricts 
the end effector are treated as a three­
degrees-of-freedom vibration model. 
Under these conditions, the model of the 

mechanism is given by Equation (6). 
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G,(s ) ~,-,.-~~ Arm model 

~ 
e 

G,(s) = k,, G,(s) = k.ls + k0 + k.s 
k, = w'/g, k0 = 2w'/g, k• = 2w/g 
(w = 2ir50 : bandwidth of joint servo) 

Fig. 7-Force feedback controller. 

r=J()+ j cd(z iJ - iJd)+kd(z O - Oct) f z, 

x1 =Led , 

Jd(jd+ Jcs (;1 _ ;2)+ks(X1 -X2) f L ­

- Cct(zO - Oct) - kct(z () - Oct)= 0 , 

Mx 2 + cex 2 +kex 2 +cs(x2 - xi)+ 

+ks(X2 - X1)=0 , . . . . . . ... (6) 

where 
J moment of inertia of the motor 

Jd moment of inertia of the arm 
M mass of the end effector 

Cct damping of the harmonic drive 

kd stiffness of the harmonic drive 

Cs damping of the force sensor 

ks stiffness of the force sensor 

Ce damping of the environment 

ke stiffness of the environment 

ed rotation of the arm 
T input torque 
z inverse of reduction ratio ~ 
L length of the arm 
x 1 position of the arm tip 
x 2 position of the end effector. 

The feedback control system including the 
mechanism represented by this equation is 
configured as shown in Fig. 7, and the following 
conditions are set: 
4) The proportional gain kc is used as the com­

pensator Gc(s ). 
5) The servo for determining the rotation angle 

is designed by setting poles in the third­
order Butterworth arrangement with a 50 Hz 
bandwidth. 
A closed-loop circuit is formed by adding 

the joint servo of the motor anq the com­
pensator kc to the mechanism model represented 

FUJITSU Sci . Tech. J., 26 , 1, (April 1990) 
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Table 2. Simulation constants 

J : Motor inertia 
t : Reduction ratio 
J d : Arm inertia 
L : Arm length 
Cs : Force sensor damping 
ks : Force sensor stiffness 
M : Mass of end effector 
Ce : Environmental damping 
ke : Environmental stiffness 

1.68 x 10-• kgm 2 

78 
1.2 kgm 2 

0.56 m 
116 Ns/m 
1.76 x 10 5 N/m 
0.2 kg 
100 Ns/m 
1.0 x 10" N/m 

10'.-------------------

H ar monic drive stiffness k. (N m/ rad) 

Fig. 8-Stability condition for force feedback gain and 
harmonic drive stiffness. 

by Equation (6). 
The characteristic equation of the circuit is 

given by: 

D (s) + krN (s) = 0 , 

where 

......... (7) 

N (s) =Jw(2s 2 + 2ws + w 2 )(cds + kd) x 

X (CsS + ks )(Ms2 + CeS + ke), 

D(s)=s[J(s3 +2ws2 +2w2 +w3 ) x 

X j (Jd s + Cct S + kct) X 

X (Ms 2 + (Cs + Ce )s + ks + ke) + 

+ L 2 (C5S + ks)(Ms 2 + CeS + ke) f + 

+ z 2 s(cctS + kct) 

j (Jds2 +L 2 css +L 2 ks) x 

X (Ms 2 + CeS + ke) + 

+Jcts 2 (C5S +ks) f], 

w = 27T50 : bandwidth of the joint servo. 
We considered the case in which some of 

the parameters in Equation (7) are fixed (see 
Table 2). By applying the Routh-Hurwitz 

FUJITSU Sci . Tech. J., 26 , 1, (April 1990) 
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Fig. 9- End effector response to 5 N force step. 

c 180 

k.L:::----<I 
j~ l:E~I:~ 

0 1 2 

Time (s) 

Fig. 10- End effector contact force under hybrid control. 

criterion to Equation (7), the stability condi­
tion for speed reducer stiffness kct , the speed 
reducer damping Cct, and the force feedback 
gain kr can be obtained (see Fig. 8). These 
conditions reveal that there is a stability limit. 

6. Experimental investigation 
Stability analysis of the force feedback 

control system has shown that if the mechanism 
between the motor and force sensor is not 
rigid , the system is stable only when the force 
feedback gain is small. This applies to the 
four-degrees-of-freedom arm of a SCARA robot. 
Analysis has also shown that a compensator 
Gr (s) consisting of a PID can only slightly 
improve stability . We achieved stable force 
control by setting the gain of the compensator 
of the hybrid controller (see Fig. 4) to a 
reasonably small value . 

Figure 9 shows the step response of the load 
FzR when the desired force F !z is 5 N and is 
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applied in the negative Z direction to a horizon­
tal aluminum base. Figure 10 shows how load 
F zR follows force F ji when the end effector 
is moved at 25 mm/s in the X direction. These 
figures show satisfactory results. The slight 
disturbance in the follow-up (see Fig. 10) may 
be due to interference between the horizontal 
and vertical directions of the SCARA arm. 

7. Conclusion 

We have developed an active force controller 
to improve the assembly capability of SCARA 
robots. The controller uses a position/force 
feedback loop outside the joint servo and is 
implemented using two Fujitsu MB8764 DSPs 
in parallel processing. Compliance or hybrid 
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control worked well with a 1 kHz sampling 
rate. We analyzed the stability of the force 
control for joints having a non-rigid arm. The 
force control can be stabilized by keeping the 
force feedback gain reasonably small and by 
using a high sampling rate. 
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Fujitsu is developing a general -purpose assembly robot consisting of two coordinated multi · 

jointed arms modeled on their human counterpart. Fujitsu is also developing software to 

deal with assembly problems such as the layout of work, assembly procedures, and path 

generation; and to deal with operation problems such as representation and implementation 

of coordinated operation. The robot language TAC L: Two Arm Cooperation Language 

and simulator for the robot was developed to help so lve these problems. A task-level robot 

langugae ASL: Assembly Sequence Language and a method of generating TACL from ASL 

have also been developed . This paper describes TACL, the simulator, ASL, and how TACL 

is generated. 

1. Introduction 
One arm of the coordinated two-arm robot 

manipulates an object while the other acts as 
a jig for support. The arms perform coordinated 
actions such as assembling or transferring parts 
and transporting cables and paper without slack. 
The coordinated two-arm robot performs 
complex and detailed operations which, up to 
now, could only be done by humans. This robot 
eliminates the need to arrange and position 
mechanisms. 

The coordinated two-arm robot presents 
special problems, for example: how the coordi­
nated operations of the arms can be described , 
how jobs can be shared between the arms, how 
the arms can be positioned, how they can be 
prevented from interfering with each other, and 
how the teaching time required for complex 
jobs can be reduced. 

To deal with these problems, we developed 
the robot language TACL; Two-Arm Coopera­
tion Language. TACL describes the parallel 
and synchronized operations of the two arms 
as a sequence of hand positions. T ACL was 
developed on a simulator 1> that enables us to 
check the operations described in TACL. The 

FUJITSU Sci. Tech. J., 26, 1, pp. 55-64 (April 1990) 

coordinated two-arm program was written in 
SIG LA 2> MAL3

) AL 4> and other robot 
' ' ' 

languages. In these languages, only one arm 
movement is defined in each statement, and 
each statement is sequentially described. This 
make it difficult for the programmer to under­
stand arm coordination. T ACL overcomes 
this difficulty because it defines the movements 
of both arms on the same statement line. This 
makes it easier for programmers to define and 
conceptualize arm coordination. 

Because it is very difficult to program 
the hand positions required for complex work, 
we developed a new robot language ASL (As­
sembly Sequence Language). This language 
describes the work to be done by robots as 
changes in the status of the assembled objects. 
We then developed a way to generate TACL 
from assembly data groups including the ASL 
(see section 3 .1 ). The generation method we 
developed enables the robot language program­
mer to define the task-level language and 
translate it into a motion-level language. 

This paper briefly describes T ACL and 
the assembly data groups including ASL. It 
then describes the generation of T ACL from 
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Fig. I -Coordin ated t wo-arm robot. 

Concept 

Aerni START Acm2 

(Operation I) l 
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(Operation 2) MOVE! P2 : 

(Operation 3) MOVEl P3: BEGIN2 
: MOVE2 P4 ; 
: MOVE2 PS ; 
: EN D2 

(Operation 4) MOVE! P4: MOVE2 P3 

STOP 

Fig. 2-Concept and example of TACL. 

ASL and the verification of T ACL by operation 
simulation using a solid model. 

2. Two-Arm Coordinated Robot Language: 
TAC L 
The TACL for the coordinated two-arm 

robot shown in Fig. I is described first. 
In a conventional language for a single-arm 

robot , some of the hand positions are defined 
in three-dimensions. Then, the moving pro­
cedures and how the robot hand should move 
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Layout 
Setting 

work 
points 

Determining 
arm 
positions 

Fig . 3- Programming. 

Checking 
by simulation 

between the positions are described . In TACL, 
the movements of both arms are described 
on the same statement line and the arms are 
synchronized to enable cooperation and work­
sharing between the arms. Each move com­
mand is synchronized. To synchronize com­
plicated motions, several commands can be 
combined into one group command using 
the BEGIN and END statements. 

For example (see Fig. 2), if commands 
for arm l and arm 2 are described on the same 
line, they are executed simultaneously and the 
commands on the next line are not executed 
until they terminate. The commands between 
BEGIN and END are regarded as being on the 
same line. 

3. Assembly data 
The procedure for manual generation of 

TACL is as follows (see Fig. 3): 
1) Determine the layout of the robot and 

environment, placing stress on operational 
efficiency 

2) Define the work points considering the posi­
tions of the robot and items in the environ­
ment 

3) Determine how the robot should move 
to the work points by taking other robots 
locations and the environment into consider­
ation 

4) Determine the movement procedures and 
how the robot hand should move between 
work points. Also , describe the coordination 
of the arms. 
Analysis of the above procedures reveals 

that data for the following seven factors is 
required to generate TACL: 

FUJITSU Sci. Tech. J., 26, 1, (April 1990) 



FIX part- B 

part- P4 + part- B 

part-P5 + part-P4 (IF part- P4 + part- B) 

part- P6 + part- P5 (IF part- P5 + part- P4) 

part- P7 + part- P6 (IF part- P6 + part- P5) 

part- PS + part- P7 (IF part- P7 + part- P6) 

part- Pl + part- P4 (FOR part- P5 + part- P4) 

part- P2 + part-P5 (FOR part- P6 + part- P5) 

part- P3 + part- P7 (FOR part- PS + part- P7) 

a) ASL 

• 

b) Initi al sta tus 

n 
c) After excuting part-p4 + part-B 

d) After excuting part-p5 + part-p4 

n 
e) After excuting part-pl + part-p4 

H. Wada et al. : Simulator f or a Co ordinated Two-Arm R obot 

f) After excuting part-p6 + part-p5 

g) After excuting part-p2 + part-p5 

h) After excuting part-p7 + part-p6 

i) After excuting part-p8 + part-p7 

n 
j) After excuting part-p3 + part-p·7 

Fig. 4 - Descriptions of assembly of a miniature robot in ASL. 

FUJITSU Sci. Tech. J., 26, 1, (Apri l 1990) 
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1) Parts required for assembly 
2) Relationship between parts when they are 

connected 
3) Procedure for connecting parts 
4) Initial positions of parts 
5) Final positions of parts 
6) Grip information 
7) Robot information. 

Therefore , to generate TACL, the data 
groups must be expressed in different form s. 
TACL generation can be regarded as simply 
the recognition of these data groups and their 
conversion into T ACL. 

The automatic generation of TACL is 
classified into the following two stages: recogni­
tion of assembly data groups, and conversion. 

The automation of the conversion that 
produces TACL from assembly data groups is 
described below. 

3 .1 Assembly Sequence Language: ASL 
The robot language ASL describes the work 

performed by robots as changes in the status 
of the object being assembled (see Fig. 4 ). 
The contents of ASL are very easy to under­
stand. From the viewpoint of robot language 
levels, ASL is equivalent to a task language. 
ASL describes the assembly procedure of 
the accumulation method as a sequence of parts 
connections. It can therefore describe the 
assembly in terms of the movement of parts 
without referring to the robot actuator. How­
ever, because neither the part positions nor 
the connections between parts are included , 
assembly cannot be done using only the infor­
mation provided by this language. 

This language consists of the following 
four instructions: 
1) FIX part-name- I 

Indicates that part-name-I is the basic part. 
2) part-name-I +part-name-2 

Indicates that part-name-I is connected to 
part-name-2 . 
3) part-name-I+ part-name-2 (IF part-name-3 + 

part-name-4) 
Indicates that connection of part names 1 

and 2 starts after connection of part names 3 
and 4 ends. 
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Initial position 
in local path 

Fina l position 
in local path 

r--- , 
I I 

r-J L-, 
I I 
I r----, I 
I I I I 
L_J L_J 

r----, 
I I 

r-J L--, 
I I 

D
I: 
I I 

A Fixed 

Fig. 5-Local movement of parts. 

part A + part B 

part A : Fixed 

part B : Moving 

MOVE .. 
MOVE .. 
MOVE .. 

Fig. 6 - Connection information related to movement. 

1. Condition 1 : 

IF part position before connect ion 

(A = initial postion, B = initia l postion) 

THEN part position aft er connecti on 

(A = midway position, B = init ia l position) 

2. Condition 2 : 

IF part position before connection 
(A = initial position, B = midway position) 

THEN parf position after connection 

(A = midway position, B = midway position) 

Fig. 7-Connection information concerning change of 
positions. 

4) part-name- I + part-name-2 (FOR part-name-
3 + part-name-4) 
Indicates that part names 1 and 2 must be 

connected together to connect part names 3 and 
4. 

3.2 Connection information 
There are two types of connection informa­

tion. The first is a description of the connection 
or separation of two parts using the coordinate 
system of one of the parts. This type applies 
when the parts are already close together (see 
Figs. 5 and 6). The second type includes the 
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r---- ---, 
Loca l final : I 

position ~-EJ--~ 
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1 A 1 Fixed 
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L_ __J 

Fig. 8- Local movement of the HAND. 

How to grasp part A 

MOVE .. 

MOVE .. 

MOVE .. 

CLOSE 

Fig. 9- Information on how to grasp the part. 

s MAIN MOTIO SUB MOTIO 

1 part P4 + part B -

2 part PS + part P4 part Pl + part P4 

3 part P6 + part PS part PZ + part PS 

4 part P7 + part P6 -

s part PS + part P7 part P3 + part P7 

Fig. 10- Example of a connec tion sequence. 

information related to positions of parts from 
the beginning to the end of connection (see 
Fig. 7). 

3.3 Initial status 
Initial positions of parts before assembly 

and initial connection status. 

3 .4 Final status 
Final positions of parts after assembly. 

3.5 Grip information 
Parts must be held m the proper way to 

prevent damage and to prevent them from 
being dropped. Although it is not done at the 
moment, the grip information may also describe 
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I 
I 
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I 
I 
I 
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Local 
path 

Separation 
I 

I Connection I 
L-------- -------~ 

Separation 

Fig. 11-Global and local paths. 

r-------1 r- r-------.L..., 

part P4 + part B 

part B : Fixed 
part P4 : Moving 

MOVE .. 
MOVE .. 
MOVE .. 
MOVE .. 

part P4 + stand 1 

stand! : Fixed 
part P4 : Moving 

MOVE .. 
MOVE .. 
MOVE .. 
MOVE .. 

Fig. 1 2- Local path extracte d from connection 
in formation. 

jigs. Also included in the grip information are 
instructions on how to grasp the part ; that 
is, how the robot hand makes a local approach 
to a part in the coordinate system of the subj ect 
(see Figs. 8 and 9). 

3.6 Robot information 
This information includes the robot type, 

joint length, joint movement range, joint speed, 
and robot location. 

4. T ACL generation 
This chapter describes the generation of 

T ACL from assembly data groups (ASL, connec­
tion information, initial status, final status, 
grip information, and robot information). 

4 .1 Procedure 1 
The names of the parts required for the 

assembly and the connection sequence are 
extracted from the ASL. Figure 10 gives the 
connection sequence obtained from the ASL 
in Fig. 4. The parts connections under MAIN 
MOTION are executed in the order shown in 
Fig. 10. The SUB MOTION connection is re­
quired for the MAIN MOTION connection. 
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(FIX B) B Pl P2 P3 ... (FI X B) B Pl P2 P3 ... 

- - - - - -Initia l 0 0 0 0 Midway status Init ial 

Midway - - - - - Midway - - - - -

Final 0 - - - - Final 0 0 0 0 0 

Status before assembly Status a ft er assembly 

Fig. 13-Control of part positions. 

4.2 Procedure 2 
The local path is extracted from the connec­

tion information to separate the connected 
parts and connect one of them to another part 
(see Figs. 11 and 12 ). 

4 .3 Procedure 3 
Because the local path obtained in procedure 

2 is defined with respect to the coordinate 
system of one of the parts, it must be converted 
to world coordinates. Assuming that the matrix 
indicating the local path in the world coordinate 

system is pW , the matrix indicating the part 
position in the world coordinate system is 
POSw. Also, the matrix indicating the local 
path in the part coordinate system is pB . 

pw is obtained using the following equation : 
pw = Posw * pB. 

Therefore , the positions of parts must be 
controlled throughout assembly (see Fig. 13). 
Information about the initial and final positions 
of parts is required for this procedure. 

The positions of two parts that are con­
nected together are determined from the 
positions of the parts before connection and 
the condition group described in the connection 
information. For example, if the positions 
before connection for "part A + part B" are 
(part A = initial position, part B = initial posi­
tion) , one of the three positions below can be 
selected as the part positions after connection. 

This selection can be made using connection 
information concerning changes in position: 

(part A = initial position, part B =midway 
position) 
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(part A = midway position , part B = initial 
position) 
(part A = midway position, part B = midway 
position). 

,------1 
: I 

Local 1 : 
path I I 

I I 
I I 
I I 

Globa l path .--------., 

Straight line h i Local 

Jot 
Fig. 14 - Generation of the global path . 

s MAIN MOTION SUB MOTION 

I EX l -

2 EX 2 EX 6 

3 EX 3 EX 7 

4 EX 4 -

5 EX 5 EX 8 

Fig. 15-Part connection job. 

If one of the two connected parts is at the 
initial or final position , the other part will be 
positioned relative to it. 

4.4 Procedure 4 
The global path used to connect each part 

is obtained. (At present, an almost straight line 
is used , see Fig. 14.) 

4 .5 Procedure 5 
Job scheduling is performed with on the 

assumption that one parts connection equals 
one job . Jobs are then assigned to robots. 

4.5.1 Rules for job scheduling 
1) Jobs in the MAIN MOTION must be exe­

cuted sequentially without overlap. There 
can be a wait status between jobs (see 
Fig. 15). 

2) The SUB MOTION connection is required 
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Fig. 16 - Job scheduling. 

EX 1 _J 

l ' 
EX 2 

I 
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EX 3 
I 

EX 4 
: I 

i ' I I 

EX 5 : I ' 
I I I I 

EX 6 I I I I I 

EX 7 ' I : 
' ' I 

EX 8 ' ' ' I ' 

Fig. 1 7- Robot job assignment . 

for the MAIN MOTION connection. The end 
of a job in MAIN MOTION is synchronized 
with the end of the global move of the 
associated job in SUB MOTION. This causes 
the job in MAIN MOTION to wait until 
the local move is executed in SUB MOTION. 
When the job in SUB MOTION ends, the 
next job in MAIN MOTION starts. 

3) All SUB MOTION jobs can be started at 
the same time and can run in parallel. 
Figure 16 is an example of a job schedule. 

The broken lines are sychronization lines. 
4 .5.2 Rules for job assignment to robots 

1) If a job is assigned to a robot, the job is 
not released until the job ends. If a wait 
follows the assigned job, the job is not 
released until the wait ends. 

2) If two parts are to be moved for a connec­
tion , two robots are assigned. If one part 
is to be moved , one robot is assigned. 

3) Job assignment must ensure that all jobs 
are properly executed. 
Figure 17 shows the job assignment based 

on Fig. 16. Only one robot is assigned to each 
job. The broken line indicates the synchroniza­
tion line. 
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robot I robot 2 

EX I 

EX 2 
····· · ·· · ··· ······· ··· · EX 6 

WAITING 

EX 3 
···· · ······ ······ EX 7 

WAITING 

EX 4 

EX 5 
················ ············· EX 8 

WAITING 

Fig. 18-Job assigned to each robot. 

B R" [fl] ' 
1------, R,• 
I I 
I I 
~--r---,--~ 
I I I I 
I I I I 
I I I I 
L_J L_J 

Fig. 19 - How to hold the part. 

4.6 Procedure 6 
Jobs are assigned to robots 1 and 2 (see 

Fig. 18). 
Rules for job assignment to each robot 

are as follows: 
1) If a job is assigned to a robot , the job is 

not released until the job ends. If a wait 
follows the assigned job, the job is not 
released until the wait ends. 

2) The robot must be able to operate in the 
assigned positions. 

3) Job assignment must ensure that all jobs 
are properly executed. 

4. 7 Procedure 7 
TACL is generated . The jobs in Fig. 18 

are converted into descriptions of robot hand 
positions. 

When the robot hand positions in parts 
coordinates are indicated by Ri8 (see Fig. 19), 
and the part positions in world coordinates are 
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r----1 P2W 

I I 
I I 
L ___ .J 

1 

PL 

~---, p 3w 
I I 
I I L ___ .J 

j 

Fig. 20- Moving the part. 1 

MOVE P,w * R,• 
MOVE p,w * R,• 
MOVE p,w * R,• 
CLOSE 
MOVE p,w * R," 
MOVE p,w * R," 
MOVE P,w * R,• 

Fig. 21 - Part of the generated TACL. 

indicated by Pi w (see Fig. 20), the robot hand 
positions Rt in world coordinates can be 
obtained using the following expressions) : 

Rw = p.w* R ·B 
I I I ' 

piw was already obtained in procedures 3 
and 4 , and R iB can be obtained from the grip 
information. Figure 21 shows part of a T ACL 
program that was generated under the condi­
tions shown in Figs. 19 and 20. 

5. Verifying TACL 
When the automatically generated T ACL 

is used directly to control the two-arm robot, 
the TACL program may be incomplete and the 
robots or a robot and the work, may interfere 
with or collide with each other. These problems 
are virtually impossible to prevent , since current 
robots do not have advanced recognition and 
judgment ability . 

Therefore , it is necessary to check the 
generated TACL. An effective way of checking 
the operation is to model robots and their 
operating environment on a computer and run 
an assembly animation on the display . Several 
models can express three-dimensional objects, 
but the best, from the viewpoints of clarity , 
interference checks, and recent advances in 
displays, is the solid model. 
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~ Interpreter Holding data 

Intermediate code 

I Kinematic data r Controller 

Trajectory data 

Geometric data ~--------' 

Fig. 22-Coordinated two-arm robot simulator. 

Figure 22 shows the configuration of an 
operation simulation that verifies TACL using 
modeling. Figure 23 shows parts of an anima­
tion of a coordinated two-arm robot assembling 
a terminal. 

The following two kinds of data are required 
in addition to TACL: 
1) Kinematic data 

Data concerning the mechanisms; for 
example , the type, joint ranges, and speed of 
the robot. 
2) Geometric data 

Geometric data of the robot and environ­
ment as defined in the CSG-type solid model. 
jwe are using the technical information process­
ing system (TIPS)6

) as the solid modeler. I 
Simulation involves the following three 

processing blocks: 
1) Interpreter 

Converts the input TACL to intermediate 
code and holding data. 
2) Controller 

Converts the intermediate code and kinema­
tic data to robot movement (trajectory) joint 
data. 
3) Simulator 

Uses the geometric data , holding data, 
and joint movement data to display a three­
dimensional solid model. 

6. Conclusion 
This document briefly described TACL 

and assembly data groups including ASL. 
It then described how TACL is generated 
from assembly data groups and how the opera­
tion of a robot described in TACL is checked 
using solid-model animation. 
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Fig. 23-Animations of the coordinated two-arm robot assembling a terminal. 
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By developing these technologies, several 
solutions have been found for problems unique 
to coordinated two-arm robots , for example, 
how to express the coordination of two arms. 

We now need to make the coordinated two­
arm robot easier to use. Future research will aim 
to develop technologies to .achieve the follow­
ing: to detect data concerning parts layout 
(parts positions) using visual sensors and to 
input this data to a sirn ulator, to automatically 
calculate connections and holding methods of 
parts using a solid model, and to automatically 
generate an assembly procedure (ASL) by 
extracting data related to the assembly structure 
from assembly drawings produced using CAD. 

A major problem is how to compensate 
for differences between the real world and the 
computer simulation. These differences are 
inevitable be ca use of installation errors in 
the work and robot , parameter errors in the 
robot , and distortion of the robot body due 
to work loads. For accurate work that only 
permits micro-meter errors, we believe that 
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a touch sensor is more effective than a visual 
sensor. This is how a human checks the orienta­
tion of an object in darkness. We are making 
every effort to develop robots that have this 
ability . 
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A multi·stroboscopic sampling (MSS) technique was devised for electron beam tester logic 

state measurement. In this technique, electron beam pulses are shot and secondary electron 

signals are sampled m times in each cycle of LSI device operation. In addition, s-curve inter­

polation (SCI) is combined with MSS for quantitative voltage measurement. Using this 

combination, the measurement time required for 1 024 logic states was reduced to 1 /70 the 

time required for stroboscopic waveform measurement. 

1. Introduction 
The electron beam tester is widely used for 

design verification and failure analysis of LSI 
devices. Stroboscopic waveform measurement 
has proven to be a valuable tool for analyzing 
and localizing LSI memory device failures. 

However, stroboscopic waveform measure­
ment is impractical for LSI logic device testing 
because the low test signal repetition rates make 
the measurement time prohibitively long1

). 

A multi-sampling method was developed 2
) 

that reduced the measurement time by a factor 
of two for signals with low repetition rates by 
using two multiplexed sampling units. These 
units are alternately gated by a delay unit. 
However, this method does not significantly 
reduce the overall measurement time because 
only a few units can be sampled at a time 
and the sample rate (controlled by the delay 
unit) is limited to about 20 ms. 

To overcome these limitations, we have 
developed a new logic state measurement 
technique which uses multi-stroboscopic sam­
pling (MSS) and s-curve interpolation (SCI). 

In MSS, the sampling is synchronized to the 
clock of the LSI logic device. There are a large 
number of logic states, and therefore clock 
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cycles, in a test cycle. However, the sampled 
digital data for each test cycle is accumulated 
in a buffer memory and therefore the number 
of states that can be simultaneously sampled 
is unlimited. When combined with MSS, SCI 
enables quantitative voltage measurement at 
each logic state. 

2. Stroboscopic waveform measurement 
Figure 1 shows the principle of stroboscopic 

waveform measurement 3
) using an electron 

beam (EB). For quantitative measurement of the 
voltage Vs applied to the electrodes of the LSI 
device, the energy of the emitted secondary 
electron (SE) is analyzed by measuring the 
retarding voltage V R using a retarding field 
energy analyzer. The energy distribution curve 
obtained by scanning the retarding voltage (the 
so-called s-curve) undergoes a linear shift when 
the electrode voltage is varied. Therefore , we 
can obtain V so from the shift in the s-curve. 
This shift is obtained by measuring the variation 
in the retarding voltage that keeps the detected 
SE signal constant. This is quantitative . voltage 
measurement using feedback. 

In addition, stroboscopic sampling is used to 
measure the waveform of an electrode at a high 
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Fig. ! - Principle of stroboscopic waveform measurement . 
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Fig. 2- Multi-stroboscopic sampling (MSS). 

time-resolution. Short electron beam pulses are 
applied to the electrode at the same repetition 
rate as the electrode signal to be measured . The 
secondary electrons emitted when these pulses 
are applied are detected and sampled. SEs are 
sampled by altering the timing of the electron 
beam pulse relative to the signal. In this way, the 
entire waveform is obtained. 

3. Multi-stroboscopic sampling (MSS) 
To perform an operation, LSI logic devices 

move through numerous logic states and there­
fore require a large number of clock cycles. 
When an LSI logic device is tested by strobo­
scopic waveform measurement as shown in 

66 

Fig. 2 a), the test cycle has a period equal to the 
number of clock cycles required for the opera­
tion and is therefore very long. The stroboscopic 
sampling measurement time is as follows: 

.. .. ........ (1) 

where k1 is a factor for signal averaging and 
quantitative voltage measurement (typically 4

) 

k 1 = 2 300), M is the number of logic states in 
one test cycle , and f c is the clock rate. Since Ts 
is proportional to the square of M , if M = 1 000 
and fc = 1 MHz, Ts is 2 300 s and is therefore 
far too high jsee Fig. 2a)f. 

Figure 2b) shows the principle of MSS. 
Electron beam (EB) pulses synchronized to the 
device clock are shot and SE signals are sampled 
m times in each test cycle. If the clock rate is 
above the maximum sampling rate, it must be a 
multiple of the sampling rate. In this case, the 
multi-stroboscopic sampling number m is as 
follows: 

m =M/N, (N= 1, 2, 3, ... ), .. . ... (2) 

where N is the ratio of the clock rate f c to the 
sampling rate f s. Therefore, in MSS, the measure­
ment time TM ' of the SE signals corresponding 
to the logic states can be expressed as follows: 

... (3) 

where k2 ' is a factor for signal averaging only. If 
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Fig. 4- Principle of s-curve interpolation (SCI) 

of MSS data. 

k 2 ' is comparable to k 1 , the measurement time 
TM can be reduced to about l /m the time 
required for conventional stroboscopic sampling 
j see Equations (1) and (3) f . Figure 3 shows 
the efficiency of the MSS technique Ts/TM' as 
a function of the number of logic states M in a 
test cycle. The efficiency of this technique is 
limited by the following two factors: The 
detector bandwidth (which determines the maxi­
mum sampling rate), and the size of memory 
into which the sampled SE data is stored . 

The highest efficiency is obtained when fs 

= fc· When fs <fc, the efficiency is reduced by 
a factor of N=fclfs· Because the multi-strobo­
scopic sampled data must be stored in a buffer 
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Accumulation 
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Display histogram 

Set threshold 

Logic state diagram 
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Fig. 5- Logic state measurement flowchart. 

memory (see Chap. 5), MSS measurement must 
be performed in several stages if the number of 
logic states exceeds the memory size. In this 
case, there will be no increase in efficiency. 
The dotted line shows this limitation for 
a memory sufficient for 5 000 logic states. 

4. S-curve interpolation (SCI) 

In LSI logic device testing, the size of the 
logic swing in volts must be considered when 
setting the thresholds of the logic high and low. 
Therefore both quantitative voltage measure­
ment and waveform measurement are required 
in logic state measurement using MSS. However, 
it is impossible to quantitatively measure the 
voltage by feeding back the retarding voltage 
of the energy analyzer. This is because the 
highly capacitive load of the retarding grid limits 
the frequency at which the retarding voltage can 
be varied. 

Therefore, for quantitative voltage measure­
ment, s-curve interpolation (SCI) based on an 
open-loop technique5

) is combined with MSS. 
Figure 4 shows the principle of SCI. SE sampling 
is repeated while the retarding voltage is varied. 
At each voltage step, the SE signals obtained 
over the test cycle are stored in the buff er 
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memory. The s-curves for each logic state are 
then constructed by interpolating the stored 
data on the SE- V R plane as shown in the figure. 
Finally, the ·measured voltages for each logic 
state are calculated from the shift in the inter­
polated s-curves, and a histogram of the 

measured voltages is obtained . There are normal­
ly two peaks on the histogram for an LSI logic 
device . These peaks correspond to the logic high 
and low. A logic state diagram can be quickly 
obtained by setting the threshold between the 

EB 
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Electron beam column 

Tim ing 
generator 

Buffer memory 

LSI drive uni t Clock and trigger 

MSS : Multi-stroboscopic sampl ing 

Fig. 6- The electron beam tester. 
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two peaks. Figure 5 shows the logic state meas­
urement procedure using MSS and SCI. 

The measurement time is as follows : 

. ... .. .. . . .. (4) 

where k 2 is a factor for signal averaging and 
quantitative voltage measurement and is several 
times the value of k2 ' in Equation (3 ). 

5. System and performance 
Figure 6 shows the block diagram of our 

electron beam tester4
). The LSI device is oper­

ated by a drive unit which feeds the clock and 
trigger signals to the MSS controller. The trigger 
defines the period of the test cycle. The second­
ary electrons are analyzed by a retarding field 
energy analyzer6

> which is directly controlled by 
a computer in open-loop mode. The retarding 
voltage step of this analyzer is about 1 V for 
SCI. The energy-filtered SE signal is detected 
using a conventional Everhard-Thornley detector 
having a bandwidth of 3 MHz. An electron beam 
acceleration voltage of 1 kV and a beam current 
of 2 nA are usually used . The SE signals at each 
state in the test cycle are sampled by an A/ D 

0 

0 

Frequency State No. 

a) Measured voltage waveform b) Voltage histogram c) Logic diagram of the first 3 2 

Fig. 7- Examples of logic state measurement. states corresponding to a) 
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Fig. 8- Measurement time TM and efficiency Ts / TM . 

converter and then stored in a buffer memory. 
To increase the signal to noise ratio, the SE data 
for each logic state is accumulated in the buffer 
memory during subsequent cycles. 

Figures 7 and 8 show the operation of the 
tester. A 5-volt logic signal is applied to a 5-µm­

wide non-passivated aluminum line. This test 
signal takes the device through 512 logic states 
in one test cycle at clock rate of 1 MHz. 
Figures 7 a) and b) show the quantitatively 
measured voltage waveform and histogram 
obtained from logic state measurement of three 
different lines for which the required voltage 
resolution was 0.2 V. This histogram contains 
useful information; for example, whether the 
logic swing is correct and whether there are 
any intermediate states caused by a fault. 
Figure 7 c) shows the final logic state diagrams 
obtained by setting the threshold between the 
two peaks of the histogram. The figure shows 
the first 32 of the 512 logic states. 

Figure 8 shows the logic state measurement 
time TM versus the number of states M in the 
test cycle for an experiment in which the clock 
rate was 1 MHz, the duration of the electron 
beam pulse was 10 ns, and the required voltage 
reso lution was 0.2 V. 

The solid line represents the measurement 
time. The measurement time required for 1 024 
logic states was 30 s. As expected , above 
M = I 00 the measurement time was proportional 

FUJITSU Sci. Tech. J., 26, 1, (April 1990) 
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to M. The deviation below M = 100 is due to 
the processing time of the computer. The 
broken line represent the efficiency Ts / TM, 
where Ts is the measurement time estimated 
from Equation (1 ). The efficiency is also propor­
tional to M and is typically 70 for 1 024 logic 
states. Therefore, the measurement time is 1 /70 
the time required for stroboscopic waveform 
measurement. 

6. Conclusion 

A logic state measurement technique which 
combines multi-stroboscopic sampling with s­
curve interpolation was devised to reduce the 
measurement time . The measurement time 
using this technique is typically 30 s when the 
required voltage resolution is 0.2 V, the time 
resolution is 10 ns, the number of states is 
1 024 , and the clock rate is 1 MHz. This is 1/70 
the time required for stroboscopic waveform 
measurement. 
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An electron beam tester for design verification and fault diagnosis of large-scale high -density 

ICs was developed . 

The tester can measure voltage waveforms of fine electrodes in VLSI circuits by using 

an electron beam. The measurement time resolution is 100 ps and the voltage resolution 

is better than 0.1 V. 

The electron beam tester is directly connected to an LSI tester to reduce the propagation 

delay and waveform distortion. It can measure through the ins ulat ion film and can test 

a logic circuit with a long repetition frequency in a short time. 

1. Introduction 
The number of transistors in a VLSI chip 

ranges from several hundred thousand to several 
million 1

). However, the number of input and 
output pins of VLSI does not increase with 
the number of transistors. Therefore fault 
diagnosis estimated by the status of input 
and output pins has been extremely limited. 

The electron beam tester shows promise 
in the direct measurement of internal circuits 
for design verification and fault diagnosis. 
The electron beam tester produces a very fine 
focused beam for high-precision measurement 
using Scanning Electron Microscope (SEM) 
techniques. By using stroboscopic sampling, 
high-speed waveform measurement is also 
possible2

). 

For practical use of the electron beam 
tester, the following must be achieved: 

1) Steady signal supply without delay or distor­
tion to high speed VLSis in a .vacuum , 
and quick and easy replacement of the 
Device Under Test (DUT) , 

2) Measurement through the insulation film 
protecting the VLSI surface; and 

3) Short measurement time, especially for logic 
circuits having a long test cycle. 
To solve these problems, a new electron 

beam tester was developed. This paper presents 
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an overview of the new tester, and describes 
the techniques used to develop it and their 
effects. 

2. Overview 

Figure 1 shows the new electron beam tester 
and Table 1 lists its main specifications. 

Fujitsu's 16-bit personal computer FM-16,6 
is used to select the test mode, set parameters, 
and control the system including chamber 
evacuation and the stage shift sequence. It also 
accumulates and edits the results. 

The electron beam column and its controller 
for generating, scanning, and focusing the 
electron beam were made by modifying a 
conventional scanning electron microscope. 
A beam blanker and a hemispherical secondary 
electron energy analyzer3

) are also incorporated. 
The beam blanker generates 100 ps electron 
beam pulses using a Mianda electron beam 
scanner4>. It provides a measurement time 
resolution of 100 ps. 

We also developed automatic control for 
focusing , beam alignment, gain and offset of 
secondary electron signals, and signal averaging. 
Automatic signal averaging is used to measure 
at the same accuracy under all operating condi­
tions. The waveform measurement time is 
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Table 1. Specifications 

Item 

Measurement items 
Time resolution 
Voltage accuracy 
Signal bandwidth 

Measurement range 

Special resolution 
Measurement area 
Automatically 

controlled item 

DUT changing time 
Output mode 
DUT 

Contents 

Voltage waveform, logic state 
100 ps 
100 mV 
200 MHz 
10 µ.s from trigger, 1 024 clock in 

logic state 
0.5 µ.m (accerelating voltage: 1 kV) 
100 mm square 
Beam control parameters, working 

distance, beam alignment , image 
focus, sampling time 

5 min 
CRT, X-Y plotter 
input /output pins : 288, packaged 

DUT: Device Under Test 

Gun EB controller M easurement controller 
r-------- -- ---------1 

Timing 
generator 

' 

1 2 · · · m ,____~,-' ~ 
I :l 
I C. 

Buffer and signal ! ~ 
- ~~~~~~:: ___ __ ____ - J u 

Fig. ! -Electron beam tester and its block diagram . 

generally 10 s to 20 s at a 0 .1 V resolution 
and 1 MHz sampling frequen cy. 

These specifications enable the operator 
to use the electron beam te.ster in the same way 
as when probing electrodes using an oscillo­
scope. Even a circuit designer who is unfamiliar 
with electron beam devices can use the tester 
very easily by selecting test points and making 
decisions based on the test results. These tester 
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features contribute greatly to efficient and 
accurate diagnosis. 

3 . Direct connection with test head of LSI 
tester 
When using the electron beam tester , the 

DUTs must be in a vacuum. After changing the 
DUTs, the chamber must be reevacuated which 
is troublesome and time consuming. Also, 
because fine 1 µm wiring patterns must be 
tested, each image must be enlarged several 
hundred times to determine the test point. 
The field of view is 200 µm to 300 µm square 
and must be frequently shifted. We have there­
fore developed a subchamber through which 
the DUTs can be supplied to the tester 1 see 
Fig. 2 a) I . 

To test VLSis we must supply electrical 
power and a large number of signals. However, 
it is difficult to install the test head in the 
vacuum chamber because the drive circuits are 
large and generate considerable heat. This 
means that the signals and power should be 
supplied from outside the vacuum chamber. 

To externally drive the OUT in the vacuum, 
even when the test head is beside the electron 
beam tester the signal cables will need to be 
almost two meters long. This is long enough 

to cause a propagation delay or signal waveform 
distortion and therefore hamper the testing 
of high speed devices. Driving a OUT with 
numerous input /output pins at high speed (i.e. 
over several tens of megahertz) requires short 
signal path lengths and a high performance 
LSI tester. 

We developed the stage mechanism shown in 
Fig. 2 b) to shift the image field. The test head 
of the LSI tester is installed outside the vacuum 
chamber and conne·cted directly to the stage. 
This reduces the signal path length to about 
200 mm, and therefore supplies signals with less 
distortion. Various ways of directly connecting 
the test head and OUT are shown in Fig. 3 . For 
the new tester we chose method a) because it 

allows easy assembly and maintenance of the 
column. 

When the OUT is changed, the entire 
performance board including the peripheral 

FUJITSU Sci. Tech. J., 26 , 1, (April 1990) 
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Electron beam 

Subchamber 
Subchamber Energy ana lyzer 

VLSI 

X-Y stage 

Test head of LSI tester Test head of LS I tester 
Test head of LSI tester 

a) Conventional mechanism 
(stage is in the vacuum chamber) 

b) New mechanism 
(during measurement) 

c) New mechanism 
(during DUT replacement) 

Fig. 2-0utlines of the conventional and new mechanisms. 

Column 

Chamber ~~c) 
L S,I Chamber 

Test head a) Test head b) 

'Test head Test head 

L S I 
Chamber ¢" _.._._ c) Chamber 

Column 
c) d) 

Fig. 3-Ways of connecting an electron beam tester to 
an LSI tester 

( ~ : indicates direction of movement). 

Fig. 4-Example of a performance board. 

circuits is replaced. The VLSI's peripheral 
circuits are made in advance so that the system 
can be used efficiently by simply replacing 
the performance board (see Fig. 4 ). 

To reduce the replacement time , we made 
a subchamber having about 1/30 the volume 
of the main chamber. This subchamber enables 

FUJITSU Sci. Tech. J., 26 , 1, (Apri l 1990) 

Fig. 5-Electron beam tester mechanism. LSI tester test 
head is connected under the electron beam 
column. Cables between tester and test head can 
be seen on the left side. 

the DUT to be replaced by simply releasing 
the subchamber vacuum while 
the vacuum in the electron beam 
main chamber j see Fig. 2 b) f . 

maintaining 
column and 

After replacing the DUT, the subchamber 
is quickly re-evacuated to about 1 Pa and the 
DUT is moved to the main chamber. At this 
point , the vacuum in the main chamber falls 
to about 1 Pa but is soon completely recovered. 

This system reduces VLSI mounting time 
to one minute or less and reduces to five 
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minutes or less the time required to achieve the 
vacuum of 6.6 x 10-3 Pa needed for testing. 

Figure 5 shows the mechanism. The test 
head of the LSI tester is installed under the 
stage and is connected to the LSI tester by 
cables. 

D Electron beam pulses 

D 

p 

Fig. 6-Shooting electron beams to the LSI electrodes 
through the insulation film. 

4. Measurement through the insulation film 
The surface of a!l LSI chip is covered with 

a PSG or silicon nitride insulation film (passiva­
tion film) to protect it from humidity and other 
environmental influences. Also, the higher the 
density of circuit elements, the more likely 
it is that the wiring will be multi-layered. There­
fore the electron beam tester must usually be 
applied to positions covered by insulation film 
(see Fig. 6). 

When an electron beam is applied to the 
insulation film, the film is charged and the 
VLSI's surface potential is changed resulting 
in inaccurate testing or image display. Figure 7 
shows SEM images of devices with and without 
insulating film. The wiring pattern of the device 
without a film can be clearly seen. But the 
image of the device with a film is unclear, and 
it is difficult to accurately determine the test 
location using the image. 

The insulation film used to be removed 
before testing by chemical etching, but this 

a) Without insulation film 

b) With insulation film 

Fig. 7-SEM images of devices with and without insulation film. 
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b) Random phase sampling 

Fig. 8- Measurement through the insulation film. Applied waveform is a square wave . 

At low frequency At high frequency 

> > 

a) Waveform measured using conventional 
stroboscopic sampling 
At high frequency, low distortion data can 

be obtained 

Voltage waveform to be measured 

> l 
..L ...L ...L ...L 

2 13 5 7 14 3 1 11 9 6 4 12 8 10 
I 

b) An example sampling sequence of RPS 

>I~ 
2 3 4 5 6 7 8 9 10 11 12 13 14 

c) Quasi voltage waveform rearrenged in sampling 
sequence. This looks like a high frequency waveform 

Fig. 9-Algorithm of random phase sampling (RPS). 

is difficult to do without damaging the wiring 
pattern. 

When a square wave was measured using 
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conventional stroboscopic sampling without 
removing the insulation film, a highly distorted 
di ff eren ti al 
Fig. 8 a) f 

possible. 

waveform was 
and accurately 

observed j see 
testing was not 

To observe a SEM image, the alternate 
phase scanning method 5

) was developed. To 
measure a waveform with the insulation film 
intact, the fast phase scanning method 6

) • 
7
) was 

developed. However, in the fast phase scanning 
method , con trol of the electron beam position 
is complex and the signal processing required 
for quantitative voltage measurement is difficult 
to implement . 

Considering that a differential waveform 

can be obtained at low frequency and that low 
distortion data can be obtained at high frequen­
cy by measuring a square wave l see Fig. 9 a) f , 
we developed the random phase sampling (RPS) 
technique8>. 

A sampling phase is selected at random 
in the test range l see Fig. 9 b) f so that testing 
is not continued at only one level (high or low). 
Figure 9 c) shows the rearranged quasi wave­
form. This looks like a high frequency waveform 
and enables accurates measurement through 
the insulation film. The data collected at each 
test phase is accumulated and displayed in phase 
sequence. 

By using this technique an accurate wave-
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b) Logic state display for 500 patterns of a 1 024 step 
pattern 

Fig. IO - Sampling measurements. 

form is obtained with little distortion l see 
Fig. 8 b) f . The voltage is reduced by about 
25 percent when the insulation film is I µm 

thick and becomes even smaller as the wiring 
pattern gets thinner. This is probably due to 
the local field effect and to the electrical field 
in the insulation film . 

5 . Short time measurement of logic waveforms 
Stroboscopic waveform measurement2> was 

developed to enable the electron beam tester 
to measure a rapidly varying periodic voltage 
waveform. The advantage of this method is 
that rapid waveform changes can be accurately 
measured using short electron beam pulses. 
However, since there is only one sample in 
each repetition cycle, it takes a long time to 
measure waveforms having a long period. For 
example , if 1 000 patterns are repeated using 
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a 1 MHz clock, it takes hundreds to thousands 
of seconds to measure a logic waveform ; which 
is far from practical. 

We developed a multistroboscopic sampling 
(MSS) technique 9) that applies numerous 
electron beam pulses in a single cycle for logic 
waveform measurement. A waveform is sampled 
m times in a single cycle pattern string. 
Theoretically , the measurement time will be 
reduced to 1 /m , but in practice it may be longer 
due to the processing time of the computer. 

Figure 10 shows the results of MSS measure­
ment when 1 024 patterns are repeated using 
a 1 MHz clock. Sampled data is converted to 
a quantitative voltage value and the frequency 
is displayed in a histogram as shown in Fig. 10 a) . 
The logic waveform is obtained by determining 
a threshold level j perpendicular line between 
the two peaks in Fig. 10 a) f . Figure 10 b) 
shows the first 500 of the 1 024 patterns. The 

measurement took about 30 s at a voltage 
resolution of 0.2 V and a time resolution of 
10 ns. This measurement time is about 70 times 
less than the time required by the conventional 
stroboscopic waveform measurement technique. 
The method is explained more fully in another 
paper in this series. 

6 . Conclusion 
We have developed an electron beam tester 

connected directly to an LSI tester. A sub­
chamber enables easy replacement of DUTs 
and the tested VLSI can be replaced together 
with the entire performance board. These 
developments have reduced sample replacement 
time to about five minutes. The electron beam 
control system is automated to simplify diagnos­
tics and to enable testing through the insulation 
film using a random phase scanning technique. 
Use of multistroboscopic sampling reduced 
the logic waveform measurement time to 1 /70 
the time required by the conventional method. 
This tester can be used for VLSI design verifica­
tion with wires 1 µm or finer. It reduces 
development times and assists in VLSI perform­
ance improvement. 
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Phase-Shifted Gratings for DFB Lasers 
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The introduction of phase shifts in the grating for distributed feedback (DFB) lasers gives 

additional freedom in D FB laser design to realize various kinds of advanced performance . 

Here, a technology of fabricating a multiple-phase-shifted grating for long-cavity DFB 

lasers for coherent optical communication systems has been developed. This new technology 

is based on a method using a phase-shifting mask. A new phase-shifting mask with three 

steps in the height has been developed and uniform gratings with the three phase shifts of 

0.8 1T have been fabricated . This method can provide not only an arbitrary phase shift, but 

also an arbitrary combination of phase shifts at arbitrary locations . 

1 _ Introduction 

DFB lasers have been developed for high­
speed optical communication systems. One of the 
most important elements in the DFB structure 
is the grating to provide distributed feedback . 
The first DFB laser for optical communication 
systems used a uniform grating 1

). 

However, such a DFB laser does not neces­
sarily oscillate in a single mode. Theoretically 
two-mode oscillation takes place in DFB lasers 
with a uniform grating and an anti-reflection 
coating on both facets. This is because of the 
cancellation between one running wave and the 
wave being fed back along the cavity due to 
their phase difference of 7r close to the Bragg 
wavelength. There are two modes with the same 
threshold gain on both sides of the stop band . 
An elegant way of achieving stable single-mode 
operation in DFB lasers is to use a n (or A./4) 
phase shift in the grating2

). This matches the 
phase of the two counter running waves and 
gives single-mode oscillation at the Bragg wave­
length . An interesting feature of this 7r phase shift 
is that the field intensity is strongly enhanced 
at the phase shift point. This field enhancement 
sometimes causes the spatial hole-burning effect 

and gives undesired multiple-mode operation at 
high output powers 3

). However the field en­
hancement at the phase shift point provides new 
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freedom in design for advanced' DFB laser 
structures. One example is the dislocation of the 
phase shift point from the center of the cavity4

). 

This gives a higher field intensity at either end 
of the cavity , increasing the output from a facet. 
Another example is an introduction of multiple 
phase shifts in the grating5

) . This provides not 
only single-mode oscillation near the Bragg 
wavelength , but also a large freedom in control­

ling field distribution along the laser cavity. A 
long-cavity multiple-phase-shifted (MPS) DFB 

laser for narrow linewidth operation is a typical 
example. In the MPS-DFB laser, a high field 
uniformity is realized by the effect of multiple 

phase shifts to suppress the undesired spatial 
hole-burning. Thus the introduction of phase 
shifts in the grating is of great importance for 
realizing advanced performance of DFB lasers. 

Several techniques to fabricate a phase-shifted 
grating have been developed , for example , use of 
both positive and negative photoresists6

) • 
7

) , use 
of a phase-shifting mask 8

) , use of an EB direct 
writing9

) and use of a self-interference grating 
mask 10

). Among them , the method using a 
phase-shifting mask makes it not only possible 
to produce an arbitrary phase shift, but also to 
simplify and to obtain high through-put of 
grating fabrication. 

In this paper, a new method of fabricating a 
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Fig. I - Structure of multiple-phase-shifted DFB lasers. 

multiple-phase-shifted grating using a phase­
shifting mask for advanced MPS-DFB lasers is 
described. 

2. Multiple-phase-shifted DFB lasers 

Coherent optical fiber communication sys­
tems require DFB lasers with very narrow 
linewidth. The straightforward way to re­
duce the laser linewidth is to make the cavity 
longer11

)' 
12

). However, in the long-cavity laser, 
the coupling coefficient KL tends to be large 
and this causes the spatial hole-burning and 
resultant mode instability 3l. It is necessary to 
make a long-cavity laser with uniform field 
distribution along the laser cavity. To achieve 
this , a multiple-phase-shifted grating is intro­
duced in DFB lasers . 

So far , two types of long-cavity MPS-DFB 
lasers have been discussed. These lasers have 
three phase shifts of <I> with the same signs 
or opposite signs in the grating as illustrated in 
Fig. 1. One phase shift is located at the center 
of the cavity and the other two phase shifts are 
located symmetrically with respect to the 
center. Parameter a is introduced to indicate 
the position of the first and the third phase 
shifts. The term a is expressed as a= L 2 /(L 1 + 
L 2 ) . L 1 is the distance between the first or the 
third phase shift and the end of the cavity , and 
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Fig. 2- Comparison of field distribution. 

L 

L2 is the distance between the first or the third 
and the second (center of the cavity). Theoreti­
cally , we can obtain good performance in MPS­
DFB lasers when <I>= 0 .87T (f.../5-shifted) and 
a= 0 .75. The comparison of the field distribu­
tions of the i\./4-shifted DFB laser and the 
MPS-DFB laser with (<I> , <I> , <I>) grating is shown 
in Fig. 2 . Both lasers have the same coupling 
coefficient of 2.5 and the same cavity length 
of 1.2 mm. Obviously, the intense field non­
uniformity is suppressed in the MPS-DFB 
laser, compared with that in the i\./4-shifted 
DFB laser. Here , a new parameter called the 
flatness factor Fis defined , which indicates the 
flatness of the field intensity along the laser 
cavity . When a normalized field intensity and 
its average are expressed as f (z) and / 0 , respec­
tively , Fis given by 

IJL F= - jf(z) - fof 2 
dz. 

L o 

Both (<I> , - <I> , <I>) and (<I> , <I> , <I>) grating give 
almost the same field distribution. Their F 
is nearly 0.024 , while the F for a i\./4-shifted 
DFB laser is nearly 0.32 . This uniform field 
distribution in MPS-DFB lasers suppresses the 
hole-burning effect and makes it possible to 
make a long-cavity DFB laser for linewidth 
narrowing. The threshold gain difference fl.cxL 
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Fig. 3 - Conventional phase-shifting mask. 

0.9 

:0 
"' 6 

" 0.8 
.g 

0.7 

1/)1 , rr (rad) 

KL= 2.5 a = 0.75 
L = 1 200 µm 1])2 = 0.8 rr rad 

Fig. 4 - Mapping of threshold gain difference /::,.cx.L. 

of the (<I>, <I> , <I>) grating is 0.34 while the !::.<XL 
of the (<I> , - <I> , <I>) grating is 0.17. Therefore the 
(<I> , <I> , <I>) grating is expected to give higher 
performance. 

One of the simplest methods of fabricating 
a phase-shifted grating is to use a phase-shifting 
mask , as reported by Shirasaki et al8

). With this 
conventional phase-shifting mask , however, it is 
only possible to make the (<I>, - <I> , <I>) grating 
as illustrated in Fig. 3. With the (<I> , - <I> , <I>) 
grating, a very narrow linewidth of 830 kHz 
has already been achieved in a MPS-DFB laser 
with a 1.2 mm long cavity 13

) . However, much 
better performance can be expected for the 
(<I> , <I> , <I>) type MPS-DFB laser. Therefore 
developing a technology to make the (<I> , <I> , 
<I>) grating is strongly required . This will not 
only enable much better performance MPS­
DFB lasers to be made but also more advanced 
DFB lasers by controlling the field distribution. 
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3 . Requirements for multiple-phase-shifted 
grating 

It is important to investigate the require­
ments for the grating in MPS-DFB lasers. The 
effect of the variations of phase shifts from 
0 .8n was theoretically evaluated. Here the 
three phase shifts are denoted as <I>1 , <1>2 , and 
<l>3 . The coupling coefficient KL is 2.5 and the 
parameter a is 0.75. In calculation , <1> 2 was 
fixed at 0 .87r. We evaluated the threshold gain 
difference !::.<XL when <1> 1 and <I>3 are varied 
between 0.67r and l.On. Figure 4 shows the 
mapping of the threshold gain difference !::.<XL. 
The shadowed region shows where !::.<XL is 
above 0 .3, which is enough to maintain single­
mode operation 14

)_ We also evaluated the flat­
ness factor F. 

Figure 5 shows the mapping of F. In this 
mapping, F never exceeds 0.04 15

)·
16

). So the 
flatness does not give any limitation to the 
variations of phase shifts within the range in 
Fig. 5. Therefore phase shifts in an MPS grating 
should be required to be in the shadowed 
region shown in Fig. 4 . 

4. Principle of generating phase-shifted grating 

patterns 

In addition to the variations in phase shifts, 
uniformity of the grating over a wafer is also 
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= A/(sin 81 +sin 82 ). 

a= (82 - 81 )/2. 
a' = (82 - B;)/2. 

Bi'= arcsin (sin 81/ n 1 ). 

82 = arcs in (sin 02 / n , ). 

Fig. 6-Principle of generating phase shift. 

very important. To realize large , uniform grat­
ing, Shirasaki et al. developed a method to 
fabricate phase-shifted gratings using a phase­
shifting mask on the basis of the interference 
lithography technique8

). In this technique , a 
phase-shifting mask with a step is used. The two 
laser beams for interference lithography are 
tilted differently from the normal as illustrated 
in Fig. 6. 

The period A of the first order grating is 
determined by the wavelength of incident laser 
A. and the two incident angles 81 and 82 as 
follows: 

When the two incident angles are the same, 
8, A is given by 

A= A./ (2 sin8). 

This corresponds to the grating period of 
conventional interference lithography. The inter­
ference grating pattern propagates along the 
path of energy flux, which is along the line 
bisecting the angle between the two incident 
beams. Then, the path should be shifted if the 
two beams have different incident angle toward 
some kind of dielectric material as illustrated 
in Fig. 6. Hence, the amount of lateral shift xis 
written as follows: 

x = d[tanj(82 - 8i)/ 2f - tanj(82' - 81 ')/2f] . 

Here d is the step height of dielectric material 
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Fig. 7- Multiple-phase-shifting mask. 

and 81 ' and 82 ' are the angles after refraction 
obtained from Snell's law : 

n sin8 1' = sin81 , 

and 

n sin82 ' = sin82. 

The term n is the refractive index of the 
dielectric material. The phase shift <I> can be 
controlled by adjusting the incident angles of 
the two laser beams in holographic exposure . 
Thus the <I> is given by 

<I>= 2 rrx / A 
= 2 rrd[tanj(82 - 8i)/2f -

tanj(82 ' - 81')/2f ] / A. 

A phase-shifting mask has been developed on 
the basis of this idea. 

5. Multiple-phase-shifted grating 

5 .1 Design of MPS mask 
A new phase-shifting mask with three steps 

is shown in Fig. 7. Different step heights , d1 , 

d 2 , and d 3 , on a mask produce different phase 
shifts of <I> 1 , <I> 2 and <l>3 , respectively, and it 
enables the sign of the phase shifts to be made 
all positive . With d1 = d2 = d3 , it is possible to 
obtain the phase shifts (<I> , <I> , <I>) for MPS-DFB 
lasers as illustrated in this figure. Fused quartz 
was chosen for the dielectric material because 
it has low absorption at 325 nm, the wavelength 
of the incident He-Cd laser used for holographic 
exposure. The height d was designed as 2 .15 µm 

and the asymmetric angle Q'. as 5 .48 degrees. If d 
is small , Q'. will be larger than ten degrees. Then 
it is impossible to get an anti-reflection coating 
below two percent to suppress multiple reflec­
tions between the two surfaces of the mask and 
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also between the mask and the substrate8
) . On 

the other hand , when Q'. is smaller than three r 
'--~~~~~~~~-".--~~---' 

degrees , d will be more than 3 µm . The large 
step will cause the problem of contact between 
the substrate and the mask , and will also make 
the fabrication of a uniform mask more diffi­
cult. Thus we designed d to be 2.15 µm and 
Q'. to be 5 .48 degrees. 

Next the step widths were designed , con­
sidering that the (- <P , - <P , - <P) type MPS­
DFB laser is equivalent to the (<P , <P, <P) laser. 
The mask was designed so that the phase shifts 
(<P , <P , <P) and (- <P , - <P, - <P) repeat alter­
natively, considering the application for 1.2 mm 
long MPS-DFB lasers as illustrated in Fig. 1 with 
a = 0 . 7 5. By cleaving a wafer with a multiple­
phase-shifted grating at the positions where both 
the center of the lowest shelf and that of the top 
shelf of the steps are located , a number of both 
(<P , <P , <P) type and (- <P, - <P , - <P) type MPS­
DFB lasers are fabri cated at once . Therefore , the 
lowest (the 0th) shelf of the steps was 300 µm 

wide because L 1 was 15 0 µm. Both the first and 
the second shelves were 450 µm wide because 
L 2 was 450 µm. And the top (the third) shelf 
was 300 µm wide because L1 was 150 µm. 

5.2 Fabrication of MPS mask 
Figure 8 shows the fabrication process for 

this mask. Basically, it is a modification of the 
manner for the conventional one8

) . The mask 
was 64 x 64 mm 2 and 2 mm thick. The efficient 
area was 40 x 40 mm 2

• First , thin aluminum 
film was patterned by the lift-off technique onto 
a fused quartz substrate with optically polished 
surfaces . This pattern was 300 µm wide. Next, 
the first Si02 film of 2 .15 µm was deposited 
onto it by sputtering. Both the deposition rate 
and uniformity were controlled. These pro­
cedures were repeated until three aluminum 
layers were embedded in Si02. The second 
pattern was 1.2 mm wide and the third was 
2 .1 mm wide. Then , aluminum film was pat­
terned reverse to the third layer by the lift-off 
technique. This pattern was 300 µm wide. The 
third Si02 film was etched off by reactive ion 
etching with CF4 gas. The etching stopped 
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Fig . 8- Mask fabrication. 

Table I. Measured heights and expected phase shift 

Step Height (µm) Phase shift (rad) 

1 2.16 ±0.05 0. 787T ±0.03 

2 2.18 ±0.04 0.807T ±0.02 

3 2.23 ±0.04 0.827T ±0.02 

automatically when it reached the third alumi­
num film. Then the naked aluminum film was 
removed with acid. These procedures were 
repeated two more times and a new phase­
shifting mask of three pairs of steps was ob­
tained. Then an anti-reflection coating below 
two percent was formed on both surfaces of 
this mask. 

S .3 Evaluation of MPS mask 
Table 1 shows the measured step heights and 

FUJITSU Sci. Tech. J., 26 , 1, (April 1990) 



M. Matsuda et al. : Phase-Shifted Gratings for DFB Lasers 

0.8rr phase shift 

Unifo rm grat ing 

MPS gra ti ng 

- 0.8ir - l.6rr 

Fig. 9-SEM photographs of MPS grating. 

expected phase shifts with their deviations over 
a 30 x 30 mm 2 area in this 64 x 64 mm 2 mask. 
Suppose the <1>2 at the center is 0.87T, <1>1 and 
<l>3 are calculated to be 0.787T and 0.827T, 
respectively from the measured d1 and d3. As 
shown in Table 1, high uniformity was attained 
over the 30 x 30 mm 2 region. Expected phase 
shifts corresponding to the heights satisfied the 
requirement for the threshold gain difference 
l::..cx.L above 0 .3, as shown in Fig. 4. Consequent­
ly, it is confirmed that the fabricated multiple­
phase-shifting mask should offer good multiple­
phase-shifted gratings. 

Next the reflectance from the two surfaces 
of this mask was measured against incident 
angles between 35 degrees and 50 degrees by 
detecting the reflected He-Cd laser power. The 
reflectance for the two incident angles is below 
two percent which is enough to suppress multi­
ple reflections between the two surfaces of the 
mask and between the mask and the substrate. 

S .4 Fabrication and evaluation of MPS grating 
Multiple-phase-shifted gratings were fabri­

cated using the new mask and interference 
lithography. First, positive photoresist was 
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coated on InP substrate. The mask surface with 
the steps was brought into contact with the 
photoresist and the photoresist was exposed by 
the two He-Cd beams with the incident angles 
of 36.9 degrees and 48.5 degrees. Then the 
photoresist was developed and the pattern was 
printed onto an lnP substrate by wet etching. 
The photoresist was removed and finally a 
multiple-phase-shifted grating was fabricated. 
In the interference lithography process, the 
thickness of the photoresist was adjusted so that 
the reflectance was below two percent for the 
two incident angles of 36.9 degrees and 48 .5 
degrees. This is because it is necessary to suppress 
the fringe pattern due to multiple reflections. 

Figure 9 shows the scanning electron micro­
scope photographs of the gratings. To evaluate 
the phase shifts, two gratings, both having 
exactly the same period, were put face to face. 
The lower grating has multiple phase shifts of 
0.87T, while the upper has no phase shifts. On 
the left, they have the same phase. In the 
middle, the lower has a phase shift of nearly 
0.87T against the upper. And on the right, the 
lower has a phase shift of nearly l .67T against 
the upper. 
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Fig. 10-Distribution of diffraction efficiency. 

The uniformity of the grating depth was 
also evaluated. Figure 10 shows the distribution 
of diffraction efficiency by measuring the 
diffracted He-Cd laser power over the sub­
strate of 27 x 24 mm 2

. The diffraction effi­
ciency is determined by the depth and the shape 
of the grating. When a shallow grating is fabri­
cated, its shape becomes trapezoidal. So , diffrac­
tion efficiency is almost directly proportional 
to the grating depth . Thus the distribution of 
diffraction efficiency is assumed as the distribu­
tion of the grating depth . This uniform distribu­
tion of diffraction efficiency shows the very 
uniform depth over the entire grating. On the 
other hand, the phase-shifting mask did not 
harm the uniformity of the grating. This is 
because if the mask surface is abraded and the 
light is scattered , uniform grating will never be 
fabricated . 

6 . D iscussion and conclusion 

In the case of conventional ;\/4-shifted DFB 
lasers , the phase shift can be evaluated from 
their spontaneous emission spectra of the laser 
because the phase shift determines where the 
oscillation mode is located between the two 
submodes on both sides of the stop band . 
However, this technique cannot be used for 
MPS-DFB lasers because spontaneous emission 
spectra of MPS-DFB lasers are much more 
complicated than conventional ;\/4-shifted DFB 
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lasers. In this paper, the phase shifts are only 
evaluated indirectly from the step heights and 
the two incident angles in holographic exposure. 
Although the evaluation was indirect, it is 
confirmed that the uniform step heights and 
fairly small variances of phase shifts over an area 
of 30 x 30 mm2 were obtained. 

By using this technique , a very good multi­
ple-phase-shifting mask which satisfied the 
design was obtained . This was due to controlling 
the Si02 deposition and the successful fabricat­
ing process . In this paper, the mask was designed 
only for fabricating the grating with multiple 
phase shifts of the same value and symmetric 
location along the cavity . This is because it is 
for MPS-DFB lasers. However, an application of 
this method gives more freedom in device 
design , since it enables fabricating a mask to 
make necessary phase shifts at necessary posi­
tions . It is believed that it will become one of 
the highly advanced technologies for fabricating 
more complicated device structures in the 
future . 

In conclusion , a multiple-phase-shifting mask 
to form a multiple-phase-shifted grating has been 
developed. And the uniform multiple-phase­
shifted grating for MPS-DFB lasers was fabri­
cated by this new technique. 
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This paper presents an overview of an experimental reflective programming system (Ex Reps) . 

ExReps is an environment in which one can input programs and execute goals. It consists 

of two layers: the abstract machine layer and the execution system layer. Both layers are 

based on an enhanced metacall mechanism. Reflective operations are implemented on these 

metacalls. This paper shows examples of program execution on Ex Reps and examples of 

reflective programming. 

1. Introduction 
Recently, various parallel logic languages 

have been proposed. PARLOG 1
), Concurrent 

prolong2> and GHC3
) are examples of such 

languages. Because these languages embodies 
the concept of processes and synchronization 
inside a language, it is natural to try to describe 
an operating system in these languages. 

In fact, various work has been done for sys­
tems programming from the very beginning 
of parallel logic languages4> • s). PPS (PARLOG 
Programming System)6

) and Logix 7) are 
examples of such systems. However, the result­
ing systems consist of huge amounts of codes 
and their overall structures are unclear. 

Unlike conventional programming languages, 
problem solving in GHC consists of two parts, 
i.e. a program and a goal. The goal corresponds 
to the initial query and the program is the 
collection of rewriting rules. GHC program 
execution is performed by consecutively apply­
ing GHC programs to the given goal until it 
becomes empty. 

A parallel programming system can be 
defined as a system that supports this type 
of problem solving in a parallel logic language. 
It is a system in which one can load programs 
and execute goals. 

The objectives of our research are as follows: 
First, we want to design a simple programming 
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system that is totally written in a parallel 
logic language and that is written in a more 
structured manner8>. Second, we would like 
to test advanced features of a programming 
system such as reflective operations9>' 10>. 

We have built a new programming system 
called ExReps "Experimental Reflective 
Programming System" 11

) in GHC. We chose 
GHC because it had syntatic simplicity and 
semantic cleanliness. One feature of ExReps 
is the reflective capability it provides. This 
capability allows the user process to catch 
the current state of the system, modify it, 
and then return it to the system. This feature 
makes it possible to design a powerful program­
ming system in a simple manner. In this paper, 
we present an overview of the ExReps system. 

The organization of this paper is as follows: 
Chapter 2 describes the overall structure of 
ExReps. Chapter 3 describes metacalls which 
provide the bases for our programming system. 
ExReps consists of two layers: the distributed 
abstract machine layer and the execution 
system layer. The distributed abstract machine 
layer is described in Chap. 4 . The execution 
system layer is described in Chap. 5. Examples 
of application program execution are shown 
in Chap. 6. Examples of reflective programming 
are shown in Chap. 7. 
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Fig. I - Overview structure of ExReps. 

2 . Overall structure of ExReps 
ExReps is totally written in GHC. Because 

GHC is a parallel language, it is quite natural 
to implement it on parallel hardware. In fact, 
various kinds of multi-micro distributed 
computers are becoming popular. Though we 
expect ExReps to be adaptable to such 
distributed hardware , we implemented ExReps 
on the PSI-II sequential Prolong machine 12

) as a 
first step. 

The overall structure of ExReps is shown 
in Fig. 1. Because the current version of PSI-II 
only understands ESP13

) (the object-oriented 
dialect of Prolong), we installed the GHC 
system first. This GHC system is a slightly 
modified version of Veda's GHC run-time 
system 14

) and it executes the compiled GHC 
programs. 

ExReps is constructed on top of the GHC 
system. ExReps consists of two layers: the 
distributed abstract machine layer and the 
execution system layer. The distributed abstract 
machine layer15

) simulates the behavior of 
distributed hardware in which multiple 
processors are interconnected. Because ExReps 
has this abstract machine layer, the change 
from PSI-II to parallel hardware is not too 
difficult . 

The execution system layer loads user 
programs and executes user goals. It is 
constructed on top of the abstract machine 
layer. 

FUJITSU Sci. Tech . J., 26 , 1, (Ap ril 1990) 

3 . Stepwise enhancement of metacalls 
User programs can be exeucted on a 

programming system. However, the program­
ming system must not fail even if a user program 
fai ls. The metacall mechanism 4l works as a basic 
unit of execution control and protection in the 
programming system. 

A metacall tries to execute, in an interpre­
tive manner, the goals that are given as an 
argument. We can separate the metacall into 
two levels: the meta-level , in which ordinary 
execution is performed ; and the object-level, 
in which goal execution is simulated inside 
the metacall. 

Various kinds of metacalls have already 
been discussed. Here, we briefly review how 
they work. 

The simplest metacall is the following single­
argument metacall: 

exec (G). 

This metacall simply executes the given 
goal "G" inside "exec" and the computation 
result is exactly the same as the direct execution 
of "G". This form of metacall does not help 
much because the execution result is always 
the same as the direct execution. 

The first extension is the following three­
argument metacall4

): 

exec (G, In , Out). 

Here, " In" is called the input stream and is 
used for communication from the system 
to the metacall. " Out" is called the output 
stream and is used for communication from 
the metacall. Goal execution can be suspended, 
resumed, or aborted by instantiating " In" to 
" [suspend !In' ] ", " [resume !In '] " or 
"abort !In ' ] ". 

If the execution of the metacall finishes suc­
cessfully , " Out" is ins tan tia ted to " [success] ". 
If it fails, " Out" is instantiated to " [ failure(R)] " 
(where " R" is instantiated to the message show­
ing the cause of the failure) . This metacall itself 
never fails, i.e. it has failure protection. 

Although this extension of the metacall 
aims at obtaining object-level information 
for the meta-level world, there is another direc-
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tion for extending the metacall. The other direc­
tion is realizing reflective capability9l ' io), in 
which the object-level goal can obtain meta-level 
information. 

Reflective operations work as wires which 
connect the meta-level and object-level. The 
object-level world can obtain meta-level informa­
tion through these wires. The user can write 
object-level programs which handle meta-level 
information, and the modified meta-level 
information can be reflected back to the meta­
level. 

The extension of metacall depends on the 
resources to be controlled. Because it is useful 
to manage processes dynamically , we explicitly 
introduce a scheduling queue in our metacall. 
This scheduling queue contains the list of active 
processes. Initially the user goal is enqueued 
to the scheduling queue. The goal execution 
is performed in cycles of dequeuing a process 
from the queue, and then applying the program 
to the process and enqueuing the new sub-goals 
to the queue. 

The enhanced metacall becomes as follows: 

exec (H, T, In, Out). 

The first two arguments express the 
scheduling queue in difference list form. The 
use of the difference list to express the 
scheduling queue was originally proposed by 
Shapiro2l. 

Next, we introduce a reduction count 16l in 
the metacall. Reduction count expresses how 
many times transformation rules are applied 
to the given goal. It corresponds to the computa­
tion time in conventional systems. We also 
add two more arguments , "Max RC" and " RC", 
in the metacall: 

exec (H, T, In, Out, MaxRC, RC). 

Here , "MaxRC" shows the maximum reduc­
tion count allowed in " exec", and "RC" shows 
the current reduction count. 

Once we obtain the enhanced metacalls , 
object-level goals are able to handle the 
enhanced information from the metacalls. 
This is because it has already been explicit in 
the metacalls. We have prepared two kinds 
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of reflective operations: "get" operations to 
obtain meta-level information and "put" opera­
tions to return the information to the meta­
level. 

We have a reified scheduling queue and 
a reduction count in our enhanced metacalls. 
We have considered four kinds of reflective 
operations that object-level program can use: 
"get_ rc", " put_rc", "get_q" , and "put_q". 

The meaning of each operation is as follows : 
"get_rc (MaxRC, RC)" gets "MaxRC" and " RC" 
from the meta-level , "put_rc (MaxRC)" resets 
" MaxRC" to the given argument, "get_q (H, T)" 
gets the current scheduling queue in difference 
list form, and " put_q (H, T)" resets the current 
scheduling queue to the given arguments. 

In the programming system , this enhanced 
metacall is used in two ways. Because this 
metacall has an i/o stream , a scheduling queue , 
and a reduction counter, it can be regarded 
as an abstract machine. An abstract machine 
receives a goal from the input stream, executes 
it while containing computed sub-goals in the 
scheduling queue, and produces the output from 
the output stream. Therefore , the enhanced 
metacall can be used to express an abstract 
machine at the distributed abstract machine 
layer. 

The other way of using enhanced metacalls 
is by expressing the user process at the execu­
tion system layer. Because the enhanced meta­
call provides the unit of execution control and 
protection , we can use it for user process 
management . 

Although we have omitted the implementa­
tion details of these extended metacalls, they 
can easily be implemented by enhancing simple 
GHC metacall implementation 17l. Implementing 
various reflective operations is also quite 
straightforward , once we get the enhanced 
metacalls. 

4 . Abstract machine layer 
In this chapter, we first describe the 

conceptual image of the abstract machine layer. 
Then we describe the actual implementation 
of the abstract machine layer. 
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4.1 Conceptual image of the abstract machine 
layer 
We construct distributed abstract machines 

on top of the GHC system. At this layer, 
abstract machines are connected by a network 
and each machine executes GHC goals. 

For example, we can define the following 
ring-connected distributed machines by using 
"exec" and " nm"; where each "exec" is the one 
described in the previous chapter, and " nm" is 
the network manager. 

d_machine:-true I 
nm (Nm4, Nml, Int , Outl), 

exec (Tl, Tl , Int, Outl , _, 0) , 

nm (Nml, Nm2, In2, Out2), 
exec (T2, T2, ln2, Out2, _, 0), 

nm (Nm2, Nm3, In3, Out3), 
exec (T3, T3, In3 , Out3, _, 0), 

nm (Nm3, Nm4, ln4, Out4), 
exec (T4, T4, ln4, Out4, _, 0) . 

When this program is executed , four net­
work managers and four abstract machines 
are generated. The network manager " nm" has 
four arguments. The first arguments is the input 
to the network manager. The second is the out­
put from the network manager. The output of 
one network manager is connected to the input 
of the other. Therefore, four " nm" processes 
are connected to the uni-directional ring. The 
third and fourth arguments of " nm" are used 
for input and output to the " exec", that is 
attached to each " nm". The scheduling queue of 
"exec" is initially empty. 

The ordinary GHC program runs inside each 
" exec". User goals can be entered in "exec" 
from the input stream. Each " exec" can throw 
goals that have a pragma 18

) to another "exec" 
through the output stream. A pragma specifies 
where the goal is to be thrown: Goal "A'', 
which has pragma " @P", is expressed as goal 
" A@P". Note that this definition allows multiple 
use of pragma for the given goal. For example, 
" A@Pl@P2" is a legal goal and pragmas are 
interpreted from the outermost level. The kind 
of pragma that is used depends on the topology 
of abstract machines. We assume that the 
pragma "@forward" is used for a uni-directional 
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ring. 
Each " nm" delivers goals. If a goal has 

a pragma, " nm" simply peels off the outermost 
pragma and sends the remaining part to the 
next "nm". A goal having no pragma is dropped 
to the " exec" connected to the "nm". There­
fore, goal "A@forward@forward" will be drop­
ped to "exec" located two ahead. 

However, these distributed GHC machines 
are isolated from the external world . We need 
to input user goals from the input device and 
display the output to the window. Therefore, 
the program of distributed machines with i/o 
must be as follows: 

d_ machine:-true I 
window (0), 
keyboard (01, I), 
nm (Nm4', Nml, Int, Outl), 

exec (Tl, Tl, Int', Outl, _, 0), 

nm (Nml, Nm2, ln2, Out2), 
exec (T2, T2, In2, Out2, _, 0), 

nm (Nm2, Nm3, In3, Out3), 
exec (T3, T3, In3 , Out3 , _, 0) , 

nm (Nm3, Nm4, In4, Out4 ), 
exec (T4, T4, In4, Out4, _, 0), 

dist (Nm4, Nm4', 02), 
merge (I, Int , Int') , 
merge (01, 02, 0). 

window 

Fig. 2-Distributed abstract machines. 
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The overall structure of this distributed 
machine is shown in Fig. 2. A window and a 
keyboard controller are added to the previous 
program for interface to the outside world. 
The window handles all input and outputs 
at the abstract machine layer level. They key­
board controller is used to generate the read 
request so that we can input goals from the 
window. Two "merge" processes are added to 
join "I" to "In'', and "O I" to "02''. 

As explained before, the scheduling queue 
of each "exec" is initially empty. The execution 
starts when a user goal is entered from the 
window. The user goal goes through the key­
board controller and enters the "exec". The user 
goal is computed inside the "exec". However, 
computed sub-goals are thrown out if they 
contain pragmas. The goals move through the 
network managers and drop to the specified 
"exec". The i/ o operations are also expressed 
as goal " A@io". We assume that this goal simply 
passes through "nm" and is captured by "dist" 
to be sent to the window. 

4.2 Actual implementation of abstract machine 
layer 
Although we have shown the conceptual 

images of the distributed abstract machine layer 
as ·a GHC program "d_machine", the actual 

implementation of this layer on ExReps is more 
complicated. In the "d_machine" program , the 
topology of abstract machines has been fixed. 
However, in the actual system, we can specify 
various distributed abstract machines. We can 
dynamically construct a linear array, ring, cube, 
square mesh, triangular mesh, hexagonal mesh, 
or tree. The size of network, i.e. the number of 
processors we want to construct , can also be 
specified. 

There are different pragmas for different 
topologies. For example, "@forward" was used 
for a uni-directional ring. However, "@right", 
"@left", "@up", and "@down" are used for 
a square mesh. 

An example of actual program execution 
on Ex Reps is shown in Fig. 3. After installing 
the GHC system, we execute the abstract 
machine construction program. This program 
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Fig. 3-Abstract machine construction on ExReps. 

dynamically creates the network of abstract 
GHC machines following the user input and 
opens the "VM_ window" in the PSI-II display 
(upper-left corner). We can specify the topology 
and size of the network from this 
"VM_ window". 

In this example, we typed in "make (tree, 
3 )", which dynamically created a tree network 
of size 3. The structures of abstract machines 
will be displayed in the " VM_area" window 
(lower-left corner). This window is used to 
display the execution state of each abstract 
machine. Each abstract machine (shown as a 
black square), is also a window, and the execut­
ing goals are displayed through these windows. 

When the abstract machines are constructed, 
the "VM window" is connected to the GHC 
machine #1. We need to use pragmas to throw 
goals to other abstract machines. Therefore, 
if "true@right@left" is typed in, that goal will 
be carried to the GHC machine #5 through 
network managers. (Note that goal "true" 
corresponds to " noop" in conventional 
languages, and pragmas are peeled off from 
the outermost level.) 

5. Execution system layer 
The execution system layer loads the user 

programs and executes user goals. In this 
chapter, we first describe the outline of the 
execution system layer. Then we describe the 
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window 

keyboard database va r diet 

shell 

Fig. 4 -Excution system layer. 

shell that accepts message from the user. The 
actual implementation of the execution system 
is also described. 

5.1 Outline of the execution system 
It is possible to execute an application 

program directly on top of the abstract machine 
layer. However, application programs are usually 
executed on the operating system. The exec u­
tion system layer operates such an operating 
system and enables the user to enter user 
programs and have execution control. The struc­
tures of the execution system are illustrated in 
Fig. 4. 

The execution system layer consists of 
a window, keyboard controller, shell, database 
server, and a variable dictionary. Each element 
of the execution system layer is realized as 
a GHC process. Arrows in the figure show the 
flow of messages between processes. The 
window is the system window of the execution 
system. It takes care of all system inputs and 
outputs. The keyboard controller always 
generates the read request to the system 
window. Therefore, we can always input goals 
or commands from the system window. The 
shell generates the user processes depending 
on the inputs from the user. The shell will 
be explained in the next section. The database 
server contains the user program. We can add , 
delete, and check the user program definitions. 
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The variable dictionary provides facilities 
for defining the macro. It can internally 
memorize the values of variables and replace 
user's queries with these values. 

5 .2 Shell 
Depending on messages from the user , 

the shell creates the user task, accesses the 
database server, or sends messages to the variable 
dictionary. The shell plays a central role in 
the execution system. 

The program for the shell is as follows: 

shell ( [ ] , Val, Db, MaxRC, Out) :-true I 
Val= [ ], Db= [ ], Out= [ ] . 

shell ( [goal(Goal)lln] , Val, Db, MaxRC, Out) 
:-true I 
Val= [record_ dict(Goal, NGoal) IVall], 
window (WOut), 
keyboard (KOut, Eln), 
exec_ server(run, NGoal, Eln, EOut, I, 0 ), 
exec ( [NGoal IT], T, I, 0, MaxRC, 0), 
shell (In, Vall, Db, MaxRC, Out), 
merge (KOut, EOut, WOut). 

shell( [db( Message) lln] , Val, Db, MaxRc, 
Out):-truel 
Db= [Message IDbl], 
shell (In, Val, Dbl, MaxRC, Out). 

shell([binding (Message)lln], Val, Db, 
MaxRC, Out):-true I 
Val= [Message IVall], 
shell (In, Vall, Db, MaxRC, Out). 

The "shell" has five arguments: the first is 
the input stream, the second is the stream to 
the variable dictionary , the third is the stream 
to the database server, the fourth is the internal 
state which specifies the maximum reduction 
count allowed for the user process, and the fifth 
is the output stream. 

This program works as follows: 
1) If the input stream of "shell" is " [ ] ", it 

means the end of input. All streams will be 
closed in this case. 

2) If "goal (Goal)" is in the input stream , 
" Goal" is sent to the variable dictionary. 
The variable dictionary checks the bindings 
of every variable in "Goal" and creates 
" NGoal" in which all variables are bound 
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Fig. 5-Creation of processes in shell. 

to the current bindings. Then a user process 
consisting of "window", "keyboard", "exec" 
and "exec server" are created. The "exec 
server" works as a backend process of 
"exec" and provides the users with various 
kinds of services. 

3) If "db (Message)" or "binding (Message)" is 
in the input stream, "Message" is sent to the 
appropriate stream. Actually , an application 
program can be registered in the database 
server by message "db (assert (Program))". 
"binding (Message)" is used to register and 
check the current bindings of variables. 
Figure 5 shows the snapshot in which user 

processes are created according to the user in­
put. Each user process has its own window and 
keyboard. Once created, it runs independently 
from the shell. Our design policy is that the shell 
is only responsible for the creation of user 
processes. Therefore, commands to the user 
process must be entered from its user window. 

5.3 Implementation of the execution system 
layer 
In the actual ExReps system , the execution 

system is created by typing in "ps" from the 
"VM_ window". When created, "PS_ window" is 
also opened. We can input user programs and 
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Fig. 6 - Execution of user program on ExReps. 

goals from the "PS_ window". 
A program execution example is shown in 

Fig. 6. In this example, we created abstract 
machines with a 2 by 2 mesh and installed 
a primes program which computes the list of 
prime numbers lower than a given number. 

User process "primes/2" is created by typing 
in " primes (20, X)" from the "PS_ window". It 
has its own user window "primes/2" ; and we 
can suspend, abort, or resume the process 
dynamically by sending appropriate messages 
from the window. We can execute other com­
mands such as "halt" , "state", and "scrol". 
"halt" closes the user window, "state" shows 
the current variable bindings of the input goal, 
and "scrol" scrolls the i/o window up or down. 
The computation result is shown in the i/o sub­
window of "primes/2" as the bindings of the 
input goal. 

6 . Application program execution on ExReps 
In this chapter, we show two examples of 

application program execution. The first is the 
four queens problem. This example shows 
the distributed execution of a user program on 
abstract machines. The second is an odd­
number-learning example. This example shows 
the interactive execution capabilities of ExReps. 

6.1 Four queens program 
As mentioned before, we can execute 
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Fig. 7- Execution of four queens program on ExReps. 

a user program in a distributed manner by 
adding pragmas to the application program. 
As an example, we chose the well-known n 
queens problem. This problem is concerned 
with the location of n queens non-overlapping 
with vertical, horizontal, and diagonal directions 
in an n by n grid. 

We tried to execute the four queens problem 
in a distributed manner. Our solution was to 
generate 4 by 4 processes which correspond to 
a 4 by 4 grid and to solve the problem by 
stream communications between processes. 

The actual program execution is shown in 
Fig. 7. In this example we created 4 by 3 grid 
abstract machines. 

The reason we created such 4 by 3 machines 
was to show the folding capabilities of abstract 
machines. Although this program creates 4 by 4 
processes, they must be folded into the 4 by 3 
abstract machines. Folding is realized by extend­
ing the interpretation of pragma to the opposite 
direction. In this case, pragma " @down" at the 
bottom row of the grid is interpreted as "up". 

There are two solutions to the four queens 
problem and the computation result is shown in 
"fourQueen/1" window. 

6 .2 Odd-number-learning 
The other application is an odd-number­

learning example. This program was made to 
demonstrate the interactive program execution 
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capabilities of ExReps. 
As explained before , we can suspend , 

abort, and resume the execution of a user 
program from the user window. However, 
we sometimes need more fine-grain execution 
control. 

The GHC program embodies the concept 
of processes and streams. (A process is regarded 
as a tail-recursive goal. A stream is regarded 
as a gradually instantiated variable.) Therefore, 
we would like to control the execution of each 
process or each stream. 

Our approach is as follows: We declare 
processes and streams explicitly in the user 
program to distinguish them from ordinary goals 
and variables. When a process or a stream is 
created, the system dynamically asks whether 
the user wants to open a window in "ps_canvas': 
If the answer is yes, a process or stream window 
will be created. We can see and control the 
current state of a process or a stream from the 
window. (Here, the "ps_canvas" window is 
regarded as a blackboard upon which we can 
freely write figures and communicate.) 

The odd-number-learning example is shown 
in Fig. 8. 

This example consists of four processes: 
"child", "knowledge", "teacher", and "even" 
processes. 

We can input integer numbers from the 
"child" process. The "child" process can access 
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the "knowledge" process and is expected to 
throw only even numbers to the "teacher" 
process . 

The "knowledge" process can contain odd 
numbers. However, it is initially empty. Initially , 
"child" does not recognize whether the given 
number is odd or even. Therefore, it simply 
passes the given number to the "teacher". The 
"teacher" knows whether it is odd or even. If it 
is odd, the "teacher" teaches the "child" that 
it is odd and it is entered in the "knowledge" 
process. If it is even , it is simply passed to the 
"even" process. 

Next time the same odd number is entered 
from the "child" process, the child can 
recognize that the number is odd by consulting 
the knowledge process and does not pass it to 
the "teacher". 

This odd-number-learning example is an in­
teractive system which models the learning 
processes of a child at a very superficial level. 

In Fig. 8, four processes and two streams are 
explicitly declared and windows corresponding 
to those processes and streams are opened. We 
can see the current state of processes or streams 
from these windows. The execution of processes 
and streams can be separately suspended, 
aborted, or resumed by entering commands 
from these windows. 

7. Reflective programming on ExReps 
We can write reflective programs by using 

the reflective operations described in Chap. 3. 
In this chapter, we show two examples of reflec­
tive programming. The first example is a load 
balancing program, the second is a dynamic 
reduction count control program . 

7 .1 Load balancing 
The first example is a load balancing pro­

gram that is executed directly on top of abstract 
machines. This load balancing program can be 
written as a reflective program by using reflec­
tive operations. 

Reflective operations must be executed 
urgently. Therefore, we introduce the concept 
of express goals, which have the form "G@exp". 
We assume that express goals are executed 
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Fig. 9 - Execution snapshot of load balancing program. 

urgently in "exec". While express goals are being 
processed, the normal execution of goals is 
frozen. When express goals are decomposed to 
subgoals, they are also processed as express 
goals. 

The load balancing program is shown below. 
If we enter "load_balance@exp" as a goal ex­
ecuted on the abstract machine, it automatically 
moves among abstract machines and performs 
load balancing. 

load_ balance :-true I 
geLq (H, T), 
length (H, T, N), 
balance (N, H, T). 

balance (N, H, T):-N>lOOI 
Nl :=N-100, 
separate (Nl, H, T, NH, NT, X), 
goals (X) @exp@down, 
load_ balance@exp@righ t, 
puLq (NH, NT). 

balance (N, H, T) :-N =<100 I 
load_balance@exp@right. 

When "load_balance@exp" is executed in­
side an abstract machine, it goes into the express 
state. The current scheduling queue of the 
abstract machine is taken out and the length of 
the queue is computed. If it is longer than 100, 
"Nl" excessive goals are separated from the 
scheduling queue and thrown out. The "load_ 
balance@exp" goal is also thrown out to the 
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right to invoke load balancing on other abstract 
machines. (I f the abstract machine is at the right 
end , it is thrown to the left.) If the queue is 
shorter than 100, it simply throws the " load_ 
balance@exp" goal to the right (or left) abstract 
machines. 

Figure 9 shows a snapshot of the execution 
of this load balancing program. 

We assumed 2 by 2 mesh abstract machines. 
This load balancing program is entered from the 
" VM_ window". This means that this program is 
executed in parallel with the execution system 
program. As a user program, we only execute rat 
programs on machine # 1 and #2 . These rat 
programs produce children incessantly and the 
load of abstract machines increases with time. 
The load balancing program is also moving 
machines # 1 and #2. When the load of ma­
chines # 1 and #2 exceeds their limitations, the 
excessive goa ls are thrown out to machines #3 
and # 4. 

7 .2 Dynamic reduction count control 
The second example is the dynamic reduc­

t ion count contro l program which is executed at 
the user program level. The following program 
shows how to define the "check_ rc" predicate, 
which asks the user whether to change the 
remaining reduction count of the user task. 

check rc :-true I 
geLrc (MaxRC, RC), 
RestRC :=MaxRC-RC, 
output ( [rc_rest=, RestRC] ) @io, 
input ( [change_rc?? ] , Ans) @io, 
check (Ans, Max RC, RC). 

check (yes, MaxRC, RC) :-true I 
input ( [add _ rc> >], AddRC) @io , 
NMaxRC:=MaxRC + AddRC, 
puLrc (NMaxRC). 

check (no, _, _) :-true I true. 

We assu me tha t input and output operations 
have the format of " input (Message_list, X)" 
and " output (Message_ list)'', respectively. In 
the case of the input , "Message_ list" is printed 
and then the user 's input is instantiated to "X". 

We insert this " check_ re@exp" goal in the 
application program. Whenever this goal is ex-
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n•k•<ring,3). 

"' 
.susp 

resull!CI l'i•lt 
shh scrol 

d1en9e_rc??no 
rc_rest~46 

.!l!l:!!!!!!!!!!!!!!!!!!!!!!- ~~~~=:t:~r no 
enter helt 'llC:roll change_rc?? ':IU 

'=""',,....,-,-=....,.-,...-ll •dd_rc>> 100. 
Hreflect _test2/0 obJ•et rc_rest•ll8 
11 cruhd I! chenge_rc11 

~--[____J -

USER : del'IO editor_buffer_window/11 
Sll'f'OSVusion4.2 

•. -. • mm! 

12-S.p-89 Tuesd•lol 10:16:51 

Fig. 10- Dynamic reduction count control example. 

ecuted, it gets "MaxRC" and " RC" and com­
putes the remaining reduction count. After 
displaying the remaining reduction count, it asks 
whether to change the reduction count. If the 
answer is "yes", it asks how much the reduction 
count is to be increased. It then computes the 
new maximum reduction count and stores it as 
the new "MaxRC" of the user task. 

If the answer is "no", it does nothing. 
An execution snapshot of this program is 

shown in Fig. 10. 
Although we created ring abstract machines 

of size 3, the structure of abstract machines is 
irrelevant. In this example, the current re­
maining reduction count is gradually decreasing. 
When it became "33", we added " 100" . How­
ever, because we consume the reduction count 
before we come across the next "check_ rc@exp" 
goal , the next display of the remaining reduction 
count is "1 18". 

8. Conclusion 
We have presented an overview of the 

ExReps system. After describing the enhanced 
metacall mechanism, we described the abstract 
machine layer and execution system layer of the 
ExReps system. Program execution examples 
and reflective programming examples were also 
presented. 

In the introduction, we described two of our 
research objectives. The first objective, construe-
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tion of a simple programming system, has been 

realized by the ex tensive use of enhanced 

metacalls. These metacalls have been used in two 

ways: to express an abstract machine and to 

manage user task. The second objective, testing 
of advanced features , has been realized by utiliz­

ing reflective capabilities. 

Our approach can be classified as a software­
oriented approach. Our "exec" can be written in 

GHC, and reflective operations work as wires 

which connect the meta-level to the object-level. 

The user can write object-level programs which 

handle meta-level information. This features 
result in a flexible and powerful system consist­
ing of small a core. 

In contrast, PIM OS 19
) tries to implement its 

"exec" directly as a built-in predicate. PIMOS 

tries to realize various features of a distributed 

operating system using a machine-dependent 

hard-wired approach. We believe that such an 

approach may result in an overly complex 

system , expecially in the case of parallel im­
plementation. 

In this paper, reflective operations have been 
defined in an ad hoc fashion. Other resources, 

such as a variable environment, can also be 
controlled in a similar manner' 7 ) . A more 

sophisticated way to define reflective operations 
may also possible 9

) . 
20

). 

Note that the programs shown here are 

extremely simplified versions. A more complete 
version of ExReps, running on PSI-II , has 
already been demonstrated at FGCS'88 11

) . 

Information on this version is available from 
the authors. 
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A lot of effort has been devoted to improving the efficiency of designing ASICs, and many 

new hardware description languages have been deve loped. However they have serious draw­

backs. They are designed for use only in limited areas, and their se mantics are constructed 

in rather an ad hoc manner. To overcome these drawbacks, UHDL, which has a multiple 

view mechanism and whose semantics are based on mathematical logic, is being developed . 

Using UHDL realizes high-quality synthesis, and there is no ambigu ity in the interpretation 

of design descriptions . This paper summarizes the important features of UHDL and its 

support tools . 

1. Introduction 
ASICs (application spedific ICs) are increas­

ing in popularity . Since only a limited amount 
of time is allowed for their design , the quality 
of available CAD tools determines the quality 
of hardware design . A lot of effort has been 
devoted to improving the efficiency of the 
design process , and many new tools have been 
developed. New hardware description languages 
(HDLs) are the most important of these. Tools 
for assisting in implementation design , such 
as placement and routing, have been successfully 
developed and there are now many commercial 
software programs available . These allow design 
data to be easily transferred from one site to 
another 1

) ,z). Many HD Ls for higher level design 
stages and their tools have also been developed 
to assist in higher level design. Even though they 
have useful mechanisms for certain purposes , 
such as automata 3~ the mechanism of hierarchical 
description4

), and multiple-view design5
), they 

are not yet practical for all logic design purposes. 
Some may have limited success in certain areas , 
such as simulation. 

They cannot be used as an HDL in a total 
CAD system for higher level design stages 
because they have at least one of the following 
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drawbacks: 
1) They are designed for use only in limited 

areas . Little attention is paid to efficient 
synthesis from high-level descriptions. 

2) Their semantics are constructed in rather an 
ad hoc manner, and they lack a rigid 
mathematical background. This can become 
a serious problem especially for asynchro­
nous designs, if designers attach different 
meanings to the same design descriptions. 
To overcome these drawbacks , Artificial 

Intelligence Laboratory researchers are develop­
ing the Unified Hardware Description Language 
(UHDL). UHDL has two important features . 
The first feature is having multiple views, like 
VHDL5

), which enables designers to see their 
designs from their own viewpoints, such as 
structure , behavior, interface , and datapath . 
As a result , UHDL can be used for most pur­
poses . In particular, designers can specify 
'a datapath in their high-level design descriptions 
so that the synthesis results will be what they 
expect . Without specifying a datapath, satis­
factory results of synthesis cannot be obtained 
from high-level design description. 

The second important feature is that the 
semantics are based on a mathematical logic 

FUJITSU Sc i. Tech. J., 26, 1, pp. 98-106 (April 1990) 
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called Interval Temporal Logic (ITL)6
) , and 

behavior is described in terms of intervals. One 
can easil y check one's understanding of the 
meanings of a description by referring to the 
model of the mathemati cal logic. Moreover, it is 
possible to describe synchronous and asynchro­
nous behavior in the same manner usi ng intervals , 
which is necessary for the design of ASIC chips. 

This paper summarizes the important 
features of UHDL and its support tools. A basic 
knowledge of HDLs such as Digital System 
Design Language (DDL)3

) is assumed . 

2. Features of UHDL 
The important features of UHDL are pre­

sented in the following subsections. The most 
important feature is that the behavior descrip­
tion of UHDL is based on a mathematical 
logic called ITL6

). Another feature is that it 
has multiple views . 

2.1 Interval Temporal Logic (ITL) and UHDL 
Although many HDLs have been developed 

for high-level design descriptions, their semantics 
are defined in rather an ad hoc way , i.e . they do 
not have any mathematical models. This can 
lead to a situation where developers and users 
have different interpretations of the design 
descriptions, thus causing many problems. 

Clear semantics are required and UHDL is 
based on the ITL, which is a time-extended 
mathematical logic. At present, the most popular 
way to describe the synchronous behavior of 
hardware is to use automaton or state transition 
representation. An examp le of a (synchronous) 
state transition diagram and its description in 
HDL is shown in Fig. 1. State transitions are 
activated during each clock cycle . This represen­
tation is easy to understand and is convenient 
for mechanical handling, because it has a clear 
mathematical model, the automaton . However, 
when asynchronous behavior is encountered , 
the representation used in Fig. I cannot be 
directly applied. Although most automaton­
based HDLs have some extension to represent 
asynchronous behavior, they have no formal 
models and are defined in rather an ad hoc 
manner. 
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reset 
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r~ 
error work 

re /\ er 

rese t: 
if st then goto work 

else goto reset. 
work: 

if re then goto reset 
else if er then goto error 

else goto work. 
error: 

if re then goto reset 
else goto error. 

a) Example of a state diagram b) HDL description of a) 

Fig. 1- State diagram and HDL description . 

state: 50 

n t,, LEN t,, m 

,..-----Interval----...,,- ---...._ 

s, 

---;----r- ... ~ 
Time 

Fig. 2 - States and an interval. 

In UHDL, intervals of ITL 6), which are 
extensions of states in DDL, are introduced 
to uniformly describe both synchrnous and 
asynchronous behaviors. The semantics of 
UHDL descriptions are based on ITL. An 
interval is a collection of consecutive states , as 
shown in Fig. 2 , and is activated and terminated 
just like DDL state transition statements . The 
only difference between states and intervals is 
the length ; s tat~s have a fixed length , whereas 
intervals have various lengths, as shown in 
Fig. 2. 

ITL is briefly reviewed before presenting the 
features of UHDL. ITL is a kind of temporal 
logic which is time-extended to classical logic. 
Classical logic can only express properties of a 
single state , and the values of variables cannot 
be changed . This means sequential circuits 
cannot be directly described using classical logic. 
Thus temporal logic is proposed as an extension 
of classical logic to enable the dynamic 
properties of hardware to be described . Jn 
temporal logic , the values of variables are 
defined at each state , so they can be changed 
as time advances . These changes are controlled 
by temporal operators . ITL has two temporal 
operators , chop and next , and is defined over 
intervals. The chop operator divides an interval 
into two su b-intervals; the former and the latter. 
The next operator specifies the properties of the 
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----Interval---~ 

B:= A 

a) Immediate assignment 

----Interval---~ 

A ----...-------------~ 

c _____________ ........__~ 

C <- A 

b) Temporal assignment 

Fig. 3 - Assignment statements of UHDL. 

next states . The meanings of these two temporal 
operators are strictly defined in terms of intervals . 
Therefore it is possible to strictly define the 
dynamic behavior of hardware in terms of 
intervals using these temporal operators. The 
most important points are that UHDL is based 
on ITL and that all UHDL statements can be 
defined in terms of chop and next operators. 
This means the semantics of UHDL is strictly 
defined . 

ITL intervals provide a very flexible mecha­
nism for describing the behavior of hardware . 
In describing synchronous behavior, intervals 
are terminated on some clock timing, whereas in 
describing asynchronous behavior, intervals are 
terminated on any signal timing. 

An interval description has the following 
form: 

interval-name (clock-name): 
action-s ta temen ts; 

'in terval-name' is the name of that interval, 
and 'clock-name' enclosed in parentheses shows 
which clock is used to terminate that interval. 
If no 'clock-name ' is given , the default clock is 
used. 'action-statements' are collections of 
behavior statements such as arithmetic or 
logical assignments , conditional statements, and 
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elk 

!(elk):: LEN(2), ...... ; 

a) LEN 

~---10----

Absolute t ime -t--t--t--+--+--t-+--+--t--+--+--t-+--+--+-+--

T ime in 

1. .1 
!(elk) :: DELAY = 10, ...... ; 

b) DELAY 

P- --------_. 

'I(elk) :: STOP(p = 1), ...... ; 

c) STOP 

p ---------~ 

an inter val 

!(elk):: MORE(p = 1), ...... ; 

d) MORE 

Fig. 4 - Length of intervals. 

statements relating to controlling the sequence 
of intervals . Each action-statement is separated 
by a comma , and is executed in parallel just 
like DDL3

) which is the sematics of ITL. 
There are two ways to assign the resulting 

values of arithmetic and logical operations to 
variables, immediate assignment (':=') and 
temporal assignment ( ' < - '). For immediate 
assignment, a value is assigned to a variable at 
that time , i.e. there is no delay in assignment. 
For temporal assignment , the present value of 
the right hand side of a temporal assignment 
statement is transferred to the left hand side 
at the end of the interval, i.e . there is a time 
delay of the length of the interval. Immediate 
and temporal assignments are shown in Fig. 3. 
Immediate assignment corresponds to combina­
tional circuit descriptions, and temporal assign­
ment corresponds to data transfer between 
registers , which is a natural extension of assign­
ments in DDL. 

There are several action-statements which 
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relate to the length of intervals, LEN, DELAY, 
STOP, MORE, etc. , which are also defined in 
terms of chop and next operators of ITL. 
LEN specifies the length of an interval by the 
clock . It is used in describing synchronous 
behavior, as shown in Fig. 4a). DELAY specifies 
the absolute length of an interval in nanoseconds , 
picoseconds , etc. It is used in describing 
asynchronous behavior, as shown in Fig. 4 b). 
STOP controls the timing of interval termination . 
STOP (p = 1) means that if p becomes active, 
then that interval must be terminated , as shown 
in Fig. 4 c). Clearly, this STOP statement can be 
used to describe asynchronous behavior. The 
reverse of STOP is MORE. MORE (p = 1) means 
that if p is active, then the interval cannot be 
terminated at that time, and the length of the 
interval is extended at least one more clock 
as shown Fig. 4 d). Using these statements, 
synchronous and asynchronous behavior can be 
described uniformly . 

Since UHDL is based on ITL, function or 
subroutine calls are available. Many fun ctions 
can be defined, and they are activated and 
deactivated by 'call' and 'return ' statements. 
Although many automata can also be dfined in 
DDL, which corresponds to the function of 
UHDL, there is no way to activate and deactivate 
those automata. In other words , all automata 
are activated all the time. For example, the 
UHDL description of Fig. 5 a) expresses the 

intl:: 
CALL funcl ; 
GOTO int2. 

int2:: 

FUNCTION: funcl : elk ; 
int3:: 

action I ; 
GOTO int4. 

int4:: 
action2; 
RETU RN. 

FEND; 

a) UHDL description 

intl~int2 

actionl action2 

b) Corresponding relations 

Time 

Fig. 5- Activation and deactivation of functions. 
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relationship of Fig. 5 b ). As can be seen, an 
interval can be decomposed in several different 
ways by calling functions . This provides a 
powerful and useful way to describe complex 
timing, such as pipeline executions. There 
are several pipeline stages in the pipeline execu­
tion sequence, and each state is not necessarily 
activated at all times. This means one pipeline 
stage can be directly described by one function 
of UHDL, not by one automaton of DDL. 

UHDL provides another powerful statement, 
the KEEP statement , to describe parallel actions. 
This is also defined in terms of the chop and 
next operators of ITL. KEEP (action-statement) 
means that 'action-statement' is excecuted at all 
the intervals except the last time. By using the 
KEEP statement together with the function call 
statement and conditional statement, behavior 
which is difficult to describe in other HDLs can 
be easily described without any loops. This 
includes activation of initial pipeline stages. 

The most important point is that all the 
statements of UHDL are based on ITL and have 
mathematical models. This means there is no 
ambiguity in the semantics. 

UHDL 

manage-view 

N AME: module name; 

interface-view 

~L~~~b-eh_a_vi_or_-_v i_ew~~~~ 

~L~~~d-at_a_pa-th_-_vi-ew~~~~ 
structure-view 

E N D-NAME; 

E N D- UHDL ; 

Fig. 6 - 0rganization of UHDL description. 
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2.2 Multiple views 
UHDL allows designers to see and describe 

their designs from various points of view, such 
as management , interface, behavior, structure, 
and datapath . Although this mechanism of 
multiple views is already introduced into 
VHDL5

) , UHDL has a special view of datapath 
for efficient synthesis , which is not included 
in other HDLs. The general structure of UHDL 
descriptions is shown in Fig. 6 . In UHDL, hard­
ware systems are described with a collection of 
modules , which are interconnected with each 
other and form a hierarchical structure. The 
management view contains data to manage all 
the design descriptions of a hardware system . 
These include the name of the hardware system 
being designed , the name of the design leader, 
the date the design is described, etc. The other 
views are described for each module and ex­
plained below with the emphasis on the data­
path view. 

2.2.1 Interface view 
An interface view contains all information 

about external terminals of the module, such as 
names and bit widths. There are three types of 
external terminals , input , output, and bus , 
which can be used as both input and output. 
A bit width and polarity are assigned to each 
terminal. The polarity specifies the active value 
of that terminal. I.e., if the polarity is positive 
(specified as '+terminal name') , then the value l 
of that terminal means it is active , and if polarity 
is negative (specified as '-terminal name') , then 
the value 0 of that terminal means it is active. 
(All external terminals are distringuished from 
internal terminals by prefixing their name with 
a period .) An example of the interface view is 
shown in Fig. 7 . In this example the inputs , 
data , and reset have positive polarity and the 
output, out, and the bus, extbus have negative 

polarity . All external terminals are 16 bits wide, 
ranging from 0 to 15 . 

2.2.2 Behavior view 
In this view , the behavior of the hardware 

module being designed is described with inter­
vals , which were explained in the previous 
section. A behavior view can be a co ll ection of 
related functions . Since the concept of inter-
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INTERFAC E· VIEW : Sakura4F; 
PU RPOSE : example; 
REVISION : 007; 
DATE : 89/ 09/ 18; 
DESIGNER : Kawato; 
I P UTS : + .data(0:15), +. reset (0:15); 
OUTPUTS : - .out(O:l5); 
BUSES : - .extbus(0:15); 

EN D-VIEW; 

Fig. 7- Example of interface view description. 

va ts provides powerful methods for describing 
complex timing relations , complex hardware 
designs such as pipeline processors can be 
easily described. Moreover, as an interval is 
a natural extension of state in DDL and the 
basic syntax of UHDL has a high similarity 
to DDL, designers who are familiar with DDL or 
similar HDLs can easily make use of the behav­
ior view of UHDL. 

2.2 .3 Structure view 
A structure view describes one level of a 

circuit structure. It describes which modules 
exist and are interconnected within a module. 
For example , the circuit structure shown in 

Fig. 8 a) is described as shown in Fig. 8 b ). 
A structure view is composed of management 
sentences , external terminal sentences , type 
sentences , and net sentences. External terminal 
sentences specify inputs , outputs, and buses for 
the module . A type sentence describes which 
kind of modules are used internally. External 
terminal sentences and type sentences are con­
nected by net sentences. 

A type sentence has the following form : 

TYPES ; 
module type : module name, ... ; 

END TYPES ; 

'module-type' is the name of the type being 
used , such as adder or multiplexer, and 'module 
name' is the name of the module being used 
internally. 

A net sentence has the form: 

net-name : output-terminal, input-terminal 1, 
input-terminal 2, ... ; 

FUJITSU Sci. Tech. J., 26, 1, (Apri l 1990) 
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'net name' is the name of the net which 
connects 'output-terminal ' and 'input-terminal 1 ' , 
'input terminal 2', etc. 

2.2.4 Datapath view 
There has been a Jot of work done for high­

level synthesis , i.e. synthesis from the behavior 
level. There are not yet any practical programs 
which can economically synthesize large systems 
with reasonable quality 1>. Logic synthesis, that 
is , synthesis from Boolean expressions, has 
recently been very successful in real hardware 
design . The difference between high-level 
synthesis and logic synthesis is that high-level 
synthesis includes the extremely difficult 
problem of datapath generation. High-level 
synthesis without datapath information may 
result in the synthesized datapath being com­
pletely different from what the designers expect. 
This means designers cannot easily change 
synthesized datapaths , although it is often 
required due to implementation problems. 

when designs are modified, the 
datapaths may be completely 

Moreover, 
synthesized 

.01 .02 .03 

top_ module 

x y z 
a x a .11 

A 
b c 

y b .12 
s l c d e 

a b x y z 
I 

x a 
I 

B I D I I 
y b I 

I I 
I I 

I 
I I 

I 

I I I I 
I I I I 

I I I I 
I I I I I 

I I I I 
I I I I 

module4 

a) Example of a circuit 

different from the original ones, even if only a 
small part of the behavior is modified. Therefore , 
a realistic solution to the problem of high-level 
synthesis is that designers supply datapaths as 
well as behavior descriptions. This is not so 
difficult , because designers usually have an 
image of the datapath from the very beginning 
of the design process , or designs are usually 
similar to previous designs . 

In UHDL, designers can supply datapath 
information with a data path view , and the 
synthesis procedures can make the most use of 
that datapath description for efficient synthesis. 
That is, if a detapath has no conflict , the synthe­
sis procedure generates only the control logic 
for the datapath and behavior description . 
A high-quality circuit is then automatically 

STRUCTU RE-VIEW: top_ module; 
PURPOSE: EXAMPLE; 

REVISION: 007; 

DATE: 88/ 11/ 22; 
DESIGNER: James; 

INPUTS: .11, .12; 
OUTPUTS: .01, .02, .03; 

TYPES; 

modulel : A; 

module2: B; 
module3: C; 
module4 : D; 

END-TYPES; 

NETS; 

NOl : .11, C.a; 

N02 : .I2, C.b; 
N03 : C.x, A.a; 
N04 : C.y, A.b; 

N05 : D.x, A.c; 

N06 : D.y, A.d; 

N07 : D.z, A.e; 

N08 : B.x, D.a; 
N09 : B.y, D.b; 
N 10 : A.s, B.a; 
Nll : A.t, B.b; 

N12 : A.x, .01; 
N13 : A.y, .02; 

14 : A.z, .03; 

END-NETS; 
END-VIEW; 

b) Corresponding structure view 

Fig. 8- Example of a structure view. 

FUJITSU Sci. Tech. J., 26, 1, (Apri l 1990) 
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8 

8 
Sreg -> Buffer 

0 -> Count 
Toggle READIT 

Asynchronous RESET 

Sreg >> l 
S reg(8) (MSB) = SI 

CBYTE 
F 

T 

Sreg -> Buffer 
0 -> Count 

Toggle READIT 

Sreg >> l 
Sreg(8) (MSB) = SI 

F 
Count + I - > Count Count ;;;; 8 

Fig. 9- ASM chart for a serial-parallel data converter. 

synthesized from that control logic , using the 
increasingly popular advanced logic synthesizers. 
A datapath view defines the hardware facilities 
which are used in behavior descriptions and 
describes the datapath among them. In the 
definition part of a data path view, the type 
and name of each hardware facility being used 
in the module is specified . There are two types, 
system and user-defined. A system type is a 
hardware facility which is already defined by the 
system supporters, such as REGISTER and 
ALU, and a user-defined type is a hardware 
facility which is defined by the designer. The 
details of a user-defined facility are described 
as a module in UHDL. Any module description 
of UHDL can be a user-defined type. The 
data paths among hardware facilities are expressed 
as nets among them and are described in the 
same way as a structure view. 

3. Example of Description 
A UHDL description is shown for a serial­

parallel data converter which converts serial 
data into 9-bit parallel data . The behavior 
description in ASM chart8 > for the converter 
is shown in Fig. 9 , and the corresponding 
UHDL description is shown in Fig. 10. There 
is a special bit pattern , SYNCBYTE, to indicate 
the beginning of serial data . Also , converted data 
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UHDL; 

MANAGE-VIEW: Kawato; 
SYSTEM: SYS! ; 
REVISION: 01; 
DATE: 88/02/02; 
DESIGNER: Drunken_Piper; 
END-VIEW; 

NAME: S2P-CONVERTER; 

INTERFACE-VIEW: Kakuda; 
PURPOSE: EXAMPLE; 
REVISION: 01; 
DATE : 88/02/02; 
DESIGNER : Drunken_Piper; 
INPUTS: .RESET, .SI; 
OUTPUTS : .P0(9), .READIT; 
END-VIEW; 

DATAPATH-VIEW: Fujita; 
PURPOSE: EXAMPLE; 
REVISION: 01 ; 
DATE: 88/02/02; 
DESIGNER : Drunken_Piper; 
TYPES; 

REGISTER(9): Sreg, Buf; 
COMP(9): SyncComp, CntComp; 
COUNTER(4): Count; 

END-TYPES; 
NETS; 

NO= FROM(.SI) TO(Sreg.IN8); 
NI = FROM(Sreg.OUT) TO(Buf.IN, SyncComp.IN); 
N2 = FROM(Buf.OUT) TO(.SPBYTE); 
N3 = FROM(Count.OUT) TO(CntComp.IN); 

END-NETS; 
END-VIEW; 

BEHAVIOR-VIEW : Matsunaga; 
PURPOSE: EXAMPLE; 
REVISION: 01; 
DATE: 88/02/02; 
DESIGNER: Drunken_Piper; 
DEFINE: SYNCBYTE = X'AS'; 

% for example 
BOOLEAN: .READ IT = myReadlt, .PO= Buf; 
CLOCK: SPCLK(IOOOOO, 50000); 
FUNCTION : MAIN : SPCLK; 
LOGIC:: IF .RESET THEN (GOTO START); 
START: 
Sreg <- (.SI II Sreg) >> I, 
IF (Sreg = SYNCBYTE) 
THEN (Buf <- Sreg, Count<- 0, myReadlt <--myReadlt, GOTO RUN); 
RUN: 
Sreg <- (.SI II Sreg) » 1, 
IF (Count >= 8) 
THEN (Count<- 0, myReadit <- -myReadlt, Buf <- Sreg, GOTO RUN) 
ELSE (Count<- Count+ 1, GOTO RUN); 
FEND; 

END-VIEW; 
END-NAME; 
END-UHDL; 

Fig. 10- UHDL description corresponding to Fig. 9. 

is stored into the internal register and output to 
the external terminal, PO, every eight cycles. 
The output terminal , READIT, toggles its 
values indicating when the data of the output 
terminal , PO, is significant. 
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/ Results 7 

Simulat ion 
data 

Fig. 11 - 0rganization of the UHDL simulator. 

4. UHDL Tools 
Currently two types of tools for UHDL are 

under development: a simulator and a translator 
for synthesis. The simulator can simulate a full 
set of behavior view UHDL descriptions. It 
first converts UHDL descriptions into an interval 
table as shown in Fig. 11 . In an interval table , 
all conditions appearing in UHDL descriptions 
are rearranged according to each interval, by 
which the simulator can refer and store differ­
ent kinds of data quickly. The simulator body 
then refers to the interval tables to obtain' data 
for simulation. Simulation commands are 

supplied to control simulation sequences, such 
as to initialize variables and to stop simulation 
at certain conditions. The simulator can be used 
both in the batch mode and in the interactive 
mode . In the interactive mode , there are many 
useful commands such as step execution , modi­
fication of variables' values, and a trace of 
variables . 

To show the performance of the simulator, 
consider a UHDL description for the 8 251 , a 
microprocessor peripheral chip . The original 
behavior description in UHDL contains about 
150 lines , which are converted into about 300 
lines of an interval table . It takes 53 .4 on the 
SUN 3/50 to simulate 1 000 clock cycles of the 
8 251 chip , which means the simulation speed 
is 53 ms per clock cycle . The required memory 
for this simulation is about 32 Kbytes. 

The translator translates behavior descrip­
tions in UHDL into state transition tables. It can 
only handle a subset of the behavior view of 

FUJITSU Sci. Tech. J., 26, 1, (Ap ril 1990) 

UHDL, because it is extremely difficult to 
synthesize asynchronous circuits , although the 
full set is necessary for simulation purposes . 
Two types of outputs are generated by the 
translator, control logic and net list of macro 
modules. Both these outputs are technology­
independent ; they only express logical relations 
and have no information of implementation 
details. The generated control logic is directly 
transferred to logic synthesizers and is auto­
matically minimized and converted into tech­
nology-dependent circuits , i.e . circuits for 
CMOS gate arrays . The net list generated by 

the translator from datapath description is 
transferred to macro module expanders which 
are usually rule-based systems, because the 
expansion process is a rather straightforward 
one. Since powerful logic synthesizers and 
macro expanders are both currently available , 
we can expect very high-quality synthesis 
results . 

5. Conclusion 
This paper presents UHDL and HDL for all 

aspects of hardware logic design processes . 
UHDL has two important features: it has 
multiple view mechanism and its semantics are 
based on a mathematical logic, which distin­
guish UHDL from other HDLs. A simulator and 
a translator for synthesis are being developed. 
The output of the translator will be connected 
to a logic syn thesis system. 
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Short Circuit in Electronic Devices 
Caused by Whisker Growth on 
Zn Electroplated Steel 
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Specimens of electroplated cold-rolled steel plate were exposed for approximately six years . 

Nucleation and growth of Zn whisker on specimens were observed, and the number of days 

before whiskers were detected was recorded . A correlation was found between the number 

of days before whisker detection and the macro internal stress measured using the bending 

strain method. 

The number and length of whiskers was counted and measured, and an approximation for 

the projected rate of short circuit caused by whiskers was obtained. 

An approximate rate of short circuit by whisker growth was of about nine fit was obtained. 

1. Introduction 
The spontaneous formation of metal whisk­

ers on electroplated tin, zinc, and cadmium 
finishes of electronic components was first re­
ported in 1946. Since then, they have been 
observed in a wide variety of electronic compo­
nents 1 >· 3

). Several explanations of then ucleation 
and growth mechanisms of whiskers have been 
proposed using dislocation theory 4 >· 6

). 

Zinc electroplating is commonly used as a 
finish for steel parts, for example on shelf and 
cover plates of electronic appliances. In the past, 
there was a space of more than 3 mm between 
the electroplated part and the IC leads or 
terminals. This space was adequate to avoid 
short circuits caused by whisker. Also, because 
the voltage between the electroplated part and 
the component or terminal was usually between 
12 V and 24 V, whisker growth was not a prob­
lem. However, in the future, packaging density 
will increase and the voltage will be reduced to 
5 V. Therefore, whiskers may then occasionally 
cause short circuits. Short whisker growth is 

FUJITSU Sc i. Tech. J., 26, 1, pp. 107 - 11 3 (Apri l 1990) 

therefore an important technical problem and 
requires attention. 

Lindborg et al. 7
) , B) have investigated the 

relationship between macrostress and zinc 
whisker growth rate using transmission micros­
copy, evaluation from X-ray line broadening9 >, 
and the dilatometric method. From their investi­
gations, it was found that whisker growth from 
zinc electroplate mainly depends on the internal 
macrostress that is placed on the plate during 
electrodeposition. The growth rate was found to 
be a steeply varying function of macrostress. 
There is slow growth or no growth at all below 
45 MPa, a mixed region at 45 MPa to 55 MPa, 
and a rapid growth above 55 MPa. 

Lindborg 10> has proposed an explanation 
of nucleation and the growth mechanism of 
whiskers. 

This mechanism is as follows: 
I) Compressive macrostress occurs in a zinc 

electroplated layer because of H2 gas absorp­
tion during zinc electroplating. 

2) Columnar (cylindrical) grains in zinc electro-
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plate having Bardeen-Herring sources 11 
> at 

the bottom of the grain become whisker 
nuclei. These sources occur unitentionally at 
the same time as the compressive macrostress 
mentioned in step 1) above. 

3) When compressive macrostress is applied to 
Bardeen-Herring sources, new loops occur. 

4) Interstitials are absorbed and vacancies are 
emitted as the loops expand laterally by 
climb. Interstitials are structured loops, in 
which vacancies are transported away form 
the loop . 

5) The loops reach the full size of the columnar 
grain and start to glide upwards. Further 
loops are generated by the Bardeen-Herring 
sources, and these loops start to expand . 

6) Whiskers grow by a repetition of steps 1) to 
5) above. 
Observation by scanning electron microscope 

has supported this explanation . 
Sugiarto et al. 12 > have conducted an experi­

ment in which a large number of specimens were 
electroplated using bright zinc electrodeposits 
under a wide range of conditions. The specimens 
were exposed for 240 days, and whiskers were 
observed on every specimen. However, no whisk­
ers were detected on specimens electroplated 
with dull zinc without organic brightner. 

In this study, 15 specimens were triple­
electroplated with zinc. They were then exposed 
and checked for whisker growth. The specimens 
were examined by X-ray diffraction , the micro­
strain was measured using the Hall plot9 >, and 
the macrostress was measured using the X-ray 
and bending strain methods. The number and 
length of whiskers on three specimens selected 
from the first batch were counted and measured 
using an optical microscope. An approximation 
for the rate of short circuit caused by whisker 
growth was then obtained. 

2. Experimental procedure 
The soft steel specimens were 50 mm square 

and 1 mm thick. Fifteen specimens were triple­
electroplated with zinc under the 15 different 
conditions shown in Table 1. The electroplating 
was 7 µm ±2 µm thick. The electroplated speci­
mens were exposed and checked by naked 
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Table 1. Type of bath, and suppliers of Zn electroplate, 

brightening compound, and chrom ate treatment 

reagents 

Specimen Bath Brightener Chromate 
-

A Acid Schering Sc hering 

B Cyanide Rohco Di psol 

c Cyanide Okuno 0 kuno 

D Cyanide Rohco R oh co 

E Cyanide Jasco Ja sco 

F Cyanide Dip sol Di psol 

G Cyanide Jasco R oh co 

H Cyanide Dip sol Di psol 

I Cyanide Rohco R oh co 

J Cyanide Rohco R oh co 

K Alkaline Japan Metal Ja pan Metal 

L Cyanide Japan Metal Ja pan Metal 

M Alkaline Japan Metal Ja pan Metal 

N Cyanide Rohco, Dipsol Ta iho 

0 Alkaline Jasco As ahimate 

eye every ten days. The interval from the date 
the specimens were electroplated to the date 
whiskers were detected was recorded. Three 
batches of specimens were prepared and then 
exposed. The first batch was examined by X-ray 
diffraction. The microstrain of the first batch 
was measured using the Hall plot , and the 
macrostress was measured using the X-ray and 
bending strain methods. 

Specimens other than those in the first and 
second batches were measured using the bending 
strain method. A substrate of 130 mm x 10 mm 
x 0 .2 mm co ld rolled steel was used to measure 
the macrostress. One side of the steel substrate 
was insulated and the other side was zinc electro­
plated under the conditions shown in Table 1. 
Each specimen was held by a 30 mm plastic 
holder. After electroplating and rinsing, the 
bending strain o of the specimens was measured . 
The macrostress a was calculated using following 

equation : 
a= t 3 .£.o/212 

·X ·U + x), 

where l : Length of specimen minus the 30 mm 
holding section 

o: Bending strain caused by electroplate 
E: Young's modulus 
x: Thickness of zinc electroplate. 

Two types of whiskers were observed using 
a scanning electron microscope. These are shown 

FUJITSU Sci. Tech. J., 26, 1, (April 1990) 
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a) Needle-like whisker 

b) Protuberances 
Fig. I - The two types of whiskers observed under 

a scanning electron microscope. 

in Fig. 1. The first type are needle-like (normal) 
whiskers and can be observed by the naked eye. 
The second type are rounded protuberances 
and appear as powder to the naked eye. Because 
these protuberances are unlikely to cause short 
circuits, the appearance of the needle-like 
whiskers was used to determine the interval 
between specimen preparation and whisker 
detection. The number and length of whiskers 
on three specimens from the first batch were 
counted and measured three times using an 
optical microscope (Wild, West Germany). This 
was done after 730, 1 834, and 2 307 days of 
exposure. An approximation for the rate of short 
circuit caused by whiskers was then obtained. 

FUJITSU Sci. Tech. J., 26, 1, (April 1990) 

Number of days before whiskers were detected 
Specimen 0 500 1 000 1 500 2 000 2 500 

A 

B 

c 

D 

E 

F 

G 

H 

J 

K 

L 

M 

N 

0 

0 50 

==c: : Whiskers were not detected 

=i Whiskers were detected 

c:::::::::J : 1st test 

c:::::::::J : 2nd test 

c:::::::::J : 3rd test 

100 
Time (Ms) 

150 200 

Fig. 2-Num ber of days before whiskers were detected. 

Table 2. Intensity of X-ray diffraction peaks of Zn 
electroplates 

Specimen (002) (100) (IOI) (I 02) (110) (112) (200) (20 I) 

A 6 100 8 0 100 11 9 5 
B 0 76 55 0 100 8 4 15 
c 13 100 100 0 13 6 21 65 
D 0 9 5 0 100 4 I I 
E 0 10 12 0 100 10 0 3 
F 3 100 55 0 32 24 6 26 
G 11 100 63 0 14 0 15 86 
J 4 100 52 0 61 12 5 39 
K 0 20 15 0 100 14 3 20 
L 0 0 3 0 100 5 0 0 
M 0 19 6 0 100 22 2 2 
0 32 20 65 0 100 47 4 5 

Powder 43 25 100 18 18 28 18 11 

3. Results 
3.1 Relationship between whisker growth and 

parameters of zinc electrodeposits 
Figure 2 shows the number of days before 

whiskers were detected on 15 specimens that 
were exposed three times. No whiskers were 
detected on the triple-exposed specimens A 

109 



T. Nagai e t al.: A pproximation fo r th e Rate of Short Circuit Ca used by . .. 

12 10' 

::i 9 
~ 
c 

·~ 

"' 6 
Q) 

·~ 
u 
2 
~ 3 

0 
101 

Time (s) 

.... 107 

• •• • • • 

102 

10' 

• 

103 

• • 

N umber of days before whiskers were detected 

Fig. 3 - Relationship between effective strain obtained 
by Hall plot and the number of days before 
whiskers were detected . 
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Fig. 4 - Relationship between macrostress measured by 
X-ray method and the number of days before 
whiskers were detected. 

and B. All other specimens eventually developed 
whiskers. The specimens are listed in decreasing 
order of electroplating effectiveness. It has been 
confirmed by further (or three times) experi­
ments that A and B do not grow whiskers. 
Table 2 shows the relative intensity of X-ray dif­
fraction patterns on the first batch of specimens. 
The bottom line is the X-ray diffraction pattern 
of zinc powder. Compared to zinc powder, it is 
clear that zinc electrodeposits have a much 
stronger preferred orientation. Eight specimens 
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Fig. 5- Relationship between macrostress measured by 
bending strain and the number of days before 
whiskers were detected. 

had (110) preferred orientation, and five speci­
mens had ( 100). There is no relationship 
between the number of days before whiskers 
were detected and the preferred orientation. 

Figure 3 shows the relationship between 
the effective strain obtained by Hall plot and 
the number of days before whiskers were 
detected. The effective strain originates from 
the dislocation density of zinc electrodeposits . 
Effective strain had no effect on the number 
of days before whiskers were detected , and 
there is no relationship between microstress 
and whisker growth . 

Because macrostress causes lattice com­
pression , the X-ray macrostress can be obtained 
by measuring lattice compression. Figure 4 
shows the relationship between X-ray macro­
stress and the number of days before whisker 
were detected. The points are scattered and 
there is no relationship between whisker growth 
on zinc electroplate and X-ray macrostress. 
As shown in Table 2 , because zinc electro­
deposits have a strong preferred orientation, 
the 2 0-sin 2 l/J curves 13

) of zinc electrodeposits 
are non-linear. The X-ray macrostress was 
obtained at high l/J points; therefore , the values 
of X-ray macrostress that were obtained are not 
reliable. For this reason , whisker growth rate 
was not estimated using X-ray macrostress. 

Figure 5 shows the relationship between 
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Fig. 6 - Cumulative distribution of whisker growth after 
exposure for 730 days. 

macrostress measured using the bending strain 
method and the number of days before whiskers 
were detected. Although the points here are also 
sea ttered , this 
much clearer 
measurement. 
specimens (A, 

method shows the relationship 
than the X-ray macrostress 
The macrostresses of three 

B, and C) is less than 60 MPa. 
No whiskers were detected in the triple-exposed 
specimens A and B (see Fig. 2). During the first 
and second exposure, specimen C grew whiskers 
after day 400 and 720 . But in the third expo­
sure, specimen C did not grow whiskers after 
day 1 800. The smaller the macrostress measured 
using the bending strain method , the larger the 
number of days before whiskers were detected. 
The results showsn in Fig. 5 are consistent with 
the results of Lindborg8

}_ 

3.2 Approximation for the rate of short circuit 
in electronic devices caused by whiskers 
Figure 6 shows a cumulative histogram 

of the number and length of whiskers observed 
on three specimen after exposure for 73 0, 1 834, 
and 2 307 days. Figures on the right-hand 
side of Fig. 6 indicate the cumulative distribu­
tion. 

Figure 7 is the logarithmic normal proba­
bility plot 14

) of whisker length vs the cumulative 
number of whiskers after exposure for 730 , 
1 834, and 2 307 days. The most probable 
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Fig. 7- Logarithmic normal probability plot of length vs. 
the cumulative number of whiskers after exp osure 
for 730, 1 834 , and 2 307 days. 

normal distribution of whisker length versus 
the number of whiskers after exposure for 
730 , 1 834, and 2 307 days appears as a line 
on a cumulative distribution function plot14>. 

Figure 7 shows that the cumulative distribu­
tion function for a whisker length of 3 mm is 
99.88 percent for an exposure of 730 days. This 
indicates a strong growth probability of whiskers 
shorter than 3 mm after exposure for 730 days. 
The growth probability of whiskers longer than 
3 mm is 0.12 percent (100-99.88) after exposure 
for 730 days. 

The number of short circuits occuring over 
a certain number of days in electronic devices 
having a 3 mm space between zinc-electroplated 
parts and IC leads and terminals will be approxi­
mately equal to the number of whiskers in 
this study that grew beyond 3 mm in the same 
period. 

Approximation for the rate of short circuit 
=rate of formation and growth in this study 

of whiskers longer than 3 mm x number of 
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Table 3 . Approximation for the rate of short circuit by 
3 mm whiskers after exposure for 730, 1 834 , 
and 2 307 days 

Number of days of 730 1 834 2 307 
exposure (63.1 Ms) (158 .5 Ms) (199 .3 Ms) 

Probability of 
3 mm whisker 
growth in a 
75 cm 2 area 1.2 x 10-3 3.5 x 10-3 4 .7 x 10-3 

Number of whisker 64 138 163 

Growth direction 
distribution 
coefficient 0 .1 0.1 0 .1 

Conduction 
probability 0 .5 0 .5 0.5 

Approximation for 
the rate of short 
circuit 

(h-1 · cm-2 ) 2.9 x 10-9 7.4 x 10-9 9.2 x 10-9 

(s-1 . m-2) 8.1 x. 10-9 20 .3 x 10-9 25.6 x 10-9 

whiskers/(area of specimen x exposure 
time x growth direction distribution coef­
ficient x conduction probability) 

= o .12 x 10-2 x 64 J (7 5 x 7 3 o x 2 4 x o .1 x o. 5) 
= 2.9 x 10-9 (piece/ h · cm 2 ). 

Where, number of whiskers = number of 
whiskers shown in Table 3 for the three speci­
mens after exposure for 730, I 834, and 2 370 
days. The surface area of specimens is 25 cm 2 x 
3. The growth direction distribution coefficient 
is the rate of vertically grown whiskers in the 
random grown whiskers, and is 0.1 from obser­
vation. If whiskers contact IC leads or terminals, 
the conduct probability is 0.5, because fifty 
percent of whisker do not conduct because of 
contamination etc. 

We calculated that the rate of short circuit 
caused by whisker growth would be approxi­
mately 2.9 x 10-9 (piece/h · cm 2 ) after 730 days. 

From Fig. 7, the rate of growth of whiskers 
longer than 3 mm after exposure for 1 834 days 
was calculated to be 3 .5 x 10-3 , and an approxi­
mate rate of short circuit of 7.4 x 10-9 (piece/ h. 
cm 2

) was obtained. From Fig. 7, the rate of 
growth of whiskers longer than 3 mm after 
exposure for 2 307 days was calculated to be 
4.7 x 10-3

, and an approximate rate of short 
circuit of 9.2x10-9 (piece/h·cm 2 ) was ob-
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tained. Also from Fig. 7, the rate of growth of 
whiskers longer than 5 mm after exposure for 
2 307 days was calculated to be 9 x 10-4 and an 

approximate rate of short circuit of 1.8 x 10-9 

(piece/h. cm 2 ) was obtained. 
Table 3 shows an approximation for the 

rate of short circuit by 3 mm whiskers after 
exposure for 730, 1 834 , and 2 307 days. 

Our approximation for rate of whisker 
short circuit for a device having a total area of 
1 cm 2 in which zinc electroplated parts are 
3 mm away from the IC leads and terminals 
is consistent with the failure rates (fit) en­
countered in reliability engineering. Table 3 
clearly shows that the rate of short circuit 
caused by whisker growth on zinc electroplate 
will increase with exposure time. The specimens 
that grew whiskers the earliest now have a very 
large number of whiskers. 

4. Conclusion 

4 .1 Relationship between whisker growth and 
parameters of zinc electroplating 
One side of the steel substrates was insulated 

and electroplated, and the macrostress was 
measured using the bending strains of the 
substrates. A large number of whiskers grew 
on specimens having a macrostress of more 
than 60 MPa . The bending strain method is 
inexpensive and therefore a favoured method. 
A method of decreasing macrostress have 
been reported is). The following processes 
were used : baking at 180 °C and zinc electro­
plating without brighteners. 

4 .2 Approximation fo r the rate of short circuit 
caused by whiskers in electronic devices 
An approximation was obtained for the 

rate of whisker short circuit for a device having 
a total area of 1 cm 2 in which zinc electroplated 
parts are 3 mm away from the IC leads and 
terminals. This rate was 9.2 x 10-9 (piece/h · 
cm 2 ) which is consistent with reliability figures 
for such devices as coils, capacitors, and 
switches. The rate of short circuit caused 
by whisker growth was very low but not zero . 
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