The Matrix
 Computer Networks

and Conferencing Systems
- Worldwide

.: John S. Quarterman




The Matrix

Computer Networks
and Conferencing Systems
Worldwide






The Matrix

Computer Networks
and Conferencing Systems

Worldwide

John S. Quarterman

Texas Internet Consulting

clilliltlal ¢
Digital Press



Copyright © 1990 by Digital Equipment Corporation

All rights reserved. No part of this publication may be reproduced, stored in a retrieval sys-
tem, or transmitted, in any form or by any means, electronic, mechanical, photocopying,
recording, or otherwise, without prior written permission of the publisher.

987654321
Order number EY-C176E-DP.
Printed in the United States of America.

A list of trademarks and registered trademarks mentioned in this book appear as Credits
and Trademarks at the end of this book.

The following figures are printed with permission from the authors referenced in the appropri-
ate figure legends:

Figures: 7.1; 7.2; 10.1; 10.2; 10.3; 11.1; 11.2; 11.3; 11.4; 11.5; 11.6; 11.7; 11.8; 11.9; 11.10; 11.11;
11.12; 11.13; 11.14; 11.15; 11.16; 11.17; 11.18; 11.19; 11.20; 11.21; 12.1; 12.2; 12.3; 12.4; 12.5; 12.6;
12.7;12.8; 12.9; 13.1; 13.2; 13.4; 14.1; 15.1; 15.2; 18.1

Copyediting: Barbara Jatkola
Index: Gordon Brumm
Typesetting: Jaap Akkerhuis
Production: Editorial Inc.

Library of Congress Cataloging-in-Publication Data

Quarterman, John S., 1954 -
The matrix: computer networks and conferencing systems worldwide
John S. Quarterman.
p.cm.
Includes index.
ISBN 1-55558-033-5
1. Computer networks. 2. Telecommunication. I. Title.”
TK5105.5.Q37 1990
621.382--dc20 89-1392
cp



d la femme blanche




Freedom of expression is the matrix,
the indispensable condition of nearly every other form of freedom.”
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Forewords

In your hands you hold a window to the world. This is The Matrix, John
Quarterman’s thorough guide to networks and conferencing systems. This
is a travelogue for anyone, whether you're a free-spirited network pioneer
whose login sessions include trips around the world, a novice computer
user who is just embarking on a new journey, or a researcher who collab-
orates with colleagues. '

With The Matrix, you'll save the most precious of travel com-
modities—time. Fewer hours are wasted trying to figure out the right net-
work to reach your destination. It explains how your mail can cross bord-
ers, make layovers, and change gateways. It covers limits, regulations and
rules, languages and protocols. It will help you explore new vistas: from
accessing databases and archives on a wealth of subjects to participating in
discussions, from sending and receiving mail anywhere to making friends
around the world and visiting new lands. The Matrix spans geographical
boundaries, foreign cultures, and areas of interest.

Departure is at any time from any place and you can return whenever
you want. You set the time; you set the pace. You have the freedom to
explore and discover as you please. The only limit is your imagination.

Tracy L. LaQuey
Editor, Users” Directory of Computer Networks
February 1989

xix
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The Matrix

The Matrix is a successor to the author’s earlier and extremely well received
article “Notable Computer Networks” published in the Communications of
the Association for Computing Machinery in October 1986. In the last 20 years,
packet switched computer networking has become a major support and
infrastructure technology, but by far the most interesting aspect of com-
puter networking has been its impact on personal interactions in the
research community.

As Mr. Quarterman’s book reveals, the phenomenon knows no inter-
national boundaries. As the technology penetrates beyond the computer
science and engineering communities into regular use in other disciplines
and in government and industry, many of the phenomena experienced by
the research community will be rediscovered. Readers of this book will be
glimpsing the twenty-first century norm. The details may differ, but the
general thrust of computer mediated communication suggests, and
Mr. Quarterman’s book documents, the growing use and dependence on
computers and communications for everyday commerce.

Vinton G. Cerf
Chairman, ACM SIGCOMM
January 1989

John Quarterman’s book, The Matrix, is a practical road map through the
mind-numbing detail and countless idiosyncracies of the world’s networks
and protocols. Those who use wide area networks, and many who do not,
will find this book opens doors for them—doors previously shut, doors
whose existence was not even dreamed of. The networks described here,
and particularly the interconnections among them, have begun to have a
revolutionary effect: electronic mail can reach any part of the world in
hours or minutes, where postal mail would take weeks; data, programs,
and documents of all sorts can be shared among collaborators in diverse
nations; standards organizations are forced to come to grips with basic
issues of international communication —languages, alphabets, and proto-
cols at all levels. Through these networks, individuals are gaining an
unprecedented freedom to communicate, sometimes in spite of organiza-
tional or national policies. The Matrix is a comprehensive reference on



Forewords xxi

today’s corporate and academic regional, national, and international
networks. A thorough index provides quick access to any desired piece of
information; numerous maps and tables furnish at-a-glance summaries; and
sections on the history, funding, standards, and services of each network
provide valuable insights to designers and administrators, as well as to
users. This is a highly recommended, invaluable, one-of-a-kind book.

Frank da Cruz
Author, Kermit: A File Transfer Protocol
March 1989






Preface

The Matrix is a worldwide metanetwork of connected computer networks
and conferencing systems that provides unique services that are like, yet
unlike, those of telephones, post offices, and libraries.

It is a major tool in academic and industrial research in computer tech-
nology, physics, and astronomy, and increasingly in biological, social, and
other sciences. When a small but useful biological discussion forum was
recently slated to be cancelled, responses came in a few days from Aus-
tralia, Finland, the United States, Canada, and the United Kingdom; dozens
were received in the first 24 hours, many with carefully reasoned and
presented positions.

The Matrix affects the personal and social lives of millions of users.
Marriages and divorces have been made because of it. Research and subjec-
tive evidence indicate that those who use it tend to interact with many more
people, not only by the new technology but also by telephone, paper mail,
and physical travel. '

Users of this technology include political action groups such as the
U.S. space lobby, public interest groups such as Amnesty International, reli-
gious organizations, and political parties of all kinds. This technology even
influences national and international politics. The 1988 French Presidential
election was discussed online by a sizable percentage of the French popula-
tion. Documents affecting funding decisions by the U.S. Congress about
foreign insurgency movements have been prepared in time only by use of
the networks.

The most striking use of the Matrix occurred too late to be described
elsewhere in this book. When the Chinese government cleared Tianamen

xxiii
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The Matrix

Square on the morning of 4 June 1989, reports of eyewitnesses were sent out
by Chinese students by telephone and facsimile within hours of the actual
events, typed in by Chinese students abroad, and immediately broadcast
throughout the world on dozens of networks and mailing lists. These
reports were of an immediacy, detail, length, and diversity not achieved by
the print, radio, or television media. The same medium was used simul-
taneously by Chinese students abroad to organize protest meetings, collec-
tion of funds, lists of missing students, itineraries of exiled activists, and
political appeals to host governments as well as their own. The Chinese
government noticed some of this activity and attempted to cut off the tele-
phone and facsimile transmissions that were the link to the outside world.
They even set up telephone numbers to call for their side of the story, but
these were flooded by calls from overseas, largely organized by overseas
students, partly through the networks. For the moment, the Chinese stu-
dents have the upper hand in the Matrix, and it will be interesting to see
what effects the isolation of the mainland from this technology will have on
its economy, even as the rest of the world becomes more dependent on it.
But the technology itself is neutral, and its later effects on this and other
events cannot easily be predicted.

The full extent and composition of this Matrix of society and technol-
ogy is unknown even to its users. This book contains detailed descriptions
of many of these systems and their interconnections, overviews of the tech-
nology and standards that underlie them, and sketches of the history of the
Matrix and the communities it supports.

The first half of the book contains background material that introduces
some important topics for readers who are not familiar with them. Refer-
ences are provided for those who want more complete treatments.
Chapters 1 and 2 introduce basic terminology and services so that Chapter 3
can discuss networked communities and the effects of this technology and
its applications on them and on the larger world. The basic underlying net-
working protocols are outlined in Chapter 4 Management protocols and
issues such as naming, addressing, routing, and interconnection of net-
works are treated in Chapter 5. Chapter 6 considers building actual net-
works from the technology, including network names, numerical size and
speeds, geographical extent, administration, and funding. Chapter?7
sketches the 20 year history of the Matrix, the intrinsic limitations that affect
it, its user communities, and constructed and de facto standards for proto-
cols; some speculations on the future are also included. Interoperability
requires standards and committees to produce them; these are discussed in
Chapter 8.

Descriptions of specific systems occupy the second half of the book.
They are organized geographically to facilitate discussions of regional
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history and approaches, and each is characterized according to the
background material developed in the first half of the book. Maps are
included when available. Syntaxes and gateways are provided for sending
mail from one system to others. Access information is given for those wish-
ing to join or research a system, and the extensive references found at the
end of each chapter will be useful for further investigation.

Most descriptions are of wide area networks of at least national extent
or of conferencing systems with national or international clienteles, but
there are some selected examples of campus, metropolitan, provincial, and
regional networks. Appendix A gives essential information on public data
networks worldwide, while Appendix B deals with legal issues. Trade-
marks are listed after the appendixes.

This is a random access book. Few readers are likely to read it in page
order from one end to the other. Most will dip into it for information about
topics of interest. For this reason, there is an extensive index of terms,
organizations, and acronyms; programs, protocols, and standards; net-
works, conferencing systems, gateways, and countries; and personal names.
Many companies and programs are mentioned and indexed, although such
mention does not imply endorsement.

For those who have wondered what computer networks and con-

ferencing systems are used for, how they are constructed, or how they are
interconnected, this book is the single most comprehensive source.
4 Users may discover here more than they knew about their own sys-
tems and will be able to see what other systems are available, as well as
ways to reach some of them. The book should also be useful as a secondary
textbook in a course on network protocols, illustrating how protocols have
actually been used to build networks.

Internal documentation on networks is often scanty, seldom describ-
ing interconnections with other networks. Network administrators will
find such information here. A single question asked of the administrations
of several systems often produces many answers to different questions.
This book is an attempt to view such material from a common perspective:
a set of vanishing points and grid lines to use in comparing systems. This is
not necessarily the correct perspective (whatever that might be), but it is
more uniform than that usually found elsewhere.

Companies and universities designing internal networks will be able
to see what kinds of networks others have already installed and intercon-
nected with wide area networks. Those actively involved in advancing the
science and technology of networking will see here the applications of their
efforts. Those planning new wide area networks will find the current state
of computer networks in the world.
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Introduction

1.1

Isolated computers are useful. Connected computers are more useful and
in new ways. The metanetwork of connected computer networks described
in this book is the prototype of a new communications infrastructure that
will be as pervasive as the international telephone network. This Matrix of
technology and society promises to have effects as important and far-
reaching as those of the postal service, the telephone system, or television.

Organization

The heart of this book is the second part, which describes specific networks
and conferencing systems and their interconnections. Copious references
and access information are provided for those who want to join a system or
investigate it further.

A number of topics must be introduced before systems can be de-
scribed, and the first part of the book is devoted to that purpose. For each
of those introductory chapters, there is a subsection below in this chapter.
Each subsection gives a brief overview of the chapter with the same
number.

This book is not intended to be an independent textbook on any of the
subjects in these introductory chapters. Rather, this material is presented to
provide enough of an overview for the casual reader to be able to under-
stand the network descriptions in the second part of the book. References
are provided at the end of each chapter for readers who want to examine
any of these topics in more detail.
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Services

Most users are interested in the services a system can provide.

Resource Sharing

A computer network may allow a user of one computer to use resources of
another computer, such as storage space, central processing unit (CPU)
speed, databases, programs, or printers. Hardware and users can be dis-
tributed among various locations. Costs can be shared, and incremental
expansion and redundancy are made easier. This resource sharing was the
original objective of distributed computer networks. Common resource
sharing services include remote login, file transfer, remote procedure call, remote
job entry, and batch file transfer.

Computer Mediated Communication

Computers can also allow users to communicate with each other: this is
computer mediated communication (CMC). There are many systems that are
implemented primarily for supporting CMC. Their primary CMC service is
usually computer conferencing—that is, many-to-many discussion groups.
Such systems are often called conferencing systems after this service. Many
conferencing systems are implemented on a single machine and are thus
not networks in the sense that term is used in this book, although they may
have users in many geographical locations. This kind of service is also sup-
ported on some of the largest distributed networks in the world.

Computer bulletin boards on small systems such as IBM PCs are rudi-
mentary but ubiquitous current examples. There are subtle but important
differences between bulletin boards and true conferencing systems mostly
having to do with the degree of interaction of participants.

The one service implemented on almost every network is electronic
mail, or just mail, which is another CMC service. In this type of service,
messages are addressed to mailboxes for specific users. Mail is the glue that
binds the Matrix. It is like the telephone but without the repeated connec-
tion attempts of telephone tag; like paper mail but faster. Inexperienced
users often confuse it with one or both of those other two services, but it is
neither, as it has rules, capabilities, and drawbacks of its own.
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Networks and Conferencing Systems

Both computer networks and computer conferencing systems are described in
this book because they have similar services and are used for similar pur-
poses. In addition, many of them are connected so that at least mail can be
exchanged. A generic term is needed to include both, and it is convenient
for it to be short. In this book the word system is used for this purpose.

Uses

Communities of people form around particular networks and topics of dis-
cussion supported by networks. Face-to-face conventions have been held
and marriages and divorces have been made because of CMC. Preexisting
communities use these systems to further their goals.

Some tasks could not be completed in time to be useful without
computer networks. Large computer software projects coordinate large
numbers of programmers through computer networks. Astronomers
transfer data to coordinate observations around the world. Medical
researchers exchange information about cases. Social scientists collect infor-
mation on political situations and use networks to collaborate on writing
the information up. Books (including this one) are researched and re-
viewed using networks. Scholarly reports composed using computer net-
works have affected decisions of war and peace and superpower relations.
In all these cases, the alternative would be transferring data on tapes or
disks, coordinated by telephone calls or paper post. The time lost in using
these other means would cause such projects to take longer and, in many
cases, not to be practicable at all.

The appropriate service to use for a given purpose is not always obvi-
ous. Knowing how to use a service is not the same as using it well: etiguette
and ethics are needed for that.

Few people appear the same to other people across a network as they
would through a telephone or in person. The location, gender, and charac-
ter of a network user may bear little relation to the user’s mundane identity.
A user may even create several online identities, perhaps simultaneously.
Such identities may be used for improved communication. For instance,
personal traits that might be distracting to a listener can be left out, or an
argument can be furthered by constructing a personality to match. Net-
work identities can also be used for shadier purposes, including espionage
and international piracy. Thus, this new means of privacy is at the same
time a threat to privacy.
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Layers and Protocols

Many network users do not understand the underlying technology, but
many distinctions between networks and much of the organization of indi-
vidual networks are due to the technology used to construct them. New
technology will lead to new or more widespread services.

Some basic terminology can be given here. A computer network is a set
of computers communicating by common conventions called protocols over
communication media. Computers in a network are called network nodes, and
those that people use directly are called hosts. Computer network protocols
usually involve the exchange of discrete units of information called messages
over some form of physical medium, such as coaxial cable, microwaves, or a
twisted pair of copper wires. There is a field of technology and research
sometimes known as networking that deals with technical aspects of the
software and hardware involved in building networks, such as the fragmen-
tation of messages into packets because of size limitations of certain media or
protocols, routing of packets among nodes of a network, and their reassembly
into messages. Packets may be routed individually as datagrams, or paths
called virtual circuits may be set up for them to travel between fixed end-
points. This distinction has political as well as technical connotations.

Management Protocols

There may be networks of networks in layers, each layer having a topologi-
cal form; mappings are required among all the entities involved. There may
be special computers whose purpose is to serve as packet switches in a com-
munications subnet that transfers packets around the network. Two or more
networks may be interconnected by a special host called a gateway, router,
bridge, or repeater. Most people do not realize the extent of the specialized
protocols that may be required to manage large networks. Routes between
machines must be kept up-to-date, time must be synchronized, and reliabil-
ity must be ensured.

Administration

Real networks have to have people to run them, money to fund them, and
information available about them. Their size can be measured, perhaps in
number of hosts or users. They have names and access information.

It is useful to distinguish several common terms as used in this book:
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A machine is a computer of any size.

A system is a computer system of any size. This term is usually used
synonymously with machine. In this book, we also use system to mean a
computer network or a computer conferencing system when it is not appropriate
to specify one or the other.

A node is any vertex of a graph representing a network— that is, any
machine on a network.

A host is a network node that has resources of its own (such as disks,
user mailboxes, or user accounts). A host is not a node (such as an X.25
PAD or an ARPANET TAC) used only to connect across the network to
other nodes. Nor is a gateway a host, although a single machine may serve
both as a host and as a gateway.

A site is a place (such as a building, company, or campus) where a
group of network nodes is located. Although site is used as a synonym for
host on some networks, that usage is avoided in this book in an attempt to
prevent confusion.

History and Future

Bits and pieces of the history of computer networks have been treated in
other publications. Some of that information is brought together in this
book to outline the general history of the Matrix. There are also some
speculations on the future.

Standards

Much of the political history of networking has involved standards for pro-
tocols and the committees that produce them. Chapter 8 also contains notes
on organizations, conferences, and publications.

Part 11

The networks and conferencing systems described in this book encompass
continents, hundreds of thousands of machines, and millions of users. The
entire second part of the book, which begins with Chapter9, is about
specific systems, their interconnections, and their uses. Details of the orga-
nization of Part II may be found in Chapter 9, which serves as its introduc-
tion.
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Appendixes

Appendix A deals with public data networks, and Appendix B with legal
issues. Trademarks are listed after the Appendixes.

Index

The index is the place to find references to programs, protocols, and pro-
tocol suites; discussions of networks, gateways, countries, and people;
definitions of terms; mentions of companies and organizations; and expan-
sions of acronyms.

Typographic Conventions

This book is written in American English. Technical terms and proper
names in other kinds of English are preserved in their original spelling—
e.g., Coloured Book. Where possible, names or terms in other languages
are given in both the original language and in an English translation. If
there is a corresponding index entry, it is usually for the term in the original
language. Terms or names from languages that are not ordinarily written
in alphabets derived from Latin are transliterated. However, names of
countries and cities are always given in English.

Short network names are always printed in italics in this book. This is
to indicate that such a name is a network name and that there is probably a
section describing it. All network names appear in the index, and the bold-
face page number or range for a network is for its defining section. Top
level domains are treated similarly. Italics are also used for the introduc-
tion or definition of terms, which also appear in the index. In general, ital-
ics (except where obviously used for emphasis) indicate something that can
be found in the index.

Acronyms are spelled out where introduced (perhaps several times).
These appear in the index.

Programs (including operating systems) and computer programming
languages are always printed in boldface and are indexed.

Protocols, protocol suites, personal names, and names of countries are
not distinguished typographically, although many of them appear in the
index.

Written references are cited in the text by author and date, with the
full bibliographic references appearing at the end of each chapter. They
may include papers in refereed journals, articles in popular publications, or
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unpublished material such as user’s manuals, tutorials, or white papers.
Some articles from public electronic mailing lists or conferences are cited
with the mailing list or conference name as the periodical name. Informa-
tion acquired by verbal conversations (in person or by telephone), personal
computer mediated communications, or paper mail is usually cited as Per-
sonal communications.






User Services

21

There are two basic kinds of services: computer mediated communication
(CMC) services, which allow people to exchange messages, and resource
sharing services, which allow users to access computing resources (such as
files, databases, and CPU power). Although CMC services are often used to
coordinate sharing of non-computing resources, such as money, informa-
tion, or food, the term resource sharing refers to computing resources.

Either type of service may also be either batch or interactive. A mes-

sage may be delivered and read immediately in an interactive service or

after a delay in a batch service. Batch systems are necessarily asynchronous
(though many implementations attempt to impose at least the illusion of
ordered synchronous discussion), while interactive systems tend to be more
synchronous.

CMC services may be primarily either one-to-one (mail), one-to-many
(distribution lists or bulletin boards), or many-to-many (news or true con-
ferencing systems). Some types of services are sketched in Figure 2.1.

This chapter discusses services without going into detail about the
underlying protocols, software, and other technology. That material is left
to Chapter 4 and Chapter 5.

Computer Mediated Communication
The most widely used services are for CMC, and electronic mail is the most

common of these. A casual user may not know whether a conferencing ser-
vice is implemented on a single machine or across a network.

11



12

211

The Matrix
Resource sharing
Remote login (One to machine)
RPC RJE
FTP/FTAM SMTP BSMTP BFIP
NFS/DFS NNTP
Interactive <— (Many to many) —>» Batch
EIES News
phone (One to many) Lists
talk/PHONE/CHAT Mail
write (One to one)

Computer mediated communication (CMC)

Figure 2.1. Types of services

Batch CMC

Batch CMC does not require immediate action on the part of participating
users or supporting programs and protocols. Thus, neither dedicated con-
nections between machines nor simultaneous communication by users are
required. This makes such services easy to implement and easy to use.
Their asynchronous nature also has a built-in problem: if one user
sends two messages, there is no inherent guarantee that a recipient will read
or even receive the second message before replying to the first one. Order-
ing of messages can only be approximate, and the more users, hosts, and
time delays are involved, the more pronounced is the effect. Many user
interfaces attempt to minimize this phenomenon by ordering messages
according to time of posting and by reducing communication delays. But
nothing can be done about delays introduced by the readers themselves (by
going on vacation, for example), and so the problem cannot be completely
eliminated. In practice, experienced users do not find this to be a big prob-
lem. The simplest way to deal with it is to read all of the messages in a dis-
cussion that have already been received before replying to any of them.
Novice users sometimes find the inherent delays of these asynchro-
nous services to be annoying, preferring immediate response instead. But
experienced users often find that such delays provide much-needed pauses



21.1.1

2.1.1.2

User Services 13

for thinking and time to cool down before firing off a reply. The most
obvious advantage of batch services is that the recipients of a message do
not have to be actively participating when the message is sent. There is no
telephone tag of repeated attempts by each party to find the other.

One-to-One (Mail)

Electronic mail allows an individual user to post a message to another user.
The message is delivered to a mailbox where the target user will find it later
(perhaps after immediate notification). Usually it is possible to indicate
more than one addressee when sending or posting mail. This service is some-
times called e-mail, but in this book it is referred to either as electronic mail or
just as mail. Users often refer to traditional paper postal services as paper
post or even snail mail and occasionally contrast it with real mail, meaning, of
course, electronic mail.

The traditional and electronic postal services are similar in some
respects:

e  They deliver written messages.

e  They deliver the messages to specific addresses.

e  They involve a delay before receipt.

e  They sometimes provide a method of verifying receipt.

There are also differences that become more obvious the more the
electronic service is used:

e  Original composition and reuse of material in electronic mail mes-
sages is far easier because previous text is already in machine readable
form.

. Delivery of electronic mail is almost always faster.

. Delivery of electronic mail is usually less expensive.

e  Reliability of electronic mail varies considerably, especially when net-
work boundaries are crossed.

Mail is the most common service, since almost every network and
conferencing system supports it. Most networks allow any user to send
mail to any other user on the network and often to users on other networks
as well.

One-to-Many (Mailing Lists)

Networks that support mail by individuals to individuals often extend the
same mechanisms to support mailing lists — that is, long-lasting distribution
lists involving people who want to hold extended discussions on the same
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subjects. Often these are supported with the same software as for one-to-
one mail. Because new people want to join, old subscribers want to drop
out, and people move and change mail addresses, such lists usually require
someone to maintain them and to make sure their addresses are correct.
Some networks, such as BITNET, have mechanisms that allow people to
subscribe or unsubscribe without human intervention.

Mailing lists allow a specificity that many conferencing systems can-
not match. They go only to certain people, and newcomers have to ask to
get in. They are also directly integrated into the same user interfaces that
are used for ordinary mail, so a user does not have to do anything special to
read messages in a mailing list. Each user must, however, keep a set of
back messages for each list or be able to retrieve an archive from a central
location in order to refer to past discussions. This is inconvenient for the
user and an inefficient use of computing resources. The user also has to
sort messages in one mailing list from those in another and from ordinary
mail messages. This can be a real problem for verbose lists.

Many-to-Many (Computer Conferencing)

Many networks or conferencing systems allow large groups of people to
post messages to all members of the group. These computer conferencing
services differ from mailing lists in scale, both in the numbers of people that
can be readily supported in a group and in the numbers of groups. Usually
one copy of a message is kept per host rather than one per user as for mail.
Automatic separation of messages into categories by topic is usually sup-
ported. Sophisticated user interfaces are often provided. These can display
lists of categories and lists of subjects of messages per category, and the
user can select messages (either to display or to avoid) by subject, sender,
and logical combinations of these and other attributes. A service with all
these features is a true conferencing system. (Some would say that an ability
to see who has read a message is another necessary attribute, but this is
often not possible on very large distributed systems.)

People not familiar with this type of service usually think of personal
computer bulletin board systems. These are rudimentary single machine con-
ferencing systems, but they usually tend to have a small number of topics
available and not very sophisticated user interfaces. More importantly,
they are frequently used as bulletin boards — that is, users post messages as
if on a physical pegboard and with no real idea of who will read them or
reply to them. True conferencing systems are used for detailed threads of
discussions within continuous topics, and the participants are usually
known to each other.

Many IBM PC or similar MS-DOS systems are connected in a net-
work called FidoNet. Perhaps the largest conferencing network is USENET.
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It supports a conferencing system known as news, which is an appropriate
name because it indicates the global distribution of the service. The Internet
component network WIDEBAND is frequently used for multimedia confer-
ences involving voice, data, and video images [Partridge 1988].

There are intermediate systems: TOPS-20 and other hosts on the Inter-
net have long supported local one-to-many BBOARD conferences and
exchanged them using distribution lists, producing something almost like a
general distributed conferencing system. The basic distinction is that each
BBOARD will usually have an associated mailing list (or even a list of hosts
for some sort of ad hoc file transfer method), perhaps each supported from
a different machine, and each must be updated to add a new host to the sys-
tem. A true news system is closer to broadcasting in that a new host just
picks up the transmission from a neighbor, as in USENET. Many people
have taken to having their personal computers dial up commercial systems
such as CompuServe in the middle of the night (when telephone rates are
low) and download many articles for later perusal. This is a step in the
USENET direction. A further step may be seen in DASnet. See also the dis-
cussion of porting in Chapter 3.

A problem that may occur with any kind of large-scale conferencing
system is finding storage space for records of conferences, which tend to
accumulate very quickly. Some systems, such as that of Tandem, alleviate
the problem by making references to old messages be merely pointers
rather than copies, but that does not solve the problem of an influx of new
messages.

Interactive CMC

Interactive CMC services are not as common as batch services on networks.
Many networks are based on intermittent dialup connections, and many
that are based on dedicated connections are fast enough to make do with
mailing lists. Interactive CMC services are common on single machine con-
ferencing systems, though their use may require careful planning to make
sure all desired participants know when to participate.

One-to-One

Many single machine conferencing systems provide a way for two people
to communicate interactively. This is the conferencing service most like a
telephone call, being interactive and immediate. Often no transcripts are
kept, making it more like oral communication than most of these written
media.
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One-to-Many

A simple elaboration of one-to-one conferencing is the extension to small
groups. This kind of service is much like a telephone conference call. It has
an advantage in that input from each participant can be displayed in a dif-
ferent area of the screen so that everyone can simultaneously see what
everyone else is adding to the discussion. Who gets everyone’s attention is
another problem, but with small groups, it is usually not a serious one.

Many-to-Many

Even larger groups can be accommodated simultaneously on conferencing
systems. Numbers of people that would be impractical over telephones can
be involved. This is because computer mediated systems can arrange that
only one participant can hold the floor at a time. This can be done by vari-
ous means, including having each “speaker’” pass a token to the next or by
having a facilitator determine who will speak next. The latter is much like
having a chair for an in-person committee and can be made to work better
in a computer mediated medium than over telephones. This kind of confer-
ence allows an immediacy and clarity that could otherwise be achieved
only by face-to-face meetings (if at all), and the cost is so much less that
conferences can be held much more frequently.

Resource Sharing

The earliest purpose of early research networks such as the ARPANET or
CYCLADES was resource sharing—that is, the use of distant computing
resources by means of the network. Such services are specific to networks
and do not occur on non-networked conferencing systems, since they must
involve multiple host computers.

. Interactive Resource Sharing

Interactive resource sharing is the easiest kind to understand and to imple-
ment.

1

Remote Login

The most basic kind of resource sharing is remote login, which is the use of a
network to access a remote machine as if one were logged in on it from a
local terminal. Most interactive networks support this.
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File Transfer

The ability to get a file from a remote host and put it back (and possibly to
delete it, create or delete a directory, change directories, etc.) is called file
transfer. This is probably the second most common interactive resource
sharing service. It is sometimes referred to as FTP or FTAM from the names
of two widely used file transfer services.

Since data formats vary widely among operating systems and
machine types, there are usually several file transfer formats supported.
The most generally usable one is plain text in 7 bit USASCII, although the
line delimiter may still vary. The user initiating a transfer must have read
access on the source file and write or create access on the destination file or
directory. However, there is a special case called anonymous FTP in which
specific files are put where anyone can transfer them by using widely
known access permissions.

Remote Procedure Call

The ability to call programming language level functions on a remote host
without logging in is called remote procedure call. This is often used to sup-
port distributed file systems, remote file locking, or device access. This is
commonly supported only on small and fast networks, but use on wide
area networks is increasing, even over satellite networks such as SATNET
[Partridge 1988].

Distributed File System

Fast networks sometimes support access of remote files as if they were part
of a local file system. This is called a distributed file system or a network file
system, depending on the degree of integration of the remote part into the
local part. Such services are sometimes built from remote procedure call
services.

Remote File Locking

This service is sometimes provided as part of a distributed file system,
sometimes separately. It allows locking files so that no other process may
change them simultaneously. It is important in building many other ser-
vices, such as mail or access to databases or devices.

Remote Device Access

This service provides a way to use devices such as printers or tape drives
on other systems as if they were on the local system. Printers are also com-
monly attached to networks as independent hosts so that they can provide
their own locking facilities. '
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Window Management

Especially on a local area network (LAN), it is common for most hosts to be
diskless workstations using disks on one or more server machines and hav-
ing high-resolution bit-mapped displays. Such displays are usually divided
into windows, and each window may show activities on a different
machine, perhaps including sophisticated graphics. There must be a win-
dow management protocol to coordinate transmission of information in win-
dows and often to transfer concise descriptions of graphics data efficiently
over limited bandwidth.

Videotex

The integrated display and interchange of text and images is known as
videotex. This is widely supported by the French government telephone sys-
tem with three million specialized Minitel terminals in private homes. Con-
ferencing services are supported, as are advertising, shopping for consumer
goods, and sophisticated directory services. That network is probably the
most direct application of CMC technology to the needs of the general pub-
lic of any nation.

Shared Memory

One of the most complete elaborations of the resource sharing idea is shared
memory, where resources on a remote system look like resources on a local
system.

Distributed Operating System

The logical extreme of resource sharing is a distributed operating system in
which the distinction between local and remote systems is completely oblit-
erated. This has been done already in some wide area networks, such as
Tandem. This distribution requires a certain sacrifice, though, as all systems
in the network must present exactly the same interface. That is, a true dis-
tributed operating system can only be done as a closed system. Most wide
area networks (at least outside of individual companies) are open systems
that allow many different vendors’ systems to be interconnected. Systems
that are closed to other vendors may still run on a wide variety of software
and hardware from a single vendor, as in DNA, NCA, or SAA, which are
described in Chapter 4. Some comments on future services such as these
may be found in Section 7.8.
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Batch Resource Sharing

Some resource sharing services just do not make sense as batch services.
What would batch remote login mean (maybe remote job entry)? Others
involve submitting a request and waiting for completion. These can be
done almost as readily in batch.

Remote Job Entry

The submission of a job, or set of instructions for various programs to run to
completion, is a time-honored batch service from the days of punch cards
before time-sharing. When this is done across a network, it is called remote
job entry or sometimes remote command execution. One might look at it as
large-scale remote procedure call in a batch context. There are security
problems with this service on interactive networks. Protection mechanisms
may differ between hosts. One may do the equivalent of a login when sub-
mitting the job, but this often involves having a supposedly secret password
available in a file.

Batch File Transfer

Batch file transfer makes as much sense as the interactive kind, perhaps
more, but many interactive networks do not support it, probably for secu-
rity reasons similar to those for remote job entry. However, it is frequently
supported on top of mail for specific databases or libraries of information
that are intended to be publicly accessible. This is similar to anonymous
FTP. And users often send files as mail to other users, although some are
perhaps not aware that most mail systems are not at all secure.

Bibliographic Notes

The basic reference for computer conferencing is Hiltz and Turoff 1978.
Recent comments on how to make conferencing services usable may be
found in Hiltz and Turoff 1985. Of interest for some current conferencing
software is Cook 1987.

Since this book is about current and widely used systems, this chapter
has concentrated on widely used services. For a readable introduction to
more esoteric but not necessarily far distant applications, such as multimedia
mail, broadcatch, or video conferencing, see Brand 1987. A few comments on
plausible future services appear in Chapter 7 of this book.
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Lises

3.1

Network users group together in a variety of ways related to the underlying
technology or to mutual interest. The networks and conferencing systems
themselves produce communities of convenience of people with access to
the same services and interfaces. More specialized communities form on
the basis of interest and accessibility, whether on a single system or across
several.

This chapter is not intended to completely describe any network or
conferencing system; that is the task of the second part of the book. The
purpose of this chapter is to bring together some topics that might be lost to
the reader if they were only scattered through the system descriptions in
PartII. If you see a system mentioned in this section and want to know
more about it, you can look it up in the index and turn to the section about
it in Part II.

Communities

Networks may be not only communities of convenience, but also communi-
ties of interest. Many of them form around people who are involved in the
same sorts of activities. Here are some examples of communities of
researchers, of communities formed around certain kinds of facilities or
around the use of certain software, and of political communities.
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Network Researchers

Users of ARPANET, CYCLADES, and HMI-NET were originally almost
solely researchers in networking technology. This was true of most of the
early computer networks. Some current networks, such as ARISTOTE,
retain that characteristic.

Scientific Researchers

Some networks are so specific to a particular use that they take their name
from it. These include MFEnet for Magnetic Fusion Energy, HEPnet for
High Energy Physics, and Starlink for astronomers.

Computer Centers

Most BITNET users tend to be users of large IBM mainframes at large
computer centers, usually at universities. ' (There may be more non-IBM
machines on BITNET than IBM machines now, but IBM mainframes support
so many users that the typical user is still as described.) This is also true of
REUNIR and to some extent of JANET.

Operating Systems

As mentioned, the BITNET community is mostly a community of users of
IBM mainframes. The UUCP network is just as largely a community of
users of the UNIX operating system. Many DECNET-based networks, such
as MFEnet, HEPnet, and SPAN, consist almost solely of Digital machines
running VMS; many large conferencing systems or commercial systems
such as TWICS or CompuServe are VMS-based. And many machines on
FidoNet run MS-DOS.

Small Facilities

USENET was formed as a sort of poor man’s ARPANET. Although it now
reaches into facilities that were formerly the exclusive domain of networks
such as ARPANET or BITNET, it also connects many small facilities in
universities but outside of their large computation centers, and small com-
panies that may not be connected to CSNET. This tendency to connect
small, independent facilities is also visible in UUCP and EUnet. Similarly,
one of the original reasons for FidoNet was a desire for something like
USENET for personal computers.
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Political Communities

CARINET is a political and economically oriented system that is primarily
concerned with the Third World. PeaceNet was formed to allow kinds of
political organizing that would be hard to do on other networks. Its parent
organization has since branched out to form the related systems EcoNet and
GreenNet. The latter is based in London, and there is an hourly UUCP link
between it and the PeaceNet machine, so the two form a true network, albeit
a small one.

Conferences

Most computer conferencing systems organize messages into conferences
according to subject matter. Other terms for these organized topics are Spe-
cial Interest Group (SIG) or newsgroup (the USENET term).

Many conferences are overseen by a person who may be referred to as
one of the following :

e  Editor: a term derived from print media

. Moderator: from broadcast media and commonly used on the Internet,
EIES, and USENET

e Facilitator: a term popular with political groups in reference to face-
to-face meetings

e Monitor: the term used on EMISARI, which is usually considered to be
the first conferencing system

. Coordinator: the term used on the Swedish QZCOM system

. Sysop: for system operator; the term used on most commercial and
personal systems

The term usually used in this book is moderator. The moderator filters out
duplicate submissions and may in some cases reject objectional submissions
or remove them after they are posted. Reasons for rejection vary widely
with the network, conference, and people involved. Sometimes actual edit-
ing is done. The roles of moderators as perceived by themselves, network
administrators, submitters, or readers can vary widely. For example,
moderators are often accused of censorship, but few moderators believe
such accusations are justified.

Another important task of the moderator is to reply directly to simple
queries so that the general readership does not have to see them (and so the
moderator does not have to filter out numerous similar responses later, and
the network does not have to carry them). For mailing lists, the moderator
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often is responsible for adding or deleting people’s addresses from
the list. In some cases of groups related to software, such as Info-
Kermit@CUNIXC.CC.COLUMBIA.EDU, the moderator also announces new
releases of software [da Cruz 1988].

Certain newsgroups, mailing lists, bulletin boards, conferences, and
SIGs have reliable followings that form social groups. These range from
groups interacting strictly in pursuit of technical goals to others interacting
for the sake of interaction, to still others for whom the networked interac-
tion is an aspect of or leads to outside interaction.

Many systems keep lists of conferences that can be used to’ discover
what conferences exist. Methods of finding such lists of lists are discussed
under individual networks, in Part II of this book. For example, for Internet
mailing lists, look in the section for that network, and for USENET news-
groups, look under USENET. The location of the section on a network may
be found in the index.

Technical Groups

UNIX-WIZARDS@BRL.MIL: this Internet mailing list* dates back to around
1977 on the ARPANET and is currently gatewayed bidirectionally and
automatically with the USENET newsgroup comp.unix.wizards. It is possible
that most working UNIX software developers and system administrators
read this list up to a few years ago, but many have since unsubscribed
because of the time required to sort through the much larger volume of sub-
missions.

There have been several attempts to reduce the traffic and to keep it
more technical. The comp.unix.questions newsgroup, which is gatewayed
with the INFO-UNIX@BRL.ARPA mailing list, was created to provide
access for novices to knowledgeable people while keeping elementary ques-
tions out of UNIX-WIZARDS. There is also a moderated newsgroup,
comp.unix. It has little traffic, apparently because people do not want to
have to justify the value of their submissions. UNIX-WIZARDS still has a
recognizable group of technical contributors and readers who use it in their
work. Many of them can also be found attending USENIX conferences for
the same reasons. Many of the ones who no longer follow UNIX-WIZARDS
use other newsgroups or mailing lists or private mail for the same purpose.

* The standard procedure for subscribing to an Internet mailing list is to send a request by
mail to list-REQUEST@domain, not list@domain. So if you want to get on the HUMAN-NETS
list, mail a request to HUMAN-NETS-REQUEST@RED.RUTGERS.EDU. Only actual submis-
sions should go to HUMAN-NETS@RED.RUTGERS.EDU.
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Info-Kermit@CUNIXC.CC.COLUMBIA.EDU or comp.protocols.kermit or
I-KERMIT: this list, moderated by Christine Gianone of Columbia Univer-
sity (Columbia), is about the Kermit software, which allows interchange of
data among 300 different kinds of host machines. The software is mostly
written by volunteers coordinated from Columbia. The list is a major
mechanism for announcing new releases and for discussing bugs, features,
and design features. It is a very large list, with 500 direct entries but many
more readers. It illustrates a common feature of very large lists: many of
the entries on the master list (as many as half in this case) are themselves
aliases for further lists, which may themselves have such aliases. Thus, the
real distribution paths are tree structured and are not completely controlled
from one place; the moderator has no way of knowing who subscribes, or
even how many. The organization of the tree is usually good enough that
messages reach many parts of the world within a short time (usually hours)
of posting. This is because administrators of large systems will ask for
entries in the top level list, and smaller systems will then feed from them.

Any of the lists in the tree may have addresses for several kinds of net-
works. This is a major factor in being able to have such a wide distribution,
but it also means that multiple address formats and mailer protocols are
used, resulting in peculiar error notifications from all over the world,
many of them for sublists that the principal moderator has no control over
[da Cruz 1988]. Subscription requests from the Internet, CSNET, UUCP, or
EASYnet should be mailed to

Info-Kermit-Request@ CUNIXC.CC.COLUMBIA.EDU

From BITNET, NetNorth, or EARN, a SUBSCRIBE message for I-KERMIT
should be sent to

LISTSERV@CUVMA

On USENET the equivalent is the newsgroup comp.protocols.kermit.
AILIST@SRI-ALARPA or comp.ai: this is a general technical discussion
list or newsgroup for Artificial Intelligence (AI) researchers. It is moderated
and digestified. The volume is high, and topics range from press treatment
of Al to esoteric points of logic to implementation details. Submitters range
from the most eminent practitioners to novices, with the moderator select-
ing more of the former. It is not clear that this list accurately reflects the
working Al community, but it certainly has its own following.
TCP-IP@SRI-NIC.ARPA or comp.protocols.tcp-ip: this is an Internet mail-
ing list whose subject is the TCP/IP protocol suite. It is used both for dis-
semination of information to people not familiar with the protocols and for
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working technical discussions among their implementers, most of whom
appear to follow the list. There are similar lists on more specific networking
topics.

news.groups: this is a USENET newsgroup that is used to discuss the
creation and deletion of newsgroups. It has occasionally been one of the
highest volume newsgroups on the network. There are other newsgroups
that discuss USENET itself.

INFO-NETS@THINK.COM: this is a mailing list about networks. Post-
ings have ranged from requests for paths to specific hosts on certain net-
works to position statements by people involved with NSENET. Some
information in this book was obtained in response to requests on this list.

HUMAN-NETS@RED.RUTGERS.EDU or soc.human-nets: HUMAN-
NETS is perhaps the prototypical technical list about social issues. It is for
discussions of the social effects of computers and specifically of computer
networks. A discussion in this list led in 1984 to the writing of a ten-page
paper that was the predecessor of an article in Communications of the ACM
[Quarterman and Hoskins 1986] and of the present book. Unfortunately,
this list appears to have subsequently died out.

RISKS@KL.SRI.COM or comp.risks: this group is about the risks
involved in the use of computers. It tackles many of the issues that were
formerly discussed in HUMAN-NETS.

OMNET: this is a discussion group for oceanography users on Telemail
[Cerf 1988].

NANET: numerical analysts use this distribution list on the Internet.
Its server creates virtual mailboxes that make it look as if each member is on
a single machine although actual mailboxes are elsewhere [Cerf 1988].

There are technical mailing lists for such things as workstations, local
area networks, and many different lists for many different manufacturers’
computers. Not all technical lists or newsgroups are computer related.
There are newsgroups about astronomy and biology, for instance. How-
ever, researchers in other fields use newsgroups in their fields for actual
work less than researchers in computer fields do, probably because
researchers in other fields are less familiar with unusual uses of computers.
But this is changing; astronomers, in particular, have found that computer
networks are extremely convenient media for coordinating observations at
observatories in places as far apart as Chile, Australia, and South Africa.

soc.roots or ROOTS-L@NDSUVMI.BITNET: this is a USENET news-
group that is gatewayed with a BITNET mailing list, and there is apparently
a link with a FidoNet BBS in San Francisco. The topic is genealogy, and the
postings range from requests for information on lists of names to reviews of
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sources. This is a somewhat unusual group because the topic is not directly
related to computers and because it is carried by three major worldwide
networks.

Social Groups

CompuServe SF S1G: CompuServe has a very popular though not very old SIG
on science fiction. The instigators had great difficulty convincing the net-
work management that a conference on that topic would be viable, but it
has turned out to be one of the fastest growing SIGs. Similar groups exist
on some other systems; one dates back to at least 1978. There is a ULUCP
mailing list for writers of science fiction.

There are many newsgroups or mailing lists that exist only for social
purposes. An example famous among afficionados was a mailing list
started in 1985 by a student who had lost his girlfriend and wanted to com-
miserate with all his friends, most of whom he knew through the various
networks. This list used considerable portions of the bandwidth of several
networks over many months and led to a number of parties in several parts
of North America where the participants met each other directly. Needless
to say, this list was never sanctioned by the administrators of any network.
It no longer exists, but descendant lists involving its former participants
continue to spring up.

Public Interest Groups

Political reporters following the 1988 U.S. presidential election pooled their
reports on a bulletin board system that was used by reporters and editors
throughout the country, giving small-town editors access to essentially the
same information as was available to reporters from major metropolitan
newspapers. The precise effects of this are not clear. Some say increased
homogeneity of news reports was caused; others say the reverse.

Amnesty International (A.I) makes increasing use of computer sys-
tems (such as PeaceNet [Miller 1987]) for general communication among
members and in its Urgent Action Project. This project encourages
members to write letters to government officials when people are abducted
by governments. Participants are informed of what happened and whom
to contact. Electronic alerts are posted on the Amnesty International Urgent
Action Network (AIUAN) over many academic and personal computer net-
works, as well as inside large corporations such as Lotus and Apple.

A typical urgent action runs for six weeks, but the first two to three
weeks are critical. If a prisoner is not released within that short initial
period, release is unlikely. Electronic communications offer an increase in
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speed over postal alerts. Alerts can reach participants within a day,
possibly leading to responses on the same day. Problems found with initial
manual forwarding included occasional editing and postings left visible
after their alert stop dates. This could cause alert messages to circulate
beyond their intended life span, irritating not only the people for whom
they were intended, but also the target government officials, who may have
already released the prisoner in question and do not appreciate being inun-
dated with now irrelevant complaints. Automatic forwarding and desig-
nated redistributors inside closed communities have minimized these prob-
lems [Axelson 1989].

AIUAN currently has about 300 people in the United States
specifically working on action alerts. AIUAN also distributes into the
United Kingdom, but into no other countries. For comparison, there are
about 3,860 local A.I. groups in more than 60 countries, plus individual
members, supporters, and letter writers in more than 150 countries and ter-
ritories, for an estimated membership (in 1985) of more than 500,000. A.L
is probably the leader in the use of electronic media for these purposes, but
other organizations may want to do the same.

Effects

Networks have effects on their users beyond their immediate practical uses
[Hiltz and Turoff 1985; Zuboff 1988].

Basic Effects

The primary effect of CMC (at least with heavy use) is increased human
interaction, which can lead to better technical productivity through the
exchange of ideas and references (both to documents and to people) [Hiltz
1980]. Not only work-related communications and contacts increase, but
informal communications of all kinds usually increase by an order of mag-
nitude. Murray Turoff and Starr Roxanne Hiltz named this phenomenon
superconnectivity [Turoff 1985, 361; Hiltz and Turoff 1985, 688].

Increased connectivity quickly leads to information overload [Hiltz and
Turoff 1985], which is the receipt of too much unwanted information, and
was encountered early in the history of CMC [Hiltz and Turoff 1981]. This
phenomenon has been compared to living in a crowded dormitory, and
similar solutions may be appropriate [Hiltz and Turoff 1985]. The system
can provide ways to avoid the contributing factor of information entropy —
that is, lack of organization or labeling of pieces of information [Hiltz and
Turoff 1985, 682]. Likely ordering primitives include indexes of available
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articles, subjects, and keywords in each article [Hiltz and Turoff 1985, 686]
and automatic detection of articles cross-posted to several conferences. But
the user has to be selective in what is read according to sender or topic, and
what is sent according to expected response. This becomes more a matter
of etiquette than technology. It is usually counterproductive to ignore mes-
sages from anyone but a fixed set of people, because useful information will
be missed [Hiltz and Turoff 1985, 684]. Instead, one must learn how to
avoid unproductive conferences, how to scan items rapidly for interest, and
how to politely and effectively stop junk messages. Most users learn to
manage this with practice. )
Apparently about 25 percent of the salaries of office workers is used in
time spent in communications by managers and professionals, compared to
about 5 percent for word processing [Turoff 1980, 237]. If appropriate CMC
services are widely used, one can expect some widespread effects to come
of them, especially considering that any means of communication strongly
affects the actual communications and thus the organization of any group
using it [Turoff 1980, 252, 256]. But design or choice of appropriate services
can be a difficult task, especially considering that people cannot say what
they need before they use a service or even after only short test uses [Hiltz
and Turoff 1981, 750]. They may think they can, but experience has almost
universally proven otherwise. Modeling services on existing behavior,
especially on specific behavior such as how a secretary types a memoran-
dum [Hiltz and Turoff 1981, 750], has proven to be inadequate to the task.

Appropriate CMC Services

Chapter 2 briefly described various services, including CMC, but did not
say much about when to use them, because that is mostly a matter of their
effects.

For detailed but not pressing discussions, mail or batch conferencing
may be the best service to use. They usually tend to be used together, as
conferencing generates need for private mail messages on specific topics to
specific people, and mail messages may be reworked later and posted to
conferences [KOMunity 1987]. Conferencing is usually not successful
below a critical mass, which varies but is often about ten people [Hiltz
1978], although a moderator may manage to attract enough interest among
an even smaller group, and previous interest of the participants in the sub-
ject is also a strong factor. As the number of participants, their geographi-
cal separation, their schedule differences, or the urgency of the situation
increases, a true conferencing system becomes more useful. People who
have successfully used a system tend to get interested in it and spread its
use [Turoff 1980].
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If the participants in a conference differ greatly or violently among
themselves, a moderator may be needed. If the level of interaction of the
discussion increases too much (e.g., by smaller messages, shorter time lim-
its, or more alternative paths) users may resort to interactive conferencing,
or eventually to voice telephones. For high-level decisions that are driven
more by opinion than fact, or for scanning large amounts of data in a brief
time, images may be necessary. Most long-term users of CMC find situa-
tions where the only really appropriate electronic medium is none: face-to-
face meetings can provide a level of context that nothing else can.

CMC should be used in conjunction with other media, not necessarily
to replace any other one [Featheringham 1977]. In fact, it is not uncommon
to see an increase in the use of telephones and paper mail along with an
increasing use of CMC, as the user comes in contact with many more peo-
ple, including ones not geographically local [Hiltz 1980]. Also, paper mail
is more appropriate for bulk mail such as book drafts, and use of CMC may
increase the number of people who want or need to receive such drafts.

The dynamics of face-to-face meetings have often been studied as a
parallel to conferencing systems. But conferencing systems do not require
participants to be in the same place (or the same time). This can be a great
advantage if users are distributed over widely separated time zones or
countries [Featheringham 1977] or if there are many users (with many
schedules).

In a physical meeting only one person can speak at once, but in a com-
puter mediated conference any number of participants may type in com-
ments simultaneously [Hiltz 1977]. There is no waiting for airtime [Price
1975] and no danger of being shouted down, although, conversely, readers
may choose to ignore anything they feel is inappropriate [Hiltz 1977] (see
flaming in Section 3.3.5). For these reasons, conferencing can readily sup-
port much larger groups than would be practical in face-to-face meetings
[KOMunity 19871, and meetings of any size take less time of each partici-
pant in CMC than in person [Palme 1984].

Speed of response, or inverse latency of verbal response (LVR), is
often a major factor in dominating a face-to-face meeting but is much less of
a factor when using a conferencing system. Many more people can con-
verse intelligibly using an asynchronous online service than in a personal
meeting. Because several people can provide input at the same time, there
is less need for a single leader to control the floor and more likelihood of
several leaders developing in different areas [Hiltz 1977]. But anyone who
has participated in a very large conference can attest that the CMC
equivalent of low LVR does exist. Some people apparently spend their lives
glued to keyboards, and can thus always have more and faster responses
than others.
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CMC is so flexible that people can even be involved in many confer-
ences at the same time. But this flexibility can make it harder to reach a
conclusion online than in person, although any eventual conclusion may be
of higher quality [Hiltz 1980] and will probably be reached with as few as a
quarter as many words [Turoff 1985, 361].

Another common comparison is with telephone conference calls.
These have many of the same problems as physical meetings, such as
requiring all users to be present at the same time, permitting only one
simultaneous speaker, and speed of response. An even more obvious, but
often overlooked, advantage of CMC is that there is a written record
[Advertel 1988].

An advantage of either mail or conferencing over voice communica-
tions is that people with different native languages can often communicate
better with each other in writing [Palme 1984; KOMunity 1987].

Both CMC and telephone conferences share a counterintuitive advan-
tage over physical meetings: because there are no physical cues other than
the voice or the text, it is easier to concentrate on the topic rather than the
person [Hiltz 1977]. A rather extreme example of this is rank in military
situations [U.S. Army Forum 1984]. Some even say it is easier to detect
when someone is lying, because lying is usually reinforced with nonverbal
signals [Turoff 1980].

Some formerly anticipated technologies, such as the picturephone,
failed after only field trials [Hiltz 1978]. One reason for this may have been
that the technology did carry nonverbal and nontextual cues. Combined
with no strong limitations on the timing of picturephone calls, this could get
messy: if someone did not allow their picture to be seen, did it mean they
were still asleep, not dressed, just being rude, or didn’t have a picture-
phone?

CMC can have an obscure advantage that neither personal meetings
nor telephones can manage as well: anonymity, that is, the lack of almost all
personal cues. Although the medium itself seems to produce greater can-
dor in its participants, including more willingness to criticize bad ideas
[Hiltz 1977], hiding the identity of a participant may be useful or necessary
in some situations [Featheringham 1977], such as when low-ranking people
are communicating with high-ranking people or in public conferences when
personal experiences are being discussed.

Identity

There are few more obvious subjects for science fiction than CMC, and
there is a long tradition of stories about it. One of the most famous (and
pessimistic) early treatments was ““The Machine Stops,” by E. M. Forster
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[Forster 1956]. That story was mostly about dependence on machine
mediated communication to the extent that most people had no identity
apart from it.

In 1980, a science fiction writer noticed an interesting property of com-
puter aided interaction and wrote a story about it called “True Names”
[Vinge 1987]. He noticed that computer users can sometimes masquerade
under false identities and defeat attempts to determine who they are: this
was well known to system administrators, but Vernor Vinge was ap-
parently the first to turn it into fiction. This is an attractive fictional conceit,
involving as it does the possibility of creating whatever identity the perpe-
trator finds useful, appropriate, or amusing. It has spawned a whole
subgenre in recent years, most obviously represented by Neuromancer by
William Gibson [Gibson 1984], and had predecessors as well [Brunner
1975]. Networks are involved more often than single computers, as dis-
tance and heterogeneity make detection more difficult. Much of this litera-
ture is devoted to the use of invented identities to defeat security mecha-
nisms. Real-life examples of such uses have been part of the computer
industry and culture since the beginning [Levy 1984] and show no signs of
not continuing indefinitely (see Section 3.3.7).

But most of the best of fiction concerning computer networks (includ-
ing Gibson, Sterling [Sterling 1985], and Williams [Williams 1986]) is also
concerned with other aspects of identity. One of the clearest explorations of
the political use of personae created by means of computer networks is
Ender’s Game by Orson Scott Card [Card 1985]. It involves invented charac-
ters who expound on political theory in order to influence public opinion
and elections. This idea has been ridiculed by some writers, but there are
contemporary parallels. I was twice elected to the board of directors of a
technical association largely, as near as I can determine, on the basis of
exposure on USENET.

Newspaper columnists and television commentators routinely assume
didactic personae in order to put forth their views and, they hope, influence
public opinion and political elections. It is a common and easily docu-
mented assertion that television exposure is a major determinant of political
elections in the United States and other countries. Computer networks are
just another medium, which is not accessible to the general public in most
places as yet but is becoming more so all the time. In France, a large frac-
tion of the total population uses the Minitel system provided by the govern-
ment telephone bureau. It was widely used by all parties in the 1988 French
presidential election.

Science fiction also deals with other aspects of CMC, such as informa-
tion overload, as in William Gibson'’s idea of the scroll of information imping-
ing on everyone from many sources [Gibson 1984].
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Telecommuting

Increased use of this technology will lead to more telecommuting, and thus
less physical commuting, as predicted as long ago as 1975 [Price 1975].
Research organizations such as XEROX PARC and Bell Labs have existed
because there was a need to collect highly educated and talented people in
one place so that they could communicate. Many towns exist because
workers had to be gathered near workplaces. Neither of these things is as
likely to be as necessary as it used to be [Brilliant 1985]. This may be good
in the sense that pressures on cities and road systems may be relieved. But
affluent telecommuters leaving cities could leave them to people who can
not afford the technology [Hiltz 1977], and the population may spread into
rural areas [Clarke 1953] better used for farmland or left as wilderness
[Price 1975].

There are already more people working from their homes because of
this technology [Brand 1987]. This may in some cases cause problems of
isolation having to do with the lack of work-related social contacts [Hiltz
1977], management difficulties, etc. But there may also be increased
confidence from feelings of independence, and use of the technology often
causes the development of better communication skills [Mills 1984]. It also
often leads to a greater number of acquaintances, coworkers, and friends,
who may in turn, paradoxically, lead to more long-distance travel [Hiltz
1980].

Effects on families are also a concern. Some people find working at
home very useful in multiplexing domestic and work requirements [Hiltz
1977]. But quite a bit of self-control on the part of the worker and coopera-
tion from the family may be necessary to make sure that both (or either)
kinds of tasks get done. Many are the spouses who have lost a partner to a
home terminal, and many are the companies that have lost a good
employee to a spouse.

Some predict that CMC will be used to destroy individual initiative
and to repeat the errors of the Industrial Revolution that destroyed cottage
industry and produced the assembly line [Mills 1984]. But the opposite is
just as plausible: because of the increased independence that the technology
offers, more small groups and individuals may become productive in a
greater variety of ways. This is already happening. Publishing information
used to mean printing it on paper and distributing it physically. This is
usually economical only in bulk. With electronic media, the opposite is
true, and thus production of information by individuals is encouraged
[Turoff and Chinai 1985, 811.
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Etiquette and Ethics

Learning how to use a computer system properly takes much longer than
simply learning the mechanics of making it do things [Turoff 1980]. Learn-
ing to use a system without offending other users and to maximum benefit
involves etiquette. Learning to use a system without causing harm to others
involves ethics. These are not completely separable subjects, and the former
tends to blend into the latter as the seriousness of the situation increases.

This section draws on several documents on these subjects, including
an early Rand report on ethics and etiquette for electronic mail [Shapiro and
Anderson 1985], guidelines posted monthly on USENET for several years
[Von Rospach and Spafford 1988; Spafford and Horton 1988], other guide-
lines developed from the experience of a more exclusive small group
[Umpleby 1986], and some resolutions on ethics adopted by BITNET and
CSNET [BITNET/CSNET 1988] and NSFNET [DNCRI-DAP 1988] after a
recent (November 1988) and very publicized problem on the Internet. The
guidelines presented here are common to several of these documents and
were chosen based on personal experience.

Etiquette

Problems of misunderstanding and rudeness are matters of etiguette. One
of the most obvious effects of networks is a tendency of users to flame —
that is, to produce many words on an uninteresting topic or in an abusive
or ridiculous manner; raving is almost a synonym for flaming. The usual
supposition for why computer networks tend to aggravate flaming is that
the flamer is isolated from the readers and has no immediate negative feed-
back to reduce this behavior. Flamers do, however, tend to get many mail
replies (this kind of attention may actually be what some of them want).
Here are a few guidelines and epigrams for etiquette.

CMC services are not like other media. The most basic guideline for
using CMC media is that they are not like other media, no matter how
many superficial similarities there may be. Treating a CMC service just like
the telephone, paper mail, or any other medium will lead to misunder-
standings and mistakes. Even if you are using CMC to communicate with
people you know well, you will not see them the same way with CMC ser-
vices. ,

Emulate experienced users. The best way to learn is by emulating others
who have already learned how to make the best use of a system — with eti-
quette and ethically.

It’s not just a machine. All that is in front of you may be a piece of
hardware, but there are people on the other end of CMC services, and there
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are people responsible for maintaining and developing resource sharing
services.

Be brief. Using many words is more likely to cause misunderstandings
than using a few well-chosen words. People are also less likely to read long
messages. More than a page or two is probably too much. When respond-
ing to a message and including part of it for context, include as little as pos-
sible while maintaining clarity and precision.

Label your message. Choose a title that fits the subject and stick to it. If
you need to bring in another subject, consider posting an additional mes-
sage. Supply keywords if the system supports them.

Remember your audience. When sending a message, remember who will
be reading it and tailor it to them. Use language, references, and subjects
that will be comprehensible. Do not use buzzwords or other terms the
audience will not know unless you define them in your text. Be aware that
certain topics are objectionable to some people.

Choose an appropriate medium and forum. Use a conference or mailing
list on a topic related to that of your message. Do not cross-post to many
different fora without thinking about the ones you choose. Use a style
appropriate to the topic, the medium, and the forum (e.g., a chatty conver-
sational style may be appropriate for a social conference but not for a
serious technical discussion group). Sometimes personal mail is most
appropriate for clarifications or criticisms. Other services may also be
appropriate, as has been discussed at length in previous sections. Be aware
that some systems prohibit certain types of messages, such as commercial
advertising. Do not try to duplicate traditional news media. Assume
everyone will have heard of a natural disaster or political assassination and
that you do not have to tell them the basic outline.

Identify yourself. Sign your message with some appropriate informa-
tion such as your name and your affiliation. If you have several affiliations
(work, hobby, professional association), pick one appropriate to the subject.
Sometimes anonymity is appropriate. In general, choose and make plain an
appropriate identity. But do not use lengthy signatures with long quota-
tions or large graphics; they waste resources and annoy people.

Observe technical restrictions. Much computer software and display
equipment cannot handle lines longer than 80 characters. Escape sequences
that cause one effect on one device may do something entirely different on
another. Do not use them unless you are sure they are standard. Control
characters in general may have varying effects, and are often not passed
through intervening links: avoid them (even tab characters) when possible.

Avoid formatting problems. Adjusted right margins are hard to read
without proportional fonts. Lots of vertical white space just takes up space.
Paragraph breaks are very useful.



36

The Matrix

Post new ideas. If you have something to say and no one else has said
it, do so. But try not to repeat what has already been said, except in brief
confirmation.

Respond to the topic, not the person. Avoid ad hominem attacks and try
to understand what the person is saying. If you can’t tell from what they
wrote, ask. If you must criticize someone, attempt to give them a chance to
respond. If you comment on the style of a message, respond to the content
as well.

Read other messages before responding. Don’t dash off a message making
an obvious response; somebody else has probably already made the same
response. Read all the relevant messages first to see if you're the first to
make that response.

Don’t respond in anger. Wait a few minutes or hours, or even until the
next day. Anger feeds on anger, especially in CMC media, where body
language and tone of voice are not present. Read any later messages. Con-
sider asking for clarification. If you are still angry when you respond,
say so.

Give the benefit of the doubt. Mistakes, misunderstandings, and
ignorance are far more common than maliciousness. Don’t take offense
without evidence.

Be careful with humor and sarcasm. Many people have trouble recogniz-
ing these things even in person. With CMC, it’s best to label them somehow
or to avoid them altogether. Some networks have developed typographic
conventions to get around the difficulties of expressing subtleties of expres-
sion through ASCII characters. One of the more universal is that UPPER-
CASE means shouting (much to the chagrin of those with microcomputers
that only have uppercase). Some *surround phrases with asterisks* to indi-
cate emphasis, while others s p a c e the characters out. People will mark
sarcasm <sarcasm> or irony <irony> with stage instructions in angle brack-
ets. Facial expressions often get similarly spelled out<*grin*>. There are
many ways to indicate the start of a flame, such as *FLAME ON!*. On
USENET there are shorter ways to indicate lack of serious intent, such as
:—) (look at it sideways and it will be obvious why it's called a smiley face).
As users become more sophisticated, some eschew these lexical aids in
favor of more evocative writing.

Do be encouraging and polite. New users (and often old ones as well)
tend to be hesitant. Encourage them when they do well. The most effective
encouragement is often a simple response acknowledging a posting.

Discourage when necessary. But do it privately and politely when possi-
ble. Use personal mail if you can and public conferences only when neces-
sary. Don’t discourage at all unless you're sure it’s needed and that you are
an appropriate one to do it.
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Assume permanence and ubiquity. Anything you post to any CMC
medium or release through any resource sharing service may be saved per-
manently, with or without your knowledge, and may be read by anyone, at
any time, anywhere. Readers may include anyone from national security
agencies, to your boss, to your employees, to your family, to the print or
broadcast media. Many conferencing systems support privacy features, but
they probably keep backups, too.

Ethics

Destruction of data or property, disruption of facilities depended upon by
others, loss of time, physical harm, and loss of life are problems of ethics.
Some simple examples of ethical problems are viruses and worms.

A virus is a program that infects a computer system by inserting itself
into another program, replicates itself, and manages to infect other comput-
ers by being carried along with the infected program. Viruses in personal
computer programs have been a serious problem for several years.

A worm is a program that uses network communication facilities to
transport itself from one computer on a network to another, and then to
repeat the process. Unlike a virus, a worm does not usually insert itself into
other programs, nor is it usually passed along by being carried inside
another program. There was a very well-publicized worm in the Internet in
November 1988. It replicated itself so quickly that it overloaded many of
the machines it reached, apparently having escaped from its creator before
it was finished.

Both worms and viruses are often constructed as games or to make
political points by people who mean no harm, and many of them do not
actually cause any direct damage. But even an apparently harmless virus
or worm can take large amounts of time on the parts of many people in
order to determine that it is harmless.

Ethical guidelines are more difficult to construct than ones for eti-
quette, but a few plausible ones are given here.

Observe copyrights. Don’t quote text verbatim if it is copyrighted or
covered by a restrictive license. Unless you have a philosophical objection
to intellectual property, remember that breaking a copyright or license
probably takes income away from the owner.

Cite sources. When presenting an idea that originated with someone
else, give proper credit, either by naming the source or by citing a formal
bibliographic reference.

Be careful with private correspondence. Do not redistribute private
correspondence without permission. Don’t read other people’s mail
without permission. If you receive a message by accident, return it to the
sender or forward it to the intended recipient.
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Be honest. Don’t distribute false information, and don’t pretend to be
someone you aren’t in order to take unfair advantage of someone else.

Someone is paying the bills. Even if you are paying for access and by the
message, other people are also having to pay to read what you post, and
that costs them money and time. If you are not paying, somebody is,
whether it is the system operators, the message recipients, or the taxpayers.
Try to stick to useful information distributed to appropriate people.

Don’t post harmful instructions or information. Posting credit card
numbers will probably cost someone else. Posting recipes for bombs may
result in physical harm.

Resource sharing services are not like anything else. A computer network
is neither like a home computer system nor like any other single computer
system. The damage that can be caused by mistakes or malevolence
increases with the power and extent of the system.

People depend on networks and conferencing systems. Damaging such a
system damages people.

Don'’t leave a security hole unfixed. A system administrator who installs
a system with a well-known user and password combination or who fails to
fix a network service security problem to which the solution is well known
invites abuse. Vendors who distribute systems with such problems contrib-
ute to the problem and increase the likelihood of widespread abuse of such
holes, as in networks. Users who choose obvious passwords should know
they are increasing the likelihood of damage not only to their own files but
also to those of others.

Don’t use security holes to cause damage. Regardless of the origin or
notoriety of a security hole, using it to cause damage is wrong.

Security and Privacy

To control what is posted on a network one must control access to the net-
work. Most existing networks are not strong on security. The safest policy
in using networks is to assume that any network can be broken, that any
transmission can be recorded, and that most can be forged. (There was a
famous hoax on April Fool’s Day, 1984, when moskvax!kremvax!chernenko
joined USENET and many people believed it.) Encryption techniques exist
that can provide a rather high degree of security, but few people are willing
to pay the price in CPU time, and few networks incorporate them.

The popular impression of the meaning of the word hacker, due to the
popular press and movies such as Wargames, is someone who breaks into
computer systems, particularly networks, for financial or other gain. Some
of us remember the original meaning of that term [Levy 1984] and prefer to
use cracker for break-in artists. But they do exist. A recent case involving
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international espionage, a major national U.S. laboratory, and military
secrets is well documented [Stoll 1988; Markoff 1988], but apparently no
military secrets were actually obtained. This was a famous and somewhat
unusual incident, but there were earlier ones [Reid 1987].

Legal Issues

The specific liabilities that arise when computers communicate with other
computers over public airways or through the telephone system can be
difficult to recognize. Different standards of responsibility exist depending
on the activities involved and the extent to which the content of messages is
controlled.

There are legal precedents covering the liabilities of more traditional
communications media such as newspapers, radio and television broadcast-
ing, and cable television. The two major legal classifications are broadcasters
and common carriers. Although computer networks do not neatly fit either
of them, these classifications are likely to provide the legal precedents that
will apply to computer communications [Shulman 1984]. The alternative
isto define a special classification for computer communications. The
classification is important because common carriers are not held to as high a
standard as broadcasters. Some liabilities of network administrators are
related to defamatory material, obscenity, content of transmission, and
faulty transmission. Individual users might also be liable for defamatory
material and obscenity, as well as for copyright infringement and invasion
of privacy. However, publishers of printed journals and books face similar
liabilities and still function: that is what insurance is for.

An existing legal category might be appropriate for some kinds of net-
works: enhanced service provider. In the United States, the Federal Communi-
cations Commission (FCC) retains jurisdiction over such entities but
declines to regulate them. Because the FCC retains jurisdiction, most other
federal and state agencies and laws do not apply. Even copyright infringe-
ment cannot be prosecuted. Other bodies cannot impose tariffs or other
financial regulation, but because the FCC declines to regulate enhanced ser-
vice providers, the FCC does not impose tariffs, either. Although no system
appears to have received specific acknowledgment that it fits this class,
several appear to do so and thus may have quite convenient legal status.

This is not to say that problems cannot exist. There was a recent case
of someone using a commercial conferencing system with USENET access
to post an article worldwide and to numerous newsgroups asking for each
reader to send one dollar to a post office box. If the poster was not who he
said he was (and there is no way to tell) or did not use all the money col-
lected for the stated purpose, this could have been mail fraud, which the
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U.S. government takes rather seriously. The administrators of the posting
machine took the problem seriously: they quickly removed the user’s
account.

The ease of use of conferencing systems can be a problem, especially
for libel. There has apparently been at least one case of a lawsuit produced
by a user posting a defamatory message about a computer manufacturer to
a technical list related to that manufacturer’s products.

There have been attempts in the U.S. Congress to require registration
of bulletin board systems. None of these have as yet succeeded, and it is
not clear what effect such a law would have on larger systems or networks.
See Appendix B.

Boundaries and Access

The use of conferencing systems and networks is expanding, but bound-
aries often get in the way.

Bypassing Hierarchies

One reason for the popularity of CMC is that it can be used to reach people
directly without going through established bureaucratic hierarchies. This is
a source of concern to some people. Some well-known computer scientists
do not have electronic mail addresses because they do not want junk mail.
Business executives don’t want hierarchies bypassed in their companies
because they like the way they are set up. Executives worry that electronic
mail systems will be used for nonbusiness purposes or to reach people who
would not otherwise be available. In fact, most business computer systems
are used for business, just as most business telephones are. Executives who
worry about frivolous use of computer communication systems probably
don’t understand their potential value in company morale.

Eventually, most CMC may be controlled by governments, just as tele-
phones are in most countries of the world today. Whether that would mean
less anarchistic access by computer remains to be seen.

Political Boundaries

Few Western networks connect to any of the Soviet bloc countries. For dif-
ferent political reasons, few of the major international networks (other than
public data networks) connect to South Africa.
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Boundary Bashing

There are many apparent boundaries to electronic communication. The
process of transcending them is sometimes known as boundary bashing.*
Technical boundaries include the following:

o  Differing protocols: this is common even within countries.

. Scale: as the size and number of systems connected increase, informa-
tion overload becomes a problem.

e Restrictions on exportation of hardware or software, as from the
United States to Eastern Europe and sometimes even Western Europe
or Japan.

e  Lack of infrastructure: this is the infamous last mile problem that
makes connections in the Third World so difficult. Getting to the capi-
tal by satellite may be easy, but getting ten miles down the road may
be impossible.

Financial boundaries include the following:

. Tariff rates that differ more than an order of magnitude between
countries.
o Lack of local funds; very common in the Third World.

Some conferencing systems with international clienteles charge less or noth-
ing for connections from overseas in order to encourage foreign users.
Ignorance and fear can be large problems:

e  Ignorance of how to set up systems or links is prevalent. Patient edu-
cation is the only solution.

. Fear of the technology is very common. Exposure is about the only
remedy.

Cultural boundaries can be overt or subtle:

e  Language problems are among the most obvious.
e  Differing social customs can be among the most subtle: does “maybe”
mean yes, no, or maybe?

* The title of this subsection and much of its content are taken from a session of the same
name facilitated by Jeffrey Shapard of TWICS in Tokyo and Gerri Sinclair of Simon Fraser
University (Simon Fraser) Burnaby, BC, Canada, at the Fourth Electronic Networking Associa-
tion (ENA) Conference in Philadelphia, 12-15 May 1988. None of Shapard, Sinclair, ENA, or
the session participants are responsible for the interpretations found herein of that material.
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¢ North/south antagonisms can be particularly difficult for people from
the industrialized countries to even see.

Information boundaries—how to get it, and how to cope with it—
include the following:

¢  Censorship is a major problem in many countries. Persistence, public-
ity, and patience are needed, and a change of government often
doesn’t hurt.

e Once a user has access to the worldwide Matrix of interconnected sys-
tems, how do they sort through the never-ending scroll of informa-
tion? This problem of information overload exists everywhere, and
better user interface software is still needed. Familiarity also helps and
can be gained only by experience.

Bureaucracy is unavoidable, especially since communication systems
in most countries are run by the government:

e  First, one must find out whom to contact; this often involves coping
with an initial runaround. Contacts with others with experience at
attempting to make network connections can be very helpful.

e  Bureaucracy exists not only in governments, but also in network
administrations. The most useful tactic here is to demonstrate that
you can supply useful information, not just take it.

Finally, the most subtle boundary is the illusion of boundaries: many
of them do not actually exist.
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Layers and Protocols

Network protocols are many and various. Some work together, others do
not. Textbooks on them exist, but tend to emphasize certain protocols and
neglect the majority. The reader of this book needs brief descriptions in one
place. There is no attempt to describe every known networking protocol
here; rather, this chapter is intended to mention some of the most widely
used or influential ones. More specifically, it is intended to mention those
protocols that are referred to in the second part of the book.

This chapter begins with a discussion of the layering models that
make networking protocols implementable and conceptually understand-
able. This is followed by descriptions of some of the major protocol suites
(sets of protocols), both for dedicated links and for dialup networks.

The bulk of the chapter consists of descriptions and citations of refer-
ences for specific protocols. These are arranged in sections starting with the
lower layers and moving to the higher ones. The seven ISO-OSI layers each
have a major section, and there is also a section for internet protocols fol-
lowing that for network protocols. There are actually five sections for
application protocols.

Not all protocols were designed to fit the ISO-OSI layering model.
Names for protocols often come from the documents that specify them, and
some of those documents specify protocols for more than one layer. The
layer to which a protocol is assigned also depends to some extent on what
other protocols it is used with. For these reasons, some of the assignments
of protocols to layers found in this chapter may differ from what some
readers expect.
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Layering Models

Computer network protocols can be quite complex. To keep complexity
manageable, protocols are designed in layers or levels, building up from
those near the hardware to those near the users [Tanenbaum 1988, 9-12].
In each layer there may be one or more protocols that peer entities on that
layer may use to communicate with one another. The interfaces between
adjacent layers are defined, and protocol designers usually assume that
nonadjacent layers do not communicate directly [Denning 1985].

ISO Reference Model

The International Organization for Standardization (ISO) has proposed a
standard reference model, the ISO Reference Model (ISORM), for what they
call Open Systems Interconnection (OSI) [ISO 1981]. This model has seven
basic layers: physical, data link, network, transport, session, presentation,
and application. The network layer is often assumed to be X.25, a protocol
in a series promulgated by CCITT, an international group of telecommuni-
cations companies. The transport protocols, TPO through TP4, provide dif-
ferent classes of service ranging from simple datagrams to reliable connec-
tions. The higher layers are nearing design completion, and many of them
are already implemented. The whole set of protocols that fit the model and
are intended to be used together is sometimes referred to as the ISO-OSI
protocol suite.

Internet Reference Model

Much of the ISO work is based on the work of those who designed and con-
tinue to do research on the ARPANET and the Internet [Cerf and Cain 1983],
as well as on related early network efforts such as CYCLADES [Pouzin
1982]. The ARPANET originally had three basic layers—network, trans-
port, and process/applications—as expressed in the ARPANET Reference
Model (ARM) [Padlipsky 1985]. The Internet adds a fourth, internet layer,
for which the Internet Protocol (IP) is used [Cerf and Cain 1983]. There is
also a physical layer, and some descriptions distinguish a link layer plus a
utility layer, which is similar to a combination of the ISO presentation and
session layers. ISO has also recently adopted an internet sublayer of the
network layer; that sublayer strongly resembles IP. The two most com-
monly used transport protocols in the Internet are the Transmission Control
Protocol (TCP) (reliable connections) and the User Datagram Protocol
(UDP) (unreliable datagrams). The whole set of protocols is usually called
TCP/1P.
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Model Comparisons

In this chapter and this book, all seven ISORM layers, plus an internet layer,
are used to characterize protocols. This is not due to any particular belief
on the part of the author in any specific number or set of layers as optimal,
but merely because these layers are widely known and are thus convenient
for categorizing protocol descriptions. Figure 4.1 shows some of the differ-
ences in layering in the two models, as well as the layers used in a network-
ing implementation in the 4.3BSD version [Leffler et al. 1989; Quarterman
et al. 1985] of the UNIX operating system [Ritchie and Thompson 1978].

Protocol Suites

In addition to layering models, there are actual protocols that fit the models.
These are usually grouped into sets corresponding to specific layering
models, and those sets are called protocol suites. Major protocol suites
intended for networks of dedicated connections are described here.

TCP/IP

The TCP/IP protocol suite, also known as the Department of Defense
(DoD) protocol suite or the Internet protocol suite, was largely developed
between 1973 and 1981, partly under the sponsorship of the U.S. Advanced
Research Projects Agency (ARPA), now called the Defense Advanced
Research Projects Agency (DARPA). The idea of TCP was proposed in 1974
[Cerf and Kahn 1974] by Robert Kahn and Vint Cerf, then both of DARPA,
from which positions they guided the development of the TCP/IP protocol
suite until TCP and IP became DoD standards. Architectural responsibility
for the protocol suite was taken over by Dave Clark of MIT in 1981; he now
chairs the Internet Activities Board (IAB), which is one of several commit-
tees concerned with further development [Clark 1988, 114].

By the mid-1980s the protocol suite had become very popular in the
business community, and it is believed to be the most widely implemented
of the vendor independent protocol suites in the United States, available on
computers ranging in size and expense from supercomputers to personal
computers. Although most of the TCP/IP protocol suite is well defined,
research and development continues to be done to improve and enhance
the protocol suite. This is done by people in commercial companies and
government agencies, academia and vendors, administrators and users.
Input is limited neither to the U.S. government nor to the United States.
Recent areas of work include network management and improved routing
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ISO ARPA 4.3BSD Examples of uses
Reference Internet  implementation of layers in
Model layers layers 4.3BSD
Application User programs TELNET, FIP, NTP,
—  Process and SMTP, SUPDUP, TFTP,
Presentation / libraries rlogin or rcp rwho, or talk
Applications
Session Sockets SOCK_STREAM _ SOCK_DGRAM
Transport  Transport TCP UDP
Protocols
(Internet) Internet IP
Network Network Network Ethernet
Data Link interfaces driver
Physical Physical Network Interlan
hardware controller

Figure 4.1. Network reference models and layering

protocols. The main protocols and their specifications are indicated in
Table 4.1 and Table 4.2.

A good general reference on the protocol suite is Comer 1988, which
also contains practical comments on the implementation and interface of
4.3BSD. For details of the design and implementation of the latter, see
Leffler et al. 1989. Also for the TCP/IP protocols, see Stallings et al. 1988
and Comer 1987. The latter is a continuation of Comer 1984 and relates the
protocols to their implementation in XINU, a public domain variant of
UNIX. For an introduction to the protocol suite, try Davidson 1988.

The primary goals of this protocol suite were to develop a communi-
cations architecture that was robust in the face of damage to the network or
faulty network components and that could accommodate multiple types of
communications services over a wide variety of networks [Clark 1988]. The
resulting protocol suite uses an unreliable datagram protocol, the Internet
Protocol (IP), as the network layer protocol. A variety of reliable and
unreliable transport protocols are used on top of IP, the best known and
most used of which is the Transmission Control Protocol (TCP), a reliable
stream protocol.

There are two sets of specifications for many of the TCP/IP protocols.
One is a set of Requests for Comments (RFC), which are somewhat infor-
mal working documents produced by the Internet community of research-
ers and by other network researchers around the world. All the protocols
are indexed in RFC1010, “Assigned Numbers” [Postel 1987], RFC1011,
“Official ARPA-Internet Protocols,” and RFC1012, “Bibliography of
Request for Comments 1 through 999”; there is also a current index online.
A catalog of the first 1,000 RFCs may be found in Comer 1988.
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Protocol RFC MIL-STD Description
1011 Official Internet Protocols
Network layer
BBN 1822L 878 ARPANET Host Access Protocol
X.25 877 IP transmission over PDNs
IEEE 802.3 CSMA/CD
IEEE 802 1042 IP transmission over IEEE 802
ARP 826 Ethernet Address Resolution Protocol
subnets 950, 1027 IP subnetworks
Internet layer
P 791, 963 1777 Internet Protocol
ICMP 792 Internet Control Message Protocol
RIP 1058 Routing Information Protocol
GGP 823 Gateway to Gateway Protocol
EGP 888, 904, External Gateway Protocol
911, 975
Transport layer
uDP 768 User Datagram Protocol
TCP 793, 964 1778 Transmission Control Protocol
ISODE 1006 ISO Transport on top of TCP
TP4 1007 ISO Transport Military Supplement
TP4 1008 ISO Transport Implementation Guide

NETBIOS 1001, 1002

NETBIOS over TCP or UDP

The other specifications are Military Standards (MIL-STDs), which are
used by U.S. military agencies in ordering equipment. The MIL-STDs are in
some sense more authoritative, but the RFCs are often more accurate in
depicting the intent of the developers and the details of the implementa-
tions. See Table 4.1 and Table 4.2 for the RFCs and MIL-STDs specifying
some of the major protocols. Many relevant RFCs and MIL-STD documents
have been collected in a single volume [SRI-NIC 1985]. There is a imple-
mentations and vendors of TCP/IP, as well as many of ISO-OSI and X.25:
about 300 products are included [Oakley et al. 1985].

Access

RFCs:

DDN Network Information Center
SRI International

Room EJ291

333 Ravenswood Avenue

Menlo Park, CA 94025

US.A.
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Table 4.2. TCP/IP higher layer protocols

Protocol RFC MIL-STD Description
Presentation layer
ASN.1 X.208, DIS 8824, Abstract Syntax Notation One
X.209 DIS 8825
XDR 1014 Sun External Data Representation
RPC 1057 Sun Remote Procedure Call Protocol
Applications
TELNET 854, 930, 1782 Remote login
1041, 1043
FTP 959 1780 File Transfer Protocol
NTP 1059 Network Time Protocol
SMTP 821,974 1781 Simple Mail Transfer Protocol
Mail 822 Basic mail format
DNS 1034, 1035, Domain Name System
1032, 1033,
974
X.400 987, 1026 X.400/RFC822 address conversion
Network management
SNMP 1067, Simple Network Management Protocol
1065, 1066
MIL-STDs:
Naval Publications and Forms Center
Code 3015
5801 Tabor Avenue
Philadelphia, PA 19120
US.A.
ISO-0OSI

The ISO-OSI model was first codified in 1980 in a document by Hubert
Zimmermann [Zimmermann 1980]. The main ISO-OSI protocols and their
specifications are indicated in Table 4.3 and Table 4.4. 1SO, unlike CCITT
and most other standards organizations, carefully distinguishes between a
service and the protocol that supports it; thus ISO specifications tend to
come in pairs. Good references for the model and the protocols are Knight-
son et al. 1988; Stallings 1987a; and Tanenbaum 1988.

There is a software package, the ISO Development Environment
(ISODE) [Rose and Cass 1987; Rose 1987a; Rose 1987b; Rose 1988a; Rose
1988b], that allows use of ISO-OSI services on top of TCP/IP. This is useful
for development of implementations of protocols in the higher ISO-OSI
layers on top of existing TCP/IP networks.
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Table 4.3. ISO-OSI lower layer protocols

CCITT ISO
Protocol (IEEE, RFC) (ANSD Description
ISORM X.200 ISO 7498 ISO-OSI Reference Model
1. Physical layer
X.21 Circuit switching
2. Data Link layer
X.25 Packet switching
IEEE 802.3 1508802/3 CSMA/CD (Ethernet)
IEEE 802.2 1508802/2 Logical link control
3. Network layer
ISDN 1.440, 1.441 Integrated Service Digital Network
X.25 1508208 Packet switching
CONS 1SO8878 Connection Oriented
(X.25) Network Service
X121 Address formats for X.25
X.75 PSDN call control procedures
(X.25 network interconnection)
DIS 8348 Network Service Definition
CLNS RFC994 DIS 8473 Connection-less mode
(ISO-IP) Network Service
ES-IS RFC995 ANSIx353.3 End System to Intermediate
System Routing Exchange
Protocol for ISO8473

4. Transport layer
X.214 1508072 Connection-oriented
X224 IS0O8073 Transport
8072/DAD 1 TP4 over CLNS
8073/DAD 2 TP4 over CLNS
TP4 RFC905 DP 8073 Reliable transport
TPO DIS 8602 Connection-less transport

Sources: [Tanenbaum 1988; Stallings 1987a, Appendix Bl
Note: Pairs of ISO specifications are shown with service specification first and protocol
specification second.

Access
See the sections on ISO, OMNICOM, and ANSI in Chapter 8.

Coloured Book

Development of the Coloured Book protocols started in 1979, mostly on the
network SERCnet. They are sometimes called the Rainbow Book protocols
and are listed in Table 4.5. These protocols are primarily used in the United
Kingdom in JANET [Spratt 1986], but they are also used in HEANET in
Ireland and in SPEARNET in Australia and New Zealand.
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Table 4.4. ISO-OSI higher layer protocols

CCITT ISO
Protocol (IEEE, RFC) (ANSD Description
5. Session layer
X.215, X.225 1SO8326, 8327 Connection-oriented
6. Presentation layer
ASN.1 X.208, X.209 I1SO8824, 8825 Abstract Syntax Notation One
DIS 8822, 8823 Connection-oriented
X.409 MHS Presentation
7. Application layer
VTP 1S09040, 9041 Virtual Terminal Protocol
FTAM ISO8571, 8572 File Transfer, Access
and Manipulation '
JT™M 1SO8831, 8832 Job Transfer and Manipulation
MHS X.400 Message Handling System
MOTIS X.400 Message-Oriented
Text Interchange System
X.500 Directory service for X.400
Network management :
CMIP DP 9595/2,9596/2 Common Management
Information Protocol

Sources: [Tanenbaum 1988; Stallings 1987a; Partridge and Rose 1988]
Note: Pairs of ISO specifications are shown with service specification first and protocol
specification second.

Table 4.5. Coloured Book protocols

Protocol  Coloured Book  Description

Network layer

CR82 Orange Book Cambridge Ring 82

Ethernet  Pink Book CSMA /CD Implementation Details
Transport layer

NITS Yellow Book Network Independent Transport Service
Applications

NIFTP Blue Book Network Independent File Transfer Protocol
Triple-X  Green Book Character Terminal Protocols on PSS

JTMP Red Book Job Transfer and Manipulation Protocol
Mail Grey Book JNT Mail Protocol

SSMP Fawn Book Simple Screen Management Protocol
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Access

The Coloured Books are available from the Joint Network Team (JNT). See
the section on JANET in Chapter 13.

MAP/TOP

The MAP/TOP protocol suites are closely related to the ISO-OSI protocol
suites. Both Manufacturing Automation Protocol (MAP) and Technical and
Office Protocols (TOP) use ISO-OSI protocols in the higher (network and
up) layers, and both use IEEE 802 in the lower layers. MAP uses IEEE 802.4
(token bus); TOP uses IEEE 802.3 (CSMA/CD, or Ethernet) and IEEE 802.5
(token ring). General Motors (GM) was the primary developer of MAP and
coordinated development of TOP with Boeing Corporation (Boeing), its ori-
ginator [Tanenbaum 1988, 36 —39].

XEROX Network Services (XNS)

The XEROX Network Services (XNS) protocol suite is used within the
XEROX Internet and in numerous local area networks. XEROX has also
been extremely influential in its work on remote procedure calls [Birrell and
Nelson 1984], external data formats [XEROX 1981a], and naming [Schroeder
et al. 1984].

Digital Network Architecture (DNA)

The Digital Network Architecture (DNA) [Lauck et al. 1986] and the
DECNET protocols are developed and used within Digital Equipment Cor-
poration (Digital) and are employed in Digital's EASYnet, as well as in
many outside networks, such as SPAN, HEPnet, SURFnet, and THEnet. It is
also influential in research, in part because Digital has attracted a number of
prominent researchers to work in its labs. There has been especially notable
work on congestion control [Jain 1986; Jain et al. 1987]. The current version
is called Phase IV. DECNET PhaseV is expected to be interoperable with
ISO-OSI [Carpenter et al. 19871

Apollo Network Computing Architecture (NCA)

Apollo Computer, Inc. (Apollo) has specified an “object-oriented frame-
work for developing distributed applications” called the Network Comput-
ing’ Architecture (NCA) [Dineen et al. 1987]. There is a portable implemen-
tation of NCA called the Network Computing System (NCS) that runs
under implementations of the UNIX operating system, such as Apollo’s
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DOMAIN/IX. The purpose of NCA is to promote resource sharing on a
large scale, including parallel use of resources on different computers.
Unlike some similar frameworks promulgated by specific vendors, NCA is
intended for a heterogeneous environment of systems from different ven-
dors. See also OSF in Chapter 8.

IBM System Network Architecture (SNA)

The System Network Architecture (SNA) was developed and used within
International Business Machines (IBM). It is influential elsewhere, both in
its layering and in specific protocols, such as SDLC (its data link protocol),
which have influenced CCITT and ISO.

IBM Systems Application Architecture (SAA)

The IBM Systems Application Architecture (SAA) is a coordinated frame-
work for application development intended to allow applications to run
consistently on IBM computers. It has a large networking component and
is intended to foster the development of enterprise information systems that
integrate the computing facilities (from workstations to mainframes, and
with dissimilar operating systems) of an entire enterprise (large corporation,
government agency, etc.) into a single large distributed system with distrib-
uted services [Wheeler and Ganek 1988, as well as that entire issue of IBM
Systems Journal]. Although SAA is explicitly about IBM equipment and
software, such as 0S/2, System/36, System/38, and OS/400, the basic idea
behind it is quite similar to that behind vendor independent protocol suites
such as ISO-OSI, TCP/IP, and Coloured Book.

Others

There are quite a few special purpose or early protocol suites that were
developed for certain networks and are not widely used elsewhere. These
are described in the sections on their originating networks and include at
least NCP of ARPANET, CYCLADES and CIGALE of CYCLADES, PUP of
the XEROX Internet, DSIR of DSIRnet, Uninett of UNINETT, HEP of HEP-
net, and NSP of MFEnet. See the index for the appropriate sections.

Local Area Networks

There is a large amount of literature on local area networks (LANs), includ-
ing McNamara 1985 and Stallings 1987b. Descriptions of some real campus
networks and the decisions that were made in their construction may be
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found in Arms 1988. There is an Internet interest list on campus networks,
and some of the references in this chapter were found through it [Spurgeon
1988].

Dialup Protocols

The protocol suites discussed in the previous section were designed with
the assumption of dedicated links between nodes of networks. There are
other sets of protocols that were designed for use with intermittent connec-
tions. They tend to differ in that they primarily support batch services, and
they usually depend on virtual circuits. They do not usually have many or
clearly defined layers.

The SUN-III protocols are exceptions: they were originally designed
for dedicated connections [Dick-Lauder et al. 1984]; they are clearly layered;
and they support protocols other than remote job entry. For that matter,
UUCP was originally used over dedicated links, and still can be, but its
most widespread use is over dialup connections. And IBM’s Network Job
Entry (NJE) is usually used over dedicated links.

Some of the protocols listed at the end of this section, such as Kermit,
are not ordinarily used to build networks; rather, they are used in manually
dialed connections. But they are referred to in network sections later in the
book and need to be defined somewhere. Kermit and Xmodem are some-
what similar in function, but Kermit was originally implemented for large
machines and later extended to smaller ones, while Xmodem was originally
implemented for CP/M on micros and has since been implemented for
larger machines. UUCP gained its initial popularity from being distributed
with UNIX and NJE from being distributed with VM.

Some protocols originally intended for dedicated connections have
been adapted for dialup use, as in Dialup SLIP.

Some asynchronous serial point to point data transfer protocols, most
of them proprietary, that are not discussed below include Microcom Net-
working Protocol (MNP), X.PC, Poly-Xfr, DX, CompuServe-B FAST, and
DART [da Cruz and Gianone 1987].

UNIX to UNIX CoPy (UUCP)

The UNIX to UNIX CoPy (UUCP) protocol is used in such systems as
UUCP, USENET, EUnet, UUNET, JUNET, SDN, AUSEAnet, and PACNET.
The normal transmission protocol, the g protocol [Chesson 1988], fragments
data into packets, uses checksums to detect errors, and retransmits when
necessary. The f protocol is used over X.25 and leaves most of the work to
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the latter protocol. Similarly, the t protocol is sometimes used over TCP/IP.
All of these protocols are half duplex.

Sydney UNIX Network (SUN-III)

The current Sydney UNIX Network (SUN) protocols, SUN-III, are used not
only in ACSnet in Australia, but also in other networks, such as TCSnet in
Thailand.

The current version is a complete redesign and reimplemention done
in 1983 and is called SUN-IIT [Kummerfeld and Dick-Lauder 1981]. It is lay-
ered in the traditional networking manner and provides a message delivery
service with implicit (system) routing and domains in order to support
higher level protocols, including file transfer, electronic mail, news, remote
printing, simple directory service, and a number of experimental services.
It can transfer messages in both directions simultaneously over full-duplex
links. The transport protocol can make use of any form of virtual circuit
between hosts. It supports multicasting, which is useful with USENET
news and also with mail addressed to users on multiple hosts.

SUN-IV was being finalized in late 1988 and will include better
domain handling and some accommodations to eventual migration to
X.400.

Network Job Entry (NJE)

The IBM Network Job Entry (NJE) protocols are the basis of VNET, as well
as of BITNET, NetNorth, EARN, ILAN, GulfNet, and others. It is often used
over BSC, but can be used over IP, as in BITNET I1.

NJE is implemented on the following systems:

e VM as RSCS (Remote Spooling Communications Subsystem)

e  MVSas]JES/NJE

e  UNIXas Urep, developed at Pennsylvania State University (PSU)

o VMS as JNET, also developed at PSU and sold to Joiner Associates

e  Primos by an implementation done by Prime [Nussbacher 1987]

e  NOS by an implementation done by Control Data Corporation (CDC)
[Nussbacher 1988]

Fido

The Fido protocols were invented for FidoNet (see Chapter 10).
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Kermit

Kermit is an error correcting file transfer protocol originally intended for
use on direct or dialup R5-232-C asynchronous serial connections and also
adapted for use on Ethernet, token rings, and other kinds of infrastructure.
Kermit was developed at the Columbia University Center for Computing
Activities in 1981 and is modeled on the Internet FTP and TELNET file
transfer and remote login services. There are text and binary file transfer
modes for similar and heterogeneous hosts, and most implementations also
provide terminal emulation [da Cruz 1987a].

The Kermit protocols have distinct layers. There are framing, trans-
parency, and error detection data link mechanisms. At the data link layer,
Kermit provides mechanisms for framing (frames start with ASCII SOH—
i.e., Control A—and end with a carriage return), transparency (frames are
otherwise printable ASCII text, with encoding mechanisms for data of other
types), and error detection (a checksum is appended to the frame). The pro-
tocol is half duplex [da Cruz and Gianone 1987]. There is no network or
routing layer, because Kermit is used strictly between pairs of points.
Transport mechanisms include sequencing and error recovery by
retransmission and discarding of duplicates [da Cruz and Gianone 1987].
Sliding windows of up to 32 unacknowledged packets and selective
retransmission are supported [da Cruz and Gianone 1987].

Features and parameters are negotiated within a session. Many
implementations allow one of the pair of participants in a session to be
negotiated into a server mode in which it obeys commands given it by the
other, client participant, including directory listing, file deletion, etc. Vari-
ous rudimentary presentation formats, such as ASCII and EBCDIC, records
and streams, etc., are supported, and text files are handled with a common
intermediate format similar to that developed for TELNET. Files may be
sent either singly or in sets. Each file has a header with a filename
prepended and a trailer to mark the end of file. Kermit is sometimes used
for automated mail transfer or print spooling [da Cruz and Gianone 1987].

This software is far more widely used than many people realize, often
in conjunction with well known networks. At universities with a collection
of odd computers, network mail is often transported to the leaf nodes using
percent sign source routing and Kermit, because that is the only error
correcting protocol supported on many machines [da Cruz 1988]. Kermit is
also used to cross boundaries not ordinarily crossed by networks, connect-
ing agricultural research stations in India [Lindsey 1987], allowing for
scientific exchanges between the Soviet Union and Western Europe [de
Broeck 1987], and making possible satellite communication between the
United States and Antarctica [da Cruz 1987b].
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Kermit programs are normally copyrighted so that they can remain
sharable and noncommercial, but they are distributed free of charge. The
original implementations (done at Columbia) were for CP/M, TOPS-20,
VM/CMS, MS-DOS, and UNIX. Others have been contributed by other
organizations, and there are now more than 300 implementations. These
have been written mostly by volunteers, coordinated by Christine Gianone
of Columbia. There are even firmware implementations in modems by
Telebit and AST [da Cruz and Gianone 1987].

The Kermit source code and documentation, which together take up
about 60Mbytes, are available over BITNET through the KERMSRV
software on CUMVA.BITNET at Columbia and on UOFT02 at the Uni-
versity of Toledo; over the Internet via anonymous FTP from
CUNIXC.CC.COLUMBIA.EDU and uunet.uu.net; by UUCP dialup from
UUNET or Oklahoma State University (OSU). OSU also allows dialup
retrieval using Kermit itself. Additional repositories are being set up in
other locations, including Japan and Europe. CUMVA.BITNET and
CUNIXC.CC.COLUMBIA.EDU are at the Columbia University Center for
Computing Activities, which also accepts mail orders for a variety of mag-
netic media with a moderate distribution fee. Redistribution is permitted
and encouraged. See also Info-Kermit@ CUNIXC.CC.COLUMBIA.EDU in
Chapter 3.

Access

Kermit Distribution

Columbia University Center for Computing Activities
612 West 115th Street

New York, NY 10025

US.A.

Xmodem

Xmodem and Ymodem are the most widely used of the set of protocols that
also includes Umodem and Zmodem [Forsberg 1988]. Although Xmodem
is the most primitive of these protocols, it is found in hundreds of public
domain programs and in hundreds more commercial communication pack-
ages [da Cruz 1987a; da Cruz 1988].

Xmodem detects and corrects errors and ensures packet order with
checksums, retransmissions, and discard of duplicates. The protocol is half
duplex. It uses 8 bit bytes without conversion of control characters; thus
XON/XOFF flow control cannot be used, because the Control S and Control
Q characters can occur in packet control fields. Acknowledgments are sent
as raw control characters with no error checking. Filenames are not
transmitted, and there is no distinction between text and binary files. There
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is no provision for option negotiation, nor for a server mode of operation
[da Cruz and Gianone 1987].

Like those of Kermit, Xmodem sources and protocol specifications are
publicly available. There are commercial implementations of Xmodem,
such as that in Crosstalk [da Cruz and Gianone 1987], coordinated by Jeff
Garbers [Forsberg 1988].

The proper name for the Xmodem protocol is the Christensen proto-
col, after its designer, Ward Christensen, who invented it in 1977 for use
between machines running CP/M and made his original MODEM program
public domain. Keith Petersen coined the name Xmodem for his adaptation
of MODEM for RCPM (Remote CP/M) systems; this program is also called
MODEM or MODEM2 [Forsberg 1988]. Other adaptations include Ymo-
dem by Chuck Forsberg [Forsberg 1988] and MODEM? (both Ymodem and
MODEM? can transfer multiple files), Zmodem (with checkpoint and
restart), Xmodem-CRC (which uses a 16 bit cyclic redundancy check
instead of the Xmodem 8 bit checksum), Wmodem (with sliding windows
that work if there are no errors [da Cruz and Gianone 1987]), and Umodem,
which is basically a UNIX implementation of Xmodem.

Blocked Asynchronous Transmission (BLAST)

The Blocked Asynchronous Transmission (BLAST) protocol is a full-duplex
commercial point to point asynchronous data transfer protocol [da Cruz
and Gianone 1987].

Physical Layer Protocols

The physical layer transmits and receives sequences of bits. At its lower
interface, it is concerned with pins, connectors, cables, waveforms, and
other physical characteristics of actual hardware media, and conversion of
digital data into an analog form used by the underlying medium is often
required. A hardware device for this purpose may be called a modem
(modulator and demodulator).

The physical layer hides most of the complexities of such conversions
from upper layers and presents a digital interface to the data link layer. But
the data link layer may have to convert fixed length data objects into bit
streams for an asynchronous interface, or it may have to provide bits at a reg-
ular rate for a synchronous interface. Important terms associated with a pair
of communicating physical interfaces are data communications equipment
(DCE) and data terminating equipment (DTE). A DTE is usually a modem,
while a DCE is a terminal [Bertsekas and Gallager 1987, 17~20]. The actual
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usage may be confusing because the terms were intended to designate a
terminal (the DTE) and a communication carrier’s equipment (the DCE),
but they are also applied to situations involving communications between
computers (DTE) and modems or communication carriers (DCE) [Tanen-
baum 1988, 82] and even between pairs of computers.

Asynchronous Physical Layer Protocols

RS-232-C

RS-232-C is the common serial line protocol used in connecting terminals to
computers; it is also used in many dialup networks and protocols, such as
in ACSnet and SUN-III, and in UUCP and UUCP, and it is the common
infrastructure used with Kermit and Xmodem. RS-232-C was developed in
1969 by the Electrical Industry Association (EIA) in cooperation with the
then Bell System, independent modem manufacturers, and computer
manufacturers [EIA 1969; McNamara 1988, 17].

EIA-232-D
EIA, now known as the Electronic Industries Association, has revised RS-

232-C as EIA-232-D, which is the first modification of RS-232-C since 1969
[da Cruz 1988; McNamara 1988, 17 -36, 80—93]. The differences are minor.

EIA-422-A and EIA-423-A

EIA has also promulgated EIA-422-A and EIA-423-A, which have different
numbers of pins and distance limits from each other and from EIA-232-D
and RS-232-C [McNamara 1988, 17 -36, 80 —93].

X.21

CCITT X.21 provides the physical layer interface for X.25 in the ISO-OSI
protocol suite. Its calling procedures are specified in X.96 [Tanenbaum
1988, 82— 84].

Data Link Protocols

The data link layer handles point to point communications between peer
entities, each of which communicates directly with the physical layer. The
primary concern of this layer is error detection, and this is usually done by
encapsulating data submitted from the network layer in a frame with a
header and possibly a trailer, one of which may contain a checksum or
other consistency code. This layer is sometimes called the Data Link Con-
trol (DLC) layer. A lower sublayer of it is sometimes distinguished and
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called Media Access Control (MAC). The purpose of the MAC layer is to
multiplex access to a common medium. This may involve detecting when
there are no data on the medium before sending a frame, or when a frame
seen on the medium is directed to the listening node. Another header with
an address for the node may be included for this purpose. If there is a
MAC sublayer, DLC is considered an upper sublayer of the data link layer
[Bertsekas and Gallager 1987; Tanenbaum 1988, 188 —190].

Synchronous Data Link Protocol

BSC

The Bi-Synchronous Communication (BSC) protocol is used in VNET and
BITNET.

Asynchronous Data Link Protocols

SDLC

The SNA data link protocol is called Synchronous Data Link Control
(SDLC). ANSI modified it to make Advanced Data Communication Con-
trol Procedure (ADCCP). ISO modified that to make High-level Data Link
Control (HDLC). CCITT modified that to make Link Access Procedure
(LAP) for use with X.25. These are all bit-oriented protocols with bit
stuffing and cyclic redundancy checks [Tanenbaum 1988, 254].

X.25

As mentioned in the previous section, the data link part of X.25 is called
LAP [Tanenbaum 1988, 254].

DDCMP

The Digital Data Communications Message Protocol (DDCMP) is the DNA
data link layer protocol for use over synchronous or asynchronous links,
perhaps arranged in a star [Lauck et al. 1986].

SLIP

Serial Line IP (SLIP) can be used over an RS-232-C link to support IP [Rom-
key 1988]. This has been adapted as Dialup SLIP for use with intermittent
connections. CSNET uses this [Lanzillo and Partridge 1989], and various
organizations such as the Ballistics Research Laboratory (BRL) have ver-
sions of it. The former will establish a connection when a datagram arrives
and needs to be gatewayed; the latter requires manual setup [Partridge
1988a]. The Dialup SLIP implementation used in JUNET may be the earliest
one [Murai and Kato 1988].
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CSMA/CD Protocols

Carrier Sense Multiple Access/Carrier Detect (CSMA/CD) protocols have
become popular since XEROX pioneered them in the early 1970s with
3Mbps Experimental Ethernet.

Ethernet

The original 10Mbps Ethernet specifications are in XEROX 1980. Ethernet
Version 2 is specified in Digital-Intel-XEROX 1982. Some comments on Eth-
ernet and IEEE 802.3 hardware logistics can be found in HP 1986. An early
paper on the predecessor, 3Mbps Experimental Ethernet, is still useful as a
lucid discussion of the basic principles [Metcalfe and Boggs 1976].

A popular misconception about Ethernet is that its effective
throughput is substantially lower than its nominal throughput of 10Mbps.
In fact, recent experiments have shown this is not true: an Ethernet can be
driven at 10Mbps [Boggs et al. 1988].

IEEE 802.3

The IEEE standard related to Ethernet is IEEE 1985, with updates (such as
thin and broadband CSMA/CD) in IEEE 1988. There is a reference that
explains the 802.3 standard and details its differences from Ethernet [Stal-
lings 1987b].

Pink Book

The JANET recommendations for use of CSMA/CD protocols (Ethernet)
are given in the Pink Book [JNT 1985al].

HYPERchannel

HYPERchannel is a fast (50Mbps) channel protocol designed and imple-
mented by Network Systems Corporation (NSC) and commonly used with
supercomputers. It is CSMA/CD. Packet sizes can vary from relatively
small to quite large (more than 64Kbytes). This protocol and hardware
have seen a variety of uses, ranging from simple bulk data transfer links to
connecting terminals through a front end (as on Cray 2s) to more sophisti-
cated networks, ranging from special purpose user space networks to gen-
eral TCP/IP internets [Yamasaki 1988].

Token Ring Protocols

Many people consider CSMA/CD too unreliable because of its stochastic
properties and the presumption that it cannot perform well under heavy
load. Token ring technology allows predictable performance by passing a
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virtual token among all participating machines in a circular manner, giving
each machine a chance to transmit when it has the token.

Cambridge Ring
The Cambridge Ring 82 slotted ring local area network protocol

specifications come in two Orange Books, one specifying the interface
[Sharpe and Cash 1982] and the other the protocol proper [Larmouth 1982].

IEEE 802.5
802.5 is the IEEE specification of IBM token ring.

FDDI

Fiber Distributed Data Interface (FDDI) is a 100Mbps token ring protocol
that is designed to be implemented in an offboard processor [Chesson
1987]; preliminary implementations were available in early 1989 [Stallings
1987b].

Network Protocols

The network layer handles routing and flow control among nodes on a net-
work. Several data link layer connections may be multiplexed by the net-
work layer. Another header and another address may be added for this
purpose, and the result is usually called a packet, which is encapsulated by
the data link layer into a frame. There are often both data packets, using
data submitted by the transport layer, and control packets, which are gen-
erated by the network layer [Bertsekas and Gallager 1987, 22 —24].

ISO-0OSI Network Protocols

X.25

X.25 is used as the main ISO-OSI network layer protocol and is very widely
supported in public data network (PDN) and some research network imple-
mentations. The network layer part of X.25 is sometimes called Packet
Layer Protocol (PLP) to distinguish it from the lower layer parts. In addi-
tion to the terms DCE and DTE, defined above for the data link layer, there
is another term, Data Switching Exchange (DSE), that refers to nodes within
a network that communicate with each other [Tanenbaum 1988, 350]. X.25
is often used to supply the ISO-OSI Connection Oriented Network Service
(CONS), which is specified in ISO8878 [Tanenbaum 1988, 358].

There are several versions of X.25, the most important ones being the
following [Tanenbaum 1988, 356 - 358]:
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X.25(1976) = This is the original standard.

X.25(1980)  In 1980, CCITT added negotiation of packet length and win-
dow size, a diagnostic packet (allowing the network to inform
the user of errors), and the D bit (specifying end to end ack-
nowledgment). Two kinds of datagram facilities were also
added, one proposed by Japan and one proposed by the
United States.

X.25(1984)  Since no one had implemented the datagram facilities added
in 1980, CCITT removed them in 1984. Instead, a fast select
feature was added to handle applications such as electronic
funds transfer (EFT) that need to send single short bursts of
data. This feature piggybacks data on a call request packet.

X.25(1988)  This is the current version.

There is a worldwide X.25 address space organized according to
X.121.

Packet Radio Network Protocols

Packet radio has been important from early times, when it was used in the
Aloha network in Hawaii [Abramson 1970; Abramson and Kui 1975]. Early
development of TCP/IP was partly motivated [Clark 1988] by a desire to
interconnect the ARPANET with a packet radio network [Kahn 1975],
PRNET. AMPRNET is a current packet radio network that uses the TCP/IP
protocols [Karn 1988].

Other Network Protocols

BBN 1822

BBN 1822 is the name of the ARPANET communications subnet to host
interface protocol and is specified in a report of that number [Malis 1983].
X.25 is also used now.

NSP

DNA distinguishes a routing layer corresponding to the routing functions of
the ISO-OSI network layer. The corresponding protocol is Network Service
Protocol (NSP) [Lauck et al. 1986]. Some comments on DNA routing
appear in Chapter 5.

Internet Protocols
The purposes of the internet layer include those of the network layer—

routing and flow control—but an Internet Protocol (IP) is also usable over
multiple network protocols so that it may support a virtual network over
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several different kinds of physical media. Another header with an address,
and possibly a checksum, may be added for this purpose; the result is still
called a packet. The internet layer is often considered to be the upper sub-
layer of the network layer. But the internet layer is sometimes considered
to be the network layer, and any protocol used underneath it is then con-
sidered to be a data link layer protocol.

DoD

DoD IP

The Internet Protocol (IP) is the most basic protocol in the TCP/IP suite. IP
is quite useful without TCP, but TCP is never used without IP. IP provides
addresses, basic packet fragmentation and reassembly, various options, and
a rudimentary checksum.

ICMP

The Internet Control Message Protocol (ICMP) is required to be imple-
mented with IP, and provides routing and management functions, includ-
ing host and network redirects in response to packets originally routed to
the wrong place and fast acknowledgments useful in timekeeping.

ISO

ISO-IP

The ISO-OSI internet protocol provides the Connection-less mode Network
Service (CLNS) and is sometimes known as ISO-IP. It is largely based on
DoD’s IP and is specified in DIS 8473, plus commentary in RFC994 [ISO
1987a]. Itis used in MAP and TOP.

ES-IS

The End System to Intermediate System Routing Exchange Protocol (ES-IS)
for ISO8473 is specified in ANSIx353.3, also available as RFC995, and pro-
vides services somewhat similar to those of ICMP.

Transport Protocols

The transport layer is concerned with communications between processes on
nodes rather than just communications among nodes, as in the network
layer. The basic unit of data is the message, submitted from higher layers
(and perhaps preserving boundaries set by the final end user process),
which may have its own header, perhaps including a checksum or other
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information. Messages must be encapsulated in network layer packets, and
since messages may be long and packets are often of limited size, this may
involve fragmentation on transmission and reassembly on receipt. (The net-
work layer sometimes does this to packets in fitting them into frames.)
Either the transport layer or the network layer must multiplex packets
among the processes using the network. For this purpose, there is an addi-
tional identifier, the port, which is used in addition to the network layer
address of the host in identifying a process.

There are many kinds of possible transport services, and thus many
kinds of possible transport protocols, depending on their degree of reliabil-
ity, ordering, preservation of record boundaries, and connection orientation
[Bertsekas and Gallager 1987, 24 —-25].

TCP/IP Transport Protocols
TCP

The Transmission Control Protocol (TCP) is one of the main protocols com-
monly used over IP. TCP provides reliable, ordered, end to end delivery of
byte streams. It is used by applications such as TELNET, FTP, and SMTP.

ubp

The User Datagram Protocol (UDP) is a minimal transport protocol
designed for use over IP. UDP essentially provides applications with direct
access to the datagram service of the IP layer, which attempts to deliver
datagrams but does not guarantee order or success of delivery, although a
minimal checksum is applied. UDP is typically used by applications that
do not need the reliable delivery service of more powerful transport proto-
cols such as TCP, or that need access to specialized services such as multi-
cast or broadcast delivery, which reliable transport protocols do not offer.

A surprising number of applications have been built over this very
simple service. Examples include NFS, SNMP, and many Internet routing
protocols.

RDP

The Reliable Data Protocol (RDP) is a reliable, connection-oriented trans-
port protocol similar to TP4. While it is not widely implemented [Partridge
1987], its specification in RFC908 [Velten et al. 1984] contains a number of
innovative features such as selective acknowledgments, some of which
have been incorporated into TCP; see RFC1072 [Jacobson and Braden 1988].
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NETBLT

NETBLT is a protocol designed for high-throughput bulk data transmission
applications, even over unreliable long-delay data paths [Clark et al. 1987a].
There are implementations at least for UNIX on Sun workstations, for MS-
DOS on IBM PC/ATs, and for the Symbolics LISP machine. This protocol
is the current holder of the long-delay/high-bandwidth pipe speed record,
achieving transmissions using 92 percent and more of the 1Mbps
bandwidth of the very long and high variance delay satellite network
WIDEBAND [Clark et al. 1987b, 311].

ISO-0SI Transport Protocols

TPO

TPO is the preferred transport protocol in much of Europe for use directly
over X.25 and under X.400 and other application protocols.

TP2

TP2 is designed especially for use over X.25, although Europeans mostly
prefer to use TPO, in the belief that their X.25 services are sufficiently robust
not to need assistance in reliability. See the section on RARE in Chapter 8.

TP4

TP4 provides reliable end to end data connections and is largely based on
TCP, partly as a result of the efforts of the National Bureau of Standards
(NBS), now known as the National Institute of Standards and Technology
(NIST), which was convinced that the functionality of TCP was needed in
TP4. In Europe, TP4 and ISO-IP are mostly not used, in favor of X.400 and
similar protocols directly on top of X.25.

Differences between TP4 and TCP include the following [McKenzie
1985]:

e Use of structures and naming conventions common to the other four
ISO transport protocols

e A prohibition against sending into a closed window and a way of
announcing that a window is now open (otherwise, a sender would
have to continue sending into a closed window until it opened, and
this is expensive on networks that charge per message)

e Preservation of fragmentation buffer sizes as transmission units for
performance

e No graceful close [Partridge 1988a].
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There is a portable implementation called OSIAM_C, marketed by
MARBEN Informatique in Europe and by OMNICOM in the United States
[Carpenter et al. 1987].

Other Transport Protocols

Yellow Book

The JANET Network Independent Transport Service (NITS) is specified in
the Yellow Book [SG3 1980], which has two related books, one about the use
of the protocol over asynchronous lines [TSIG 1983] and the other about a
common programming interface [JNT 1985bl.

Digital Transport

DNA distinguishes an end communications layer, corresponding roughly to
the ISO-OSI transport layer. The DECNET protocol in this layer is the Net-
work Service Protocol (NSP), which provides a reliable, sequenced,
connection-oriented service, including multiplexing of data links and isola-
tion from transient lower layer errors [Lauck et al. 1986].

Session Protocols

The session layer is used in setting up a session—that is, a sequence of
related communications. This may involve mapping different kinds of
addresses or checking access rights [Bertsekas and Gallager 1987, 26]. The
session layer is primarily an ISO (and IBM SNA) invention, but one can
stretch the definition and include the UCB 4.3BSD socket mechanism and
AT&T TLI, as is done here. DNA distinguishes a session layer and usually
has recognizable software modules to implement it [Lauck et al. 1986].
There are also some session features of the TCP/IP TELNET protocol.
Other TCP/IP application protocols, such as FTP and SMTP, also tend to
have session features; see the comments and references later in this chapter.
This phenomenon is also common in other protocol suites because of the
late development of the session layer.

ISO Session Protocols

X.215, X.225,1508326, ISO8327

For some comments on the ISO-OSI session layer, which is specified in
X.215, X.225, 1508326, and 1508327, see Caneschi 1986.
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Other Session Protocols

UCB Sockets

When the Computer Systems Research Group (CSRG) of the University of
California at Berkeley (UCB) was charged by DARPA with producing a
DoD standard research version of UNIX, including networking facilities
compatible with those then in use on the ARPANET and with those forth-
coming on the Internet (i.e., TCP/IP), they produced the socket interface
[Leffler et al. 1989].

AT&TTLI

The AT&T Transport Layer Interface (TLI) is an elaboration of the UCB
socket mechanism, with the intent of generalizing from the TCP/IP orienta-
tion of the socket interface, particularly in order to accommodate AT&T
Remote File System (RFS) and ISO ISO-OSI protocols.

Presentation Protocols

The presentation layer is concerned with encoding and decoding data,
perhaps involving conversion with dissimilar host operating system encod-
ings, and perhaps with compression or encryption [Bertsekas and Gallager
1987, 26-27]. This level may include presentation formats such as the
ASCII and EBCDIC character codes, or sophisticated encoding schemes for
complex data. It is not as well defined as some others, such as transport,
even though the idea is quite old, having been considered in the early days
of the ARPANET [Anderson 1971]. Many application protocols such as FTP
and TELNET include presentation features. A useful and lucid survey of
some major well-defined presentation protocols may be found in Partridge
and Rose 1988. Possibly the most widely used nontrivial presentation for-
mat is the RFC822 TCP/IP mail format, which is the basis for mail systems
on many networks.

Character Codes

ASCH

The American Standard Code for the Interchange of Information (ASCII),
produced by ANSI, encodes the basic Latin alphabet as used in English
with both uppercase and lowercase characters, plus digits, punctuation,
and control characters. This is a 7 bit code that is normally transmitted in 8
bits, with the eighth bit sometimes used for parity. There are many variants
that use the eighth bit to allow encoding more characters in order to handle
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other European languages or that redefine some of the punctuation
characters for the same purpose. Since all of these are sometimes collec-
tively referred to as ASCII, in this book the term USASCII is sometimes
used when emphasis on the original encoding is important.

EBCDIC

IBM produced the Extended Binary Coded Decimal Interchange Code
(EBCDIC) at about the same time as the development of ASCII and for the
same purposes. EBCDIC differs somewhat in having only one case for
letters. There are also many variants of it, and this can affect networking, as
BITNET has discovered in practice.

1508859

ISO has defined an 8 bit character set as a superset of ASCII in order to
accommodate most European national character sets. This is ISO8859/1, or
ISO Latin Alphabet 1. This character set was produced by ANSI X3L2 and
adopted by ISO, with the assistance of the European Computer Manufac-
turers Association (ECMA). ISO8859/2 and ISO8859/3 are available for
characters not included in ISO8859/1, such as those used in Cyrillic, Welsh,
and Basque. ISO6937 handles all these characters in one standard by com-
posing letters of 2 bytes.

Japanese Encodings

Several encodings of Japanese characters are discussed in Section 14.3.1.
These include JIS X 0208, 1502022, JIS X 0202, JIS X 0201, Digital Kanji, and
Shift-JIS.

ISO-0OSI Presentation Protocols

The most influential current presentation protocol is probably the ISO-OSI
ASN.1 protocol.

ASN.1

Abstract Syntax Notation One (ASN.1) is the standard promulgated by ISO
for describing and encoding data structures. It is specified in two parts, one
on data types [ISO 1987b; CCITT 1988a] and one on binary representation
[ISO 1987c; CCITT 1988b]. These are derived from the X.400 encoding
scheme given in CCITT X.409. ASN.1 uses tagged types— that is, some
type information is prefixed to each data element. It allows construction of
composite types from primitive types, as well as nesting of types within the
data part of other types, and data elements of variable length. The
specification language is quite abstract, and several different implementa- °
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tion techniques have been used, as in ISODE, HEMS, and SNMP. This is
possibly the most general of the current presentation syntaxes and is
perhaps too general to be readily and efficiently 1mp1emented [Partridge
and Rose 1988].

Other Presentation Protocols

XEROX Courier

The most influential of the early presentation development efforts was
Courier, developed by XEROX [XEROX 1981a; XEROX 1981b]. It strongly
influenced most of the later presentation specifications mentioned below.

Sun XDR

A very popular presentation method, because it is used in Sun
Microsystem’s Network File System (NFS), is their External Data Represen-
tation (XDR) language [Sun 1987], which is usually used with their Remote
Procedure Call (RPC). Unlike ASN.1, XDR does not use tag or length fields
except where there is no choice. Constructed types are allowed, but the
basic type set is not as flexible as that of ASN.1 (although anything that can
be encoded in ASN.1 can apparently be encoded in XDR). Efficiency is
catered to by padding fields to 4 byte boundaries to simplify alignment and
byte ordering problems. The specification of the language looks much like
the C programming language [Ritchie et al. 1978; Kernighan and Ritchie
1978], making it easy for programmers to understand and easy for XDR to
be defined as an extension of it. Most implementations follow that of Sun in
being stub compilers [Partridge and Rose 1988].

Apollo NDR

As part of their NCA, Apollo Computer has specified a Network Data
Representation (NDR) language [Dineen et al. 1987]. NDR is the data
encoding specification; it is used with Apollo’s Network Interface Definition
Language (NIDL), which specifies the types to be encoded. There are few
data type tags, but there is a format label that precedes a data stream and
whose purpose is to specify the machine type, which in turn implies many
data type characteristics. Data are actually sent in the format natural to the
sending machine. If a foreign machine is of a different type, it converts data
formats on reception; if the foreign machine is of the same type as the
sender, no conversion is necessary. Like Sun’s XDR, NDR is intended to be
closely related to standard procedural programming languages, although it
is not specifically tied to a particular language. This method is intended to
be, and usually is, compiled. Also like XDR, NDR is efficient (at least with a
small number of machine types), but does not allow specification of as rich
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a set of types as ASN.1. The especially distinguishing feature of NDR is the
multiple machine formats used in data transferred over the network. Each
machine must recognize numerous types, and there is no obvious mecha-
nism for adding new types globally to existing implementations. Thus, it is
not clear whether this technique scales well [Partridge and Rose 1988].

TCP/IP Presentation Protocols

The earliest presentation protocols may have been the ARPANET ones for
remote login, file transfer, and mail format. Although the early versions of
these were used over NCP, the current ones are usually used with TCP/IP.

TELNET

The TCP/IP remote login protocol, TELNET, has certain presentation
features that are used in other TCP/IP protocols, such as FTP and SMTP.
The most basic is the idea of a Network Virtual Terminal (NVT) —that is, a
uniform format for transmission of data over the network. Local data
streams are converted into that format for transmission and back out at
receipt; this avoids having every implementation interpret the data formats
of every known host type. Since its development on the early ARPANET,
this idea has been widely used in later protocols, such as X.29, and in later
networks, such as CYCLADES, Telenet, EIN, Datapac, and EPSS [Davidson et
al. 1977]. This format uses USASCII 7 bit characters, with the two character
sequence of carriage return and line feed as the line terminator, and this
much of the format is common to FTP and SMTP.

FTP

The TCP/IP File Transfer Protocol (FTP) uses (in addition to the basic
presentation features derived from TELNET and mentioned in the previous
section) several data formats that are intended to be abstract enough to be
implemented on most host operating systems, as well as a few that are
specific to certain host types.

RFC822

The format of mail used in the Internet is given by RFC822 [Crocker 1982].
This document specifies a format for messages but does not specify delivery
mechanisms. The format is quite simple and is encoded entirely in 7 bit
USASCII as lines of text. This is its main strength, as it can be implemented
on almost any system, and users can even make up their own headers. It is
also its major weakness: languages that require other character sets are hard
to support, and there is no structure provided for either the headers or the
body of the message, making multimedia mail hard. Because this format is
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widely used in many networks, including ones that use no other DoD or
TCP/IP protocols or formats, it is described in some detail here.

The basic format involves a set of headers and the body of the message.
No envelope of delivery information is specified, although the document
acknowledges that such an envelope may appear as additional header
fields. The headers come first and are terminated by a blank line. The rest
of the message is the body and has no format imposed on it; the body is not
even required to be present.

The basic header format is a line with a field-name and a field-body. The
field-name is terminated by a colon followed by a space, cannot contain
white space, and can contain only printable ASCII characters; the field-body
can contain any ASCII characters (except carriage return or newline, and
many systems do strange things with control characters, regardless of what
RFC822 says). A header line may be folded onto several ASCII lines by
replacing any white space in the field-body with a newline followed by at
least one white space character. For example,

To: jsq, jbc, joe
and

To: jsq,
jbc, joe

are equivalent.

The newline marker is the two character ASCII carriage return and
line feed sequence, as in TELNET NVT. This specific sequence is only
required for interchange of messages between machines, just as all of
RFC822 is intended to constrain only intermachine transfer of messages.
Local mail systems may (and do) use some other newline indicator in
storage and interpretation of RFC822 messages.

Uppercase and lowercase are equivalent in field-names—e.g., these
are all equivalent:

From:
FROM:
from:
fRoM:

A field-body may require case folding in whole or in part according to its
field-name. In general, mailbox addresses of the form user@domain require
the domain part (to the right of the at sign) to be folded, while case must be
preserved in the local part (to the left of the at sign). An exception is the
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local part postmaster, which must be recognized in any mixture of cases; this
is the only local part required by RFC822 and should cause mail to be
delivered to someone responsible for the mail system on the host named by

the domain part of the address.

Some headers are required by SMTP, and others are optional. Some
have very specific formats imposed for their field-bodies, and others do not.
Table 4.6 lists all of the headers mentioned in RFC822 (and a few others).
For details of header formats, see RFC822 [Crocker 1982]. Many user inter-
faces deliberately do not display all headers of a message.

Received: lines are the headers most commonly ignored by user inter-
faces because they accumulate as a message travels.

Message-ID: is also often ignored for display because it means little to
the user. Its field-body is usually composed using the source domain name
and a sequence number, but it should be interpreted as an unstructured text
string. This field is very important for detecting loops in mailing lists.

Reply-To: is often used by mailing list moderators to direct replies back
to the moderator while leaving in the original From: field found in a
submitter’s message when posting it to the list. It can also be used to send
mail by proxy for someone who does not actually have a mailbox—i.e., to
use with a fake From: address.

From: specifies the logical sender of the message and may be supplied
by the user; otherwise it must be added by the mail delivery software. This
field must refer to a mailbox of a specific user (or several such mailboxes)
and not to a redistribution list. Reply-To: can refer to a list.

Sender: is added by the mail delivery system if From: was supplied by
the user and does not match the real sender. This feature appears to have
been designed to allow secretaries to send mail for their bosses or for a sin-
gle person to send mail on behalf of a group. The Sender: header itself, like
the From: header, can only contain addresses of personal mailboxes.

To: specifies the mailbox of the intended recipient of the message. Cc:
specifies additional recipients, and Bcc: specifies recipients which other
recipients will not be informed about. Either To: or Cc: is required, and
either one, if present, must have at least one address. ‘

Addresses used in Reply-To:, From:, Sender:, To:, Cc:, Bcc:, or other
headers that require addresses in the field-body should always be fully
qualified domain addresses—i.e., not just Jane or some other abbreviation
such as Jane@VAX, but Jane@VAX.CS.BIGU.EDU, which is a complete
address. The mail delivery software on every host should expand abbrevia-
tions to full domain addresses when sending any mail to another machine.
This is often overlooked by implementers but is very important, as anyone
who has tried to reply to messages containing such addresses can attest.
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Field-name Type Description
Tracing
Date: Datet Specific date format; by source machine
Message-ID: Msg-id? Unique per message; by source machine
Received: t By each machine on route
Return-Path: Source route By final recipient machine
Source addresses
Reply-To: Mailbox User-specified reply address
From: Mailboxt Added by mailer if not present;
for error messages if no Sender: field
Required if From: not real sender;

Sender: Mailbox

Target addresses: To: or Cc: is required

To: Mailbox*
Cc: Mailbox

Bec: Mailbox
Context

Subject: Text
In-Reply-To: Text/msg-id
References: Text/msg-id
Keywords: Text
Comments: Text
Encrypted: Two words

for error messages if present

Primary addressee(s)
Secondary addressee(s) (carbon copies)
Addressee(s) invisible to others

(blind carbon copies)

Topic description
Refers to a previous message
Refers to other previous messages
Keywords or phrases, separate