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PREFACE

Computer networks of increasing complexity and diversity are being
built at a rapidly increasing rate. The exponential growth of computer
networks that we are experiencing is being driven by two complementary
technologies: very high speed local area and wide area communication
links and incredibly powerful microprocessors. The computer industry is
faced with the requirement to create networking technology that will per-
mit the construction of massively large computer networks on the scale
of the global telephone network. Such networks are required to create
the distributed computer applications that will be built in the 1990s.

During the mid-1970s, several of the major computer manufactur-
ers perceived that a large part of their future market was to come from
distributed data processing. A wide range of machines would be hooked
together into all manners of configurations. A user or an application
program at one machine would want to employ the facilities, data, or
processing power of another machine, easily and inexpensively. For
widely varying devices to be linked together, the hardware and software
of those devices would have to be compatible; if compatibility was not
achieved, complex interfaces would have to be built for meaningful
communication to take place. To facilitate this compatibility, hardware
manufacturers have developed network architectures that allow com-
plex networks to be built using diverse types of equipment.

One of the most widely used of these manufacturers’ architectures
is Digital Equipment Corporation’s Digital Network Architecture
(DNA). DNA, which has evolved through a series of phases, is imple-
mented in the DECnet family of hardware and software networking
products. This book presents a detailed explanation of the concepts,
protocols, functions, and capabilities constituting Phase V of DNA and
its DECnet implementations.
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HOW TO READ THIS BOOK

This book can be read from front to back, but it is likely that many
readers will wish to skip around—at least at a first reading—and read
those sections that appear to be of the most interest. This can be done,
especially by those readers at least somewhat conversant with OSI con-
cepts. We recommend, however, that a reader not familiar with the OSI
model read at least the chapters in the Prolog and in Part I before dip-
ping into the more technical chapters.

A good way to get an initial feel for DNA Phase V is to skim
through the book and look at the diagrams. We tried to include enough
information in the diagrams so they are understandable on their own
without the reader having to consult the text.

The text of each chapter describes the technical details surrounding
Phase V of DNA and DECnet. But this book also attempts to provide
some insights behind the engineering tradeoffs the network architects
made while the architecture was in development. The vehicles for these
insights are the unnumbered boxes labeled “Network Architect.” These
boxes, rather than containing technical content, contain the opinions of
those Digital staff members who were instrumental in the development
of key parts of the architecture.

The numbered boxes contain background information that can be
skipped on a first reading, unless the reader is specifically interested in
the technical content of a particular box.

To take a good short path through the book, read Chapters 1, 2, 3,
4,9,11, 12, 15, 16, and 17.
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CHAPTER 1

The Future of Networking

The 1990s will be a decade of revolutionary change in computer net-
working.

Revolutions occur frequently in the computer industry. The first in-
formation systems revolution occurred in the 1950s, when business dis-
covered the computer. What was at first viewed as a market that would
require perhaps 10 large computers expanded overnight into a market
for many thousands of these machines.

Another revolution occurred in the 1960s, when we discovered that
one computer could “speak” to another over telecommunications lines.
Computers have been speaking to one another ever since.

In the 1970s two parallel revolutions began. Microprocessors dra-
matically reduced the cost of computation, and computer manufacturers
began developing comprehensive architeciures for interconnecting their
computers using communication facilities. One of these architectures is
the Digital Network Architecture (DINA), which has evolved through
five phases since the mid-1970s. Digital uses the term DECnet to refer to
hardware and software implementations of this architecture.

The visible revolution of the 1980s was the discovery by business of
the personal computer and the technical workstation. By the end of the
1980s, most knowledge workers had computers they could call their
own. A less visible revolution of the 1980s was the development of opti-
cal fiber cables with bit rates of billions of bits per second.

The revolution occurring in the 1990s is that the network architec-
tures we began developing in the 1970s are beginning to bear their fruit:
we can now begin to hook together all the computers of the world. This
will be the most wide-reaching revolution of them all.

Computer networking really began in the 1970s, so we have had
about two decades of experience with this technology. Those who have

3
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contributed heavily to computer networking, and to the technology de-
scribed in this book, feel that it will take about another decade to ac-
complish the task of interconnecting all the world’s computers. The tech-
nology described in this book will help us achieve that end.

A Gomputer on
Every Desk

It is clear now that there should be a computer on everyone’s desk and
that these machines should be able to access a vast diversity of informa-
tion resources. Every desktop computer should be able to communicate
with every other computer, just as the telephone handsets of the world
can intercommunicate. Machines running the processes of commerce,
often without operators, should be able to communicate automatically
with the corresponding machines of their trading partners. The world
will become a vast mesh of computers interacting automatically with one
another over high-speed networks.

Worldwide
Standards

To create worldwide computer networks that interlink everybody’s
desks, we need standards—like the telephone network. Telephony stan-
dards, established by the International Telegraph and Telephone Consul-
tative Committee (CCITT) are essential to the connectivity the telephone
industry achieves. Standards for computer networking, set by the Inter-
national Organization for Standardization (ISO) working with the
CCITT, are essential for connectivity in the computer industry.” Both
CCITT and ISO are described in Chapter 2.

Computer networking standards are highly complex. A reference
model that guides the development of these standards is the Reference
Model for Open Systems Connection, or OSI model. This seven-layer
reference model is introduced in Chapter 3 and described in detail
throughout this book. The OSI model is now accepted by all computer
vendors, although some vendors, notably IBM, also use network archi-
tectures that date back to an era before the recognition that worldwide
networking standards are essential. In inventing the protocols and algo-
rithms needed for networking millions of computers, Digital Equipment

Both CCITT and ISO are acronyms whose letters do not match up with their
spelled-out names. This is because the acronyms are based on the “official”
names of these organizations, which are in the French language. We are using
the English translations of the French names as they appear in the documents
published in the English language by CCITT and ISO.



CHAPTER 1: THE FUTURE OF NETWORKING 5

Corporation has made vital contributions to the standards for the OSI
model. Phase V of DNA and its DECnet hardware and software prod-
ucts represent innovative implementations of those standards.

High-Speed
Communications

Over the short history of data communication and computer network-
ing, the speed with which computers communicate with one another has
been steadily increasing. The first computers that exchanged streams of
bits did so at a miserably low speed. When I wrote my first book on data
communication, the standard transmission speed was 14.8 7-bit charac-
ters per second. As modems dropped in price, it became increasingly
common to communicate at 1200 bits per second (bps), and then at
2400 bps. Today it is commonplace for computers to communicate over
ordinary telecommunications facilities at 9600 and 19,200 bps, using in-
expensive modems.

Along with the increase in the speed with which data can be trans-
ferred over conventional telecommunications facilities was the explosive
growth of local area networking (LAN) technology. In 1980 Digital,
Intel, and Xerox published the Ethernet Specification, which defined a
low-cost method by which computers of all sizes could exchange data
over relatively short distances (up to 2.8 kilometers) at a rate of 10 mil-
lion bps. Today thousands of inexpensive Ethernet networks are in daily
use, connecting mainframes, minicomputers, personal computers, and
workstations. Ethernet has been the high-speed communications
medium of choice throughout the 1980s. The Fiber Distributed Data In-
terface (FDDI) technology that is emerging in the 1990s will allow ma-
chines to exchange data at 100 million bps. Companies such as Digital
and IBM have designed LAN protocols operating at a billion bits per sec-
ond for use during the second half of the 1990s. Still higher speeds will
be needed and will become economically achievable.

Today we are used to computers operating over Ethernet networks
at 10 million bps within buildings, and we are beginning to operate
FDDI LANs at 100 million bps. LAN usage is widespread. Most build-
ings have LANs; much software and hardware have been built for use on
LANs. However, when we transmit beyond a building over wide area
networks (WANSs), we frequently throttle the transmission speed down,
often to 9600 bps, which has resulted in islands of computing. Comput-
ers interact within a building differently from the way they interact over
long distances. Within a building we can build distributed systems that
give subsecond response times. When we interact with a faraway com-
puter, the increase in response time is often cripplingly frustrating.
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One of the great needs of the 1990s is to remove the extreme speed
differences between local area networks and wide area networks. A great
opportunity is to extend LAN services nationwide and eventually world-
wide. WANSs should be as fast as LANs. Optical fiber trunks make that
possible and economically desirable.

Standards have been created for metropolitan area networks
(MANS), with the assumption that high-capacity cabling can be built
across a city, whereas it may not be economical over long distances. In
practice, continent-wide optical fiber trunks have been built. LANs,
MANSs, and WANSs need to be integrated, leading to an era of worldwide
computer networking at today’s LAN speeds and higher.

Telecommunications common carriers are beginning to make wide-
band communication facilities available at a reasonable cost. Today the
T1 facility allows communication at 1.544 million bps (Mbps) and is
used in business as commonly as 9600-bps facilities were just a few years
ago. T3 facilities, which provide a data rate of 45 Mbps, are starting to
become commonplace in North America. By the end of the decade, 200
Mbps will be as common as T1 is today, and 1 or 2 gigabits per second
will be available as a premium service.

The optical fiber was invented just in time for the computer indus-
try. The gigabit fibers of today will evolve into fibers that can transmit
hundreds of billions and eventually trillions of bits per second. Major
telecommunications highways will use mass-produced cables containing
hundreds and eventually thousands of optical fibers. We are building
prodigious transmission capacity. Most of today’s optical-fiber trunks
are grossly underutilized, especially in their transmission of computer
data. In some telephone companies demand has been increasing at 6 per-
cent per year, but the bit capacity of long-distance trunks has been in-
creasing at 100 percent per year, resulting in much unused transmission
capacity, often referred to as “dark fiber.”

With the increases in speed in both local area networks and wide
area networks, a question that comes to mind is how much bandwidth is
enough.

NETWORK ARCHITECT

Gordon Bell sponsored a meeting a few years ago at which a number of com-
puter networking pioneers talked about the future of computer networking.
One of their conclusions was that by the year 2000 it would be technically feasi-
ble to send somewbere around 10'° bits per second down a single cable. 1 think
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this was a cable containing 100 optical fibers. It is interesting, however, that the
observation was made at the meeting that the maximum bandwidth a person at
a workstation would need is about a gigabit per second. This is the bandwidth
you need to send high-resolution motion pictures. A human being simply can’t
absorb data any faster than that.

An obvious question we might ask is that if a person’s bandwidth is
limited to a gigabit per second, do we really need networking technology
that lets us send data at 10'° bps, which is roughly a million times faster
than the human bandwidth limit. This question leads to a discussion of
computing paradigms.

Computing
Paradigms

A computing paradigm refers to a mindset that governs how we view the
way computers are used. Two completely different computing paradigms
have developed in parallel, leading to two divergent views of the world
of computing and networking. The companies that grew up in the world
of large, centralized processors tend to have one view of computing and
networking, and the companies that grew up in the world of small, de-
centralized processors tend to have another view.

The Large, Centralized Paradigm

The large, centralized paradigm tends to look at the world of computing
and networking as having a hierarchical structure, with terminals and
workstations at the bottom and large computers at the top. The com-
puter network exists to provide human users with access to computing
power. Computing applications run on a relatively small number of
large, centralized processors, and computing system users use terminals
and workstations to access the computing applications. In this paradigm,
when a centralized processor runs out of computing power, it is replaced
with a bigger and faster model. The large, centralized paradigm leads to
a model of computing in which the user submits a request or a job, the
centralized processor computes a result, and the result is sent back to the

With the large, centralized paradigm, it is difficult to envision a need
for extremely high bandwidth communication, except to create high-
capacity trunks that are multiplexed to funnel traffic from large numbers
of individual users into mainframe computer centers.



PROLOG

The Small, Decentralized Paradigm

The small, decentralized paradigm tends to look at the world of computing
and networking as being characterized by mesh-structured networks of
computers, in which each computer is a peer of all the other computers. A
computer network exists to allow computers to talk to each other. Com-
puting applications run on a large number of decentralized processors, and
sometimes multiple processors cooperate to produce a single result. A peer-
to-peer networking environment is ideally suited to the creation of a dis-
tributed computing environment, where the computing power is spread
over a large number of processors. In a distributed computing environ-
ment, when an application needs more computing power, the computing
power often can be provided by plugging another processor into the net-
work rather than by replacing the processor with a bigger one.

With such a paradigm, very high bandwidth communication is ex-
tremely important. There is essentially no limit to the communication
bandwidth that can be used in such an environment. This is because the
communication facilities are used not only by people talking to comput-
ers, they are also used by computers talking to computers. In such an en-
vironment, it might be necessary to send billions of bits from one ma-
chine to another very quickly, to satisfy the needs of a distributed
computing application.

Digital’s View of
Networking

In the past, IBM believed in the paradigm of large, centralized comput-
ing, while Digital subscribed to the paradigm of small, distributed com-
puting. Today both organizations know that an enterprise should have
both centralized and decentralized computing.

IBM’s pioneering work in networking led to a hierarchical network-
ing model with mainframes at the top exercising much of the control.
Digital’s pioneering led to peer-to-peer networks with highly distributed
control. Today computer manufacturers no longer are as divided into the
two camps as they were in the 1970s. Everyone now agrees that peer-to-
peer networking will be a requirement in the future, and all computer
manufacturers, including IBM, are moving their networking technology
in that direction.

Digital’s vision of networking does not look on networks as primar-
ily a medium for communication but rather as a medium for computing.
The communication facilities that a network provides are simply by-
products of a networked, distributed computing environment. Most of
the communication that takes place in a distributed computing environ-
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ment has nothing to do with a person sitting at a terminal or worksta-
tion. Rather, communication consists of computers talking to other com-
puters.

The Future Is
Everything

The enterprise of the future will use both centralized computing and net-
works of small computers. Both have essential roles to play. A major
trend today is the consolidation of mainframe centers. A mainframe cen-
ter with its building, operating staff, and software is expensive. If net-
works are reliable and use high-capacity trunks, a large enterprise does
not need 10 mainframe centers. It saves money to consolidate those cen-
ters into one (or possibly two, for disaster protection). A consolidated
center can afford to have large computers that can solve large problems.
Some computing centers will have supercomputers of immense power.

The large enterprise of the late 1990s will also have a computer on
everyone’s desk, connected by LANs to a diversity of file servers,
database servers, and the like, with wideband networks linking the indi-
vidual LANs and connecting them to a small number of corporate com-
puter centers with massive computing power. Notebook computers will
link into this network, sometimes using cellular radio techniques, such as
are used today to provide mobile telephone service. The computers
within the corporation will interact directly with the computers of the
corporation’s trading partners, sending and receiving transactions and
information. There will be direct links to many service organizations that
provide information and all forms of specialized processing.

Digital’s
Networking
Strategy

Although Digital began as a minicomputer company, it is evolving into a
computer networking company. This is a necessary by-product of the
fact that in order to bring the power of many processors to bear on a
large problem, those processors must be able to communicate effectively
with one another. It is of strategic importance that Digital support the
creation of a standardized, global computer networking infrastructure
because this will substantially expand the market for Digital’s products
and services. Digital is essentially a high-volume company, and a high-
volume company must adopt one of two strategies:

Fragmentation. One strategy is to fragment the market and attempt to
compete in that market by dominating more fragments than anyone else.
This strategy is essentially a strategy of financial control, in which a com-
pany attempts to make a market relatively static by fragmenting it.
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Homogenization. The other strategy is to homogenize the market in
order to expand and enlarge it. A company that adopts this strategy has
to be the best at that part of the market it wants to participate in and it
must have leadership products.

Digital’s approach has been to drive for the adoption of interna-
tional standards in an attempt to enlarge the market through homoge-
nization. This book describes how international standards have been in-
corporated into Digital’s networking strategy at all levels.

The Distributed
Computing
Environment

The goal that Digital is trying to achieve with its networking technology
is nothing less than to provide the technical capability to create a global
distributed computing environment. Such an environment would allow
all of the world’s computers to participate in a single, integrated network
in much the same way as today’s telephones are interconnected. We can
divide the technology that is required to create such a distributed com-
puting environment into three categories:

network infrastructure
distributed computing services

distributed computing applications

Network Infrastructure

The network infrastructure consists, first, of physical things, such as ca-
bling, telecommunications facilities, modems, repeaters, and other com-
ponents that physically connect computers. On top of the physical things
are the necessary software subsystems—such as operating systems and
networking software—that turn a set of equipment into a logically co-
herent network that can be reliably used to move a string of bits from
one computer in the network to any other computer. The chapters in
Part I, Part II, and Part V are concerned with building the network in-
frastructure.

A large problem in developing the network infrastructure that will
support a global network is scale. The networking technologies that have
been used in the past reach their limits when a few tens of thousands of
computers are hooked together. What is needed is the technology to cre-
ate a network infrastructure capable of supporting millions of computers
so we can eventually have an infrastructure roughly on the scale of the
global telephone network.
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Distributed Computing Services

If we are using a network infrastructure to create a true distributed com-
puting environment, then we must begin to view the entire network as a
distributed operating system.

An operating system that runs on a single computing system pro-
vides application programs with essential services, such as providing a
means for giving an object a name, requesting the date and time of day,
and allowing one procedure to invoke another procedure through a sub-
routine call facility. In a distributed computing environment, a comput-
ing application should be able to call on the services of the network to
provide a similar set of services on a network-wide basis. For example, a
distributed computing application should be able to access resources by
name without needing to know where in the network those resources re-
side. An application should be able to request the date and time of day
and not need to be concerned with how the clocks on all the processors
in the network are synchronized. And a procedure running on one com-
puting system should be able to pass control to a procedure running on
some other computing system in the same way it passes control to a local
subroutine.

Distributed computing services, described in Chapters 15 and 16, use
the underlying network infrastructure to provide high-level services to
distributed computing applications without requiring those applications
to have detailed knowledge of the underlying network infrastructure.

Distributed Computing Applications

Distributed computing applications are applications that use distributed
computing services and the underlying network infrastructure to do use-
ful work. These applications are introduced in Part IIL If the network in-
frastructure exists and the distributed computing services provide the
right kind of functions, it should be possible to create distributed com-
puting applications much easier than the distributed applications of the
past. Of course, creating a distributed computing application will never
be as easy as creating an application that runs on a single computing sys-
tem or one that uses simple data communication facilities.

Problems of
Worldwide
Networking

To achieve networking with a vast number of computers worldwide and
in different enterprises, some difficult problems need to be solved. In cre-
ating Phase V of DNA, Digital has developed ingenious solutions to
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many of these problems, and many of these solutions have found their
way into international standards.

Names and Addresses

A complex addressing problem exists when a computer network is
worldwide and links machines of many organizations. Worldwide ad-
dressing schemes have now been standardized, and support for these
standards are included in DNA Phase V. Mechanisms that allow sym-
bolic names to be assigned to users and to network resources are also im-
portant. A comprehensive distributed naming service is an important
component of DNA Phase V. Network addressing is described in Chap-
ter 7, and the DNA Phase V naming service is described in Chapter 16.

Routing

A DECnet network uses devices called routers to select the optimum
path over which to transmit packets of data. The optimum route varies,
depending on the current network topology and whether any circuits or
nodes are out of action. On a very large network, with perhaps hundreds
of thousands or millions of nodes, the routing problem is much more
difficult to solve than on a small network. DNA Phase V defines a pow-
erful distributed routing algorithm that is effective on very large net-
works. This routing algorithm has been accepted by ISO as an interna-
tional standard and is described in Chapter 9.

Congestion

Associated with the routing problem is congestion control. Traffic jams
can occur on a network just as they do in a city at rush hour. Drivers
in a city listen to helicopter reports and try to avoid the worst conges-
tion. Congestion avoidance is important in a computer network as well.
In a computer network there is no traffic helicopter, so ingenious tech-
niques are needed to prevent congestion from occurring, especially when
networks are very large. When queues build up, it is desirable to stop
pumping more traffic over an overloaded link. DNA Phase V includes in-
novative congestion avoidance mechanisms, which are described in
Chapter 10.
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Management

As networks become larger, their control and management become com-
plex. It is essential that network management functions that were per-
formed by humans in earlier generations of networks be done automati-
cally in the future. A user should be able to simply plug a machine into
the network and start using it—“plug and play.” The network should
automatically update its routing databases and other tables to reflect the
existence of the new machine. In DNA Phase V, many mechanisms previ-
ously controlled by human network managers have been integrated into
the underlying communication protocols. Digital’s view of network man-
agement is that the network manager’s main concern should be with set-
ting policy rather than with day-to-day operation of the network. Net-
work management is described in Chapter 17.

Conclusion

By the mid 1980s, the personal computer and the technical workstation
had become widespread in the world of business and government. Noth-
ing has been the same since. The ability to have one’s own computer has
freed millions of knowledge workers to use the computer in ways we
could not have foreseen just a short time ago.

The world will seem small from the viewpoint of a computer con-
nected to a worldwide computer network. You have probably seen Wall
Street’s or Chicago’s trading rooms on television. These rooms where
stock, bond, and futures traders work appear to be filled with human
chaos, the traders frantically gesturing and shouting at one another. Such
communication could be done better with the aid of a computer net-
work. Some trading rooms are being automated, and once they are, the
traders need not be in one room in Chicago; they could be in Tokyo,
Paris, Auckland, and Gaborone all linked together. Computer networks
take a localized activity and make it worldwide. This globalization is
happening at a furious rate in many different spheres of activity.

Already money flashes around the world at the speed of light on op-
tical fibers. Hundreds of billions of dollars are moved daily over elec-
tronic funds transfer networks. Market crashes are worldwide and hap-
pen with computerized speed. Computerized stock markets will need to
operate 24 hours a day.

What American Airlines did with its Sabre airline reservation sys-
tem, Nippon Life can do in the insurance business—worldwide. New
chains of commerce, like the Benneton clothing chain, can spread world-
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wide at high speed. Many corporations will seek strategic partners
worldwide, their operations linked with computer-to-computer trans-
missions. When all the millions of computers used by these organizations
are connected to each other and can easily communicate, the world of in-
formation systems will never be the same. More important, the world of
commerce will never be the same again.
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CHAPTER 2

Network Architecture

In the early days of computer networking, individual computer manu-
facturers produced communication products that worked only in con-
junction with their own computing equipment, and data communication
links between equipment of different manufacturers were difficult to im-
plement. Today networks have increased in capability and complexity.
In modern computer networks, the functions relating to data transmis-
sion are performed by complex hardware, firmware, and software oper-
ating in the various devices making up a network. To make it easier to
manage this complexity, the functions performed in network devices are
divided into independent functional layers, much like the skins of an
onion. Each functional layer hides the complexities and the evolution of
the lower layers from the layers above. It would be of great benefit to
users of computing equipment for the computing industry to standard-
ize the interfaces between the layers and to define the rules governing the
way in which complementary layers in different network machines ex-
change messages with one another. This standardization is one of the
roles of modern computer network architectures.

A network architecture is a comprehensive plan that governs the
design of the hardware and software components making up a computer
network. Before we discuss the nature of network architectures, we will
introduce the functions of a computer network by using an analogy to
describe the benefits of independent functional layers in complex sys-
tems.

Human
Communication
Analogy

An analogy can be made between the communication functions per-
formed in a computer network and the functions performed in ordinary
human communication. Figure 2.1 shows how we might divide the func-
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FIGURE 2.1 Layers of human communication.
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tions performed during human communication into three independent
layers.
The Physical Layer
In the Physical layer, the two parties must select and use a common com-
munication medium. A typical communication medium used in human
communication might be sound waves in air. For example, Figure 2.2
shows the physical medium used when two parties are involved in a face-
FIGURE 2.2 Physical layer: human speech.
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to-face conversation. In human communication, it is important that both
parties agree upon and use the same communication medium. For exam-
ple, if one party is speaking, but the other party is deaf and can only read
written words, no communication takes place.

The Language Layer

Once a common physical medium has been chosen, each party involved
in a conversation must use a language understood by the other. If one
party speaks only French and the other only English, little communica-
tion will take place. Figure 2.3 shows the Language layer when two par-
ties are conducting a conversation using the English language. With no
common language, there is no successful dialog, even though both par-
ties may have agreed to use the same communication medium. If I call a
Tokyo hotel and get a clerk who does not speak English, I will not be
able to book a room, even though I might have an excellent telephone
connection.

The Ideas Layer

We might think of the highest layer in human communication as the
Ideas layer. In this layer, each person involved in a conversation must
have some idea of what the conversation is about and must understand
the concepts being discussed. Figure 2.4 shows the Ideas layer when two
parties are discussing horticulture. If an English-speaking gardener es-

FIGURE 2.3

Language layer: English.
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FIGURE 2.4

Ideas layer: Horticulture.
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tablishes a good telephone connection with another English-speaking
person and begins a technical discussion on horticulture, little real com-

munication is likely to take place if the second party is a two-year-old
child.

Protocols

In each layer in any communication system, a set of precisely defined
rules must be agreed to and followed by both parties for communication
to be successful. The rules governing communication at a given layer are
called protocols. Each set of protocols can be thought of as a rule book
that specifies a set of procedures governing communication. Each layer
on one side communicates with a complementary layer on the other side
using a protocol. Both parties must adhere exactly to the protocol; other-
wise, communication is not possible.

Human Communication Protocols

The protocols involved in the Physical layer of human communication are
simple and involve mechanical procedures. When two parties agree to
use a common communication medium, they must both observe the same
rules in using that medium. For example, on some long-distance tele-
phone circuits, both people are not able to talk at the same time. If both
people speak at once, no communication takes place. For the Language
layer, the protocols involve procedures described by the rules of gram-
mar and syntax for the common language. When two parties agree to
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use English, they agree to abide by the rules of grammar and syntax that
govern the English language. For the Ideas layer, the protocols involve
procedures described by the body of knowledge concerning the subject
being discussed. If two parties are discussing horticulture, the protocols
might involve technical details concerning botany and agriculture.

Changing Protocols

When people communicate, they can change the protocol for a given
layer as long as both parties agree and change to the same new protocol.
In effect, they agree to change the rule book for one of the layers. The
protocols can be changed for one layer without requiring the protocols
to be changed for the other layers. This makes the protocols used in each
layer independent of the protocols used in the other layers. For example,
in business people often begin a transaction by exchanging letters and
then mutually decide a telephone conversation is needed. They may then
decide a face-to-face meeting is required to continue the discussion. The
rules, or protocols, governing the Ideas and Language layers remain the
same each time the discussion is resumed, even though the protocol gov-
erning the Physical layer may change. Multilingual people might shift a
conversation to a second language. As long as both parties agree to do
so, the change in protocol for the Language layer does not necessitate
changes in the Physical or Ideas layer.

Message
Transmission

In human communication, a dialog between two communicating parties
can be viewed as taking place via messages transmitted back and forth
between the two parties (see Figure 2.5). For each message, there must be
a sender and a receiver. On the sending end, an idea generates a message,
which is transmitted to the second party via the agreed-upon communi-
cations medium. At the receiving end, the message is received and con-
verted back into the original idea.

Functional Layers

Messages sent from a sender to a receiver in a human dialog can be
viewed as passing through a number of functional layers. Messages are
processed by hardware and software residing in, or controlled by, the
two communicating parties. For example, in a face-to-face conversation,
the hardware consists of the nervous systems, the mouths, and the ears
of the two people. The software consists of the thought processes, both
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FIGURE 2.5

Message transmission.
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conscious and unconscious, used to conduct the conversation. There is
an interface between each pair of layers, and each functional layer pro-
vides a set of services to the layer above it. A message passes down
through the functional layers on the sending end, flows over a communi-
cations medium to the receiver, and moves up through corresponding
functional layers on the receiving end.

Some interfaces in communication systems are concrete and define
the characteristics of cables, connectors, and signals; others are abstract
and define the semantics of the services one layer provides to another.
Concrete interfaces must be adhered to exactly to achieve portability
from one implementation to another; abstract interfaces need not be as
rigidly standardized. It does not matter if the layer boundaries are a little
fuzzy in the two communicating systems, as long as concrete interfaces
and protocols are rigidly adhered to. As we will see in later chapters, the
emphasis in determining conformance to communication standards is on
concrete interfaces and protocols and not on abstract layer interfaces.
However, standard layer interfaces are important because they define the
services a protocol must supply, and they allow a protocol operating in
one layer to be changed without affecting the protocols operating in the
other layers.

Coming back to our human communication analogy, Figure 2.6
shows how the sender uses a high-level set of functions operating in the
Ideas layer to formulate a message. Another set of functions, operating
in the Language layer, is used to place that message into words. Still an-
other function set, operating in the Physical layer, controls the mouth
and the tongue in sending the message orally over the communications
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FIGURE 2.6

Layers of software.
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medium. The ear of the receiver is controlled by a low-level set of func-
tions, operating in the Physical layer, that detects the sound waves carry-
ing the message. A function set operating in the Language layer trans-
lates those sounds into words. A set of functions operating in the Ideas
layer reconstructs the meaning of the original message from those words.

Computer Network Functional Layers

A computer network can be viewed on a number of different levels, just
as can human communication. At each level, a functional layer—imple-
mented using hardware, firmware, or software—provides a useful set of
functions. As with the model of human communication discussed earlier,
each functional layer should be as independent as possible of the others.
Independence of the layers gives a computer network great flexibility.

Network
Architectures

Network architectures define the way in which communication functions
are divided into functional layers. They also define the layer protocols,
the concrete interfaces, and the abstract interfaces between the func-
tional layers. Protocols and interfaces make up the standards to which
different machines and software modules must conform in order to effec-
tively communicate. When new products are created that conform to the
architecture, they will be compatible and can be linked with other prod-
ucts that also conform to the architecture. The goals and standards of a
network architecture are important to both the users of computer net-
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works and the organizations that provide computer networking equip-
ment and services. A network architecture must provide users with a va-
riety of choices in the configuration of computer networks, and it must
allow users to change a configuration with relative ease as their systems
evolve. For the providers of networking products and services, architec-
tures permit the mass production of hardware and software building
blocks that can be used in a variety of different systems. They also pro-
vide standards that allow development laboratories to create new ma-
chines and software that will be compatible with existing products.
These new products can then be integrated into existing computer net-
works without the need for designing costly conversion mechanisms or
making extensive software modifications.

The Nature of
Architecture

Although network architectures provide rules for the development of
new products, these rules can change. This is because the term architec-
ture in the computer industry often implies an overall scheme or plan
that may be evolving. The architecture defines an overall framework that
allows the architecture to evolve and change to support new technolo-
gies. In Digital’s view, an architecture also defines all the details needed
to guide implementors in creating products that will fully conform to the
architecture and, therefore, that will interoperate with all other imple-
mentations of the architecture. One of the DNA architects characterizes
architecture in this way:

NETWORK ARCHITECT

An architecture must be always complete, but it is never finished. It must pro-
vide a framework that permits change.

A good architecture ought to relate primarily to the needs of the end
users rather than to enthusiasms for particular techniques. A well-archi-
tected house, for example, is one that reflects the desired lifestyle of its
owners rather than one designed to exploit a building technique that is
currently in vogue. Fred Brooks, author of The Mythical Man-Month
[1], defined architecture in a way that makes a clear distinction between
architecture and engineering:

By the architecture of a system, I mean the complete and detailed specification
of the user interface. For a computer this is the programming manual. For a
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compiler it is the language manual . . . . For the entire system it is the union of
the manuals the user must consult to do his entire job . . . . The architect of a
system, like the architect of a building, is the user’s agent. It is his job to bring
professional and technical knowledge to bear in the unalloyed interest of the
user, as opposed to the interests of the salesman, the fabricator, etc.

The view of architecture that Digital engineers have is somewhat
different from that of Fred Brooks. At Digital, architecture is not viewed
as being associated only with the user.

NETWORK ARCHITECT

I think we would see architecture as being equally concerned with the needs of

the user and with the needs of the fabricator. There’s no point in having a won-
derful architecture that can’t be implemented! In Digital, architecture is an inte-
gral part of the engineering process.

Proprietary Network Architectures

Network architectures can be based on either accepted standards or pro-
prietary standards developed by a particular organization, such as a
computer manufacturer. Until recently, proprietary network architec-
tures have played a more important role in the computer industry than
architectures based on widely accepted standards. This is because com-
puter manufacturers began providing advanced data communication ca-
pabilities long before today’s standards were developed. Computer man-
ufacturers were forced to develop proprietary network architectures to
give an overall cohesiveness to their product lines. In today’s information
systems environment, architectures based on accepted standards are, in
the long run, more desirable from the point of view of computer users,
since they give the user the widest possible range of choices in configur-
ing a network. Any vendor who implements the applicable standards can
then be a candidate as a supplier. However, the standards underlying an
architecture must be carefully chosen so they are likely to live a long
time, provide for low-cost implementations, provide a broad range of
functions, and are widely accepted.

The two most commonly used proprietary network architectures
today are Digital’s Digital Network Architecture (DNA) and IBM’s Sys-
tems Network Architecture (SNA). The first products that conformed to
each of these architectures were released at about the same time, in the
mid 1970s. In the past, a computer manufacturer’s architecture was de-
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signed for computer networks built with the products of only that manu-
facturer. The early manufacturer’s architectures often made it difficult to
interconnect machines offered by competing vendors. Most computer
manufacturers, including Digital and IBM, however, provided facilities
that allowed connections between otherwise incompatible equipment. As
we saw in Chapter 1, in the future much more extensive forms of inter-
networking will be required to allow the machines of many different
vendors to be interconnected to form an integrated, global computer net-
work. It is a major goal of today’s network architecture development to
allow diverse equipment from many different vendors to be intercon-
nected using standard interfaces and protocols. Because of this, widely
accepted standards are playing an increasingly important role in network
architecture development.

Standards
Organizations

A number of organizations around the world are actively involved in de-
veloping standards and architectures for data communication and com-
puter networking. Three important standards organizations for the in-
formation systems and communication industries are ISO, IEC, and
CCITT, all of which we discuss next. Other important standards organi-
zations are described briefly in Box 2.1. Some important terms making
up the alphabet soup of information systems standardization are defined
in Box 2.2. [2]

International Organization for Standardization

A prominent standards organization is the International Organization
for Standardization (ISO), the largest standards organization in the
world. ISO produces large numbers of standards on nearly every subject,
from humane animal traps to screw threads. It is also the dominant in-
formation technology standardization organization in the world. The
members of ISO are individual national standards organizations; only
national positions—positions representing an entire country—are dis-
cussed in ISO. The ISO member organization from the United States is
the American National Standards Institute (ANSI); all major industrial-
ized countries have a similar standards organization that represents its
national interests in ISO. ISO technical meetings take place at various lo-
cations around the world.

The secretariat of ISO, located in Geneva, Switzerland, is the orga-
nization charged with running the day-to-day affairs of ISO, including
keeping track of its numerous Technical Committees (TCs) and publish-
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BOX 2.1

Other Standards
Organizations

American National Standards Institute (ANSI)

Virtually every country in the world has a national standards organi-
zation responsible for publishing standards to guide that nation’s in-
dustries. In the United States, this organization is ANSI. ANSI is a
non-profit organization that writes the rules for standards bodies to
follow and publishes standards produced under its rules of consen-
sus. ANSI accredits standards committees to write standards in areas
of their expertise. The major accredited standards committees (ASCs)
in the information technology arena are:

JTC1 TAG. This is the U.S. technical advisory group (TAG) for the
ISO/IEC JTCL1. This group provides U.S. positions on JTC1 standards
and is the single interface to ISO/IEC JTC1 in the United States.

ASC X3. This committee produces approximately 90 percent of the
standards for U.S. information technology and provides the technical
expertise for a majority of U.S. technical advisory groups to the sub-
committees and working groups in ISO/IEC JTC1.

ASC T1. This group is the voluntary standards-making body for the U.S.
telecommunications industry and sets U.S. national telecommunications
standards. T1 helps the State Department with CCITT positions.

ASC X12. This group is responsible for standards relating to elec-
tronic data interchange (EDI) in the United States. It acts to set na-
tional positions for the United Nations EDIFACT group, which is es-
tablishing EDI standards worldwide.

ANSI has a small secretariat located in New York City whose func-
tion is organizational and administrative rather than technical. ANSI
is not a government organization; it is funded by its members and
through the sale of standards. ANSI standards can be obtained di-
rectly from ANSI or from OMNICOM or Global Engineering Docu-
ments.

National standards organizations from other countries include:
France. Association Francaise de Normalisation (AFNOR)
United Kingdom. British Standards Institute (BSI)

Canada. Canadian Standards Association (CSA)

Germany. Deutsches Institut fur Normung e.V. (DIN)

Japan. Japanese Industrial Standards Committee (JISC)

These standards organizations have the same general role and organi-
zation as ANSI and provide a discussion forum for individuals. Some
of those individuals then participate in international meetings and
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represent the agreed views of their countries. It is the national bodies
that vote in the formal approval process for standards.

European Computer Manufacturers Association (ECMA)

ECMA was originally formed by a group of European companies.
Since then, its membership has grown to become international and in-
cludes representatives from such organizations as IBM, Digital,
AT&T, British Telecom, and Toshiba. ECMA is considered a regional
standards organization and develops information technology stan-
dards for the European region. ECMA standards are often forwarded
to ISO/IEC JTC1 for development as international standards. Such co-
operation between organizations can result in a faster standards devel-
opment process, since consensus has already been demonstrated.
ECMA has a small secretariat in Geneva, and its members meet in var-
ious places throughout Europe.

Comite European de Normalization (CEN) and Comite
European de Normalisation dans le domain Electrique
(CENELEC)

CEN and its associated organization CENELEC have a relationship sim-
ilar to that between ISO and IEC. They are concerned with the adoption
of standards by the countries of the European Economic Community
(EEC) and other European countries. Standards adopted by CEN/CEN-
ELEC are called European Norms (ENs) and are binding for procure-
ment purposes on the CEN’s member countries. CEN normally does not
develop its own standards but instead relies heavily on standards devel-
oped by other organizations, especially ISO. Where there is no ISO or
IEC standard, however, CEN will develop its own standard and forward
it to ISO for development as an international standard.

National Institute for Science and Technology (NIST)

NIST (formerly known as the National Bureau of Standards) is a U.S.
government organization. ISO standards often cover broad ranges of
function and allow many choices to be made by individual implemen-
tors. The NIST has taken a leadership role in creating profiles that
define preferred groups of choices from among the many options doc-
umented in ISO standards. Initially this was done in an informal work-
shop that developed implementors’ agreements. As the importance of
these profiles has increased and other organizations have started simi-
lar work internationally, the NIST workshop has become more for-
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mally organized. NIST is one of the three major international contrib-
utors to the development of Internationally Standardized Profiles
(ISPs), which are the profiles formally ratified by ISO.

European Workshop on Open Systems (EWOS)

EWOS has the same role in Europe as the NIST workshop has in the
United States. EWOS was started primarily by members of SPAG (see
below) to ensure that Europe had a voice in the development of profiles.
It also serves as the Technical Committee to support the technical activ-
ity of CEN. EWOS and NIST work closely together to achieve and
maintain harmonization of their profiles. EWOS is located in Brussels.

Promotion of OSI/Asia and Oceania Workshop (POSI/AOW)

AOW is another organization that contributes to the international
adoption of profiles. POSI is a Japanese organization concerned with
promoting the adoption of ISO standards for the OSI model, while
AQW is an open workshop that includes Australia and other Pacific
countries as well as Japan.

Corporation for Open Systems (COS)

COS was initiated as a consortium of computer manufacturers and
others to encourage the adoption of ISO information systems stan-
dards. It has initially directed its efforts toward the development of
testing procedures to allow vendors to demonstrate conformance to
ISO standards. COS operates as a non-profit organization funded by
its members. It does not produce standards nor does it contribute to
the development of standards. COS is located in McLean, VA.

Standards Promotion and Application Group (SPAG)

SPAG was initially a private consortium of European companies, set
up with objectives similar to those of COS. Like COS, it has now di-
rected its efforts primarily toward the development of testing proce-
dures, and it cooperates closely with COS in that regard. Membership
in SPAG is now open, and many U.S. companies are members.

Electrical Industries Association (EIA)

EIA is an association of companies involved in electrical and related indus-
tries. EIA undertakes some standardization projects and operates in that
capacity as an accredited organization (AO) under the rules of consensus
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standards formulated by ANSI. The standards developed by the EIA are
concerned primarily with physical communication interfaces and electrical
signaling. A well-known EIA standard is EIA-232-D, which documents
the way in which a terminal or computer is attached to a modem.

Institute of Electrical and Electronic Engiheers (IEEE)

IEEE is a professional society whose members are individual engineers
rather than companies. Most of its activities are only peripherally related
to information technology, but it became the focus for development of
local area network standards under its project 802 (see Chapters 21 and
22). The IEEE is also an AO, which operates under ANSI guidelines
when it develops standards. Like the EIA, it rarely develops complex an-
ticipatory systems standards, such as those falling under the OSI model
umbrella, but ordinarily concentrates instead on product standards.

* Conference of European PTTs (CEPT)

CEPT was established by the European PTTs primarily to develop
technical standards that could be used in Europe prior to the develop-
ment of corresponding CCITT standards. With the establishment of
ETSI (see below), CEPT remains a closed forum that is concerned
mainly with marketing and lobbying.

European Telecommunications Standards Institute (ETSI)

ETSI was established by the European Economic Commission to for-
malize many of the activities formerly undertaken by CEPT. Member-
ship is open to suppliers of telecommunications equipment and ser-
vices, PTTs, and other industrial organizations, with formal voting on
a national basis. ETSI develops European telecommunications stan-
dards (ETSs). Some of these are intended as a basis for the provision of
services and as a foundation for CCITT work, while others are ori-
ented toward permission to connect testing for the attachment of
equipment to public networks. ETSI is based in Sophie Antipolis,

* France. It has its own permanent technical staff and depends on the

participation of its members.

Open Systems Foundation (OSF)

OSF is a non-profit organization established by a number of computer
manufacturers to develop a common foundation for open computing.
It is not directly concerned with standards but rather with the develop-
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ment of an agreed collection of software around a UNIX-like operat-
ing system kernel. OSF has its own permanent technical staff and de-
pends on the participation of its members.

X/Open

X/Open was set up by European computer manufacturers to develop a
consistent UNIX-like suite of application programming interfaces to
permit application portability. Membership is open and worldwide.

ing the standards the Technical Committees produce. The Technical
Committees, which not only create the standards but also determine
what standards to produce, are composed of thousands of volunteers
from computer manufacturers, suppliers of communication products,
major computer users, governments, and consulting organizations. To
participate, these delegates operate under the aegis of the national body.
So a delegate from the United States not only brings technical expertise
to the committee but also represents his or her sponsoring organization,
ANSI, and the United States itself. A TC is ordinarily divided into Sub-
committees (SCs) and Working Groups (WGs), which write the stan-
dards. The standards then receive the approval of the Technical Commit-
tee as a whole before they finally become accepted as international
standards.

Closely associated with ISO is the International Electrotechnical
Commission (IEC). IEC has a role similar to that of ISO but is restricted
to electrical and electronic matters. There is an agreement between ISO
and IEC to ensure that their work does not overlap. In the field of infor-
mation technology standards, IEC’s role is limited to Physical layer as-
pects, such as electrical safety. ISO and IEC have recently merged their
Technical Committees working on information technology into a single
organization, called ISO/IEC Joint Technical Committee 1 (JTC1), to en-
sure and improve continued close cooperation.

JTC1 is the ISO/IEC Technical Committee responsible for a particu-
larly important framework for a computer network architecture called
the Reference Model for Open Systems Interconnection, or the OSI
model. The OSI model is introduced in Chapter 3 and forms the basis for
the latest phase of Digital’s own DNA. JTC1 is also publishing a com-
prehensive set of standards for the various functional layers defined by
the OSI model. Many of those standards are described in this book.
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BOX 2.2

Other Standards
Terminology

Manufacturing Automation Protocol (MAP)

MAP is a project started in the United States by General Motors to de-
velop a single standard for communication between devices in a fac-
tory automation environment. Its work has been based on U.S. na-
tional and ISO standards and also defines additional standards specific
to factory automation applications.

Technical and Office Protocol (TOP)

TOP is a complementary project to MAP started by Boeing to extend
the applicability of MAP into other environments, such as office infor-
mation systems and computer-aided design.

Government Open Systems Interconnection Profile (GOSIP)

GOSIP is a name for procurement-oriented standard profiles specify-
ing how ISO standards will be used for U.S. government computing.

The acronym GOSIP has been adopted by other countries to describe
their own government procurement specifications.

European Procurement Handbook for Open Systems (EPHOS)

EPHOS is a project similar to GOSIP for government computing
throughout Europe.

Open Distributed Processing (ODP)

ODP is a project started within ISO to develop standards for a hetero-
geneous distributed computing environment. It is defining an overall
reference model for distributed computing that goes beyond the OSI
model.

POSIX

POSIX is a standard developed by IEEE under its project 1003 that
defines a UNIX-like interface to basic operating system functions to
provide application portability.

There are four major steps in the standardization process. A stan-
dard begins its journey through the standardization process as a working
document. After the working group or subcommittee agrees the working
document should be developed into an international standard, it becomes
a committee draft, at which time ISO/IEC assigns a unique number to it.
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At this stage, the standard is referred to with the letters “CD,” such as
ISO CD 12345. (A committee draft was formerly called a draft proposal
and was abbreviated DP.) After the subcommittee or working group
agrees that the standard is close to being accepted as an international
standard, it is given draft international standard status and is referred to
using its number and the letters DIS, such as ISO DIS 12345. A standard
may go through multiple revisions at both the committee draft and draft
international standard phases. A standard that has made it all the way
through the standardization process and has been accepted by ISO is
called an international standard and is referred to only by its number,
such as ISO 12345. ISO sometimes produces documents called technical
reports when support cannot be obtained for the publication of a stan-
dard, when a subject is still under technical development, or when a Tech-
nical Committee has collected information of a different kind from that
normally published as a standard. The identification number of a techni-
cal report is preceded by the letters TR, such as ISO TR 12345.

ISO also produces amendments to international standards as
changes to them are required. Like the international standards them-
selves, amendments go through four phases. An amendment to an inter-
national standard begins as a working draft and then progresses to a
committee draft amendment (CDAM), goes on to become a draft
amendment (DAM), and finally becomes an amendment (AM) when it is
approved. Generally, amendments are eventually incorporated into the
text of their associated standards after the amendment is accepted.
Amendments were formerly called addenda (ADs), draft amendments
were called draft addenda (DADs), and committee draft amendments
were proposed draft addenda (PDADs).

Most of the standards described in this book are accepted interna-
tional standards, but some are currently in draft status and a few exist in
the form of committee drafts. However, because standards often change
their status quickly from CD to DIS and from DIS to accepted interna-
tional standards, we will refer to standards using only their numbers,
such as ISO 7498. Check with your country’s national standards organi-
zation or with one of the many organizations that sell copies of interna-
tional standards of the actual status of any particular ISO standard.
ISO/IEC standards documents and technical reports can be obtained in
the United States from ANSI, Inc., 1430 Broadway, New York, NY
10018. The following organizations also stock copies of ISO standards:
OMNICOM, 501 Church Street, N.E., Vienna, VA 22180, (703) 281-
1135; and Global Engineering Documents, 2805 McGaw Avenue,
Ervine, CA 92714, (800) 854-7179.
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International Telegraph and Telephone Consultative Committee

The International Telegraph and Telephone Consultative Committee
(CCITT) has existed since around the turn of the century and is the lead-
ing organization involved in the development of standards relating to
telephone and other telecommunications services. CCITT is a part of the
International Telecommunications Union (ITU), which in turn is a body
of the United Nations. The delegation to the ITU from the United States
is the Department of State. In other countries, the ITU delegation is often
the governmentally controlled Postal, Telephone, and Telegraph (PTT)
organization.

CCITT deals with standards for interconnecting the world’s tele-
phone networks and for the signaling systems used by modems in send-
ing computer data over telephone lines. CCITT calls the standards it
produces recommendations, which have such names as Recommenda-
tion X.25 and Recommendation X.400. It was a natural outgrowth of
the data aspects of telephone service that CCITT should become in-
volved in information system standards, particularly those directly re-
lated to public data networks. In the last decade, CCITT has also been
involved in a major effort to define standards for a worldwide Integrated
Services Digital Network (ISDN) for providing unified public voice and
data communication services.

The principal contributors to CCITT are individuals representing
the public and private telecommunications organizations, although non-
voting memberships are also open to industrial organizations. CCITT
maintains a secretariat in Geneva, where most of the meetings take
place. However, representation is international. As with ISO, all of the
technical contribution comes from individual volunteers drawn primar-
ily from telephone companies and other companies that supply telecom-
munications products and services. Again, membership is limited to na-
tional body representation —it is the State Department, not U.S common
carriers, that represents the U.S. national position.

CCITT recommendations are published at four-year intervals, with
the color of the covers changed with each new edition. Although the
recommendations are newly published every four years, each new ver-
sion represents evolutionary change from the previous version; many of
the recommendations change little from one version of the recommen-
dations to another. The color for the set of 1988 CCITT recommenda-
tions is blue, so that set of CCITT recommendations is called the Blue
Book. The Blue Book contains new recommendations and all the revi-
sions to existing ones approved from 1985 through 1988. The Blue
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Book was published a piece at a time beginning in 1989. The Blue Book
recommendations will be in common use through about 1993, after
which all revisions approved since 1989 will be incorporated into a new
set of recommendations. Each set of CCITT recommendations is pub-
lished in the form of a series of volumes, each of which is divided into
separately bound fascicles. Each fascicle can be ordered separately.
CCITT recommendations can be obtained from the United States De-
partment of Commerce, National Technical Information Service, 5285
Port Royal Road, Springfield, VA 22161. They can also be obtained
from OMNICOM and Global Engineering Documents, whose ad-
dresses were given previously.

ISO, IEC, and CCITT cooperate quite closely. ISO and CCITT, in
particular, have a strong interest in aligning their standards and thus try
not to duplicate work between them. (Unfortunately, duplication of ef-
fort still sometimes occurs.) Standards of mutual interest typically are de-
veloped in one organization and then published by both. For example,
the OSI model was developed principally by a subcommittee of ISO and
is documented in ISO 7498; CCITT also publishes the OSI model as Rec-
ommendation X.200. Similarly, CCITT has developed Recommendation
X.400, which standardizes electronic mail facilities. Recommendation
X.400 has been adopted by ISO, which publishes it as ISO 10021. The
technical people participating in committees of ISO are very often the
same people as on CCITT committees, and the technical development
activities associated with information systems standardization are often
undertaken jointly by ISO and CCITT.

Conclusion

ISO’s publication of the Reference Model for Open Systems Interconnec-
tion (the OSI model) was an extremely important development in the
world of computer networking. The definition of international standards
that fit into the OSI model framework is even more important. The OSI
model and ISO’s complete architecture for computer networking are in-
troduced in Chapter 3.
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CHAPTER 3

The OSI
Reference Model

Given the immense proliferation of intelligent computing devices now
occurring, one of the activities most important to the future of informa-
tion technology is the setting of standards to enable machines of differ-
ent manufacturers to communicate. In 1984, as a start in the setting of
such standards, ISO accepted as an international standard ISO 7498,
Open Systems Interconnection—Basic Reference Model. 1SO 7498 is a
short document that describes the seven-layer Reference Model for
Open Systems Interconnection that provides a common basis for the co-
ordination of standards development for the purpose of interconnecting
open systems. The term open in this context means systems open to one
another by virtue of their mutual use of applicable standards. The OSI
model describes how machines can communicate with one another in a
standardized and highly flexible way by defining the functional layers
that should be incorporated into each communicating machine. The OSI
model does not define the networking software itself, nor does it define
detailed standards for that software; it simply defines the broad cate-
gories of functions each layer should perform.

08I Model Layers

The OSI model defines the seven independent functional layers shown in
Figure 3.1. Each layer performs a different set of functions, and the in-
tent is to make each layer as independent as possible from all the others.
However, complete layer independence is difficult to achieve.

NETWORK ARCHITECT

Each layer provides a defined set of services by building on the layers below it.
It is impossible for them to be completely independent. But the mechanisms of
each layer are always independent of the mechanisms of the adjacent layers.
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FIGURE 3.1

08I model functional layers.
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The ISO working group responsible for defining the OSI model
began by establishing a number of principles that guided the develop-
ment of the reference model. These principles are listed in Box 3.1. While
it may be difficult to prove that the seven layers selected represent the
best possible solution, the general principles listed in Box 3.1 guided the
ISO working group in answering the questions of where a boundary
should be placed and how many layers there should be. Organizations
have now had much experience with developing network architectures
based on the seven OSI model layers. For the most part, the layer divi-
sions of the OSI model have proven to be well thought out. But there is
still some controversy.

NETWORK ARCHITECT

There is still a general tension in standardization. If you have a group of people
who are very focused on a certain area—uwhbether it’s a certain technology, like
FDDI, or a certain layer, like the Session layer—there’s a great tendency for
them to say, “Well, everything we have to do to make this work—not just work
but to be really useful—we should do in our layer, because you can’t trust those
people who are working on the other layers.” This leads to something that has
been called the “49-layer model” because all of the functions that are put in the
seven layers start reappearing in each of the seven layers. We have to guard
against this because you end up with the problems being solved in each layer be-
coming as complex as the entire original problem.

We next provide brief descriptions of each of the seven layers of the
OSI model, beginning with the lowest layer. After we describe the seven
OSI model layers, we will show how the OSI model relates to the com-
plete OSI architecture and introduce concepts important in the OSI envi-
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BOX 3.1

The Principles of
Layering

Principle 1. Collect similar functions in the same layer.

Principle 2. Create separate layers to handle functions that are
manifestly different in the process performed or the involved
technology.

Principle 3. Allow changes in functions or protocols to be made
within a layer without affecting other layers.

Principle 4. Create a layer of easily localized functions so the layer
could be totally redesigned and its protocols changed in a major way
to take advantage of new advances in architectural, hardware, or
software technology without changing the expected services from and
provided to the adjacent layers.

Principle 5. Create a layer where there is a need for a different level
of abstraction in the handling of data.

Principle 6. Create for each layer boundaries with adjacent layers
only.

Principle 7. Select boundaries at a point that past experience has
demonstrated to be successful.

Principle 8. Create a boundary at a point where the description of
services can be small and the number of interactions across the
boundary minimized.

Principle 9. Create a boundary where it may be useful at some time
to have the corresponding interface standardized.

Principle 10. Do not create so many layers as to make the system
engineering task of describing and integrating the layers more difficult
than necessary.

ronment. Part I of this book examines each of the layers in detail, de-
scribes the ISO standards that apply to each, and shows how the DNA
Phase V architecture incorporates the ISO standards.

The Physical Layer

The lowest layer of the OSI model is the Physical layer. It allows signals,
such as electrical signals, optical signals, or radio signals, to be ex-
changed among communicating machines. The Physical layer, shown in
Figure 3.2, typically consists of hardware permanently installed in the



CHAPTER 3: THE 0S| REFERENCE MODEL 39

FIGURE 3.2

The Physical layer is concerned with sending and receiving signals.

IHUHnnnun ] FLLLLLITETCTELT]

T L — e —

— Electrical, Optical, —

—_— or Radio Signals ===
_.l Physical l I Physical I——

Physical Circuit

communicating devices. The Physical layer also addresses the cables,
connectors, modems, and other devices used to connect machines. Mech-
anisms in each of the communicating machines control the generation
and detection of signals that are interpreted as 0 bits and 1 bits. The
Physical layer does not assign any significance to the bits. For example, it
is not concerned with how many bits make up each unit of data, nor is it
concerned with the meaning of the data being transmitted. In the Physi-
cal layer, the sender simply transmits a signal and the receiver detects it.

The Data Link Layer

Control mechanisms in the Data Link layer handle the transmission of
data units over a physical circuit. Functions operating in the Data Link
layer allow data to be transmitted, in a relatively error-free fashion, over
a sometimes error-prone physical circuit (see Figure 3.3). This layer is
concerned with how bits are grouped into collections and performs syn-
chronization functions with respect to failures occurring in the Physical
layer. The Data Link layer implements error-detection mechanisms that
identify transmission errors. With some types of data links, the Data

FIGURE 3.3

The Data Link layer is responsible for the transmission of data units over a physical circuit.

Error-Free

Data Link Data Link Data Link =

Physical Physical

Error-Prone Physical Circuit




40

PART I: THE DIGITAL NETWORK ARCHITECTURE

Link layer may also perform procedures for flow control, for data unit
sequencing, and for recovering when transmission errors occur.

Some data links interconnect only two computers, such as with a
point-to-point telecommunications facility. Other types of data links
allow many computers to be interconnected, such as in a typical local
area network. When more than two computers are attached to a single
data link, any computer can be viewed as being connected by a single link
with any other computer attached to the data link, even though there may
be devices, such as repeaters or bridges, between any two stations.

The Network Layer

We will refer to a device containing an instance of the Network layer and
the Data Link and Physical layers below it as a node.” Nodes that act as
the source or the final destination of data are called end nodes. Between
any two end nodes may be nodes acting as intermediaries that perform
routing and relaying functions. These are called intermediate nodes. The
facilities provided by the Network layer supply a service that higher layers
employ for moving bits from one end node to another, where the bits may
flow through any number of intermediate nodes. End nodes generally im-
plement all seven layers of the OSI model, allowing application programs
to exchange information with each other. It is possible for intermediate
nodes performing only routing and relaying functions to implement only
the bottom three layers of the OSI model, as shown in Figure 3.4. Notice
that the path between any two nodes may at one instant be via a number
of data links. The application programs running in two end nodes that
wish to communicate should not need to be concerned with the route
data units take nor with how many data links they travel over. The Net-
work layer functions operating in end nodes and in intermediate nodes
together handle these routing and relaying functions. Whereas the Data
Link layer provides for data transmission between adjacent nodes across

OSI documentation uses the term system instead of node. However, we feel the
term system is overused in information systems literature, and we prefer node to
the more formal OSI term system.

In actual practice, for an intermediate node to communicate with network
management mechanisms, all seven layers are required, although some of the
upper layers may implement a minimum set of functions. The term skinny stack
is sometimes used to refer to such an implementation of only a minimum set of
functions in one or more of the upper layers.
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FIGURE 3.4 The Network layer allows communication across muitiple data links.
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a single data link, the Network layer provides for the much more complex
task of transmitting data between any two nodes in the network, regard-
less of how many data links may need to be traversed.

The Transport Layer

The Transport layer builds on the services of the Network layer and the
layers below it to form the uppermost layer of a reliable end-to-end data
transport service. The Transport layer hides from the higher layers all the
details concerning the actual moving of data from one computer to an-
other and shields network users from the complexities of network opera-
tion. The lowest three layers of the OSI model (see Figure 3.1) implement
a common physical network many machines can share independently of
one another, just as many independent users share the postal service. It is
possible for the postal service to occasionally lose a letter. To detect
the loss of a letter, two users of the postal service might apply their own
end-to-end controls, such as sequentially numbering their letters. The
functions performed in the Transport layer can include similar end-to-
end integrity controls to recover from lost, out-of-sequence, or duplicate
messages.

Transport layer functions handle addressing of the processes, such
as application programs, that use the network for communication. The
Transport layer can also control the rate at which messages flow through
the network to prevent and control congestion. Whereas the Network
layer is concerned with the interface between network nodes and oper-
ates in end nodes and intermediate nodes, the Transport layer provides
an end-to-end service that programs can use for moving data back and
forth between them. The Transport layer is the lowest layer required
only in the computers running the programs that use the network for
communication (see Figure 3.5).



42

PART |: THE DIGITAL NETWORK ARCHITECTURE

FIGURE 3.5

The Transport layer is the lowest layer required only in the computers that are communicating.
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The Session Layer

There is a fundamental difference in orientation between the bottom
four layers and the top three. The bottom four layers are concerned more
with the network itself and provide a data transport service; the top
three layers are more concerned with the application programs that use
the network for communication. (See Figure 3.6.)

The Session layer is the lowest of the layers associated with the appli-
cation programs and is responsible for organizing the dialog between two
application programs and for managing the data exchanges between
them. To do this, the Session layer imposes a structure on the interaction
between two communicating programs. (See Figure 3.7.) The Session
layer defines three types of dialogs: two-way simultaneous interaction,
where both programs can send and receive concurrently; two-way alter-
nate interaction, where the programs take turns sending and receiving;

FIGURE 3.6

The layers of the 0SI model can be divided into those that provide a data transport service and
those that supply application program services.
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FIGURE 3.7 The Session layer organizes the dialog between two application programs.
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and one-way interaction, where one program sends and the other only re-
ceives.” In addition to organizing the dialog, Session layer services include
establishing synchronization points within the dialog, allowing a dialog
to be interrupted, and resuming a dialog from a synchronization point.

The Presentation Layer

The five layers below the Presentation layer are all concerned with the
orderly movement of a string of bits from one program to another. The
Presentation layer is the lowest layer interested in the meaning of those
bits and deals with preserving the information content of data transmit-
ted over the network. (See Figure 3.8.)

The Presentation layer is concerned with three types of data syn-
taxes that can be used for describing and representing data:

Abstract Syntax. An abstract syntax consists of a formal definition of the
information content of the data two programs exchange. An abstract
syntax is concerned only with information content and not with how
that information content is represented in a computer or how it is en-
coded for transmission. For example, an abstract syntax might define a
data type called AccountNumber, values of which consist of integers.
ISO 8824 Abstract Syntax Notation One (ASN.1) defines an interna-
tional standard notation that is often used in practice to define abstract
syntaxes in the OSI environment.

" Although one-way interaction is defined in ISO 7498, no ISO protocol uses this

type of dialog.
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FIGURE 3.8 The Presentation layer is responsible for preserving the information content of the data
transmitted over the network.
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* Local Concrete Syntax. A local concrete syntax defines how the informa-
tion content of data is actually represented in a computing system. Two
communicating systems might use different local concrete syntaxes. For
example, one system might represent an integer as a binary number
using 2’s complement notation; another system might use a string of dec-
imal digits. ISO standards do not address the local concrete syntax, anc
programs are free to represent data in any desired way.

* Transfer Syntax. A transfer syntax defines how the information content
of data is encoded for transmission over the network. A value of the Ac-
countNumber type might be transferred over the network using some
form of encoding scheme that identifies the value as being of the Ac-
countNumber type, specifies that it consists of an integer, and encodes
that integer’s value using a minimum number of bits. ISO 8825,
Specification of Basic Encoding Rules for ASN.1, specifies one way in
which the information content of data units defined using ASN.1 nota-
tion can be encoded for transmission. The basic encoding rules are often
used in the OSI environment to produce transfer syntaxes.

The OSI model defines two major functions for the Presentation layer.
The first is for the two communicating Presentation entities to negotiate a
common transfer syntax to be used to transfer the data units defined by a
particular abstract syntax. The second is to ensure that one system does
not need to care what local concrete syntax the other system is using. If the
local concrete syntaxes in the two communicating systems are different,
the Presentation layer is responsible for transforming from the local con-
crete syntax to the transfer syntax in the sending system and from the
transfer syntax to the local concrete syntax in the receiving system.
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The Application Layer

The topmost layer, the one user processes plug into, is the Application
layer. (See Figure 3.9.) The Application layer is concerned with high-level
functions that provide support to the application programs using the net-
work for communication. The Application layer provides a means for
application programs to access the system interconnection facilities to
exchange information. It provides all functions related to communica-
tion between systems not provided by the lower layers. The Application
layer is more open ended than the layers below. Due to the wide variety
of applications that will ultimately use networks for communication,
many standards for the Application layer are likely to be developed.

The 0S| Network
Architecture

Now that we have briefly described the functions of the seven layers of
the OSI model, we will show how the OSI model relates to the complete
OSI architecture ISO is defining and introduce the major concepts under-
lying the OSI architecture.

There is widespread confusion between the OSI model and I1SO’s
ultimate plan for a complete network architecture based on the OSI
model. After the OSI model became accepted as an international stan-
dard, a major part of ISO’s work in the area of information system stan-
dardization has been to develop and publish comprehensive standards
for each of the seven OSI model layers. These standards provide de-
tailed descriptions of the services provided by each layer and the proto-
cols each layer employs for communication. The standards ISO is devel-

FIGURE 3.9

The Application layer is the topmost layer into which user processes plug.
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oping for the seven layers of the OSI model will ultimately define a fully
standardized network architecture. At the time of this writing, many of
the standards making up the OSI architecture are now accepted interna-
tional standards. Others exist as draft international standards and as
draft proposals, so all work has not yet been fully completed for all
seven layers. Appendix A lists many of the standards that make up the
OSI architecture. Since the statuses of international standards change
rapidly, all standards are shown using the ISO designation, even though
some of them may be in committee draft (CD) or draft international
standard (DIS) status. Consult your country’s national standards orga-
nization or an organization such as OMNICOM or Global Engineering
Documents (see Chapter 2) for the current status of each international
standard. Even though some standards may not currently have full in-
ternational standard status, the standardization process is at a
sufficiently advanced stage that full implementation of the OSI network
architecture has been started by many organizations. The latest version
of the Digital Network Architecture is based on many of the ISO stan-
dards that now exist for OSI architecture.

There is no requirement on the part of any hardware or software
vendor to adhere to the principles set forth in the documentation of the
OSI model or to adopt the ISO standards that are emerging for the seven
layers of the OSI model. However, there is a worldwide trend in the in-
formation technology industry toward acceptance of and conformance
to the ISO standards that make up the OSI architecture.

08I Concepts

The OSI model is concerned with the interconnection of systems—the
way in which they exchange information—and not the internal func-
tions performed by a given system. In OSI terminology, a system is
defined as:

A set of one or more computers, the associated software, peripherals, termi-
nals, human operators, physical processes, transfer means, etc., that forms
an autonomous whole capable of performing information processing and/or
information transfer.

The OSI model provides a generalized view of a layered architec-
ture. With the broad definition given for a system, the architecture can
apply to a very simple system, such as a point-to-point connection be-
tween 