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About This Document . . .

Purpose

The ETAIO System Reference Manual is a detailed overview of the
ETA10’s architecture and major features. It is not meant to repeat
specific, operations-oriented information from other ETA Systems
reference documents. The level of complexity is appropriate for
system analysts who want comprehensive descriptions of hardware
components and operating system functions. It is suitable for training
courses providing general orientation on the ETA10 system. Readers
wanting support for hands-on use of the system should refer to
“Related Documents” later in this section.

This edition (Revision A) describes Release 1, Version 1.0 of EOS,
the ETA10 operating system, and its VSOS user environment.

Intended Audience

This manual is intended for system analysts and experienced users as
well as for administrators, trainers, students, and system evaluators.

How This Document Is Arranged

PUB-1005 Rev. A

This document contains ten chapters, a glossary, and an index. A
general table of contents at the beginning of the manual is augmented
by detailed tables of contents at the start of each chapter.

Chapter 1: Introduction to System Architecture provides a brief
overview of the ETA10 computer system: its architecture, hardware
and software components, and model range. The reader is directed to
more detailed discussions of each subject later in the manual.

Chapter 2: The User Environment describes VSOS, programming
environment of the ETA10 operating system EOS.

Chapter 3: Resource Management describes system configuration,
resource allocation, and management of users and user sessions.

Chapter 4: Operating System Kernel the monitor, and supervisors,
distributed collection of features that make up the kernel of EOS
Release 1, Version 1.0.
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Chapter 5: The Mainframe Components describes the ETA10’s CPU
architecture and instruction set, system memories, interfaces, and
transfer mechanisms.

Chapter 6: The Input/Output Subsystem describes I/O interface
architecture, I/O unit (IOU) hardware and software, as well as the
disk storage system, channels, and interfaces.

Chapter 7: Networks describes two networks supported by the
ETA10: a local area network and a network supporting
communications with remote hosts.

Chapter 8: System Peripherals describes the ETA10’s disk storage
peripherals.

Chapter 9: Service Unit Features and Functions describes the
hardware components, support software, applications, file system,
network, and operator environment of the service unit (SU).

Chapter 10: Power and Cooling Systems describes the cryogenic,
refrigeration, and power systems.

The final component of the manual includes a glossary, a
bibliography, and an index.

How to Use This Document

The general table of contents covers major subjects. More detailed
tables of contents at the beginning of each chapter include lists of
figures and tables. A glossary and an index appear at the end of the
manual.

Conventions Used in This Document

An attempt has been made in this manual to expand the acronyms
used in developmental documentation; e.g., “CPM” becomes “CP
memory” or “central processor memory”, “IOU” becomes “I/O unit”,
and so on. However, developers’ acronyms are retained in diagrams
and descriptions where they are most suitable.

PUB-1005 Rev. A
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Related Documents

The following ETA Systems publications are useful supplements to the
System Reference Manual. The System Overview is a good
introduction, and the manuals on VSOS and support tools give
information (especially command and parameter descriptions) in
greater detail than in this manual, which is meant as a conceptual
rather than a hands-on guide.

PUB-1006 ETA-10 System Overview
PUB-1118  Support Tools: Utilities, Debugger, B.E.S.T.
PUB-1119  Support Tools: Diagnostics

PUB-1051 VSOS Environment Reference Manual: Concepts and
Commands

PUB-1084 VSOS Environment Referencé Manual: System Interface
Library Calls
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Chapter

Introduction to the System Architecture

In This Chapter. ..

Chapter 1 serves as the introductory chapter in this reference manual
for the ETA10 supercomputer. As a system reference, the manual
provides a functional description of the system, describing the
hardware and software both as discrete components and as parts of
an integrated system.

Section 1 introduces the two basic models of the ETA10 system and
their major components. Section 2 is an architectural overview of the
components, and a guide to the chapters that describe them. Section
3 discusses the range of ETA10 models and their cooling and
redundancy options.

Section 1:  Overview of the System Components
- Guide to chapter contents
- Introduction to super-cooled and air-cooled systems

Section 2:  System Architecture

- Overview of computational, memory, /O, and network
architectures

- References to chapter contents

Section 3: ETA10 Model Range
- Cooling options for model range
- Redundancy options for model range

PUB-1005 Rev. A 1-1
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Section 1: Overview of the System Components

An ETA10 system is comprised of the following components:

* one to eight central processing units

¢ 4-million word central processor memories, a large shared
memory, and a communication buffer

* one to eighteen input/output units

e service unit for system maintenance and control
e power and cooling support appropriate for model
» distributed set of operating software

e set of user environment and application software

Guide to the Chapter Contents in this Manual...

ARCHITECTUR

...introduction

...architectural overview USER ENVIRONMENT

RESOURCE MANAGEMEN

..accounting
SOFTWARE
...operating system kernel
MAINFRAN
...central processor 6
...memory /0 SUBSYSTEM

...instruction set ...}[/O units

...channel hardware and software

NETWORKS
...high-speed
...low-speed PERIPHERALS

...high-speed disk device
...performance requirements

SERVICE UNIT
...human interfaces
...hardware ‘
...test and maintenance ER AND COOLING
software ...cryogenic system

...system power supplies
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Super-cooled Systems

Here is a computer-room view of a super-cooled ETA10 system:

N

Service Unit
printer

Shared Mem
(SCMI oy

Input/Output
cabinets

Service Unit
cabinet

& Cryostat
;5 support cabinet
g vaive boxes)

O

Operator's
dispia'
console

cabinets

: / (cryostats)

Figure 1-1. Computer-room view of super-cooled ETA10 system with four to eight processors.

In the center are the super-cooled central processors in their cryogenic
housings, the cryostats. Since one or two processors may be contained in
each cryostat, this can be a four-to-eight processor system. The central
processing units directly access the shared memory housed in the tall
cabinet behind and connected to the cryostats.

Cryogenic support cabinets provide mechanical controls for the cryostats,
and are installed nearby. The I/O units and the service unit components
are individually housed in identical cabinets. Also shown is an operator
console with its display workstation; there may be several of these
workstations networked with the service unit.

Air-cooled Systems

Input/Output
cabinets

Service Unit .
In contrast, the computer room-view

of an air-cooled ETA10 is markedly

different. One or two air-cooled
central procesors, the memory, and

/ the system interfaces are ail

/ packaged within a single cabinet.

Printer ETA10 Cabinet .

I/O units, the service unit cabinet,
printer, and an operator’s console

with its display workstation are shown
here with the air-cooled ETA10 cabinet.

Figure 1-2. Computer-room view of a single processor air-cooled ETA10 system.

PUB-1005 Rev. A 1-3



System Architecture

ETAIQO System Reference Manual

Although the models differ externally, internal views of both
air-cooled and super-cooled ETA10 systems are identical. The
architectures are the same: fast central processors, a large virtually
addressed local memory, large second-level shared memory, wide
bandwidth I/O transfers, and a distributed operating system. This
manual describes the super-cooled ETA10 models.

Operating Software

The ETA10 operating system, EOS, has three components:

e processor-specific core software
» system-wide kernel features
e applications software supported by the first two categories

Processor-Specific Monitor and Supervisors

Each type of system processor has its own software to provide its
basic, low-level functions: the mainframe central processor has
monitor software that runs in monitor mode. The 68020 processors in
both the service unit and the I/O processors have individualized
supervisor software that runs in supervisor mode.

EOS Kernel

The kernel level of EOS is distributed across the entire hardware
system. Portions of the kernel coordinate activities among system
processors, and manage the memory hierarchy to balance demands of
the computational engine with wide bandwidth I/O from peripheral
disk and network systems. Kernel features coordinate among
processors to manage memories, /O capabilities, and system
maintenance/communication functions.

MEMORY
HIERARCHY

Figure 1-3. The EOS kernel is distributed across system hardware.

PUB-1005 Rev. A
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PUB-1005

Kernel features perform a wide range of functions. The logical file
system provides implicit and explicit /O. Process management
controls the multitude of processes active on each central processor.
Domain management software provides efficient access to system
operating code and routines without resorting to process switching.
Interprocess communication uses the communication buffer to create
and control semaphores that coordinate activities among central
processors. Remote procedure calls enable the three types of system
processors to communicate with each other. Memory managers
coordinate the multi-level hierarchy of system memories. Another set
of features provide system scheduling, monitoring, accounting, and
control functions.

Applications Software

The applications software is supported by the first two categories. It
includes the VSOS user environment, system and special libraries,
compilers and debuggers, system utilities, and development and
vectorizing tools.

Rev. A 1-5
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Section 2:  System Architecture

The ETA10 implements a balanced architecture characterized by
parallelism throughout its high-speed processing, addressing, and data
transfer operations. The multi-pipelined computational engine is
balanced by extremely fast I/O, and by a nearly unlimited virtual
memory space to support the multitude of requests coming from
high-speed disks and multi-user local area networks.

The ETA10 is a fully distributed processing machine; work is spread
throughout the system in such a way that central processors execute,
I/O processors move data, the service unit monitors performance, all
done simultaneously. Central processors dedicated to execution are
balanced by independent I/O and service unit processors that perform
other necessary but non-computational system work. The addition of
the communication buffer enables the central processors to efficiently
share and multiprocess data as well as to manage complex system
resources.

Architectural Overview

At the heart of the ETA10 system is a high bandwidth shared memory
that satisfies the data demands of vector processors and high-speed I/O
transfers to disks and networks.

Comgugtcaﬂon
uffer
.5 to 1 million words 66

B0
B0
B0

e
8o
80
l Service Unit 68

Figure 1-4. System components of the ETA10.

4 million words

ARSI NSRRI AN,

| MEMORY
4 million words

Each central processor has both a scalar unit and a double-pipelined
vector unit that supply the computational power in the system. The
data needs of these very fast processors are met by four million
words of virtually addressed memory and ample system bandwidths.
Shared memory makes direct transfer to the local central processor
memory. The shared memory allows large blocks of data to be
moved efficiently to central processor memories. /O bandwidths
allow data transfers to/from peripherals at high rates.

1-6 PUB-1005 Rev. A
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Hardware and Software Integration

Within the ETA10, hardware and operating system components
execute programs concurrently, supported by large memory
bandwidths and parallel processing capabilities. Software maximizes
hardware resources by keeping several user programs in shared
memory at the same time, rapidly switching the processors between
programs as priority and data availability dictate. Hardware and
software combine to provide parallel protection schemes: protection
between programs, protection between processes, and protection within
processes.

The operating system plays a major role in managing memory and
controlling memory contention. The operating system must distribute
data over the large shared memory so as to make the data quickly
and readily accessible when requested.

Chapter 2 describes the VSOS user environment. Chapter 4 covers the
main part - the kernel — of EOS (the ETAI10 Operating System). System
resource management is discussed in Chapter 3.

Computational Architecture

Central processor operations overlap with shared memory data
transfers. Once the transfers from shared memory are started, data
moves to the processor at one 64-bit word per clock cycle. Transfers
can be made at this rate per cycle to five processors at once or, in
redundant systems, to all eight processors.

Central processor memory moves eight 64-bit words per clock into the
processor. The central processor has a scalar unit and twin vector
pipelines that operate totally in parallel, the scalar unit producing one
result per clock cycle, the vector unit producing two 64-bit resuits or
four 32-bit results per cycle.

CENTRAL
PROCESSING
UNITS:

to maintenance
interface on
all CPU components

Figure 1-5. Components in the ETA10 central processing unit.

PUB-1005  Rev. A 1-7



System Architecture

ETAI10 System Reference Manual

Vector operations can be overlapped, allowing a vector operation to
be starting while another is completing. This overlap improves the
performance of short vector operations.

Machine Arithmetic

A twos complement binary number system is used in ETA10
arithmetic operations. Floating point operations use twos complement
arithmetic in formats for both full and half words. Full words have
64 bits, half words have 32. The benefit of using 32-bit words is that
two pieces of data can be put in the same space; also, a vector
processor processes twice as many 32-bit operands in the same
amount of time. In the 48-bit coefficient of a full 64-bit word,
numbers are precise to 14 decimal digits; in the 24-bit coefficient of a
32-bit half word, numbers are precise to about 7 decimal digits.

Machine arithmetic is described in Chapter 5, in the “Central Processor
Architecture” section.

The Instruction Set

The ETA10 architecture uses a large instruction set designed primarily
for vector operations. Both the ETA10 instruction set and processor
hardware are vector-based; they are not merely extended to provide
vector operations. The ETA10 instruction set derives historically from
Iverson’s A Programming Language (APL). The significance of APL is
that vectors are inherent to the language rather than additions to it.

The ETA10 instruction set is model independent, and is compatible with
Control Data Corporation’s CYBER 205 instruction set. It has 256
function codes, 40 of which are unused. The richness of this set is
extended by sub-functions that give an instruction additional refinement.
Special shared memory instructions manage the queues used in
memory-to-memory transfers between central processor memory and
shared memory. A group of communication buffer instructions enable
the central processors to communicate and share data.

The instruction set is described in Chapter 5, in the “ETAIO Instruction
Set” section.

Memory Architecture

The ETA10 central processor supports a virtual memory system with
virtual address space of 2 trillion words. In this system, users request
memory rather than manage it; large jobs can be staged without loss
in throughput and without involving the user. The system includes
very large hierarchical memories. Fewer memory conflicts occur with
a hierarchical structure than with systems depending upon a central
memory. A hierarchical structure supports large numbers of small
jobs as well as very large jobs. Explicit file I/O is also available.
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Memory management software is described in Chapter 4, “Operating
System Kernel”. Memory hardware is described in Chapter 5, in the
“System Memories” section.

Memory Hierarchy

At the top end of the hierarchy, speed and ease of memory access are
greatest while memory size is smallest. The central processor has a
10 nanosecond access time for the register file; a central processor
waits one second for data to be transferred in from an I/O unit.

Although memory size increases at the other end of the hierarchy,
access time also increases.

Register
File

8
(256 64-bit Central Processor @

Shared Memory Disk
(4 million words) (32 to 256 million words) Storage

smay be
: 00s of

- billions
Communication Buffer of bytes)

(1/2 or 1 million words)

Figure 1-6. The ETA10 memory hierarchy.

Shared Memory

All system processors have access to shared memory. Shared
memory serves as the repository for work as it comes into the system,
executes, and leaves the system. When programs are multiprocessed,
different pages of data are moved from shared memory and sent to
different processors. The central processors communicate between
themselves using shared memory and the communication buffer to
pass messages back and forth to coordinate program execution. The
I/O subsystem accesses shared memory to send or receive requests

that bring work into the system and that move data out to the disks or
networks.

Input/Output Architecture

An T/O unit functions in the system as a set of independent,
multifunctional channels, able to access both shared memory and the
communication buffer. Within each I/O unit, several types of

channels interleave high speed transmissions from disk drives and
network interfaces.
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The software architecture distributes most of the I/O functionality
within I/O processor-based code. Memory management software
resident on the central processors makes and confirms I/O requests.
Software required to interface network user programs for processing
also resides on the central processors; other network protocol and
message packaging software resides on the I/O processors.

1/0 hardware and software are described in Chapter 6, “I/O Subsystem”.
Disk characteristics and requirements are described in Chapter 8,
“Peripherals”.

Network Architecture

Both a high-speed and a low-speed network are implemented in the
ETA10 system architecture.

Low-Speed Network

The first network is workstation-based, and reflects the growing trend
for supercomputing “on demand.” This is the Open Interconnection
Network, a local area network that serves to connect users into the
system via a standard mode of access. This network allows users to
take advantage of the ETA10’s ability to efficiently handle a great
many small, interactive sessions. The ETA10 interface to this network
provides system access for a large number of network users and
ensures reasonable performance and response time. The peak
transfer rate across the Ethernet exceeds 1 million bits per second.

High-Speed Network

The second network is mainframe-based, and reflects the typical use
of supercomputers for processing huge amounts of data stored on
large systems. This is the Multi-Host Network, a loosely coupled
network that connects mainframes rather than users to the ETA10.
High-performance mainframes and peripherals are connected to the
system over a trunk that achieves a peak transfer rate of
approximately 6 million bits per second. The higher performance is
required because the work processed via this type of network is
large-batch oriented.

Chapter 7, “Networks”, describes both types of networks and their
interfaces to the ETAIQ system.
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Section 3: The ETA10 Model Range

The ETA10 series of supercomputers include two air-cooled models
and two super-cooled models. The P and Q series are air-cooled and
achieve peak 32-bit performance ranges of 375 to 950 MFLOPS. The
E and G series are super-cooled and achieve peak 32-bit performance
ranges of 850 to 10,200 MFLOPS. (Peak 64-bit performance is one
half the 32-bit performance.)

All ETA10 models are architecturally identical. All models use the
same central processor, instruction set, and primary hardware
components; all models run under the same operating software and
applications set. Performance increments are gained by adding
central processors and pluggable memory cards, and by super-cooling
central processors.

This chart compares characteristics of the ETA10 models:

ETA10 Number Cycle Million Words Cooling
Model: of CPUs: Time: of Shared Method:

Although ETA10 models are architecturally identical, cooling and
redundancy options provide ranges of system performance and
availability during failure and maintenance.

Cooling Options

PUB-1005

Cooling options provide significant performance enhancements for
the central processor boards. CMOS semiconductor technology is
used in the high density chips that populate the central processor
boards. Because CMOS chips use relatively little power and dissipate
very little heat, they need only be cooled with ambient air to function
normally. The ETA10 P and Q models are cooled in this manner.

However, by substantially lowering the environmental temperature,
logic gate delays are greatly reduced and double the processing
capability of the board. Central processor boards in ETA10 G and E
models are housed in cryostats where they are super-cooled in baths
of liquid nitrogen. Super-cooled systems offer very exceptional levels
of performance; air-cooled systems offer efficiency in installation and
lower costs of operation.
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Redundancy Options

1-12

System redundancy ensures the system is available during component
failure or maintenance. Availability is used as a measure of the
system’s ability to function and to perform during failure or
maintenance.

Redundancy means that the user sees no change in the system during
instances of failure or maintenance. Redundant design in the ETA10
is apparent in several ways:

e multiple components that can independently perform the same
function. Normally these components extend system capability;
but they can substitute for other components as needed. For
example, the multiple central processors.

» redundant components that are included as insurance; they may
or may not extend system capability. For example, the parallel
power supplies.

¢ redundant connections between components that are another
form of system insurance

The upper portion of this diagram shows the number of components
in each category included in a typical non-redundant model E system.
The numbers refer to how many of the components are in the system.

CPUs Memory Interface Boards IOUs  Service Unit
| | communication Shared Memory 110
Buffer 1 Interface 1 Unit ﬁgﬁ’: r
Central {.5 million words) Communication 1 1
Proc?ssor Buffer Interface 1
. Shared Input/Output Service
: Memory 1 Interface 1 o) Console 4
Unit
Service Unit 1 \ Qperator
Central onsole 4
Proc:ssor Py ° ° °
e ® ° )
g ® ° . °
°
) Shared Memory

Communication Interface
Buffer 2 R :

Communication
(.5 milion words) Buffer Interface 2

Central ' Outr

Input/Output
Proc:ssor -lnterfaca 7 2
‘Service '
Interface

Figure 1-7. Redundancy options in the ETA10 super-cooled systems.

The components within the shaded area at the bottom are those added
in each category to provide redundancy in a model E system.
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Multiple Components

Both redundant and non-redundant models have multiple central
processors and I/O units: these units function independently and
readily substitute for a like unit removed from the system
configuration. Multiple processors are required to meet system
performance needs, but they also serve to ensure system availability.

Redundant Components

The diagram above shows the components required to make the
system redundant, absolutely ensuring system availability. Required
components are a shared memory, a communication buffer, a set of
the major system interface boards, and a second service unit server
node.

When there are two units of shared memory and communication
buffer, each fully functions as a component “half”. For example,
IOUs that port into one unit of the shared memory are also fully able
to access the second or redundant unit of shared memory. Redundant
interface boards may enhance system performance as well as provide
system insurance. A second I/O interface board doubles the number
of /O ports into shared memory; a second shared memory interface
board doubles the number of central processor access slots to shared
memory. A redundant system includes a second server node in the
service unit to maintain parallel connections to the system
maintenance interface.

Redundant Connections

Some components are duaily connected. Each IOU is connected by a
pair of serial input/output lines to each service unit server node.
Peripheral devices and networks are usually dually connected to two
IOUs to maintain connections even in the event of failures.
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Chapter

The User Environment

In This Chapter

Chapter 2 introduces you to the Virtual Storage Operating System
(VSOS) environment available on the ETA system.

e The Environment Model

* Overview of the ETA VSOS Environment
e Functional Description of VSOS

* The VSOS Command Shell
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The Environment Model

Introductory Description

2-2

EOS is a general purpose operating system that is designed to support
multiple views or presentations of its functions. EOS comprises a
kernel, a set of interface libraries, a programming environment, and
support tools. The kernel provides basic system functions to the user:
file management, /O, memory management, and process control. It
manages system resources, and controls system hardware and
software.

User applications running on the ETA10 make use of kernel functions
by means of a programming environment that maps on to the
underlying operating system transparently to the user. The
programming environment, a layer of software built on top of the
kernel, handles the necessary interaction between the user and the
kernel’s services. The environment enables you to take advantage of
the machine’s capabilities using a language and context that is
familiar.

Figure 2-1 shows the layers of software on the ETA10: the basic
kernel functions, an interface allowing access to these functions, and
the ETA10 user environment, which accesses the functions by way of
the interface. '

All the necessary pieces for program development and execution -
libraries, editors, compilers, debuggers and other tools, are accessible
from the programming environment. Users have access to a common
set of languages and tools, such as FORTRAN 200, ETA Debug, and
the loader. These products are defined independently of the
environment, but use some of the environmental support for context.
For example, ETA Debug uses the file search algorithm of the active
environment to locate files.
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Figure 2-1. The environment model.

An environment provides basic features to its users. A command
language allows you to initiate utility programs, compilers, user
applications, and to specify parameters controlling their execution.
The command shell interprets the command language and causes the
appropriate commands to be executed in a session. Libraries provide
the interfaces between a user program and the operating system,
allowing programs to communicate with the kernel using subroutines
or system calls. ETA Systems provides application packages for many
subject areas, including biotechnology, computational fluid dynamics,
and structural analysis.
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The VSOS User Environment

ETA Systems supports the Virtual Storage Operating System (VSOS)
command set, the user interface of the CYBER 205, as its first
programming environment. There are some differences in the ETA10
version. CYBER 205 features which have no analogue in ETA
computer systems have been deleted. Some utilities have been
replaced by new ones with equivalent or new functionality. New
features have been added. Richer interactive abilities are provided
and the user interface has been made more powerful. The main
differences between CYBER 205 VSOS and the ETA10 system are
discussed later in this chapter.

Calling a kernel function from an environment

Applications running in an environment call the kernel

through an interface which is a collection of routines. For example,
VSOS applications call System Interface Library (SIL) routines, which
communicate with the kernel to complete both I/O and non-I/O
functions._ The interface used by an environment is specific to that
environment.

Figure 2-2 shows a request to the operating system from an
application running in the VSOS Environment. The request is to
prepare a new process for execution. The application issues a SIL
subroutine call, QSINIT (initialize a controllee), to a process
management function in the kernel, requesting that it run a process,
and passing information about the process that is to run.
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Figure 2-2. Calling a kernel function from an environment.

Elements in the Environment

Operating system components fall into two groups in relation to user
environments: those dependent on an environment, and those
independent of it. Environment-independent tools serve as common
resources.

Environment-independent components

Kernel functions. These are accessed by user environments, but their
structure is not dependent on an environment’s functional
requirements.

A common set of languages and tools. These include the FORTRAN
200 compiler, ETA Debug, and the loader.

The object text and executable file formats.

File representation and file limits. These include the maximum
number of records in a file, length of records, the maximum
number of file objects, the length of the data that can be
transmitted during /O, the maximum number of outstanding I/O
operations allowed, and the maximum number of files that can be
open at the same time.
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File access permissions. The ETA file system allows access to a file
based on a state ID, which contains the user name, the user’s group
ID, and the domain name. The state ID is checked against valid
permission types for that state to decide if the user can perform file
operations. The access types exposed depend on the environment.

User validation and privileges, including system security, access to the
system and user objects, and validation during the user login
procedure. These are controlled by the kernel features.

File attributes. Intrinsic attributes necessary to define a file include
the physical file identifier, the owner user name, and the file’s
device class identifier. Record management attributes define such
elements as record type, maximum record length, and padding
characters. Accounting and statistical attributes describe the file’s
creation date and time, the account ID, information about when the
file was last modified, and so on. Resource limitation attributes
include the file’s device class and the current file length.

Environment-dependent components

The interface to kernel functions. In the VSOS environment, these
consist of subroutine calls that request activity and return results.

Libraries containing routines tailored to a particular environment,
such as the System Interface Library for VSOS.

Utilities.
The command processor and command formats.

User validation. This is conducted at login time to determine a
user’s access rights to the selected environment. A default
environment is activated for the user who does not select an
environment at login time.

The process management model. Processes in a session run under the
control of the environment in which they are activated. Inheritance
information is passed on to new processes in the session. This
contains data about directories known to the user environment, as
well as other needed information.

File permissions, which allow users to reference files. An
environmentally determined access state allows users to access a
file. A state ID, containing the user name, the user’s group ID, and
the domain name, is checked against the type of file operation
requested by the user and access permission granted accordingly.
File attributes which are dependent on the user’s environment
include the type of file access - sequential or direct. Although the
system does not define a file type as having sequential or direct
access, a user environment does make that distinction.

File system model. The environment presents a view of the
underlying file system that is tailored to its user.
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Management of Users and User Sessions

Anyone privileged to log in to the system is a user, but users differ in
the extent to which they are privileged to access files, system
resources, and other users. At the top of the pyramid is the system
administrator, who has almost unlimited access to the system. The
system administrator grants system access to other users and oversees
their privileges. Depending on the site, there may be additional site
administrators under the authority of the system administrator. A
project administrator manages privileges for all the users on a project,
while an account administrator does the same for the users associated
with his/her accounts. System, project, and account administrators are
all users in the sense that they have user IDs and passwords; in
addition, however, they have special privileges that allow them to
fulfill their roles in site administration. An ordinary user may be
privileged only to log in and run a specific program, and may make
changes only under his own user ID.

User Access to the System

Site administration controls user access through the user registry, the
interface through which users are identified to the system. If the
system cannot identify the user ID or password of someone logging in,
the login is rejected.

The user registry is the record of all system users and privileges
granted to them. Examples of these privileges include the permission
to submit batch sessions and the permission to charge resource usage
to a particular project and account. The user registry is covered in
greater detail in chapter 3 in “The User Registry” section. The set of
privileges for a user is called the user profile.

A user profile is a list of those system privileges and features
available to a certain user; it is a subset of the user registry. The
system administrator sets up user IDs, supplies them to the user
registry, and creates the individual profiles that define user access to
a subset of the available system features.

Each user profile contains a set of default session parameters which
include default accounting information and default working-directory
parameters that execute automatically when the user logs on or off.
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Environment Processes

In an ETA10 environment, a process is the execution of the smallest
unit of work that can be executed. An executing program is a
process. Tasks in the VSOS environment map to the processes that
the kernel works with on the ETA10 system. A series of processes
constitutes a session. Processes run under both batch and interactive
sessions, and are monitored and controlled on a session basis. Once
a process is activated, it runs in its user’s environment for the
duration of the session. Users cannot switch environments in
mid-session. For a discussion of VSOS task execution, refer to the
VSOS Environment Reference Manual: Concepts and Commands,
PUB-1051.

Each process is spawned serially. A spawned process can start other
processes - one at a time. The starting process is the controller, the
process it starts is its controllee. A series of two or more controllers
and controllees forms a controllee chain. The command shell is the
first process born in a session and is always a controller, at level 1.
It may start a new process, or controllee, at level 2, which, acting as
a controller, can spawn a controllee at level 3, and so on. After a
process is spawned, the shell continually checks process management
for the status of the spawned process, until the spawned process
terminates. When the process has completed, the shell spawns the
next process to execute.

The VSOS environment always spawns processes in hierarchical
fashion. It never has multiple child processes running at the same
time. However, use of a library of multitasking routines available in
future releases makes a difference in the way child processes are
spawned, as shown in figure 2-3. Multitasking allows a user’s
program, not the command shell, to spawn processes horizontally,
producing multiple child processes running at the same level.
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Command Shell

k controller /
controllee \

Child Process

controller

Command Shell

controller

controllee

Child Process |

controller

controllee controllee controllee

Child Process

Child Process Child Process

A. Serial spawning of processes. B. Spawning of processes with multitasking

Figure 2-3. Spawning of processes in the VSOS environment.
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User Sessions

On the ETA10, jobs and sessions are the same work unit, and the system
manages batch jobs and interactive sessions in exactly the same way.
ETA Systems uses the term session to refer to this work unit on the
system.

Every session is the execution of a set of processes, whether the
process name arrives at the command shell from a batch input file or
directly from a user’s keyboard.

e Every session runs under the control of the user environment. A
user logged into a VSOS session remains in that environment till
logging out; the user session runs under control of the VSOS shell
that enables the user to enter commands and do work.

¢ Every session has a unique name, so that a user or operator can
refer to all of the work being performed in it as a single unit.

¢ The operating system uses the session as an accounting and control
envelope for a set of process executions.

Batch Sessions and Interactive Sessions

Although the ETA10 treats batch sessions and interactive sessions in
the same way, there are some differences between these types of user
sessions, as shown in figure 2-4. An interactive session usually
involves a two-way exchange of prompts and responses. As an
example, a user logs in, issues a command or commands, receives a
response, and the user logs out. In a batch session, a file of
commands is entered into the input queue and executed later. In the
VSOS environment, a batch session can be submitted to the input
queue from an interactive session.
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The input and output from batch sessions are associated with files; the

input and output from interactive sessions are associated with
terminals. Local batch sessions terminate after the output file is
transferred to the user’s home directory, and interactive sessions

terminate when the user logs off.

INTERACTIVE
SESSIONS

START-UP:

® USER logs in,
connection is
established by
Common Login
Processor...

@ User session is
Qqueued as an
interactive login...

® User environment
and cocmmand
shell established...

EXECUTION:

@ User processes execute
and complete...

COMPLETION:

® User logs out...

@ Session terminates...

BATCH
SESSIONS - 2 START OPTIONS

START-UP:

1. ENQUEUE command (local batch)
via an interactive session...

2. ENQUEUE command (local batch)
via a batch session...

e Session is created and queued to input queue...

@ When session is selected to execute, the
user environment is established...

EXECUTION:

® User commands are executed from file...

COMPLETION:

e Output is returned to specified file ...

® Session terminates...

Figure 2-4. Comparison of interactive and batch sessions.
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- Session Start-Up

Although batch and interactive sessions arrive on the system in
different ways, the two kinds of sessions are validated in the same
way (figure 2-5). The user management feature continually runs on
the system, managing system use and access. It prompts for the
username and password on the login line, then user management
turns the session over to global scheduler.

}gtgeli'ra‘ctive - user validation Central
’ - session creation » Processor
- session routing 0
— - scheduling
g Sk .
. | INPUT b
Batch entry... - "’ QUEUE ®
(VSOS: ENQUEUE) Central
— — — P Processor
- 7
-— == = Batch session
Interactive session

Figure 2-5. System entry of batch and interactive sessions.

Session Execution and Completion

Global scheduler stores the information about the session and the
processes included in it, and creates the session shell - a process that
starts and runs the session. Then Global scheduler moves the session
into the session input queue. When it finds a central processor with
enough memory available to start a new process, Global scheduler
sends the processor one of the session’s processes for execution.
Associated with each process is a process table that includes the
names of the executable files, the name of the shell, for example, as
well as other information needed by processes making up the session.

When the last process has completed, the environment command shell
sends a report to the system dayfile. If it is a batch session, the
processes have written to the indicated output file or files.
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The Login Process

The common login feature validates user logins; it is initialized during
system start-up and runs continuously on the system. It has two
functions: the first is to respond to users logging in and to
interactively prompt for user ID and password, and the second is to
validate the user ID, password, and privilege to log in and, when
those items are valid, to create the appropriate session.

When the user has been validated, the common login feature calls
global scheduler, which initiates the session by setting up the user
environment. When the session is initialized, the first process may be
started. Information from the user data block is used to manage the
session, to send data to the accounting system, for example. Figure
2-6 illustrates the interactive login procedure.

A local batch session may be started during an interactive or batch
session using the ENQUEUE command.

COMMON User
LOGIN ‘Validation
FEATURE Process
- user initiates - generates a -~ prompts for user ID
login... process mt and password
'a%?ﬁ?@se © user - égltigates user
When the user is validated... : ,
COMMON . creates user information block
. ion |
LOGIN Scheduler queues user session ID
FEATURE . creates user command shell
the user environment...
7
4. the session is initialized...
5. the user ID is set for access,
accounting activity begins...
Figure 2-6. Interactive login process involving the common login feature and global scheduler.

PUB-1005 Rev. A 2-13



User Environment ETA10 System Reference Manual

Overview of the VSOS Environment

The VSOS Environment consists of a number of components:
* Files

e Libraries

e Language processors

e Utilities

e The System Interface Library

¢ The command shell

Files

In the VSOS Environment, a file is a data structure accessible to
users and the system by name. The VSOS file system has a flat
structure, meaning that you have only one directory containing all
your permanent disk files. In the underlying system kernel, files are
arranged in a hierarchical tree structure, where files are linked to the
leaf nodes of a naming tree. The tree is defined and maintained
using directories. Files are grouped by being linked to directories.
Information about files, such as their attributes, is stored in the file
catalog.

Figure 2-7 describes the ETA10 file directory system. Access is via a
pathname, consisting of an ordered list of directory names, down to
the file name. The kernel’s file system structure (called the logical
file system) is generalized enough to support the environment’s file
and /O models. The VSOS environment automatically performs the
necessary mapping of your files into the logical file system’s tree
structure.

Three data structures are supported by the ETA system:
¢ Records

e Groups

* Files

Within this logical file structure, a byte is the smallest unit of data
managed by the system. A collection of bytes forms a record. A
group, which is a collection of records, is the next higher structure,
and a file is the highest level. These logical groups of data are also
referred to as partitions. Data can be accessed by referencing
partitions, using the partition number.
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Figure 2-7. File directory/catalog manager file system.
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File formats define the logical record structure of a file to the ETA
kernel. The logical file system defines the logical structure of files
according to four user-selectable record formats:

» ANSI fixed length (F) - records with a fixed, specifiable number of
bytes that is set as a file attribute.

» Record mark delimited (R) - records of variable length delimited by
a byte at the end of each.

* Undefined (U) - no records; the file is considered one continuous
string of bytes.

» Control word delimited (V) - variable length records delimited by
control words which mark record, group and file partitions. VSOS
type (W) records are mapped to the file system’s type (V) records.

File Attributes describe the characteristics of a file, such as its name,
access permissions, and its device class. Attributes are set by the
VSOS Environment when the file is created. You can assign the file
attributes, or the system can assign default values. The attributes
remain in effect for the life of the file, or until the user changes them
explicitly.

File Types determine the way the system uses the files. A controllee
file, also referred to as a virtual or virtual code file, is an executable
file generated by LOAD. A process is the execution of a controllee
file. Data files are any non-controllee files. Output files, which
contain data to be processed by an output device, and object, or
binary files, which provide the input to LOAD to generate executable
controllee files are data files.

File Duration, the length of a file’s existence on the system, depends
on the file type. Temporary files exist only as long as the session
continues. Permanent files are stored until explicitly deleted. Local
files, which can be temporary or permanent, are immediately available
to a task.

Figure 2-8 shows a portion of the logical file system tree pertinent to
a single session. Because the kernel operating system supports only
permanent files, the command shell creates the directory needed to
simulate the behavior of local files (local_sess). Sess is the unique
session ID. The local_sess directory is unique to a session. It
contains files or links to files which behave as local files to the
session, and becomes the working directory for all processes in the
environment. Files in this directory can be attached, defined and
returned. The shell also creates a directory (vsos_shell_dir_sess) to
store its own files such as the dayfile, which are unique to the session
and inaccessible to the user. Both directories are destroyed at the end
of the session.
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permanent directories (remain even when no sessions are active)

temporary directories and files, available to the user

O temporary directories and files, restricted to the command shell

Figure 2-8. The VSOS environment directories.

File Ownership may be by the VSOS environment (public), or by a
user name (private). Utilities, commands, compilers, and general
purpose routines are public files.

For more detailed information about VSOS environment file concepts,
refer to the VSOS Environment Reference Manual: Concepts and
Commands, PUB-1051.
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Libraries

System libraries are available to you as an environment user. Some
libraries contain routines that are specific to an environment, such as
the VSOS SIL routines.

Other libraries are available to users in any environment. A library
of multitasking routines available in future releases provides you with
tools to perform multitasking operations such as task initialization,
synchronization, and data sharing.

Standard libraries for language compilers are also available. In
addition, you can create your own libraries within your environment.
However, unlike system libraries, which are stored in system file
space, user-created libraries are stored in the user’s file space.

Language Processors

FORTRAN 200 is compatible with the FORTRAN CYBER 205
compiler, making it convenient to transport existing FORTRAN
programs from the CYBER to the ETA10. ETA VAST is a
vectorizing pre-compiler for the ETA10, intended for use in
conjunction with the FORTRAN compiler.

Utilities

Several system utilities are available to the environment user. OLE,
the object library editor, performs maintenance of object files.

The LOAD utility links object files and libraries, and generates an
executable file, also known as a controllee file. You can debug your
programs interactively using ETA Debug, the symbolic debugger,
which allows you to troubleshoot programs written in ETA product
languages.

System Interface Library (SIL)

SIL consists of a number of subroutines that provide access to basic
operating system features:

e File management

e Record /O

¢ Message transmission
e Task initiation

e Task monitoring

¢ Task termination
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Transparent routines translate a variable format SIL call into a fixed
format acceptable to the CYBER Implementation Language (CYBIL),
the language used for the development of the operating system
software. Each library routine then:

¢ Parses the actual parameters
e Verifies parameter legality
e Makes the kernel calls necessary to accomplish the requested action.

Results from the kernel are translated into terms that a VSOS user is
accustomed to and passed back to the calling application.

The SIL subroutine calls are detailed in the VSOS Environment
Reference Manual: Concepts and Commands (PUB-1084).

Command Shell

The VSOS environment command shell serves three purposes:

1. It communicates with you, accepting your VSOS environment
commands as input and returning responses as output. This
communication may be interactive, or the command shell may be
reading and writing disk files without your direct involvement.

2. It manages the processes of a batch or interactive session. It
controls the initiation and sequencing of processes within a
session.

3. It establishes those characteristics which cause a session to
resemble a VSOS job, including the:

Establishment of a VSOS-like file system
Management of a session dayfile

Disposition of specially named files

The Open Interconnection Network (OIN)

The Open Interconnection Network (OIN) is a local area network
based on the Ethernet protocol. Users on the OIN can interface to
the VSOS environment through the communications control system
(CCS) to log in, enter commands, and transfer files.
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VSOS/Kernel Interfaces

VSOS Environment users interact with operating system functions
using commands and System Interface Library (SIL) routines to perform
such activities as:

* Session and process management

e Memory management

¢ Handling of file system and I/O

* Program development and code file management
e Inter-process communication

e Retrieval of information about the system

Figure 2-9 illustrates the VSOS user interface to the kernel functions.
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User

User Application ETA
Programs
Compilers
Run
Time and
ystem
Utilities

—

OPERATING SYSTEM

Figure 2-9. The user interfaces to the operating system.
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The user issues commands through the command shell, either batch
or interactively. Refer to the VSOS Environment Reference Manual:
Concepts and Commands, PUB-1051, for detailed information about
VSOS commands. Table 2-1 lists the VSOS environment commands.

Table 2-1. VSOS Command Summary.

Command type | Command Name Description
* Send a comment to the dayfile
BEGIN Begin procedure
COMMENT Send a comment to the dayfile
CONTINUE Resume execution
DAYFILE Copy the dayfile
Job ENQUEUE Submit a job to a user environment
Management EXIT Set abnormal termination path
PROC Define procedure
PROCEND End procedure
SET Change job characteristics
SETTERM Set terminal attributes
SUBMIT Submit a file to a queue
TV Set threshold value
BYE End user environment interactive session
System PASSWORD Change user password
access USER Provide user validation information
ATTACH Attach permanent files
COMPARE Compare file contents
COPY Copy a file
COPYL Copy logical partitions
DEFINE Define a permanent file
FILES List file information
GIVE Transfer file ownership
File LISTAC List access permission set
Management MFGIVE Transfer a file to a remote host
MFLINK Permanent file transfer using LCN/RHF
MFQUEUE Explicit file routing
MFTAKE Accept a file transfer from a remote host
PERMIT Change access permission set
PURGE Destroy permanent files
REQUEST Create a temporary file
RETURN Evict local files or detach permanent files
REWIND Rewind a file
SKIP Reposition a file
SWITCH Change file attributes
Code File LOAD Create a controllee file
Management OLE Object library editor
Compiler FTN200 FORTRAN 200 compiler
Debugger EDB ETA System debugger
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Application programs executing in the VSOS Environment issue SIL

calls to subroutines that communicate with kernel functions. Refer to
the VSOS Environment Reference Manual: System Interface Library Calls,
PUB-1084, for detailed information about SIL calls.

Table 2-2 lists the SIL non-L/O calls, which allow a process to
exchange information with the operating system.

Table 2-2. SIL non-I/O routines.

Call type SIL call Call description
Process QSMEMORY Allocate a static stack
Requirements QSRECALL Suspend process execution
QSGETCTS Get controllee’s termination status
QSGETMCE Get message from a controllee
QSGETMCR Get message from a controller
QSINIT Initialize, or initialize and start a controllee chain
QSSNDMCE Send message to a controllee
Controllee QSSNDMCR Send message to a controller
Chains QSSNDMDF Send message to a dayfile
QSSNDMIJC Send message to a job controller
QSSNDMIJS Send message to the system
QSTERM Terminate a process and its controllee chain
QSTERMCE Disconnect a controllee
QSCPUTIM Get the CPU time the process has used
Q5SDCDMSC Get and decode miscellaneous system information
QS5SDCDPFI Decode permanent file information
System QSGETACT Get the system resources the process has used
and QSGETTL Get the process’ time limit
Process QSGETTIN Get the process’ characteristics
Information QSGETUID Get the user name under which the process runs
QSTIME Get the system date and time
Permanent File QSLFIHIR List attached permanent or local file index entries
Indices QSLFIPRI List private file index entries
Information QSLFIPUB List public file index entries
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Table 2-3 lists the SIL I/O calls, which allow a process to perform
file /O functions.

Table 2-3. SIL I/0 routines.
Call type SIL call Call description
QSATTACH Attach a permanent file
Permanent QS5CHANGE Change file attributes
QSDEFINE Define a permanent file
File QSGIVE Give file ownership to another user
QSPURGE Purge a permanent file
Access QSRETURN Return a permanent file
Local File QSCHANGE Change file attributes
QSRETURN Return a local file
Access QSRQUEST Create or access a local file
Public files QSGIVE Give file ownership
QSGENFIT Generate a File Information Table
FIT QSGETFIT Retrieve contents of FIT
QSRETFIT Return a FIT
Manipulation QSSETFIT Set File Information Table fields
QSCLOSE Close a file for I/O
QSFLUSH Flush file buffers
1/0 QSGETFIL Open, or create and open a file
QSMAPIN | Map virtual space
Preparation Q5SMAPOUT Map out virtual space
QS50OPEN Open a file for I/O
QSCHECK Check I/0 request status
QSENDPAR Write partition delimiter
Explicit QSGETN Read complete partition
1/0 QSGETP Read partial partition
QSPUTN Write complete partition
QSPUTP Write partial partition
QSREAD Read block of data
QSWRITE Write block of data
File QSREWIND Rewind file
Positioning QSSKIP Skip file partition
Miscellaneous QSPERMIT Change access permission set
QSREDUCE Reduce file space
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How ETA VSOS differs from CDC VSOS

Differences between the ETA10 computer system and the CYBER 205
have resulted in some changes in ETA VSOS. CYBER 205 features
with no analogue in ETA systems have been deleted. Features
performing similar functions, but which execute differently on the
ETA10 are renamed. New features have been added to the ETA
system. The major differences are described below.

Pool files are no longer supported in the VSOS environment. The
CDC CYBER 205 had numeric user identifiers and pool files were
identified by an alphanumeric name. On the ETA system, user IDs
are all alphanumeric. In order to achieve the same effect as pool
files, users can ATTACH all files belonging to another username if
they have access rights. The site may specify a file directory as the
system pool replacement. This directory will be included in the
command search path.

Tape files are not currently supported in the VSOS environment.
File security levels are not supported in the VSOS environment.

The current file position is preserved across tasks executing in the
VSOS environment, with the result that when a file is opened, it may
not always be at the beginning-of-file. However, the user can issue a
command requesting the file system to rewind the file between tasks.

The interactive interface to the VSOS environment has a session
dayfile. The command shell creates the dayfile as a temporary shell
file to hold messages from executing processes, copies of commands
entered by the user, and status information. Output is directed to the
user’s terminal. At the end of the session, the command shell
destroys the dayfile, unless the user has saved it as a permanent file.

Device classes in the VSOS environment replace the CYBER 205 pack
name designations. Device classes are logical partitions of the ETA
system’s physical disks.

The VSOS environment does not support connected files.

The EDB ETA system debugger is available to the VSOS environment
user.

Many VSOS version 2.2 system tables no longer exist in the ETA10
system. Some of these are the Miscellaneous Table, the Minus Page,
the Pack File Index, and Device Statistics Table. Some have
analogues in the ETA10 system, others do not. Therefore, SIL calls
requesting table information are supported to a limited extent; if the
information requested by a SIL call is available from the operating
system, it is supplied to the caller. No calls which returned a
complete copy of a CYBER 205 system table are supported on the
ETA10.
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Other differences between the ETA VSOS environment and VSOS
Version 2.2 can be divided into File Concept, Device Characteristics,
Process Management, and User Interface categories.

File Concept Differences

In the VSOS environment, users can specify a letter or number for
the first character of a file name. VSOS version 2.2 required that file
names begin with a letter.

A VSOS environment file name may begin with the characters 'QS’
through 'Q9’. These characters were reserved for operating system
files in version 2.2.

The ETA10 paging file replaces CYBER 205 drop files.

Output is writien sequentially to the file OUTPUT in the VSOS
environment, unless directed elsewhere.

Output files are treated as a special case of data files.

The CYBER 205 restrictions on print files and their families do not
apply on the ETA10 system.

The ETA VSOS environment does not create and use scratch files.

The limit of 256 permanent file per user ID in version 2.2 no longer
exists.

The termination character of the record mark delimited (R) record
format cannot be specified as an installation parameter.

Device Characteristics

A device set defines a physical set of disk drives, and is only
applicable to disk drives. )

A device class, which is a logical class of device, has been added to
the VSOS environment. It has a 24-character field length, instead of
the two hexadecimal digits used for the VSOS version 2.2 device set.

Tape operations are not currently supported on the ETA10.
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Process Management

A controllee chain in the VSOS environment may have more than
nine levels, which was a version 2.2 restriction.

In the VSOS environment, a controllee chain is serially created by one
task initiating the next in the chain. Initializing a multiple task chain
at one time is not supported. Dynamic linking of controllee chains is
not supported. The ETA system does not permit processes to be
restarted.

The minus page and bound import and export maps are replaced by
various process and register packages.

The LOGIN command is not needed in an interactive login. Instead,
the system prompts for a user ID at login time.

The ETA VSOS environment user ID may be up to 31 characters in
length, and the password may also have up to 31 characters. In
VSOS version 2.2, the limits were 6 digits for the user ID and 8
characters for the password.

Batch processes are handled by the same command shell handling
interactive processes, instead of by a batch processor. There are
fewer distinctions between batch and interactive processing.

Interactive access to the ETA10 system is through the Open
Interconnection Network.

There is no support for file archiving on remote hosts.

User Interface Differences

Although most commands and SIL calls used in VSOS version 2.2 are
supported in the ETA VSOS environment, some are not, and there are
some new ones. Some parameters on commands and SIL calls which
were implemented on the CYBER 205 are no longer available because
of the different ETA10 implementation. For example, a pack name
cannot be specified on a DEFINE command.

Refer to PUB-1084, VSOS Environment Reference Manual: Concepts and
Commands, and PUB-1051, VSOS Environment Reference Manual:
System Interface Library Calls for detailed information about commands
and SIL calls on the ETA10. A list of commands and SIL calls that
are no longer supported is supplied below.

The following CYBER 205 commands are not supported:

AUDIT List permanent file information

BLANK Blank label a tape volume

CHARGE Assign account and project numbers

DEBUG Debug a program

DMAP Provide information on location of permanent file segments
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DUMP
DUMPF
EDITPUB
LABEL
LOADPF
LOOK
NORERUN
PACCESS
PATTACH
PCREATE
PDELETE
PDESTROY
PDETACH
PFILES

Q

RERUN
RESOURCE
SLGEN
SUMMARY
TASKATT

ETAI0Q System Reference Manual

Dump a drop file

Copy permanent files to archive storage
Add or destroy a public file

Supply label information for a tape file
Reload files from permanent storage
Dump virtual space

Set norerun status

Grant pool access

Attach a pool

Create a pool

Remove a pool

Destroy a pool

Detach an attached pool

List pool information

List job status

Set rerun status

Set job limits

Generate a shared library

Provide resource usage information
Alter a controllee attribute

The following SIL routines are not supported:

QSADVISE
QSCHECKB
QSCLIOER
QSDCDDST
QSDCDPLB
QS5DESBIF
QSDISAMI
QSDISATI
QSDMPACT
QSENAMI
QSENATI
QSGETB
QSGETIIP
QSGETIRF
QSGETMOP
QSGETMPG
QSGETPFI
QSINITCH
QSLABEL
QSLFIPOL
QSLSTBUT
QSLSTSTB
QSLSTTCB
QSPATACH
QSPCREAT
QSPDESTR
QSPDTACH

Inform system of task’s virtual space requirements
Check if buffer I/0 is complete

Clear tape 1/O error

Get information for the disk status table

Decode the pack label

Destroy the batch input file

Disable message interrupt processing

Disable abnormal termination control

Dump the cumulative accounting file

Enable message interrupt processing

Enable abnormal termination control

Read buffer record

Copy an interrupted task’s invisible package

Copy a task’s register file

Get message sent by the system operator

Copy an interrupted task's minus page information
Copy the label and permanent file indices from a pack
Initialize a controllee chain

Create or access a local file in multiple set

Copy the pool file index entries

Copy the Bank Update table

Copy the statistics buffer

Copy the time card buffer

Attach a pool

Create a pool

Remove a pool

Return a pool
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QSPGRACC
QSPOOLS
QSPREACC
QSPUSERL
QSPUTB
QSREELSW
QSREPREV
Q5RFI
QSROUTE
QSRUNBIF
QSSNDMOP
Q5SNDSTR
Q5SVRACC

Grant access to a pool

List pools

Remove an account

List users with access to a pool

Write buffer record

Continue processing with next tape volume
Enable or disable user reprieve processing
Return control from an interrupt routine
Route a file

Rerun a task if the system fails

Send a message to the system operator
Start a controllee execution

Change a task’s accounting rate

User Environment
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Functional Description of VSOS

The VSOS File System

The file directory/catalog manager (FDCM) feature of the underlying
operating system defines a tree-structured file system. In this file
system, files are linked to leaf nodes of the naming tree. Calls are
provided to manipulate the tree structure and file descriptions. Trees
are defined and maintained by use of file directories. Files are
grouped by being linked to directories. Directories and files are
identified and located by means of pathnames, which are ordered lists
of directory names, with each succeeding directory linked to its
predecessor.

VSOS presents a flat file system in which each user has only one
directory containing all of his or her permanent disk files. A user’s
own files are inaccessible until explicitly activated through a VSOS
ATTACH command, which names the files to be used in the session
and makes them ’local’.

VSOS resolves references to files by searching:

1. All local files, including attached permanent files and temporary
files to which you have access.

2. All files in the system pool selected by the site.

( Pools and pool files are not supported in the VSOS
environment. Many sites, however, depend on VSOS environment
pools for integration of modified controllees. Those sites may
select a directory name to use as a pool through a system
configuration option ).

3. Permanent files in the public file directory ( the public file
directory is selected by the site ).

In the VSOS environment, these searches are accomplished by
mapping the VSOS file system onto the kernel’s logical file system.
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When a new user account is created by system administration, a home
directory with the name /USR_root/USR/user_name is created as shown

in Figure 2-10. The directory will contain what VSOS will consider
to be private permanent files.

{USR_root/

IUSR_root/USR/

IUSR_root/USR/JAN/ /USR_root/USR/TOM/

Figure 2-10. Directories for newly—created users.

The identifier /USR_root/USR/user_name is used for the home
directory for two reasons:

e It allows a VSOS environment user to locate the home
directories of other users knowing only the user name

e [t provides a convenient way to share files.
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Links to files in the /USR_root/USR/user_name directory are
established in working directory /[LOCAL_sess/ as files are DEFINEd
and ATTACHed.

The links are destroyed as the files are RETURNed.The directory
/LOCAL_sess/ also contains temporary files as they are REQUESTed.

The command shell creates and manages the directory /[LOCAL_sess/,
keeping it in existence only while a session is active. The sess field is
a unique session identification number, used to separate the local files
of one session from those of another.

Figure 2-11 shows the contents of the /USR/ and /LOCAL_sess/
directories before a file is created, after a file is created, after a file
is DEFINEd, and after the job or session terminates.
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/USR_root/

/LOCAL_99/

/USR_root/ /LOCAL_99/|

/USR/ME/

MYFILE

MYFILE

/USR_root/

/LOCAL_99/| |

/USR/ME/

_C. The

MYFILE

new file is DEFI

/USR/ME/

MYFILE

_The job: or session terminates.

Figure 2-11. VSOS File management.
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The VSOS Tables

Because most of the CYBER 205 VSOS Tables do not exist in the
ETA10 operating system, the SIL routines which access certain tables
are no longer required. When the system table does exist on the
ETA10, the relevant SIL routine is supported in the VSOS
environment. When the table does not exist, but the requested
information can be retrieved from elsewhere in the system, SIL calls
to the kernel obtain the data and return it to the calling program.

The File Information Table

The File Information Table (FIT) is a VSOS table used to describe the
characteristics of a file. CYBER VSOS allows a FIT to be created
and its contents specified before the file is actually created. This
pre-specification of file attributes is not a feature of the operating
system file management routines, and so must be simulated in the
VSOS environment. To use a file in the VSOS Environment, the
application program calls a SIL routine to create an entry in the FIT
describing the file, specifying its attributes, and establishing an
association between the logical filename and a number.

The actual implementation of the FIT is not visible to the caller, and
no assumptions can be made about the structure of a FIT entry. The
FIT is the only CYBER VSOS data structure simulated in the VSOS
environment, and it exists only while the file is active or open for I/O.
References to other tables are either translated into calls to the kernel
or not supported.

The Command Shell

Communicating With the User

You specify actions in the VSOS environment by issuing commands
which the command shell receives and interprets. There are a
number of different ways for you to communicate with the ETA10,
which requires that the command shell be able to read commands
from several different sources. Several of these sources, and their
paths to the VSOS environment, are specified in figure 2-12.

If the session is of local batch origin, the commands are read from a
disk file using the record manager (RM). When it starts the session,
global scheduler instructs the command shell where to find the input
file. Output is returned to a disk file.

If the session is of interactive origin (i.e. you are logged into the
ETA10 through the OIN), the commands are read from the terminal
through the communication control subsystem (CCS). global
scheduler tells the command shell how to identify the OIN when it
starts the session. Output is returned to the terminal.
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Local Batch
Input
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Record
Manager
OIN r B
OIN CCS
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Figure 2—-12. Pathways to the VSOS environment.

Managing Processes

VSOS environment commands consist of a keyword and a list of
optional parameters. The command shell parses each command to
discover its keyword and takes one of two courses:

1. Some command keywords are recognized by the command shell as
specifying things the shell itself should do. The command shell
completes parsing the command, takes the required action, and
resumes reading the command stream.

2. Most commands are the names of executable object files. The
command shell searches for the file in three directories: private
files (both local and attached permanent), the site-selected system
pool, and public files.
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When the file is found, the command shell calls the Process
Create function within process management to run the program.

The command shell is a serial processor and never initiates a new
process until the preceding one has completed, waiting while its child
process (the controllee) executes. Process management notifies the
shell when the child has completed.

Establishing the VSOS Environment

The VSOS command shell is instrumental in giving a session
VSOS-like characteristics. The command shell:

» Creates the directory needed to simulate the behavior of local files
(the ETA10 kernel supports only permanent files)

* Establishes an interprocess communication path using the remote
procedure calls feature to simulate the controller/controllee message
passing of CYBER VSOS

e Creates files characteristic of a VSOS session:
The dayfile
The INPUT file
The batch routing files

The command shell creates a working directory, unique to the session,
that contains files or links to files which are to behave as local files.
This directory becomes the directory for child processes. A file is
attached by creating a link from this working directory to the home
directory, returned by deleting this path, and defined by creating a
link from the home directory to the working directory.

The two directories, and files attached from the home directory to the
working directory, are illustrated in figure 2-13.
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Permanent Files

ATTACH

Local Files

Attached
Permanent
Files

» A

>» B

User Home Directory

>» D

VSOS Environment
Working Directory

Figure 2—-13. VSOS environment working directory with links to the user’s home directory.
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Interprocess communication (passing messages between the command
shell and its child processes) is done through the IPC remote
procedure call feature, which enables processes to pass messages to
each other using mailboxes.

At initialization, as shown in Figure 2-14, the command shell creates
a mailbox that it will use to receive messages from other processes in
the session. The mailbox name is created using the shell’s process
ID. A message passing protocol allows various message dispositions
to be identified along with message text.

Shell Process
Process_|D=123

The shell will read messages
enqueued in the mailbox

Figure 2-14. The shell creates (exports) a mailbox.

During command processing, when the shell determines that it must
create a process to execute a command, it calls process management
and passes along inheritance information which the process will need,
including the mailbox IDs of the parent’s mailbox and the shell’s
mailbox (figure 2-15).

In figure 2-15, the mailbox ID of the shell and the mailbox ID of the
parent of Process 456 are the same, because in this case, the shell

happens to be the parent of this process.
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Shell Process

Process_ID=123

Create Child

Inheritance
Information

Child Process

Process_|D=456

Shell=mbx_123
Parent=mbx_123

Figure 2-15. The shell creates a process, passing inheritance information.

As part of the initialization of the VSOS user environment in the
newly created process, the mailbox (mailbox_456) from which the
new process will receive messages is created, as shown in Figure

2-16.

Shell Process

Process_ID=123

Child Process

Process_|D=456

Shell=mbx_123
Parent=mbx_123

A

Figure 2-16. The newly created process exports (creates) its own mailbox.
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The new process connects to (imports) the shell’s mailbox so it can
send messages to the shell, and sends its own mailbox ID to the shell,
so the shell can send messages to it. (figure 2-17). It knows the
shell’s mailbox ID from the inheritance information which was passed
to it.

Shell Process Child Process

Process_ID=123 Process_|D=456

Shell=mbx_123
Parent=mbx_123

A A

child’s
mailbox_456

Figure 2-17. The shell is informed of the mailbox ID of the new process.
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When the shell receives the message from the new process, it can
connect to the child’s mailbox and send messages to it. If a process
needs to send a message to the shell, it simply writes the message to
the shell’s mailbox, with the appropriate disposition identified, as
detailed in Figure 2-18. In this diagram, Child Process 2 sends a
dayfile message to the shell’s mailbox.

Shell Process Child Process 1 Child Process 2

Process_ID=123 Process_|D=456 Process_|D=789

child1’'s child2's
mailbox_456 mailbox_789 ]
Shell=mbx_123

Shell=mbx_123 Parent=mbx_456
Parent=mbx_123

! AR

1 dayfile="No
errors in MAIN "=~

Figure 2—-18. A process sends a dayfile message to the shell’s mailbox.
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The command shell creates the files that are characteristic of VSOS
(INPUT and the dayfile), and ensures that these files and the
user-created OUTPUT file get the required special processing.

For example, file INPUT, in a local batch session, is the file of
commands of input data that make up the session.

The command shell is also responsible for creating, reading, writing,
and disposing of the session’s private dayfile. This is a transcript of
the session, containing images of all your commands and a record of
the results of each. You have no direct access to the dayfile, but may
send messages to it, or read it using the DAYFILE command.

The OUTPUT file is treated differently for different session origins.
In local batch, output may be sent to a file. In an interactive process,
output is sent to the terminal.

Security and Protection

2-42

A process’ address space is divided into two domains. The system
domain, which supports the operating system, protects its routines and
data structures from unauthorized access or modification. The
application domain supports VSOS and its libraries and tools, as well
as user processes, but it cannot access the address space of another
domain unless it is explicitly shared. For a detailed discussion of
domain protection, refer to chapter 4.

The primary protection for user files is through the establishment and
verification of user file-access permissions. Users may nct access a
file without specific permission.

Files are grouped by being linked to a directory. Users are permitted
to create directories which are accorded the same permissions given to
the current directory, and they can link files to directories on the basis
of the access permissions granted. Each directory and file pathname
is owned by a single username. This username (the file owner) and
the account associated with it may use the resources reserved for that
file.

Users restrict or share access to their file pathnames and directories
by using access permissions. Access is granted by username, account
identifier, and project identifier. A user may give a file special access
permissions that are valid when the file is executed. When a file
pathname is created without an access permission list, a default
access permission is automatically fixed to the pathname. Site
administration defines the default access permission.

When a user begins to create a file in a directory, the file system first
verifies that the user has permission to create a file there. During the
creation process, the user (now a file owner) assigns it a set of access
permissions complying with the conventions of the user environment
and the site. As the file system receives requests to open, read or
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write to files, it verifies each type of access request against the
requester’s access permissions before granting access. Although users
control access to their files, the file system itself always reserves a
user management permission able to override the owner’s access
permission.

Files defined by the VSOS command shell are protected by the logical
file system. Files private to the session are protected by being in a
directory that exists for that session alone. Only processes belonging
to the session process cluster can access these files.

The system does not currently limit file size. Allocation of space to
files is dynamic, and the system automatically extends a file while it
is being written as long as there is space for it to grow on its logical
device.

The file system uses shared memory as a disk cache, protecting the
files it moves into and out of it. As needed, the files are mapped for
read/write or read-only into a central processor memory. Within a
central processor memory, two user processes cannot access the same
section of memory at the same time.
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The VSOS Command Shell

2-44

Global Scheduler calls the command shell when a user logs into the
VSOS Environment. The processes belonging to the user’s session,
including the command shell, are logically grouped into a process
cluster by Global Scheduler, with the characteristic specified of
INHERITANCE=TRUE, so that child processes of members
automatically belong to the cluster.

The command shell is activated and passed the session origin type
(interactive or batch), and the local file ID of the interactive
connection, or the pathname of the batch input file for a batch
session.

The processing of a VSOS environment session is illustrated in figure
2-19.

After the shell is and initialized, it accepts a command entered by
the user. Depending on the command, the shell either calls process
management to create a process to execute the command, or performs
some internal task. When Command Processing completes and there
are no more commands waiting, any resulting output is handled and
the shell terminates.
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Command Shell

Figure 2-19. Processing of a VSOS environment session.
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Shell Initialization

When called to execute a command, the command shell performs an
initialization procedure:

1.

10.

Get the shell’s process ID from process management.

2. Create and open the session dayfile.
3.
4

Determine whether the session origin is batch or interactive.

. Create a mailbox for use in communicating with child processes in

the session.

Create an input path to read commands. For an interactive
session, the input path is a CCS terminal connection. For a batch
session, the input path is a path to the batch input file.

Find the names and global file IDs of the system pool and public
file directories.

Identify the user who owns this session, and the user’s home
directory.

Create the local file directory for the session.

If the session is batch, create a local file INPUT which is an alias,
or indirect identifier, for the batch input file.

Exit to Command Processing.

The shell initialization procedure is illustrated in figure 2-20.
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Interactive

\ Processlng

Figure 2-20. Shell Initialization flow chart.
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Command Processing

Once the path to standard input is open, Command Processing can
begin. In an interactive session, the command shell prompts for your
command. The procedure is:

1.

Read one line from the input path (batch input file path or
interactive CCS terminal connection).

. Copy the command line to the dayfile.

. Parse the command to extract the keyword. If the command can

not be successfully parsed, report the error to the system dayfile
and the terminal, and exit to Command Shell Termination (batch)
or go to step 7 (interactive).

Using the keyword as a fiilename, search the local, pool, and
public directories. If the search is unsuccessful, look for the
keyword in the command shell table of internal task names.

. If the command keyword names a file, exit to Process Create.

If the command keyword names a command shell task, exit to
Internal Tasks.

If the batch input file is at end-of-file, or if the interactive user
has disconnected from VSOS, exit to Output Disposition. Else go
to step 1.

The Command Processing procedure is illustrated in figure 2-21.
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no

yes

Interactive

Figure 2-21. Command Processing flow chart.
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Internal Tasks

When Command Processing has identified an operation for the
command shell itself to handle, the Internal Tasks procedure is called.
The commands that the VSOS command shell interprets as internal
tasks are:

e * or COMMENT
e DAYFILE

e EXIT

e PASSWORD

e SET

e SUMMARY

e TV

The Internal Tasks procedure is illustrated in figure 2-22.When the
requested operation completes, Internal Tasks exits to Command
Processing.
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Figure 2—-22. Internal Tasks flow chart.
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Process Create

When Command Processing identifies a command that calls for a file
to be executed, it calls process management to create a new process.
The name of the executable file is passed to process management.
The parameters of the command are available as a character string.

Process management creates the process from the named file and
assigns it a unique ID. Inheritance information for the process is
retrieved from the command shell and other system features. The
new process and its associated tables are initialized.

If the process was successfully created and initialized, it is scheduled
to run on a selected CPU, and begins execution. If an error occurred
during this stage, process management reports it to the command
shell, which logs it to the dayfile and the terminal of an interactive
user, then exits to Shell Termination (batch) or Command Processing
(interactive).

Process Create exits to Process Monitor, which waits until the child
process has terminated. Because the command shell is a serial
processor, it cannot accept another command until the currently
executing process finishes.

The Process Create procedure is illustrated in figure 2-23.
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1'15:: Exit to:
Process:Monitol

. Terminate: Interactive

Fo L EXIt it
i lShell
Termination.

/. Return to
‘Command
. Processing

Figure 2-23. Process Create flow chart.

PUB-1005 Rev. A 2-53



User Environment ETAIQ System Reference Manual

Process Monitor / Process Terminate

When Process Create has created a child process which starts
executing, Process Monitor/Terminate waits for it to complete. When
the appropriate software notification is received by the shell from
process management, the termination status of the child process is
known and is passed to Command Processing.

The Process Monitor/Terminate procedure is illustrated in figure 2-24.

t: for notification
-of process:...:
termination::

' Status to Mailbox
“for Display:to:::
| Dayfile or Terminal |

Return:to:::
Command:
Processing:

Figure 2-24. Process Monitor/Terminate flow chart.
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Output Disposition

When there are no more commands to be processed in the session,
either because an interactive user has disconnected from his or her
terminal, or because all the commands from an input file have been
read, Output Disposition is entered by the command shell, illustrated
in figure 2-25. It is also entered when any error fatal to the session
is encountered. The shell writes session statistics to the session
dayfile and exiis to Shell Termination.

Interactive session

Batch session

 Append Session
:DayzﬁléitOIfOUTP‘U:T

" Link OUTPUT to.
~an output queue:

o Exittor
Shell: Termination
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Figure 2-25. Output Disposition flow chart.
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Shell Termination

When Output Disposition has completed, Shell Termination is called.
The procedure is:

1. Destroy local files and the local file directory.

2. Delete command shell files and shell directory.

3. Terminate all shell children.

4. Call process management to terminate the command shell.

The Shell Termination procedure is illustrated in figure 2-26.

‘Delete: Command
shell chid processest

‘sequence

Figure 2-26. Shell Termination flow chart.
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In This Chapter . ..

Chapter 3 discusses how the central processors, the memory
hierarchy, and the I/O subsystem are managed to fully utilize the
capabilities of the ETA10 and its resources.

e Introduction to Resource Management
- a discussion of dynamic and static management

e Section 1: Resource Management

- how system resources, user sessions, and the system
configuration are managed

e Section 2: Resource Allocation and Accounting
- how the accounting system tracks resource usage
- how the accounting data is accessed

PUB-1005 Rev. A 3-1



Resource Management ETAIQ System Reference Manual

Introduction

ETA10 resources are internally managed by software managers that
coordinate resources such as memories, multiple processors, and the
input/output subsystem. Externally, the ETA10 is managed by a
variety of people - analysts, administrators, operators - who direct
and monitor resources, optimizing performance for each site.

Dynamic and Static Resource Management

The concepts of dynamic and static resource management enter into
the management of resources. Static resource management involves
the reservation of resources prior to use. For example, the imposition
of a central processor time limit allowed a user session is an example
of statically managing the ceniral processor resource. In the ETA10
system, certain resources for a user’s session are reserved prior to
actual use and some may be reserved for the duration of a session.
Users are often required to declare their needs for statically managed
resources. ”

Dynamic management of resources involves the allocation (and
deallocation) of resources as they are needed; as a result, dynamic
management may obtain more efficient use of the system. As an
example, unneeded memory can be reallocated to another process. In
the ETA10, the accounting and control of resource usage occurs on a
dynamic basis.

Resource Limits for Users

Limits are put upon users’ access to system resources. Site
administration defines a user’s permission to access resources and
limits the amount of permitted resources available to each user.
Configuration limits such as number of processors and amount of
memory may also impose certain restrictions on user access to the
system. Users may also encounter external limits such as the
availability of disk space in the user’s assigned logical device.
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Section 1: ETA10 Resource Management

This section describes how the following system resources are
internally managed and coordinated with other system resources:

central processor memory

shared memory
¢ communication buffer memory

central processors

I/O subsystem

Each hardware resource is managed by one or more independent
software features called resource managers. In addition, other software
coordinates among the resource managers. System administrators and
analysts are a second set of managers who optimize system performance
and resource utilization in response to the needs of sites and users.

Shared System Data

Parallel operation of system functions and some hardware support for
shared information enable the system to use several types of data
sharing. For some operations, several system features may need to read
the same data. As shown in figure 3-1, the system allows features
executing in different processors to share data. They may also share
code in the same central processor.

CENTRAL PROCESSOR 1
process 1

SHARED
MEMORY

process 2 (blocked)

Data shared
between a feature
executing in two
processors...

CENTRAL PROCESSOR 2
process 1

DE System feature
code shared

within one
data l central processor...

process 2

(PM is Process Management code)
Figure 3-1. Sharing of system data and code among features.

Ease of access and amount of data to be shared determine where the
data resides. Larger amounts of data, say 100 words or more, are
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stored in shared memory. Smaller increments of shared data that
require rapid access are stored in the communication buffer.

Reliability also influences where shared data is stored. When system
operation requires redundant sets of memory-resident shared data,
the two data sets are located either in different units of the same
memory or in different types of memory. The system configuration
table is accessed in shared memory by the operating system, but
copies of the table are also kept on the service unit network for
maintenance and operations access.

Shared System Code

3-4

System code is shared to a great extent among processes on the
same processor. Code protection mechanisms known as domains
allow multiple users and system tasks to shared code as shown in
figure 3-1.
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Management of the System Memories

The ETA10 has three system memories: central processor memory,
shared memory, and communication buffer. Each has different
characteristics and functions. Each memory is managed by software,
using a scheme that optimizes the memory’s primary function.

Central Processor Shared Memory Communication Buffer

1/2 or 1 million words

4 million words
32 to 256 million words

(32 million bytes) (may be up to 2 billion bytes) (4 to 8 million bytes)

Figure 3-2. The system memories.

A central processor has unique access to its local 4 million word
memory. The function of central processor memory is to provide a
fast access, good-sized memory very close to each central processor.
As the system’s largest memory resource, shared memory ranges from
32 to 256 million words; it serves the entire system. Shared memory
is available to all system processors and functions as a staging
memory for the central processors. The communication buffer is used
to store small amounts of data shared among the central processors.
Communication buffer enables communication of information between
processes running on any of the system processors.

Each system memory has an independent manager that controls
access, shares resources, and performs data transfers. Although
memories are managed individually, competition for memory space is
coordinated. The various memory managers interact with one another
to locate and transfer data within the memory hierarchy. For
example, to resolve a page fault, the central processor memory
manager initiates a call to the shared memory manager to locate and
transfer the required pages.

Refer to chapter 4 for descriptions of memory software managers and
to chapter 5 for descriptions of memory hardware.
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Central Processor Memory Management

A central processor memory serves one central processor and has a
direct port to shared memory via its interface. The memory is
independently managed by central processor memory manager
software. This manager allocates and deallocates pages of central
processor memory, translates virtual addresses to physical addresses,
and processes page faults. Central processor memory pages are 2K
words, or 2048 bytes.

Allocation of Central Processor Memory

The four million 64-bit word space in each central processor memory
is allocated in pages and is divided as shown in the diagram below.

Central Processor Memory :

¢ A locked-down area is reserved
for parts of the operating system
kernel.

® A locked-down area is reserved
for each active process’'s process
structure: its process package,
Resident set - process X register and page tables, and the
process descriptor block.

o All processes initiate and execute
within their resident set. This

Resident set - process Y is the total amount of memory

allocated to a process at any time.

any free pages

e Typically there are no free pages.

One locked-down area of central processor memory is reserved for
parts of the operating system kernel. A copy of the operating system
is kept in each central processor; as a process needs a certain feature
such as a library or a compiler, a copy of the feature moves to the
process’s resident set. When the process finishes with the code, that
space can be reallocated to this or another process.

There is usually little free space in central processor memory. When
process X needs additional space for a compilation, that amount of
space is deallocated from process Y’s least recently used space and is
reallocated to process X. In this way, central processor memory is
kept fully allocated.
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Resident Set

A resident set is the total amount of memory allocated to a process at
any one time. Pages of central processor memory are allocated on
demand, using a variation of a least recently used page scheme.

KERNEL FEATURES, TOOLS ESmiAR compller...

SYSTEM DOMAIN - some space locked down
- some space allocatable

APPLICATION DOMAIN - yser files

The size of a resident set fluctuates as the process executes. As
shown above, several components comprise the resident set:

e specific features of the kernel required by the process, these are pieces
like a FORTRAN run-time library.

e system domain data base; this is a list of the subsections of operating
system code that are not locked and that may be allocated to meet the
space requirements of the process.

Page Sizes
Central processor pages are 2K words (2048 words).

Managing Central Processor Memory for Processes

Additional pages of central processor memory may be allocated to a
process when they are needed. When the page faults for a process
increase, then central processor memory manager allocates additional
resident working space to the process to minimize page faulting.

Page Faults

A page fault occurs when a process requires a page of data not found
in central processor memory. A page fault causes an interrupt to the
paging feature, requesting it to locate the page and move it into
central processor memory from shared memory or from the disk.
Central processor memory manager blocks the process while the page
containing the data is located and moved into central processor
memory. The central processor can execute other processes while the
page fault is being satisfied.

The Paging Process and Page Faults

The paging feature performs basic page retrieval functions. When a
process references a virtual address, hardware searches the central
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processor memory’s space table. If the address is not found, the
hardware generates an interrupt that the pager processes. As shown
in figure 3-3, a page fault occurs when a referenced virtual address is
not in central processor memory.

PAGE FAULTS

an executing
process: .......

Data

from disk
moves into
Shared Memory
and then into

memory...

Paging feature looks
for data needed by || Space Table

Central
Processor
memory

Shared
Memory

Central Processor

.not found, a

" 1. The virtual memory hardware
. causes an interrupt, and the

When data is process is biocked...

page fault
occurs:

2. The paging feature calls
Shared Memory manager to
transfer a logical address...

Shared
and, if necessary,

Shared Memory manager d...-
transfers the address
from the disk file system..."

-----------------

Figure 3-3. Sequence of events involved in resolving a page fault.

To resolve the page fault, the pager translates the virtual address to a
logical file address so that shared memory manager can transfer the
file. Then the pager calls shared memory manager to make the
transfer. When the data is not in shared memory, the data is moved
from the disk into shared memory. To satisfy the page fault, the
required page is moved into central processor memory, and the
blocked process is then rescheduled to execute.

Excessive Paging Rate — Thrashing

Page faults increase when the available central processor memory
becomes over-committed due to the demands of processes. At this
point, there is a possibility in the central processor of thrashing.
Thrashing occurs when the system spends more time handling page
faults than doing productive work.
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Shared Memory Management

Shared memory is used as a staging memory for the central
processors. All allocation of shared memory is managed by the
shared memory manager. Shared memory is allocated in blocks of
2K words (2048 bytes). Features of shared memory manager software
reside on central processors, /O processors, and service unit
processors. When an executing process needs to store or retrieve data
from a file in shared memory, the file system opens the file and
notifies the shared memory manager. The shared memory manager
determines the location of the data and performs the requested read
or write operations. If the file is not in shared memory, the shared
memory manager requests the disk file system to move the data in
from the disk to shared memory.

As shown in figure 3-4, shared memory is accessed through its
interface by the central processors through the central processor ports,
and by the service unit and I/O units through the I/O interface (IOI)

ports.
. Central Processor 1
H
L]
Central Processor 8
SHARED SHARED
MEMORY MEMORY
1 2
Shared Shared
Memory Memory
l————»| Interface 1 Interface 2 |g—
CPU PORTS CPU PORTS
t IOl PORTS t
INput/Output | guemmge{ [Nput/Output
Interface 4 lﬂterface2
RRERERRN AT
9110 91/0
SERVICE UNIT FORTS PORTS semvice unIT
PORT PORT
Figure 3-4. Central processor, service unit, and I/O access to shared memory

in a redundant ETA10 with two units of shared memory.

Managing Shared Memory for Users

Users do not request space in shared memory. User files are cached
in shared memory by the system and transferred as needed. The
shared memory manager keeps only one copy of a file in shared
memory.
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Managing Shared Memory for System Use

3-10

Some system features maintain system data and system tables in
shared memory using files and shared memory objects. Shared
memory objects reside in shared memory, but are not managed by
shared memory’s manager.

As an example, the system configuration table is a file residing in
shared memory that is referenced by many operating system features.
It is managed by the system configuration control feature through
which other system features indirectly access the system configuration
table.

Although the communication buffer stores small amounts of data for
system use, shared memory is used to hold larger amounts of data to
be shared among the system processors. When the remote procedure
call feature is used to send messages among system processors, the
message is stored in shared memory since it is accessible by all the
processors. The remote procedure call software uses communication
buffer to provide the control functions associated with message
passing and mailboxes used to send and receive messages.
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Communication Buffer Memory Management

All central processors and system processors communicate using
communication buffer, as shown below.

COMMUNICATION BUFFER Service
Applications - > Communication Buffer < > Unit
interface

Input/Qutput
Eso Sgbsystegw

Figure 3-5. Processors/components with access to the communication buffer.

Operating system features store and share small amounts of system data
in the communication buffer since it is more readily accessed than
shared memory. When the amount of shared data is large, it is stored
in shared memory. The communication buffer allows processes
executing on different processors to share data; because there are
multiple processors, more than one process may need to access the
tables in the communication buffer at the same time. The service unit
uses the communication buffer interface to access the maintenance
interface for monitoring and diagnostic purposes.

Communication buffer has three fixed-size regions:

Permanent region - this is a locked-down area Communication Buffer

used for system and Permanent region
communication buffer objects.

Queue region - stores data that constructs and

i
controls semaphores. Queue region

200,000

Transient region - relocatable area used by Transient region
applications and to store data shared
by user processes.

Base/limit access pairs protect this
memory by defining the area and

types of access granted to BASE-] LIMIT]
each user process accessing [ address | address
communication buffer. 350,000 | 425,000 500,000

The communication buffer manager allocates memory in variably
sized blocks to system callers. Users may indirectly access the
communication buffer when using some applications.
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System Data Storage

The communication buffer stores and maintains system data required
by all central processors:

» shared memory block table (describes shared memory contents)
e additional configuration information not stored in shared memory

e global file information for system tables residing in communication
buffer and shared memory

e remote procedure call tables (a feature that allows messages to be
passed between processes on different processors; using remote
procedure calls, all system processors communicate with each other)

e semaphore assignment data (simple semaphores provide access
control over a single resource, usually a table in central processor
memory; exiended semaphores provide access controi over muitipie
resources)
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Management of Processors

The current software release supports the management of central
processors as separate entities. User sessions are started at nodes
directed to one processor. As shown in figure 3-6, all processors
function independently, accessing the ranks of shared memory and
communication buffer reserved for each. Each I/O unit is dedicated
to a single processor. Disks connected to an I/O unit constitute the
logical disk devices for that central processor.

Communication
Buffer

Shared
Memory

Central
Processor 2

Central
Processor 1

Centrai
Processor 3

Figure 3-6. Independently functioning central processors.

Each central processor keeps a copy of the operating system in its
own memory. The global scheduling feature is resident on each
processor and manages only the sessions sent to that processor.

Note that there is a global system configuration table residing in
shared memory, it is required in order to initialize and start up the
system. A local copy reflecting a single central processor and its /O
units, disks, and other components is stored and referenced in each
processor’s memory. A copy of the local system configuration table
for each processor is also kept in the server node of each service unit
for maintenance and modifications.
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Management of the Input/Output Subsystem

The I/O units use shared memory as a cache for user files. Each /O
unit has its own port to shared memory where all the I/O ports can
transfer concurrently into special /O buffers.

In addition to providing a rapid transfer of data to and from the
mainframe, the I/O subsystem is the major manager of disk space.
The I/O subsystem off-loads I/O processing activity from the central
processors and allocates sectors on the disk storage units. As shown
in figure 3-7, disk physical-file system software translates physical file
addresses used by the operating system to sectors on the disk drives.

User file

= ] oo e
(logical
file _
. address)

User requests
file...

translates physical

A logical A :%Ii"\gsical file addresses to
a dfg?ess . address sectors on the disk
\ is /
associate
with
Figure 3-7. 1/0 file request and address translation process.

Logical Devices and Device Classes

Administrators define logical devices and device classes for the disk
storage system. Portions of up to four disk drives are grouped to form
a logical device. Logical devices belong to a device class or classes.
Device classes represent a logical device(s) reserved for specific uses:
large files, operating system files, a specific person or project, or some
other class of user. The disk physical-file system assigns files to a
logical device based upon the user’s assigned device class as well as
available space in the logical device(s) belonging to the device class.

File Size

The allocation of space to files is dynamic. Currently, the system does
not limit file size. The system automatically extends a file while it is
being written as long as there is space for it to grow on its logical
device. If a file from a large batch session overflows its allocated
logical device, the logical file system can re-start the write if there is a
second logical device in the same device class.
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Management of the System Configuration

The system configuration table contains a record of all the
configurable hardware and software units in a particular ETA10
system and maintains the system configuration information. This
includes the state and owner of all configurable units, software
versions to be loaded into processors, and initialization and tuning
parameters. A set of service unit hardware and software
configuration displays are used to monitor the system configuration
and to dynamically modify the table.

The System Configuration Table

A special program builds the initial system configuration table (SCT)
during hardware checkout. This initial table is loaded as a file in the
service unit, and during system initialization, a copy called the global
SCT is loaded into shared memory. All information necessary to
initialize or autoload the system must be contained in the global SCT.
A copy of this table is kept in each central processor memory and is
referenced by operating system features to obtain information such as
the status of memory ranks.

Service unit server nodes also keep a copy of the system configuration
table which is dynamically updated. System configuration control
software in the service unit maintains changes to the table and
enables it to be externalized via the hardware and software
configuration displays. When a component is configured in or out of
the system, this service unit version of the system configuration table
is updated to reflect the new configuration, a new copy is sent to the
shared memory to replace the prior configuration record, and the
ETA10 is then autoloaded.

Contents of the System Configuration Table

This table contains all pertinent configuration information for the
ETA10 system. This includes all system hardware and software
components and all site configurable and tuning parameters. System
configuration control software has sole access to read and write to the
table. The system configuration table is composed of a variable
number of blocks that are tailored to the type of unit each block
describes. For example, blocks that describe hardware components
have a different structure than blocks that describe software.

The primary purpose of this table is to record the current status of
the configurable units in the system, including:

e hardware unit definitions and interrelationships
e hardware unit status and attributes

PUB-1005 Rev. A - 3-15



Resource Management ETA10 System Reference Manual

software server/driver status and communication path identifications
e software unit versions and attributes
central processor parameters

logical disk configuration and allocation information

network configuration parameters and statistics

site modifiable system parameters such as defaults, limits,
thresholds, and tuning parameters

Internal Configuration Software

The software feature that maintains the system configuration table is
called system configuration control. This feature records changes in
the table and returns requested data to other system features. A
second feature, sysiemn configuration management, performs several
configuration functions:

¢ receives status changes from monitoring software

¢ coordinates changes in the configuration status of all hardware and
software units, forwards changes to system configuration control
software

e communicates status changes to other system resource managers
¢ enables operators to manually change status of configurable units
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Section 2:  Resource Allocation and Accounting

The allocation and accounting of resources is through the system
accounting structure. System resources are directly allocated to site
accounts. Each account has one or more projects; user names are
assigned at the project level. Using the accounting structure, site
administrative staff define the system accounting units allocated to
each account and project.

The accounting system collects data on the usage of central processor
time by executing processes.

Resource Tracking and Accounting

This diagram shows a set of hardware resources (top, left) that are
assigned to various software resource managers. As processes
execute and use resources, the resource managers track the usage and
send resource usage reports to the accounting system interface.

Hardware

resources

::;?t\::?égned Resource managers
managers... track resource

usage and

send reports of
resource usage to
Accounting System
interfaces...

orts

managers,
g System

Figure 3-8. The relationship between resources, the accounting system, and site administrative staff.
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Accounting System

The primary purpose of the accounting system is to collect statistics
that reflect the resources used by each session and process in order to
track resource usage.

The manager of each hardware resource reports the usage of that
resource to a collection point accessed by the accounting system.
Whether a session or process is stopped or fully executes, the
accounting system totals the resource usage statistics for the session
or process. The usage totals are translated into charge units that site
administrative staff can convert into amounts billed to the account,
project, and user.

Accounting System Funciions
The accounting system has several functions:

e it collects and accumulates resource usage data

it builds and maintains a global accounting file

it calculates charge units to be used by site accounting

it applies charge units to accounts

Accounting File
The accounting file contains records of:

¢ user code execution time in number of central processor cycles
¢ user code execution time in microseconds
‘» number of vector processor cycles used in session

e system execution time in microseconds (use of operating system for file
creation and retrieval, process initialization, and so forth)

The accounting system records the resource usage at the process level
and accumulates/translates the usage to the session level. These
records are kept in the accounting file. The accounting file is a
printable ASCII record, a maximum of 1024 bytes in length.

Access to Accounting System Data

Site administrative staff access the information in the accounting
system by logging onto the ETA10 in an interactive session, calling up
the accounting file, and printing it out. This is the ASCII version of
the accounting file, and it is formatted as a text file. But it may be
copied and edited like any file, and may be printed out.
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Tracking Resource Usage

As resource managers coordinate and manage the hardware, they also
record resource usage to the accounting system interfaces. This
enables the accounting system to track usage information at session
and process levels.

Tracking Levels

The accounting system uses a file maintained in the account/project
registry to validate users, projects, and accounts.

FILE DATA FOR EACH ACCOUNT:

account identifier

account SAU limit

account administrator

list of valid projects x,y,z

FILE DATA FOR project x

- project identifier

- project SAU limit

- project administrator
- list of valid users:

>
FILE DATA FOR USER hsmith

- username
- user SAU limit

Figure 3-9 .  Account and project registry file data that tracks and accrues
charges for users, projects, and accounts.

Projects are defined and managed within accounts. Resources are
assigned to projects and are recorded as system accounting unit
(SAU) limits. Users are registered under each project to which they
are allowed to charge. A project’s resource usage and accounting
information is reported per individual user session.

The accounting system maintains a running total of system accounting
units (SAUs) for each active process. System accounting units are
increments of processor time or system time.

Each session has a data block that includes a project and user name
to enable the accounting system to charge system accounting units to
users as well as to projects. The charges accruing to a set of users
can be combined to determine charges per project.
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Accounting at the Session Level

As the global scheduler feature moves a session from the input queue
to the execution queue, it starts the accounting report mechanism.
The report mechanism writes a record in the session accounting
catalog for the new session. The catalog resides in shared memory.
As the session executes, global scheduler reports resource usage data
for the session to its record in the session accounting catalog. The
accounting system uses the data in the accounting catalog to maintain
a running total of system accounting units (SAUs) for each active
session. System accounting units are so many increments of
processor time or system time.

After the session fully executes or is stopped, its accounting record is
sent from the session accounting catalog out to the global accounting
file that resides on disk. Process statistics are added up to determine
the session’s accumulated usage for each type of system resource. In
this way, the accounting system determines the system accounting
units to be charged to this session. The site is free to use these
charge units in their particular billing scheme.

Accounting at the Process Level

3-20

When the process manager feature initiates a process, it starts the
accounting report mechanism. The report mechanism writes a record
for the new process in the process accounting catalog. As the process
executes, the process manager reports resource usage data for the
process to its record in the process accounting catalog. The
accounting catalog resides in central processor memory and is a
record of resource usage for processes that run in that central
processor. When a process is initialized to run, the process manager
calls the accounting system to start. The process manager suspends
accounting activity if the process is blocked, and terminates
accounting activity when the process completes.

The accounting system uses the data in the accounting catalog to
maintain a running total of system accounting units (SAUs) for each
active process. System accounting units are so many increments of
processor time or system time.

After the process fully executes or is stopped, its accounting record is
sent out from the process accounting catalog to the global accounting
file that resides on disk. The same accounting record is added to the
record of the session to which the process belongs. Using the
process’s accumulated system accounting units now in the accounting
file, the accounting system determines the system accounting units
(SAUs) to be charged to this process. The accounting system
combines the data from a session’s processes into the session’s final
record in the accounting file.
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System Accounting Units (SAUs)

A system accounting unit is the charging unit. All users charges and
billing are based upon the system accounting unit as shown in this

diagram:
System Accounting Units:
Resource managers
coldlect usag: statistics :'ehgo‘_sd/\e‘-ésai':
and report them as orde !
System Accounting Units... maintained in the
(SAUSs) Accounting File...
* / Accounting
account process File
SAUs SAUs
svoouning | | acoountng | SAUS | e Charges
informatio?'t information P calculated
block block - for users
s | s s | e s f s RIS
s § oo f o s mn o SECHRCER505

Figure 3~10. How the accounting system collects, stores, and uses SAUs.

To obtain a billing unit, the site combines a charge unit or a system
accounting unit with a premium that may reflect session priority, time
of day, or special software.
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~ The User Registry

This section describes the structure of the user registry, the types of
information it contains, and how it is used.

The user registry resides as files on the system disk and is accessed
through an administrator utility. The registry is a system database of
user identification and privileges.

End user information consists of descriptions of user privileges and
the specific user identification required for each user to log on. The
registry maintains an entry for each user that enables the resource
managers to verify specific resource limits as well as to validate users
for a project.

Access to the Registry

Internally, the user registry is accessed by resource managers as they
manage processes and sessions. This access is to verify resource and
user privileges. The common login processor feature accesses the
registry to validate usernames, passwords, and access permissions.

Externally, the user registry is accessed by site administrative staff to
enter and delete users, or to modify user information. Users may
view their own information, but they usually do not have the privilege
to change it except for their password. They may not view other
user’s information.

Both administrative utilities are designed to be used from network
terminals via interactive sessions with the ETA10. Most of the
maintenance data associated with these utilities are stored and
maintained on disk files.

User Management Utility

3-22

This utility is used to build and modify the user registry. It provides
the system interface for users and their resource usage and limits.
System administrators use this routine to specify and maintain user
validation parameters and limits. This utility allows the administrator
to create templates for a variety of user types and to apply the
template to a user to build a specific user profile. A user may use
this utility to look at the information about himself or herself only;
special privileges are required to look at other users. When the
system is started up, this utility creates a minimal user registry that
the site can build from unless some version of a registry is part of the
software loaded during installation.
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User Information

The user information includes a considerable list of user attributes
including permissions and records of user activity. A template for a
typical user can be used to build individual user profiles. Partial
listings of user privileges and user records follow:

Privileges to:

log on batch and interactive
e create accounts

change passwords

look at other user’s information

change other user’s information

Records of:

e password

e password start and end dates

* user name

e default account, project identifiers
e modify, look, change privileges

¢ password expiration date

e directory pathnames

e time of last interactive log-on

User Validation by the Common Login Processor

The common login processor runs continually on the system. Two of
its functions are, first, to respond to users logging on and interactively
prompt for user name and password, and, second, to validate the
username, password, and privilege to log on. It uses the information in
the user registry to validate users. When the user is validated, the
common login processor creates the interactive connection for the user.
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The Account and Project Registry

This section describes the structure of the account and project
registry, the type of information it contains, and how it is used.

The account and project registry is accessed through an administrator
utility and resides as a set of files in the system disk. The registry is
a database of three types of accounting information: accounts,
projects, and users.

In this registry, administrators identify all permitted accounts, define
an account’s maximum resource usage, and list the projects that
belong in each account. The projects in each account are also
identified and assigned maximum resource usages, and a list of users
may be assigned to each project.

The account and project registry provides the description of the
relationships between users, projects, and accounts. Administrative
staff use the Account Registry utility to enter and delete accounts and
projects, and to modify resources allocated to accounts and projects.

Account Registry Utility

3-24

The Account Registry utility is used to create and maintain a site’s
account and project registry. This utility is called from network
terminals via interactive sessions with the ETA10. Most of the

accounting data associated with the utility is stored and maintained on
disk files.
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