
AppleBus: 

An Introduction 



Apple Computer', mission is to prov.ide people with inexpensive. easy-to-use 

computers. Apple now introduces AppleBus. a simple interconnect system that delivers 

all the benefits of multi-user communication and shared resources at a fraction of the cost 

usually associated with these features. 

AppleBus adds a powerful new dimension to Apple's computer products by allowing 

them to communicate freely for cooperative purposes without in any way diminishing the 

independence of the individual user. 

AppleBus functions in three major configurations: as a small area interconnect 
" 

system. as a tributary to a larger network. and In its most elemental form. as a peripheral 

bus between an Apple computer and its dedicated attached devices. 

As a stand-alone work area network. AppleBus provides communications and resource 

sharing among up to 32 computers. disks. printers. modems. and other peripherals. More 

important. AppleBus supports a wide variety or fort.hcoming services such as shared 

files. electronic mall. and communication with computers and resources on other 

networks. Further. AppleBus has been designed to allow its incorporation. through 

bridging devices. into larger networks. 

When functioning as a peripheral bus. Apple Bus in effect Implements the concept of 

slots by providing a single serial bus for the connection of a variety of peripheral 

devices. 

To achieve this range of nexibility. Apple has designed highly reliable. inexpensive 

hardware. and a sophisticated set of communications protocols. This hardware/software 

package. together with the computers. cables and connectors. shared resource managers 

(servers). and specialized applications sortware. will grow into a complete line of 

products offered both by Apple and third parties. (see figure 1) 

Design Goals 

Applebus is designed to fit the needs of the individual user who wishes to extend his 

maximum number or directly-attached peripherals. and provide tor the sharing 

requirements of a small cluster of computers. Careful attention has also been paid to 

businesses. where work area networks reed large backbone networks and corporate 

communication Implies a mixture of networks and technologies. 
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1. IAw-cost 

AppleBus is built into Macintosh and Lisa. The shielded. twisted-pair cable used to 

torm the bus. and Its associated cables and connectors. bring the actual cost to only about 

525 per connect tor any configuration. 

2. Easy to Install 

Electrically. AppleBus is designed with passive (transrormer) coupling of devices to 

a trunk cable. with simple. self-terminating miniature DIN connectors. No special 

installation Is necessary. and computers. peripherals. or servers may be easily relocated 
'" 

or added. The actual connection or a device to AppleBus is simpler than booking stereo 

speakers to a -hi-fi- system. 

3. Easy to Extend 

The AppleBus Protocols Package supports a range or configurations rrom simple 

dedicated device attachment through inter~et~rklng. With the same sortware. Apple.Bus· . '. 

may be extended through AppleBus bridges to other AppleBuses. and throulh pteways to 

communications services and other networks (local or long-haul). 

4. Open Systems Architecture 

Apple has developed a suite of protocols for AppleBus which provide functionality 

corresponding to the various layers or the ISO (International Standards Organization) OSI 

(Open Systems Interconnection) reference model. Protocols at the 180-0S1 layers 1 

through 5 (Physical, Data Link. Network. Transport. and Session) torm the core or the 

AppleBus Protocol Architecture. The use ot the ISO-OSI layering allows developers to 

design new runctions and appUcations ror AppleBus. Throughout the development of 

AppleBus. Apple will make all technical documentation completely public. 

Technical Specifications 

Hardware 

AppleBus at the Physical level has a bus topology consistirll or a linear trunk cable 

with intervening connection modules to which nodes attach via a short drop cable. 

Electrically and mechanically. AppleBus is a multi-drop. balanced. transrormer isolated 

serial communications system tor up to 32 nodes. The raw data rate Is 230.4K baud over a 

distance of 300 meters. 



The serial hardware driver in Macintosh and Lisa (ZllO! 8530 Serial Communications 

Controller) i. prqp-ammed to use SDLC trame tormat, and FM 0 modulation. FM 0 is a bit 

encodilll technique that provides self-ciockllll. Balariced sipl1lngls achieved using 

RS-422 driver and receiver ICs in each of the attached devices. The transformer 

provides ground Isolation as well as protection from static discharp. Since a node is 

passively connected to the trWlk cable via a drop cable, a device may fall without 

disturbing communications. Nodes may be added and removed from the bus with only 

minor disruption of service. 

Since end-user installation is assumed, assemblets cables win be sold in standard 2, 8. 

and 15 meter lengths with molded miniature DIN connectors. The trunk cable connects to 

an AppleBus connection module. The connection module is a small plastic case (3·x 2·x 

I") containing a transformer, resistive and capacitive circuits for noise Immunity, and 

two 3-pln miniature DIN connectors with terminating switches to a 100 ohm terminatlng 

resistor. Attached to t~s plastic ~se Is.an 1.8 Inch ·drop cable" which .terminates at the 

node with either a DB-9 or 08-25 connector. The trWlk cable Is shielded, twisted pair 

cable (Belden 9272 or equivalent). 

For detailed hardware Information, rerer to AppleBus ElectrlcallMechanlcal 

Specification. March. 1984 (Apple Doc No. 082-0190-A). 

Protocols and Sortware 

Underlyina all use or AppleBus Is a specific set or protocols, or communication 

" rules· . These protocols correspond to the ISO-OSllayers 1 throuih 5 (Physical, Data 

Link, Network, Transport, and Session). 

While Apple recommends the use or these protocols, communication over AppleBus Is 

not dependent on their exclusive use. All protocol implementations are layered, 

runctionally distinct entities. which allow easy access and addition or alternative 

protocols. This Implies that a software developer could, ror instance. leveraae upon the 

physical and data link layers to build a dirrerent protocol architecture. 

For rurther detalls refer to the document, !!!! AppleBus Protocol Architecture. An 

Introduction. and individual documents ot each ot the AppleBus protocols. Individual 

protocol specifications will be made available as they are tint shed. (see figure 2) 
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-
Brieny. the arch.itecture includes: 

Physical Layer 

The Physical layer encompasses the physical and electrical characteristics of 

AppleBus as described earlier in the Hardware section. 

Link Access Protocol (ABLAP) 

The AppleBus Link Access Protocol corresponds to the Data Link layer of the 15O-()S1 

rererence model. The protocol. which must be COIIlIIIOI'l to all systems on the bus. provides 
-. 

"best errort- delivery of information between nodes. The ABLAP procedure lII8I18Ies the 

encapsulation and decapsulation of data In a Inme and then provides access to the bus 

ror transmission and reception of frames. The format and interpretation of the data 

encapsulated by the rrame Is left to higher level protocols. Specifically, the LAP 

manages: 

'I. Bus Access Control 

2. Node ID Assipment 

3. Node-t~!,ode Addressinl Mechanls. 

4. Packet Lenath and Intesrity 

1. Bus Access Control 

All AppleBus nodes compete ror use of the bus. It Is the tunctlon of the LAP to 

resolve this contention. and provide fair access for all nodes. AppleBus uses an access 

discipline that is termed CM'r/er Sense. Multiple Access with Collision Avoidance 

(CSMAICA). carrier Sense means that a sendlnc node first ·sen ... • the line. and deters 

to an ongolnc transmission. Collision .vo/dlulce means that the protocol attempts to 

minimize collisions. A colllsion occurs when two (or more) statlone transmit trames at the 

same time. In the AppleBus CSMAICA techniq~. all transmitters walt until the line is 

idle ror a minimum time plus an additional time as determined by a leneration ot a 

(pseudo-) random number whose range is adjusted based upon perceived bus traffic. 

AppleBus hardware does not allow the actual detection of coUlslons. 



2. Node 10 Assignment 

AppleBus uses an 8-bit identiCication number Cor node addresslni on the bus. 

AppleBus nodes have no permanent address or identiClcation number configured into 

them. When a node is activated on an AppleBus. It makes a guess at It I node number. 

either by extracting its number Crom some Corm or long-term (parameter/disk) memory. or 

by generating a random number it it does not have non-volatile memory. The node then 

sends a special AppleBus ABLAP frame to its own address. and walts (or an 

acknowledgement. If it receives an acknowledgement, It knows that the chosen node .. 
number is already in use, and repeats the process with a diCCerent pss until it 

succeeds. 

3. Node-t~Node Addressing Mechanism 

ABLAP is ultimately responsible tor the destination and source node addresses 

"encoded in the" header portion ot the outgoing Crame. In addition to the ability to direct 

packets to a IpeclCic node on the AppleBus. ABLAP allows the broadcasting or packets to 

aU nodes on the bus using address "Hexadecimal FF". 

4. Frame Length and Integrity 

Frame length may vary arbitrarily with a stipulated maximum. Individual messages 

are assembled into Crames with an appended IS-bit Frame Check Sequence (FCS). The 

FCS is calculated using the standard CRC-IS polynomial. Packets received with an 

invalid FCS are discarded by the receiving node. Furthermore. ABLAP may exploit a 

higher level1ength field to verlry packet length. 

Datagram Delivery Protocol (DDP) 

At the next higher level or the architecture (the Network layer or the ISO-OSI model) 

Is the Datagram Delivery Protocol CDOP). While the ABLAP protocol provides "best 

effort" node-to-node delivery of packets on a single AppleBus, the Datagram Delivery 

Protocol extends this mechanism to socket-to-socket delivery over an entire AppleBus 

internet. Sockets are logical entities within the nodes ot a network. Datcrams. packets 

that are delivered as single. independent entities. are exchanged between sockets. 

Therefore. sockets may be visualized as simply the sources and destinations ot 

datagrams. Sockets are said to be owned by socket clients. which are typically processes 



(or runction. within processes), implemented in software In the node. 

AppleBus interMt. are rormed by Interconnectlnl up to 254 AppleBuses with 

intelligent nodes rererred to as bridps or interMt router.. [Bridles sbpuld not be 

confused with gateways. A pteway refers to a node separating and IIWI8IlnI 
communication between different types or networks. ) 

DDP uses the concept or network and socket numbers to provide an internet-wide 

addressing mechanism adequate for the delivery or datagrams 8JIIonI all sockets or an 
" internet. 

AppleBus Transaction Protocol (ATP) 

The AppleBus architecture Includes several protocols at the next hllher level above 

DDP (the transport Ia,.r or the ISO-OSI model). These protocols add different lev~ls or 

types or functionality to .the underlying d8tairam delivery service. An lmport;ant example 

is the AppleBus Transaction Protocol which adds a measure or rellablllty by providing a 

loss-free transaction service between sockets. This allows exchanps between two 

socket clients (a requestor and a responder) in which one client requests the other to 

perform a particular task and report the result. The Interaction, conSisting or a request 

and a response, is termed a transactim. ATP allows ror a transaction response that may 

be as large as 12 datagrams. ATP delivers each response message. correctly reassemblinl 

its COlDpQnent packets without gaps in the proper sequential order. 

This model rulfills the transport requirements ror a wide variety or higher level 

services rrom simple devices through servers and other general networkJngservlces. 

Data Stream Protocol (OSP) 

This protocol!s beinl proposed by Apple to provide a reliable t~way data stream 

service (also known as byte streams, virtual cirCuits, etc.) between a palr or sockets on 

an internet. The envisioned service provides ror now control and recovery rrom the 

familiar situations or packet loss, and duplicate or out-of-sequence packet reception. 

Such a service, layered on top or the DOP, would satisfy the transport service needs or 

applications exchanging sequences of data such as screen contents, keyboard Input, etc. 



Name Binding ProtoCoI.(NBP) 

This session level protocol allows network users to employ character string names for 

socket clients and network services. The basic function of NBP is the translation of a 

character string name into the internet socket address of the corresponding network 

entity. The protocol does !!2!. mandate the use of name servers. 

Routing Table Maintenance Protocol (RTMP) 

This transport level protocol allows bridges I internet routers to dynamically discover ., 
routes to the different networks (AppleBuses) in an Internet. This information Is 

maintained only in bridges. Ordinary AppleBus nodes employ a simple subset or RTMP for 

the purpose of discovering the number or the AppleBus to which they are connected and 

the node identirication number or a bridge on that AppleBus. 

Higher Level Protocols 

Apple is developing other higher level protocols that exploit the services or the core 

protocols to build specific services. An Important instance of this is the description or a . 
general model or providing host to peripheral device access through AppleBus. 

Other examples are protocols corresponding to the various servers under 

development at Apple for file sharing. network printing. etc. 

These protocols will be published in due course for unrestricted use by developers. 

The basic AppleBus product. incorporating hardware. protocols. and software 

described here. exceeds the requirements for its design center. In test configurations. 

AppleBus has performed with stability at offered loads of up to 100\ channel capacity. It 

is without question the low-cost. highly extendable interconnect scheme Apple intended 

to design. 



The extremely low cost of AppleBus opens the path to experimentation by users and 

developers. Apple expects to recreate with AppleBus an explosion of useful new 

products, as already seen with the Apple II and Macintosh. In addition to foreseeable, 

well-known network services, this activity will lead to unforeseen use. of the evolvll1l 

technology or networking. It ls, after all, the proMise of increased human potential and 

productivity that underlies the concepts or personal computers and the networkinl of 

personal computer •. 
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1.0 Intro4£tian 

~leBta is a seria4 interconnection system for all Apple Computers and ~al 

fut". pPripheral prcdJcts. It Jrovidft a common. cQI'IYIII'Iient. innpIonsi~. 
~ian c.pability far computer prc:d.ctl. In SUTV'IW)'. AppleBul is • 

multi-«op. bal..:ercL tranaformer isoiatfid. seriAl COfTV1'MJ'\iC41tion system 
desi~ to COMfCt 32 diNica at 230.4 KINud fNfIr a total dilt.-a of '4» to 
300 .,.ten. ., 

2.0 FWferrnces 

AppleBus li,* Access Protocol. specifi~tian runbet' 062-0214. 

EIA Standii'd R$-422. EI.ctriC.t1 OWacteristics of Balmced Voltage Oigital 

Interf.::. Circuits. 
FAirchild Simianb:tor ·'ftterf.tee. Line Oriwrs n ReceiVers· .. 1975. 

3,0 s.mtn.-y of FeatW'es and PerforrNlr'llCe 

• 32 total drYices 

• Shielded .. twist!d pAir. comectoriz!d interconnectiQft elJlSY US« canhCJ'atifln# 

tNXirTMm total Cibl. length of 300 meters 

• 230.4 Kbaud commWlication,. SOLC frame format .. FMO modulation 

• Balanced siplling using standard RS-422 ~i'M (261SJO) and receiYl!t" 
(26LS32) I.C.'. 

• Trill'Sformer isolatian for eccellent noise and static dischlrge imm~ity 

• Seff-confiping. no user switches or action to identify drYica 

• Passive * ... devices fNIJ be dm:o. • .ected.. and one ~ flil without 
dish,bing commW";cat ion 

r SIZE DRAYfISCi SL~BER 

.apple! computar Inc . ..._.\ ..... --0-62--0-1 .. 90--8----..... 

SCALE: , I SHEET 1 OF 1,) ~ 



4.0 Siplling 

4. 1 ~I.eus citYices wnd and r~i ... data 0Yf!f a singl. pair of wires 
COMfCttd to .ach dtvic.. Two cc:nvctors on .ach dtvic. allow tht 
user to •• ily conntCt drviCfS together by means of a simple cible 

(S" Section 5.0 Inttrccn"'fCtion). Balanctd. transformer ~Ied 
si~tling is ustd to r~ both AFI ind noise susceptibility. 

4.2 EICh device ~ a single ~iYlr ..s receiver. The receiwrs are Always 
connKted to tt. $)'Stem and p.s All Apple&s 'dAta to the controller. 

o,tyone driver .t • time is enabled. Softw .. e controls whidl device 

may trinSmit data (see Protocol $pKtfication). The driver and r!Ceiwr 

descriptions and specifications .e given in the electrical section. 6.0. 

4.3 The sipl.ar:' Apple&. is enc'*d with Ft-1O (b,--phase space). This 

jRSW'" that clock information tin be r!Covered at the receivers. In FIVIO. 
a triNitian ace"s at the begiming of ~ bit cell. A -0- is reprtsented 

by an additiCNI tr_ition at the center of ~ bit cell .. and a -1· ;s 
represented by no tr_ition at the center of the cell. 

1 1 

4.34 US 

Fi .... e 4.1 F~ Coding (230.4 I( baud +1- 1%) 

".4 S~onizltion time for the clock recovery system 1$ providrd by tM 

transmission of 14 consecuti~ 1 bits directly prfteding the data tram •. 

Frame format is COYered in the Protocol SpecificatIon. 

SIZE DRA\\I'IiG SL'~8ER 

.applcz computczr Inc. ~A ___ O_62_-_01 .. 90_-_B ___ ...... 

SCALE: SHEET 3 OF 10 



5.0 InterCOMeCtian 

5.1 ~ltbuI dtviCft •• COrtIl'Cted to thl AppI,BuI by a COII.tion ~I. 
which contai,. I transformer. te-g comtCtor at tht end of an 460 millimeter 
c.lbte. and two 3-pin mini.ttle DIN COIIlKtcrs as shown in Fip. 5.1. Eidt 
3--pin CChlKtar hili tcq)Ied switch. If both ConnKtcrS •• &ad. t .. 
-:'W.tchts •• optn. but if one of thl conKtorS is not ustd, a 100 ohm 
ttrmiNtion resistor (R2) is connected ICrOSS the liM. The us. of the ConMCtion 
moclli. III~ the ~1t8us dtvice to be remowd from the system by 

disconnectina it from the m.,l. without dist\l"bing the operation of the bus. 
R3 and R4 inere_ the noise imm~ity of the receiwrs. while R5 ... Cl 
isolat. thl fr im. W"~ of the AppleBus dtvic.s ind prevent grOtnd loop 
",r.nts. The r"istor (Rl) providft static c.-ain for the cibl. shi.,d to 
grCUMl. 

oe-g 
Pins 

RXO+ 8 

TXO+ 4 

RXO- 9 

TXD- S 

rand. Case 

tm-25 
-Pins _ 
19 

R3·UC 

20 
R4·1K 

:_:1._3 
RS·1K 

3-Pin "ini.ture O~ 
Connectors with switc~ 

(J1 and .12) 

a Pin . ---------------~~--~~--~----pl 

R2. 
100 

...... - .. 
---'--.......... --............. 2 

__ --f-l 
.. - . _. 2 

,~ ___ ~~ __ ...J 

--~~~---· ... ---Rl=l"--cI~----- Shell 

C1. O.1vfd 

Fi9'l' 5.1 ~leBus Connection 1'-1odu1. 

SIZE DRAWI~Ci ~l:M8ER 
I.. .C1ppk'z computar Inc. t--A ....... ___ 06_2_-0_19_0_-B ___ ........ 

SCALE: SHEET 4 . OF 10 
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5.2 Indi~i"'l ,..leBus devicn .e cartl«ted together by. twistecL shielded pair 

table. Tt. ~Ie is available in standard lengths with COMfCtorS on eKh end. or 
in 150 rrwt.,. bulk rolls. TN m.xirrun length of ~Ie for tN au il limited to 

• tot •• of 300 metrrs. 

Cable Specifi~tlan 

CorGJctors: 22 AWG strandfd 17 otm Pf" 300 nwters 

Shield: 85% CXMf"9 traid 

I~: 78 atm 

Capacit~: 68 vF r- "Wter 

Rise Time: 175 ... 0 to 50" at 300 meters . 
Oi.-n,ter: 4.7 mm (0.185 inchn) maxim\m 

, SIZE DR4~ISCi ~\.:~8ER 

.applcz computcu Inc. t--.\.-.. ___ 06_2-_0 .. 19_0-_! ___ ....... 

SC4LE: I SHEET 5 OF t o~ 

+ 



5.3 The AppleBul comectar is I minilt", 3 pin circul. comectar simit. 
to Hcxiden CQlfilf'Ctor runbtr TCPS030-01-010. 

Pin 1 ~1P6us - Ph. 3 
Pin 2 ~leBus - Minul 1@2 
Pin 3 u...sed 

Shell Shield ,. 

ripe 5.2 Comector Pin AsSigl'nfftt (looking Into COMfCtor) 

5.4 The Int~cDrW'lKting cabl, is wirrd -one-to-one- as shawn below. 

1 ..... -+--..... ___ ...A 

2 -+--+--.... ...L.", 

__ .;.;.8l~l£;..;;;.. ........... ,-- 1 

~_W;...H.;.;.I ,;".';TE~ __ .....-. 2 

SHIEI.D 

Figur' 5.3 Int~connecting Cabl, Connection 

SIZE DRAWISC; SU.fUR 
I. .apple! computar Inc. t--A ....... __ O_6:!_-O_1_90--B----..... 

SCALE: SHEET 6 OF 10 



6.0 Electric.1 Specificetian 

6.1 The recanvnended *iwr is the 261..S30 I&Sed with both +SV ... -5V • 
power supplies .. n the mode control comected to give difffrfnti •• 

cutplts ~ volt. low). 

The outputs of the driver ., cOt4)led to the connector ttr~ • 
-d!glitch network- which consists of ~ T-network of two 20 to 30 ctm 
resistors and a lS0 to 300 picof.ad cap.:itor. Use of the nftwork gives 

two m.jor "'t9l. The first is t~t the h;~ frequency campanents of 

the Si9'l1 .! attMJated both going onto and oft of the cabl! ttu 

r~ing AFI and afso static susceptibility. The second act.-ant. is that 
It le.t one driwr an the network can flil without causing the network 

to fail (. long • it fails in one stat! and dQeosn"t broadcast trash). 

Tta. who wish to tU standard RS-422 spKififd campeNnts (power 

supplin of +5 wIts· and ~cxnf) rn.y do so if thf deglitch circuits .e 

not used.. but should bt ~.! that the ci"iwr must (friw I cable 
I~ of 39 ohms (middl, of I 78 atm cable). 

0.2 The r.ui'tIW is U. 261S32. Both if1JUts of the r.ceiwr ., COMKted 

ttw~ dfglitch networks. 

+5 08-9 

J\,/\/\,-yv"./V------ .. 
TXO ------1 

-5 

+5 

RXD 

*f-- 1.3 

+r~-----" 

~ I 

s 
C - 200 PF 
R - 2S ohm 

8 

DRAYfISG ~lM8ER 

• appla computar Inc. ~...L __ n...;.6:!_-O_19_0r-B ____ --t 
SCALE: SHEET 7 OF 10 



5.l The transformer is I 1:1 t",. ratio tr_former with ti.t coupling between 
prim.y and weandary .. and ~Iectrost.tic sh;~ld;ng to giw excellent common 
mode isolation. 
The prim.-y is WOtRI • two windings of .32 AWG wire in series with one 
wCUld below the secondary and one abcM it. 

• 1 )-----_ 

WI 
35T 

~. 
W3 
lST 

3~-----' 

Sp.ci f icat ions: 

Car~ ~teri.l: 

Bobbin: 

Retaining CI.p: 

~tizing 'rQ,ctlnCe: 

leakage hd.ctn:e: 
Capac i tance: 

,. 

I 

~ •• --(!) 

1 
2 
3 

P·,C. PATTERN 

O.&C3 

- 1"1--
10'",= ij _l O. 13& 

O. 280 0 O. CM6 0 
-,0 (6) 0 

6 
5 
4 

Siemans B6S6S1-I<ODO-R030 (or equivalent) 

Siem_ 865652-PC1.l (Off e-quivllent) 

Slemars 865653 - T (or tqUivilent) 

20 mH minimwn 

15 uH max 
5 rI max (prim.-y to secondary with 
electrostatic shield and core guarded) 

Fipe 6.2 Tr_former Specification 

SIZE DRAWl SCi SU.tBER 
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6.4 Ed end of the Clble must be terminlted. The AppleBue connection ~Ie is 

desi"," such thlt 1 100 aim ,resistor is car.-veted ""01$ the line if ant of the 

two cOl.~ters is not 68"'. A 100 atm resiltor il UIed even tto.9' the 

c~lCteriltic impedance of the Ii,. is 78 atms bee.-- it gi\1!'S .tequite 

termiNtian Ind minimizes rrsistive lossn. 

6.5 Tt. clbl' shi,ld should be ~oundtd to e.th ~a&nt ('nm, .. ~) ,t • .:h 
AppleBul drYice. This Found is necnwry to prewnt ncnlive AFI. A ,nilter 
Ind caplCitar .e included in elCh connection m.,le to isollt. thl elbl. shield 
from the .. c.nt connection ,t 60 Hz while offering I low impedance connKtion 

to hi. frequency noise. This cannectian scheme allows wcant connection fer 

AFI JU'posft without risking high cwrentl flowing in thl elblt eM to differing 

rCU1d potenti,ll. In ttll' U.S .• the ".en wirt I'I,i'abl, in mOlt outlets i. 

s!oJltable for fr-"e CJ'oundiftQ. 
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7.0 Oocunentltion 
The follawing is I list of all Applt&a Mrdw .. r cl"lWings. 

[)' IW ing [)eoscr iption 

~lrBus Connectian t-1odule Cowr (Tap) 815-0839 

ApplrBus Connection tw10ciJle CoYer (Bottom) 815-0838 
AppleBul Cable Extender (Coupl ... ) !Hi-0300 

.< 

~lrBuI Cable with f-o;1olded Pluga 590-025X 
08-9 ConnKt ion Cable Asstmbly 590-0254 
08-25 COMKtion Cablr Assembly 590-0253 
ApplrBus Board Film Artwork 820-0135 
ApplrBul Connection tw10dulr FCC Lal A2S:-'1008 

.. 

r SIZE ORAWISG sn048ER 
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1.0 OIIcriptlala 
The.1tIM tr..-fOlIIW Is ..... In tM Af19teeu1 CCllectlGri moIlaIe to ..... 
isolation betwe.n the ~leBuI cable'" the ..uti whidt.e CClI.ted to tile cale. 

The trmCimer 11.,:, twn& ratio tr .. farmer witt. ti.t ~lIng between 
prinwy at lICGI.y .... electreatatic shieldi,. to 1M ~1I .. t cammGII modt 
isolatiCIL . 

1M prinwry II wont • t.... windi,. of .32 AWG wire in .. ill with ani wcu.t 
_low the ~ ... one ibcM it. The IICCIdIry •• 'inI'e continaa wind", of 
.32 wire. 

2.1 EiMrOlment" " 
The tr..tarmer shalt operate pr~Iy'" meet itl specifiCitia. war the 
foflowing erwh anmentat canditic:n: 

Operating Teqern.re: D to 70..,eeI C 
Star. Temper.ve: -48 to 71 ..-teI C 
Aelatiw f-Unidity: 5 to 95_ 

Altltudt: I to 4572 ftWten 
In additi~ .,. tr"'Grrnlf mult mftt ttw ..... Camputll' Ihodc ... vibr.tiGR 
r~iremlfttl while mc:u1ted CI\ I printed circuit board Ind tilted to ,. •• 
specificMion runber 062-0086. 

3.1 MtrAtII ieal Strength at War1cmanIhip 

Tht tr_'Oi I1Ilr winding aaembIt. pi,.. mc:uIting plate. CCft .... c,''' nil .. 
1eCU".1y mculted and rigid with respect to la ott.r. 

The pial nut be f.ily IOh~"'''e; soldenbillty nut mftt EIA lpKific.atian 
AS-17" 
AlI ...... itHb shill .. free of IIde mec:Nnicai atr_. 

4.1 IdlntiflcMlaR Md. 
The tr • .taI mer shill be nwbd with tt. rnadact" .. •• IWnt ,. Idlntlflcatlan 
number. ~ of mnlfactwe. ClCU'try of aritin. ~actw.·. part runber ..... the 
.oc.a.,.-t fUT'Iber. The rNrkingl shill be cla'ty legible after ~icalllSembly ... 
w8W-lOlderi,., ... clnning pr~ Ind Ifter tJCpOISPIt to ttw IbIM mentioned 
envirann-.,t. extremes. ThI mriing& may be placed ift ." can...nient ... visible 
lcat_ an tM trnfGl mer. 

SIZE DIlAWING Nt:MIER 
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5.D Electrical Speclfatlona 

Car. Mlt.I .. : 

Bcbbift: 

A.t.ining Clip: 

t-1I9wtlzlnglnIKtn:r. 
Le •• I~t ... : 

c.,.citlnCl: 

T",. Rnio: 
Hi Pot: 

Slenww 865551-I<DDO-R03D (ar eq,alvalent) 

S'em_ B&5552-PC1.L Car .ivalent) 
S'",,_ 815653-T (ar ... .liv.llftt) 

20 mH mlninun 

lSuHma " 
5" "* {pr11Nf'Y to MCOI.wy with 

electrGltltlc thitld -.s cart ..... decO 
,:, acaI'.t. to the ",.est 112 t"" 
Frcm W2 to car •• lhi.ld ... prirrwy 1000 vee far 

ani miM. with no a'F'flc.t I ••• ,.nnt. 
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'nlis apec:ification includes subjec:t natter which"., n.l&te to patents ot Appla 
Corr.,uter. No license uncIer II'i7 S'I.lc:h patents is arant.d b7 ~ication er otherwise u a 
ruult ot publication ot this specification. Applic:able lioenas "'" be obtained from 
Apple O:xrpzter. 

'nlis specification is furnished by Apple Cc:In1>\Iter fer intc::rnst.XNl ~s CI'\l7. 
Apple ~ut.er. daes not \IoWTU\t cr repr-uent that this speeltic:atlcn cr M3 ~ 
INde in ocnlCll'TNl'\Ce with it ~lt in the mtended rNnMr' Of' to be ~tible With other 
Apple poc:ducta cr netwcrlt CCITIpCI"Ients. Ncr does Ap~ ~utar US'I.lmI ~ibility 

for WI'1 em:n that the specification "'" contain. or have V\71ilbllities or oblig&Ucns for 
cSarnIau (Jnclud~ but not limited to special. indirect. cr OQNIIII!IIquenUal cSarnIau) arising 
out of Of' in c::cnnec:tion with the use of this specification in art7 WIq. Apple ~t.er "'" 
fallow cr deviate from the spec:ification without notice at art7 tina. 

This apec:ific:ation cr anything INIde from it i.s not repruented cr WU'r'VI\ed to be tNe 
from inh-ingerrents or patents of third perscns. 



PREF~ 

This doc::ument conta.ins the specification or the AppleBus Link ACt:Jl:SS Protocol. a 
nat...::rk accan prot.oco1 developed by Apple Computer. This cSccurrent is intanded as a 
des1&n reference cSocwntnt. The cScx:ument's struet\D'e is buec! CI'\ The Ethernet Data Link 
LI.Y!r and P!\ysical I..!,yu Specifications. Version 2.0. Noverri::er, l.982. The AppleBus Link 
Accea Protoc:d Halt w -ianitac:antly dillerent hem the Ethernet tata. Link Protoc:cl. ArI 
0Yerv .... of AppleBus and the The AppleBus Pr-ot.ooal Architecture. An Introduction are 
_parate docwrents t.h&1 Jnc1ucie intnxluc1clr)' cSe.scriptD\s of the AppleBus Link Acoess 

Pro1oc:Q1. 

This specificaUcn ocnta.lns fcur _cticns that de.scribe the AppleBus Link Acous 
Pt-ot.ocd trom _venl aspects. Seeticns 1 • .nd II proviC:t.e an overv .... or AppleBus and 
the tuncticnal rn::dal of the Apple Bus architectW"'e. Section m duc:ribu alerrants 01 the 
AppleBus Link Access Pro\.ocQ1. Incluc1in1 the rn.me fermat. trwre transmission. and 
trarTe recepUon. Section rv oont.&ins a procedural rrcdel of the Link ~ ~ as 
WIlD as the interlaces t.o the ~jc:al and Network IA1ers. 

JteIders lookinl tor an 0WRll unde.rs1.ancSini of the the Apple Bus Link Access Protocol 
shoWd I"Md the finn two ..cticN. Irnplementors or the Link Access Pr"O\oc:Ql will find 
t.h&t lIeCtD\s m and rv contain the det&ils of the specitic2tizl. . . 

Nr:aticn 

'nv- different nl..UTm"ical reprnenta.tD\s will be used in this doc::wTent: 

~ 

Ibb ... b fer BiNry nunal"S. ( b· 0 cr 1 ) 

$hh for heXlil'!Secimal nwrbers, ( h • O. 1, •••• 8. A. B ••••• F ) 

n\U'li)ers nn .•• n with no prefix fer deeirnal nwnben (n· O. 1 ••••• 9 ). 

The t.enn nt:de is WIled t~t this specitication to reter to wrJ c:onq>Uter, periphenJ 
device. arver. etc., \hat is at\&ched to ard cormunlcat.es over \he shIl'ec1 nedlwn of 
App}elNs. Other ~ ~ tenns are st4tianand /teI6t. 

Jnp1en".matif::ao\ 

Thia doc:wntnt ia a 8J*:itic:atD of the tuncticl\. term. and prootlill or the AppleBu8 
Link At:ous Protooal. Al~ frequent. reference is n-.de to aspects of specific 
1rrc>1.en-enta.ticns or the protocol CI'\ various Apple COlTf>\l1.ers, this is merely fer the 
pu.rpoee 01 Dluftratian. '!'hare is no iq>lieatian that the n-enticned hardwve cr ~.....,.. 
ccnI~icns are requb'ed b1 this prot.ocal specification. . 

iii 
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LIn~ 

AppleBus is & qstem desiSned to tunc:t.icn in three nwJcr ClCl'\tiCUz"aticriS: as & srra1l 

wcrk-area intercxI'\neCt S)'S1.em. as & tribut.ar,y to JaroaIer netwcru, and in its m::IIIIt 

elemental fClr'11'\ AS & peripheral bus bet'WMn an Apple oorrrpu'tar m:1 its decUeatecS 

peripNral devicH. 

M & 8tand-.leN wcrk-... network. Apple'" providH c:aTl'f'Ufticaticn and ~ 

sharlna &m::II'\& up to 3Z COI1'1>\lters, 1IeI"VVS, cSisu. printers. m:demI. and «her 

peripherals. Men ~~. AppleBus wppcrts a wiIr5e writt)' ot fCll"thoclminl 
0; 

.rvlcu such as shared tllu. elec:trc:ftlc man, ancI cclft'l'unicaUc., with CX'lf1'i>\lters and 

l'eSClUl"OtS CI\ ot.her net'WCl"u. Further. AppleBus has been c5esiened to .ucw its 

incat pciatic:ln. ~ tric5Cina devices. into lM'Ier MwcrU. 

When t\lncticnina as & periphenl bus. AppJeBus In effect lrrf>1emenb the ccncept of slots 

by providq an extemIl SDerial bus tor \he ccnnectic!n 01 .. variety of periphenl devices .. . . .' 

Applebwl Is cSesl&ned to fit the neecSs of the Irw:1tv~ \&at" ~ wishes to extend his 

nazirrwn nwrbr of d~tadwd pari~. ancI pnw~ tor the ......... 

requirements of .. smtJl cluster of c:crrq>uters. Clz"etul attentk'Jn Ns at.> been paid to 

businessu. \Where wa-k-vea ntttworu feed J.aroee t.ckbma netwa-u and CCI pcrate 

ClX'l'lfl.mic:atb'l ~lies .. mixt\1l"e of netw:rks and~. The desiCn ~ of 

Apple.Bus can be summarized as: Jaw COIS't. eu,y to bwtall. euy to extend. and an open 

~m U"'d\Met\IN. 

AppleBwt acous hardware &. bunt into Macintcsh and lJ.a q:rWr8. and &. usent~ 

tree for these systemI. The Sl\1el4ed. twlst.ecS-paIr CIble used to ferm the bwI. vd its 

u.oelaW eebJn and oanrwctara. brine tht actual per NXIe CCII'\nIId CXI8t to ~ abcIu\ 

$25. 

a.ctr~. AppleBus has been duipwld with pusiw (tl"Matc:rmll") ccupUna 01 nc:du to 

a t.runk cable, with sint>le. selI-ierminaUna miniature DIN CICI\nIed.crs. No special 

irwiall&ticn &. neoe.sary. ancI ccmput.ers. periphtnals, cr servers mq be easily re.loc:ated 

or 8I5ded. n-e actU&l c:a'lnection of a device to AppleBus is sift1)ler than hcokina stereo 

ilp"k .... to a "hi-fi" system. 

1 



!I'M AppleBus Prot.oca1S P!rk ... .uppcrts a,..,. r4 ccntiaw'"atD\s fran .~ 

iIIclicated device attAclvnent ~ intemetwarkinC. Vlth the same ..rtwve. AppleBus 

"-y be ex1erdecS ~ App1eBus tridles to ather AppleBuses, and ~ p.te~ \0 

ClXml.D'\icaticns arvices and other netwtrks Cloc&l cr lcrC-haul). 

Apple has dewlopecS a auite 01 protooal.s fer App1eBus which provide tunc:tianalit,. 

cu ,npcnSq to the varicwI ~ of \he lntematk.Nl 8tardard8 Oraanlzaticn (lSO) 

Open S)'Nnw Interccnnlctian (em) NeNI\OI mr:del ( .. p~ 1). ~ at the 

JKKBI JQIIi"8 1 Orou&h 5 C1'h1's1cal, ~\a Link. Network, Trarwpcrt. a'd Seakln) ferm 
II> 

the ocn 01 the AppJaBua Protoca1 Ardllt.ctwe. The UIe 01 ~ir'I.uow. developers \0 

.... 1In nI'W tunctlcN and applk:aticna ter AppJeBua. ~ the ~ of 

AppleBus. Apple wW nake all technical docwnentatJcn CCIl'J)let.ely public. 

pat! Rate: 230.4 XDd:rita per -.card 

llaxirnun Node s.p!l"!ticn: 300 mlt.er. 

Maxlnum NwrtIer or Ncdes: 32 

Medium: Shie1decl. twi.stecl-p&ir cable. buebud -iaNllinl 
Topalg!Y: Linear, nan-tranchlna bus 

Link Cbntral PnxMlure: rwq di.nz-ibut.d peer protoca1, with Ntistical 

CClI'\tenticr\ ruolutial'\ (CSMWCA) 

Me .... ~I VaMabIe _be froamn. "bnt ettcrt" ctelw.,.. 

2 
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L2~e 

AppleBus at the Physieal1evel has a bus toJ>OlCCY c:cnsistina or alinea:- tnanlt cable with 

interYenirC CIOI\neelicn m::dWes to which ncdes attach via a short drop c:Able. Electrict.ll)' 

an:! mtehanicalq, AppleBus is a rn1lti~. balanc:ec1. tnnsfCll:'n"er-i8olatecS. _rial 

oonm.u\k:atic:lv ~ ter up to 32 ncdes. 1'he ra\rl data rate is 230.4 JCDobits per .-caI1d 

c::rver a dWt.anoe of 300 met.e!'s. 
,; 

Data packets are transmitted as frames \lSine an HILCISILC tc:nrati the trarres bits are 

encoded usina P'M-o. P'M-o is a bit encodina technique that provides .ut'"1:loc:kinJ. 

BalAnced siCNlline is achieved \&Sine RS-422 driver wd receiver ICs in each or the 

attachl!d devices. The tnn.srcrme.r provides Jr'CUnd WolatD\ as ~ as prot.ecticl'\ from 

~ic d~. ~~ce a ncde is pusively conneded to the, trunk eab1e via a drop cable. 

a ckviat IIa7 fail wiU'olt diaturbq c:xxmunicat'icns. Nc:dn ~ be added and rern:wed 

&om t.hI ~....tth cnl,y miner di8:rupticn 01 Ml'Vioe. 

Since end-u.er inNllaticn • &U\1II'1Id, auerrbled e&bln will be .ald in 8'tandard 2, 6. and 

15 meter JenI'lhs with rm.l~ ::-:.='.!.~ DIN~. The trunk cable ocnnec:ts to an 

ApplaBua ~icn m:x!ule. TNt ocnnteticn rra!ule is .. smtll plutic cue (3"x 2"x 1") 

CC1'11.&lnir\e a transfcrme.r. resistive and c:apaeitive circuits fer noise irrmJnity. and two 

3-pin miniature DIN c:crnectcn with switches to a 100 CIhm t.ennin&tina resister. 

Attached to this plastic cue is an 18-inch "drop cable" which tenninate.s at the ncde ...nth 
either a DS-9 er DB-2S ccnneckr. The trunk cable is shielded. twisted-pair cable 

(Belden 8212 er ~ivalent). 

Per detan.d ~ intc:rmatian. rater to AeJ?!e .... DK:ta ~ Sp!citic:atir:!!, "'"*' 1S84 (Apple Ibc No. 082-0~A.). 

L3. P& \AI • 'b IU'Id Saft~ 

Urder17irc the use or AppleBus is a specifie set or protocols. or corrm.D'\ieation "rWes". 



Thue protooa1s OQITUpcnd to the ISC:>-aD ~ 1 ~ 5 (avsic:al, Data Link, 

NetWlOl"k, TransPQi-t • .ncl Session). 

While Apple recoil. I ends the use of these protoooLs, oom'I'I.U\ic:atian over AppleSus is not 

<lepencSent (.1\ their exclusive use. The protoo:>1s ve ~recl. l'\mctic:N1l7 distinct 

enUti .. , -...hich allow ea:q acoe_ and 8dditlcn of altematiYe ~. ""_ ~iu that 

& sott ..... 4ew1oper c:oul4. fer Instance, 1ewn&e upon \he pt\1S1etl aN! cSata link J,QIers 

to build & clltt.-.nt prgt.ocd archn.ct\1N. 

Per f\Irther details refer to the document, Ttw N>P1eBu8 PrcIeoocIl ~. Aft 

Inta«b:::tb!, and tndtvk!ual docun-enta GW\ ud\ or the AppleBus~. Prvtocal 

speeitieaiicl'\s will be made avaDeNe as they are COfTI)letec!. 

Briefl7. the three lQItrs of the architecture that are relevant to this speeitic:atm 

Include: 

The ~ical ~r enccrrpsMs the ph1sic:&l and electrical ~istic8 or AppleBws 

as ducribed earlier In U. ~ _cUen. 

The Apple'" Link Aoa!ss' PloIDo:JI(ABLAP) CQlTUpcnds to the Data Link ~ of u. 
lSCK:SI reference m::del. This protoc:d. whicl\ rmst be QAIIICft to an qstems (.1\ the bus, 

provides "but dfart" deli'Wr,Y of data ~t.s betwaen nrxtu. ". A'J3LAP ~ the 

enc&psUlatm and deeapsu1&tton of dat.a in an ARC.A.P.Dwmrand then J>l"VVlc)es aec:ess to 

the bus far tnanamiasian and receptian of framu. The tcm"At and interprew.ian of the 

data encapsulated by \he trwne 18 len to h~ level protoccls. Detallec1 <tesc:rlpUon of 

~ function 1ft in lleetion U of thw c:)oc:wnant. In 1IW1imaI7. U. LAP rnanaa-: 

1. BloIS ACJ::US CcI'Itral 

All ApplaB\w ncdu compete tar UM of the bus. It is thI tunc:tian of ABJ..» to 

resolve this OCI"ltention. and provide fair access fQC' all nodes. AppleBus ~s an access 

discipline that is \enned c.trier ~ JluJ~.Acntss' with OJIiriw A~ 

(~ CarTier Sense ~U\S that & sendina node first "senses" the line. and deters 
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to cnaoina transmission. (WI;';'" ~~nuns that the prot.oc:al at1.empts to minimize 

CDllisicns. A t:r:Illi6ir:Jnoct:AJrS wherI two (or ft'I:II"e) ncdes transmit frames at the sarTR tim:. 

In the AppleBus CSMAlCA technique, all transmitters ....... t until the line is idle tor a 

minirrwn time plus an additional tim! &$ determined by a aene~tion of a (pseudo-) rvdom 

ftW1't:Ier whoee ~ W Idjust.ed bued upon perceived bus traffic. ABtR does not 

Nq\I1l"'e har<fwIn ler the actual det.ecticn 01 callisiana. 

AppleBus \ISleS an 8-b1t identification nunar CIICdP ~.,. CI' .. /D) for noc)e 
~ 

lIdc1rusir\l an the bus. AppleBus ncdu have no ~t Iddrus or kJentificaticn 

nuniler CCl'\fiaur'ed into them. When a node is activated en an AppleBus. it nakes a auess 
at ita ncde nWTt:ler. either by extrac:tirC ita nW1'ber from .ami term or Jana-ienn 
(parameter/disk) llemx')'. CI' by teneratina & rancIorn n\ln'ber. The node then IIends & 

IrpeCIal Awn enquu,. trwre to this JUe.ned 8dcSrus. and wu tor an acknowledaemtnt. 

U 1\ receives an ~ment. It knows that the c:hcsen node n\U'ltler Is ~ in 
u.. and repeat_ Uw procea vit.h a different J\»a until it aucoeeda (no 

ac~ment "celved after "pealed transmission of the special enqu~ frame). 

ABLAP is wtUrately ~ponsible tor the destination and 8OW"Oe node addrene.s enocded in 

the header pcrtion of a rr.n.. In addition to the ability to direct pKkets to. specific 

node en the AppleBus. ABL.AP a1lDWS the troedcutinl of pacltets to all nodes en the bus 

usirC destinat ion .sdre.s.s SFP'. 

h'ame JerCth nay vary arbitrarIlY with & sUp\llatecS rraxtm.un of 600 data bytes. This cl&ta 

...... l'I'tied into rran.. with a three-byt.e ABJ.» header and an append.d 1e-bit RwnI 

Ch«:k 8ItIqrItInt» (FCS). The!'CS Is ealc::ul&\ed ustna· the stan&Sard CRC-CX::ITT 

~. Packets received with an invalicS rcs are discarded by the receivq node. 

'ft\ia c5cc:uJNnt prcwides a P'KWe specification 01 the Data Link ~ 01 the AppleBus 

vchit.ecture. It doea not specify the hilher level protcx:xU required to c::anple\e a 

netwcrk architecture, ncr does it detail the pl'\)'sieal interface to the ccrrnunication 
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...slum. 'ftw hiQJwr lwet prot«xU an ezpedecS to provide errcr 1"eCOVeJ"7. fJCIIW CCIft\rQ1, 

and encl-to-enct tnnspc:n of UII' data, as well as nppcrt tor application 8el"Vicu. 

'ftw ~ objective of this specification is to ensure CIOIT'f)&tibilit7 An'a"C vuiaus 

AppleB\ls irrr>lementatic:lw. While cSittermt hiQher level prot«xU will be in;>lementecS CI\ 

AppleBu. t.N entcroenwnt of & unique Link AI::otea Pr'O&oaal vD1 au-nntee ~ 
access to \he ne\\IQ"k \hat Is both fair MCS sUble. 
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'nw App1eBus Link Access ProLooo1 perfc:nns the functions CUt i espordina to thoee of the 

J)a&a Link ~ of the lSO-CSI reference mr::del. ItBLAP ~ perfca ii.the .s4lticn 

I\zncticn of ~c node Iddrus &BsilMent. '!'he faUowlnl tunctional rncdel duc:ribes 

the a-neNl canoepta of the protocol. 

One of nJcr architectural features of Apple Bus is the \I8e of lQertrc. LQerirC lends 

clarlt)' too the desiln by detinina ancS intelTelatini f\lnctionaUy distinct ~. Each 

Jqer of the prot.oc:d architect\1J"e builds upcn the .rvices of Jawer Jqers and it8e1l 

Jll'C'YicIes 8Il"Vices too hiCher~. In the specific cue of the AppJeB\LS Link Acae.ss 

. PIdoca1. the Pt\Jaic:al .r CCl'\Sists of the transmissicn lnICliwn If¥! the associated 
electrical .i8NllinC facilities \Wed by Apt q too t.r.nafer data trwr... Apt» in tum 

prcwII5es the Netwcrk IQer prot.ocals (the ABl.APt:litInt) wtth .. "best .ffcrt". 
_ "a free. nade 10ncde da1ivwy of cSaI& PKbU. 

P 2 Ptrpica1 La!!r 

". Phlsical ~ of AppleBus is a 230.4 Xilobit per _oond channel ~ a shielded. 

twisted p&ir cable. ". ctwnnel is driven in cantormll'\Ol with EIA StancIIrd RS-422 

balanced vcltIae specifications. The Pt\picallQv perfanns \he tuncticns of bit 

enccdirClcSeccxlq. S7ftd\rQnizalion. bit tnnsmissicnll"eoepticln • .nd CllTier _Me. '!'he 

lQiIa ecS III'ChMet\lft of AppleBus allows fer the Pt\78D11Qw too be replacecS by ardher 

nciham .. ~ .. u... l\ancticN ..... provxs.d .nd \he Interlace betWMn \he ~"-l 

...s l1at.a Link Is rratntaJnecS the Am!. An explanaUan or each or the fUnctlans perfanrec1 

bJ the Phpica1 J.q.r is 8WrI'IW'izec:I belew. 'l'he cSetan. of the AppleBua Phpica1 ~ ~ 

In the App1eBua Mec:hanic:all!::lectrl Specltic:&tlan reteJftd too ... 11er. 
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Bft~ 

Bits are encoded \Wire a ..u-("lockirC t.ecN\iq\Ie tnDwn .. PM-o (bi-phue space). In 

I'M-o. uch bit oe11 (nc:nina1q, 4.34 ~) oan\aN a tnnsiticft at its ..s, thus proviclina 

timina intern.Uc.". ZeI"OII (O's) .. enoocIecl b7 ed4inC M ed4itklnll tnnsiticn at micl-ceU 

(- PI&Urw 2). 

o Voltage 

Crossing • 
J 

.... 

1 

• 
e_._ 

4.34 
mlcrasecs. 

1 

1 

_._._-
J 

... 

a 1 a 

• " t r I r 
- '- _ .... _.- .. __ ......... 

L j L J I 

. 

At the bellnninC of a fr'amI #JJLMI tnnsrnlts a """"'QI';"tbt pula This is a trMsition 

en U. bus, faJkr..s by M idle pu-Iad ar-ter than tWD blt-1.lnu. The ~lzatian 

pul.- • obtained b)' rrarentariq enab1ina the 1_ driver fer at 1eut en bit time. betcre 

dWablina h. This C'I". a tran.iticn wblch wI11 be tabn as a dock _ all receiwrs en 

U. AppleBus. Hawawr. since it is fcibACS _ an Idle periad 01 sufficient lerCth. a 

H-inC Cb:k • detected b,r the receivv.. Tha "-lie Clack .uowa tnnamitten to 

~_their ecce .. to the 11M. 

",. ue 01 the EIA RS-422 s~irC st.mSIr4 fer 1nnsm1ss1cn anc:l receptlcn over 

ApplaBus prvvidn sianlfic:ant17 hiattwr data I'"&1es t:Nflr ~ distances than with the 

!IA. BS-Z3ZC standard. AppleBus WJeS dltterentlal, t.l.Inced volt.ace sJIMUlnI at 

230.4 JCiJcbits per secord CNf!l' a noaxirnun distance of 300 meters. ". balanced 
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ocnr~ticn pnwidH better imlaticn from IJ"OUI'd noi8e currents and is I'd ausceptible 

to ftuctuatirC vcitlee potentials between ~ If'OUnds cr CUCII,Ul m:de eled.rcrnlCnetic 

Interference (EMl). 

Qa,iar_ 

The Pt\)'sic:allQw prcwidH an tndicaticn 10 the Link AI:J:Iea Protcco1 ~ acttvlt7 is 

8eNIId en the c:.tae. Per Inftance. en the Macintcllh. CUTier ia ~ when the aiart of a 

valid tram! is det.ect.d b.v the ZikClII 8530 Serial ~ CantraDIr (lAB, JIit 

equalI 8U"O). " 

D.3. Dda L~ IA!!r 

The Apple~ Link Access Protoc:d is the kel rned\lnism.ucwirC AppleBus nocIes 10 

IIhIre the oarmunlcatb\ 1nIdlwn. It partc:rms the functions ct uniquely IdcSruslna each 

~ie:al node en App1eBuS. encapsw.aticn and ~p.w..ticn or user ~ta within an 

A 'All ~ b'ansparent tnnsmissic:r\ and recepticn ct the frMa U\rQCh the ~ic:al 

ndiwY\. ~nent of access 10 the pl\7sical nd~ and detecticn 01 tnnsrnissicn 

Each nocSe en an AppleBus has a unique I-bit fIddrus, which is al.-o ~ .. the __ 

MrrtBJr(nccIe ID). This at5Cb ess is \18Id to kltntU'7 the 8CU"Ce 1M destlnaticn of each 

uu;P frane. Unlike other netwcrD that U8e fixed, \D\tversalq unique .sell ."., 

AppleBus WIeS a d1n&mie nccIe IdcSrus usilnment 8Cheme. Thus, AppleBus nccIe 

IddreaH an unique cnl7 within their 10cal bu8 and ~ cNnate cwar tina. 

'.rM .-bit AppJeBus Destination address is used to "IDter" tran.s at the cSata link Ja.yu. 

I'rwna whrae dntinaticn adda ... cScea I'd mat.d\ the neeivinC nacIe'. adda .ss an I'd 

acceptecS b)' that node. The eddress 2SS (SF!') has a lpeeiall.itance. Franes received 

wlU\ d ... Unatic:r\ eddrus equal to this value are accepted b,y .n ncxSu. This pvmiu the 

"bOlldcutlrC" of data packets 10 all nccIes of an AppleBus. ft Is ~ 10 ncM that 

the nade adda ... MI"O (0) is I'd aD-.-d and is v.ated .. ~". 
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· ArchMct\ll'e fer mwinC WIer infcmw.tian up er down ~ the prot.ocQllQers. A uni1 

of u.er inlameian is ~ to' .. Ja.yv-specitic haD.!" ardIor van... as it IIDVU 

~ e.d\ ~ from a user applicaUon down to the cSata link 1qer. 11'\ the cue of 

Am», a pnurtie, an Am n hHder .nd traDer/pc8tarrtie ~ the data PIS8Id fI'orr 

the next h .... .,. (netwark). 1M ocnupcncSlnC prot.ocQl.,. at the receivina end 

eDminn .nd NmWa thI1Qw 8peClftc prot.ocQl Wc:natlan .. u.r Wcnratlcn lID". 

up ~ the ~ to the receJvina applicdicn. 

Dda 'l'tw_, • b\IR!c!pl_ 

AppleBus u.s a blt-c:rient.d cSat.. link protocal fer data tnnsmiaicn Ind receptm 

Unlike b.Yte-criented pI"OtooaIs ... bit-ariltnted prot.ocQl p.nnH.s the use of all bit patWma 

within the fnmI. The frMa deUmlter fer ABJ AP • eaUId a rLAO. A fila Is the 

distinCUlsbed bit aequenoe 101111110 (m). T1PicIl.l7, flies are ~ ~ 

~) transmit .. a\ the ~lnnlic W end ot'rr.n.. MIS..s ~ ~) 

nee""" to detect tnmI·~". 

1ft crdB' fer tht data link prot.ocQl \0 trarwmi\ all bit patterN vi\hin .. fnmI the prot.ocQl 

rrut iMure data trans~. This is provkSed by a technique knaIwn as "bit st\lffq". 
A- q au-nn'-- that data .nt en Uw bua CClI'\taina no ~ of IIa'e 1Nn tift 

~iw 1'.. It cku uu. b.r lMertirC a 0 .ner eK.h strJn& OIl tift Cl:ll'\8eCUtiw 1'. 

dIdac:t.ed in u. ... data s\Nam. A ftCIivina Am» perfCll'llll the in"... operaticln. 

".trippile" • 0 which IcD7 .. tift CCII'WeCUtiYe 1' •• 

M nlllln ..... w4 

Apple .......... conm.anicaUClft mlClham Ind 80 Nq\lin8 that accea to the mlCliwn 

be~. This access ~t Is perra niiCl b.r the ABJ» prot.ocQl. Aar., \laS .. 

CCftt.entkft rucNticn mtthod bawn .. ~rir"" ~M _ MIll tJt:tlliIdM 

AMM::Imar(aDlWCA) fer link acoin ~t. CSMAICA u.s U. CuTiar SIMI 

.1IN1 pravDc! b7 the Phlsical LqIr to deWmine " tN channel. buq anct. it 110. w.its 

fer. nancSc:Im perm A tran. d~ is u.-d to ~t a caUisian avoiclance .chama. 

This scheme is discussed in detail in .ctian N.2. 
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Bec:awIe c:amunic:aUcn channels are emr prone. an ~t tunc:ticn of the clata link 

loQ'er is to usure cc:rrect recepticn of dat.a. ABJ» \IRS a frame chec:k .aquence kncwn 

u Cyclic R.eclundu\c:y ~k (CRe) to block cheek the clata frame. ABI» \laS the 

~ CRC-CCITT ~ to compute the !'CS by perfcrmina a ~ division 

CII\ the clata frwrw. Jftmn detac:t.ed with an Invalid res are 4iKard11cS b.r the receivq 

node. 

It shoul4 be Jded that PLAG aeneraticn anc! J'eCCII"&tticft. ncde adcIIess recaeniticn, 

bh-stutfq (ud strippinl) ud FCS aenez-ticn/valId&Uan will l1PJc:a1b' be dane by 

interface hardwve. PiIUr'e 3 mustrates the rel&ticnship between the lcNest t~ ~rs 

CI'h1sical and Link AcOea) 01 the AppleBus ProI.ocal Architecture ..s a t.Jpic:al 

"lemmtaticn (the M.cintcsh) in hardwve cd 8Oftwve. 
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'!'he faDDwinl..ctians c:Sesc:nbe the najcr fMtures or the AppleBus Lint AI:t:ns Protoc:ol. 

The.- incl\de & cb'n&mic ncde nwnber usianment mechanism. the trwre fCll"ftat, an::! frame 

1nnsmissicn an::! recepticn procuas. 

AppleBus dou net require that a node's Idcirus be hcaldldlcantiCur'ad in it 

pemanentJ7. The prirnlr')' ndivation fer this feat\ll"e Is that \IttIen a ncde Is rrr:wed 

between AppleBu.-s, It Is possible that Its a1d node number CD\tUcts with CIW &lrudy in 

.. CI'l the new bus. Hence, it will have to acquire anN ncde fturrter. 

"hen a nac5e f~ beoorres actiVe. it nates a ~ at its ncde ftwn:.r. This I\aeSS ny be 

I prc;vicled b)'''''' art of lGnC-1enn rnem:ry (e·I., pu"M'llter mtmr:r)') or rta:1 be Jenel"&ted 

MCh time b7 80ITe ~ mechanism (e.I .• the low crder bl1.s or 80ITe timer. 

Mc.). 

In arty CUt. the new node rn.lSt then verity that this aues:sed nunter is I'd ~ in use 

by.ana ether node CI'l that App1eBus. This is dcne by repeat.edl)' _ncUnc out a special 

direeted A "~.P I1tqtu.ir:T t:Jt:ftb'D/ .bMIPto the aues-s node acJc!rIess. U the l\aes.d 

~ Ia in \1118, then the CQl'ftSpc:ndinC node will, Upc:w\ receivinl the .nquiry rupc:rd 

with 11\ ABT.AP ~ t:ltJIIIb'D/ bIInaI The reclJ?tion or this frwre indicates that the 

I\llDeCS ft\UWi)er l8 ~ in use and & new ~ m.1S't be eenerated. 

Repeaied tnmsrnissian of Enquir,y ,...."... i8 ued to acocunt tor cuu where & node -ina 
the IUessec! IdtSress ~t CWl"eI\tJ7 be buy. en4 thus miss 11\ inquiry fnne. 

Ncdt IIddreun are divkSecS into two clu .. : .....,.1t/1dI aM a .and...,. ... 
aM && 'lhe .... ot addrenu fer uer node •• 1..127 ($Ol .. $?F); the nnae fer 

aa ver nodes • 128 .. 254 ($80 .. $11:), with soo re.rved fer "unknown" .nd S!'F rnerved 

fer brcedcut. 



The .tdru8 ~ S. ~it Into two puU ctu. to u. t.ct that 8CIftII nr:du If87 fer . 
• xtencSecS periocSs of time disatie receptlan &om AppJeBus (tor 1nstInoe. it the)'''' in the 

mIdcDI 01 & dlva-In ... i". .0pu0Uian. .uc:h as disk .ace_ ar v.nst"'ina a bhnap 

docunw\t to & laser prlnttna clevlce). aad\ & node wD1 rd rupcn4 to ~r noc5e's 

equir7 rr.m... 'ftl18 CDUJd 1Md to two nadn aoquirtrC u. .... ~ d!a .... 

It .. ~ Iq)cx1ant u.t no ncde acquire the ..... ~ as - ~CUClI'\InI 

~ ftOCSe .ince uu. WICIUJd cli8napt ..-vice Id ~ fer u. oantllctlna nocSu but al80 

fer Gthtr .... 01 the .......... B7 .xc:bd1rC uar (nrm _ vw) ncdes from the ..:5dIea 

.... u.cS b¥ ~ the paalbDJl7 01 u.r n!du (Mtchld en ud cit with .. _ 

~) ca\lllc:itirC with _ vez •• e1im1natec1. 

Within \he ..,. ncde ~ ~, 'VWJticUian can be dcne ~ upeiUClusq Ct.,.,.
retnnsmlssicN of \he t:nqu1r7 frarre) to dec::nue the tniti&1izatic:l\ time tar such nccIes. 

A men ~ ad e.xtendecS addNa ... iprnu\t .,:heme is .....ad b7..-vv., L. h7 

u.u .xtra time d\a1rC the IdcII ess wrUlc&tlcn process ~ ens\n that. cnce ehCIeen. the)' 

wID be W\ique en the Apple... 'ftlia .. Id cs.t.ri.rNntal to a ---.,w •• operatian .Ince 

aach ncdes we nrel7. awItchecS en ar ott. 

It. cIurin& ncrmal operation after acquirinC its ~. a nade det.ec:ts tile \I8e 01 the sarre 

IIddrus by .:me other node C ••••• it receives a c:s.r-to-Sm! hire with ~ ..:Idrus 

a. ...... tt. own at!a ... ). u.n \he AJJIR ell i ..... 8hcIuJd _ a n.a to inclicate _ 

tddrea CCINlict ernr ocncSltkln to its clien\(8). RecoveI7 tram this ocncSlticn. II desired, 

Is a. I'6apaNlbDlt7 Of hWwr Jaowl P"*Xri •. 

m.a .............. 

'ftw bMic unit 01 AmrAP tnMmiakll\ • & "'C .. PICuN 4). Prier to tnnamitt~ tM 

"..,... ,.w.q ..... out & ~Izallan pabe tnlJcrrlld bJ & Itwte pnIMItaIrcanslstJna 

oItwer ...... n..,b1tes (.01111110). 'rheframt is ~_& __ 
pratla~ ccnsisUr .. 01 & n.a bite (11)1111110) and_ abcrt sequence (_wn ar 

men lblta). 
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~ One ~rte (6 bits) ~ 
}. ; 

M~B LSB 
~\l 

" 
I I I I 1 I, 

Flao 
Fr.-ne Pr~e -

Flao 
, 

Destmatlon 

Address 

Source 

Address 

LAP T'),pe 
Field 

- • Date Field • • • 
I (up to 600 bytes) 

FramE' 
.. _._ .. __ .- Ctleck --_._._-

SeQuer,ce 

Flag 

frome Post.emble - Abort ._._-_ .. -

Fi9llt: <t AppleBus Link Access Protocol Frame Format 
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The ABLAP frame itself OCl'\Sists of a three byte A BU.P .hMciIr(the ciestinatm ncde 

~ .. , the 8CIUI"CIe ncde -=kh .SS, a eN byte LAP t;n:. neJd) fo1kuecl b7 a variable 

lenIth data field (0 to 600 bytes). InCS a 16-bit tnme c:hec.k -.quence. 

The Destlnatkln nade ~ esa (8 bits) speclfles the IddI esa of the ncxIe fer '-"'ich the 

traIN • intendecL 

n. LAP !).pi IWd (8 bits) is U88Cl .to specify the t.7Pe of the frwnI. Values 129 to 2S5 

($80 to $F!') we \I8eCl b7 A1JLAP fer ib own ccntrol trunes. A1JLAP frames 40 not inclucie 

a data field. The different ARt» can\l"Q1 tr.n.s we as fallows: 

ellpDfQ (LAP type • $81): This antit)es the ABL» Enquiry frame type used by the 

~ nociIlddN .. U81annwnt m.c:NIn .... 

e1epAClt CLAP type .• $82): A nade nceivq a lapENQ frame rrust and a lapACX 

(ABl.~~) fr'arM In ~ 

e ~TS CLAP type • $84): ""is trame is used as pM"t of the 3......, handshake to 

tnn.mtt. data paebts. It notities the dntinaticn that the tnnsmitter wishes 

to ....s a p6C.ke\ to it. The dntin&tir:lft n'N8\ ~ wt\h either a lapCTSt 

e JapCftJ (LAP t;rpe • .)a Ttlla bwnI la eent b7 & dutiN.ticn nocSe in 1"Upan8e \0 & 

lapaTS. It Indicates the wDlir\lneSS of the NCeiver to accept a data packet. 

It.Bl..A7 ocntrol tramts (LAP tn- in the ~ $80 to $IT) nceived with a type field oUwr 

than thoee listed above we siq>ly diseardect. 

LAP t)'Pe field valun 1 to 1Z1 (SOl to $1F) ant u.-d in ABLAP trarres c:arT)'ina client data. 
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In wch framea, the t7J)e field plqs the role of an identifier of the client's prot.ocol type. 

This albw's the sim.a1t&neous \.We of ABLAP by _venl netwcrk level prot.oc::al.s (Con-'Cial to 

rraintaininl an open~"" vchMcture). The A'BT.» iq>lerrentatm in a nceivina 

nr:de uaes the wl~ of this type field to determine the client to whrxn the trwne'. data 

rrust be delivered. This client in tW"n \&as the LAP type field wlue to deem how to 

In~t uu.. da1& (tcrnw.t of the dat&, hi&her level prot.ocol hMder, ete.). 

,.,. an .~le, the Dataaram pootocol of FiauN1 speelt*l b7 Apple (can.d the Da~ 

Delivery Protocal) uaes LAP type flekS values of 1 m:t 2. (See the alreIdy referenced 
.. 

A'BlR transmits and receives data pac.kets en behall of its clients. The fermat and 

interpretaticn of packets is detinecl by h~r level protocols. Client data is ant by the 

Am» by enc:apSUlatin« it· in\o an Allt.AP At. trvne cLAP type field· SOl to STi). The 

data field CG\~iN a Rquence of up to 600 oct.ts. It 8hcWd ~ not.d ht the lencth in 

bits of client daS.a In a frame nust be an lntegntl nultipJe of I. 

The 16-bit frame check sequence (7CS) is ccmputed as a tunct.ic:n 01 the ocn1.ents of the 

~ a:Sdrus, dutinat.ic:n ~. LAP t;ype. and data fa.ld.s. The enoocSil'\I of 

atC-CCITI is defined in terms of the ftandar'd ~inI ~: 

"... CRC-ccITT frwna dwelt -.quanoa va1u. CClT'UpcndinC to a .tv.n fn.mD is 

calculated bued. en the fcUOIa'irC ~ cljvisklr\ iclentitr-

Nez) • Q(x) • It(x) 
C(x) G(x) 

Hex) • binary ~ (anoespcn:1ir\& to the trwne after c::cq:>1ementing 
M first 16 bita)i 
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_ Rex) • remainder after dividirC H(x) by the aeneratirC ~ (ita 
coefficients are the bits or the ros). . 

"ftw iq)lelNftt&tlan of the cae fer the I'CS fiel4. at the tnrwmitter, cornput.H the cae 
a1art~ with the first bit or the destination Iddren f~ the openJna nac and 

mapplrc • the cd ot data fWd. "I'M I'CS field at this point Ia an Inwrslcn, er 

CINS ~lement. or the transmitter'. renairder. 'nw result or • ccn~ received 

tnrwmlakl\ .. a CCIl'Wtant: 8)O1ll01000011l.1 (xU •• x'). 

1ft the SILC ln1>le.mtntalion or cae. • m:dltielS pcQnomial expression (m::d\.Ilo Z) otthe 

tnNImitt.ecS data to be c:tMclred • c:tivkled b.r u\e tenerallrC ~ x l6 + xl2 + xS + 1-

Iftteaer quotient cllelt. are Jencnd. and the transmitter 8eMs the COI'T\Plement of the 

ruultirC rernalncSu- value as the Pes. 

In additkl\ to the divisicn. of the bin1z7 value of the 4at.a bJ the aenerattna po~ to' 

aenerate the rernalncSu- tf:r c:heekinl. the ~ rranlpulaUans OCCW": . 

1. The dividenl:l is initi.l1!1 pre_t. to an 1 's.. This IdI:Sa the biNry wlue of 

the pruet bib to that of the da\& bhal. 

2. 'The tnMmitw's r'el'f'&inder is in~ bit-brbit acs field) _ it is 

ant to \he ~iver. T'bI h~~ bit. of toM FCS field i.s ~tWd 

fnt (X1Se ... , XC). 

S. The receiwr includes the res field u pen of its diviclend.. Ccifttinuecl 

OQI'I1)utaticn raias U. valua of the dividend ~ b.r the factc:r 

x16. Since the dividend and rerraiNSer at the receiver is eqUll to that at 

iN t.rwwmit .... at the ~irC of the FC8 field, iN remainder at the 

recelwr at the end of the res field Is • CCII\S\ant that Is c:hIn.cterlsUe 

olthediv .... 

If the receiwr ~\rt.&tian does not yield the CCII'\St&nt. tlX)()1U0100001Ul.. it t. uswned 

uat the fnme ,.. reoeiVflld In.m:r. n. entire trwne 1s ~ and ~. 
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Since the ABLAP hMder ccnsists or 3 octets and the cSata field his 0 to 600 octets. the 

smallest valid frame (nol includir\& the FCS) is be 3 oc:t.ets lcrCt while the lArIest is 603 

octets kina· 

In.3. ~Ti."i'-km 

.. 
AItU;P tnnsmits cUent ckta in A'Bt» cSata franes ustna a special cSlalOlUt Invalvq one 

CJr mn I:SLAP oantrol tranas taUw.d b1 an ABLAP data fr'ana. 'nw exact term of the 

dl&101Ut depends CI'\ the destinatiCln of the frame. Q\ this basis ABLAP dlst~ishes two 
kinda of tran.s: Dilaactsd.nd .111*&4 __ 

A dirededp&eket is eN wha8e destination ~ is" & sir\lle node; a t:rc.dc:astpae.ket" 
" ." 

!he purpcee of the dial~ mentianed above is to control the access to the shared bus in 

aft ClI'dIrly fuhiCln \hat reduces t.he probability of a ca1lision. This is bued CI'\ a 

CSMAICA. t.cMique. 

The d~ rn.ast be _parat.ed by & minirrwn Jnt.u-Dialct Ce.p (DlG) of 400 .."..c.; the 

4ifferent trames of a sinele 4ialo& rrust foUcrw eN ardher with & maxirTum Jnter-Frwre 

Cap (!PC) d 200 ~. 

The fI"ane transmission procedure is described se~~ fer dil'ec:ted and fer tralde.ast 

tnn.s. 

CcNiISer the cue of & directed cSata frane (Me ~ 6(a». The tnnamittlnl node uses 

\he ~ic:&l1Qer'. ability to .ue if \he line 18 In u.. 11 the line 18 busy the node waits 

UfttD It beocmu idle (the node i.I aid to CIIIItr). VPCI'\ MMin& M idle line. the 
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tnNImittar waiW for a timt equal to the minirrum IDG plw. a randorril), Jenerated MI:lIUnt. 

n&rina this "walt It. the transmitter canUnues to lTa\itcr the line. It the line renw.ins ktle 

~ this wait periocS. then it 8ends an ABt» lapltTS fI"amI to the intended 

receiver of the d&t& frame. Tbe receiver mast within the muirnun 1PG retW"l'\ alapCTS 

tranw to the tnnsrnittina node. UJ)CI'\ receivina this frwnI. the tnnsmitter ft'I1St within 

the naxim.&m JPG .and out the data bwnI. 

The purpoee of thia alFithm • twolckl: (1) to ....triet the pericd8 in which ca11.bw 

we h~ lJDlJ (Ulls Is d\lrlna the lapRTS-JapCTS exchanle). Ind (2) to spread out In 
" tlmR ... 8"a1 tnrwmittan wahine lor the lina to btccn. icIIa. The lap1lTS-lapCTS 

exa.nae. It ~ ~leted -lenities that .. c:dlisicn did Jd occur. and that all 

intendq tranamittan haw hMrd ot the carnini cSata frwrIt tnnsrnission and are 

deteIT~waitlnl· 

II in fact .. callisicn dcu 0CC\a" cS\riJ:C ~ lapRTS.-lapCTS excNnae ... lapCTS will not be 
. . 

ncetw4, INS the sendlna nc4e wm tMn IJIIt:k Gt1'Vd ft\rY. The seMina ncde Is sa.k1 to 

.........,. a oalliaicln. 

".. .... ot Uw random wait time is ~ if such .. caUls"" is det.c:tecl. In tllet, thi. 

~t or t.ck ott is deN usinC .. linear beck ott alpiUvn that ~ madlfiu 

this rsnae in 1"eS)XI'\Se to recent traffic: histcry. The icIe& is that it co1lisicns have been 

pI"U'WNd fer recen~ sent packets. this sJanitiu heavier lo.Una ancS hi&her ocn\enticn 

fer the bus. Then the ranc)om wait shcWd be aeneratec! over a taraer ranee. thus 

apreadinc out Cin time) the different oant.erdltnl for the line. 

Two faders are \I8id fer adJust~ the,.,.: Ca) the nwrl'ler ot times the node hid to 

dec ... and (b) UW nwrblr of timls It. Nd to bIlclt off. This hlstarJ 18 lTIlInt.&tned In two 

lebit lIJfttJr7,... CIfti each fer .terencu and fer back otf.. At each attempt to .and .. 

pICUt u.. b1'e8 are IIl\lfted left anD bit. ".. 1c:Jwn\ bit of each byte is thin -' it the 

node had to deter er back ott. rupectivel1. en that attempt, el8e this bit is clearect. In 

.ffect the h~ b1ta remember the deference vd beck ott h~ tor the last ei&ht 

atteq>ts. 
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I End Of Previous Frwne . 
j o..lne beCOmeS lC2le) 

-v ~R'*m [~j#%1 _o;;.TA~~ 
i i ~ ~ i ~ •..... __ .. _ .. _ ... T • T ---...... -.--.~ i ;4 t ···· .. 1 ~ ... t .... ~ 
i • I . 

i (a) D1~ted pocket 

I 
; 
: 

i • i Line Is sa aseo Idle, 
I retry Initiated 
: 

COll1s1on 
l 
!+-2DO usee 

(b) COllision 

· . · . · . 

+200~+ 

(el Broarx:ast Dil(ket 

Generated If CflOtner nooe wltrl 
sane node 10 Is present 

t -- lnter-Fnme Gap ( ( ZOO mlerosecs ) 

1 Inter-OIa1(9Je Gap ( ) 400 mierosecs ) 

1 ,. idomly generated Ume interval 

F1f;p'I! S /ItBL/4P Timing D1Ig1WilS 
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-nw histcr'7 byte is-usee! to wSJust a __ , ~ JnIK The nut takes values in the 

... $CO ~ SOI'. Whm the first atteft1)t is INde \0 send a l*'\ic:uJar tram.. and the ncxIe 

n'&II't deter. the nut is CI\'ec! with SOl. thus _ttq its lowest bit. 

'ftte number 01 _t bits in each hia'kr,r b,yte proviI:Ses a count of the number of times the 

node hid to cit,,, et-ck otf) in the Jut eiat\t at1e",*. This is u.s to IIdj\ast the muk 
_ taUaws: 

• If the m.vwt.r ot tins the nocSe '-cUd off durinC the Jut 8 atteq>ts is areater 
than Z. thllI'Uk Ia exterdecS bI CN bit (up to the rraxirrum of 4 bits) ani! the back oft 

~ byte is then c1eIred. 

• EIa. If thI nwrar 01 timu the ncde h.s to deter Ia Jus than Z. the nuk is 

ncl\lcecl bI en bit (dcIwn to the minimam 011 bit). 

• a.. If neitNroi ~ app~. the mu.k is Jaft .. la. 

Ll) The tnnsmit1er 8Ift8eS the bus untn the bus is icIle for the minlrrum too tina. 

1.2) The tnnsmit1er waits an dSltic:Nl tina detenninecS bla nrdam nuntler. 

(The actual pl"OCllC!\n for aeneratina this nntSorn value is discuaec! below). 

U) The transmit_, upClft successful ncaptkl\ 01 the lapCTS. ~ a Data frarIa 

(in which it encIpulat •• the client'. PKket). 

The extra wait durina 1.2 tends to .pread out transmitters which .... CCI\\enclina fer the 

Une .-d. UNa, minimize (or avo~) coUlsicM. A transmitter &SSW1WS that a coUisic:r\ has 



oc:curred when it cbs not receive & CTS tranw in the Nquirad tina (lFG). When this 

Mppen5. the transmitter retries startina at Ll. Fer each attelT1:>t. a new random nWTUr 

~ be aenerated in step L2. It after 32 atte"'J>ts the transmitter is unable to 8end the 

data trame. It reparis fallure to its client. 

Br"OIdcut packets .... dWtinauished by their Destinaticn address beina $!'F. When the 

ARt ~ Tl"ansmltPacket procedure det.ec:t.s \his. It pwfcrTfll \he falJawina procecSure: 

'" 
B1) The transmitter senses the bus until the bus is idle fer the minirrwn IDG time. 

82) The transmitter walts an ~iUQnal Une determined by a rwdam nunar. 

(The actual procecNre fer aeneratina this random val~ is cSisc:ussecS below). 

83) The transmitter ands a lapltTS trana with destinat.icn Idckus $!'F. . .... 

B4) The transmitter senses the line fer the naximun IFG tin. 

B5) AIt.fto 8en8q the line idle fer IFG. it 8ends it.a DATA true. 

The J)\D"pOSe or the RTS in step B3 is to ensure that other tnnsmItters .... COIJ'\izAnt or 
t.ht intent to tran.mit, and to farce • coD is ian it another transmitter.tar1.s at the sane 

time. II the transmitter detects bus activity durlnl &4. It makes .up to 3Z fw"ther 

attellq)ts befinninC with NP B1. It it fails to t.nn.mit the data tramt after 32 atteq>ts. 

it repz1s fallure to its client. 

BroCcast packets .... ~t without cdlisicn except in the unlikaq cue 01 ardher 

transmitter at1.ef'l'1)tina a troIdc:ast at \he same time. 



~ re<.'lOIInizes the boundaries of an inc:ominC frt.rre b¥ m::r\itcrina the Receive 

Oww:ter Awn.we boalMn wrilab1e pnwkiecl b7 the ~ica1 Lqer. Each incaminC octet 

Is paaecS to U. l'ecetw Frame t\a\ctiCln \ll'\tD an EM of Frame boolean variable Is _t b1 

h J'tvwic&1 LQw. 'ftw rwoeiwc! framt can ...... t.e _vwal cc:n:!itiana that rrw..t be 

hInIDed by ABlAP: ovemU'\ DTcr. t.S frame Size. ~ DTcr. t.S trame Type, ancS 

'*! trane CRC. 

It .. frame (excluding the FCS). cl..-tel" thin 603 bytes er arran.r \han 3 b,ytu is 

received then it is reJected end .. ~ em:r stt.twr .~ 

IlIJJlR wu not able to stq synd\ronizec! with the inCCll"t\in& clt.t&, cwsir'l receiver 

0W1'TW\8 cr undernans, the frame will be rejected and an overNn er ~ erTcr 

...... t.cl. 

The trame's LAP type field is cheeked aga.in.st each of the valic1 values rer a ~IR frame. 

0therwiR the fn.me is rejec1.ed and a bid fnamI ~ ernr is ~ 

The CRC-ocm frwne ~k seqwnce is COI'\'plW fer the incaminC rr.mt. When the 

entn tran. has been reoeivtd. ABI.» tests the ~ FCS fer the frame. The CRCok 

Bcolean variable is tuted to determine \llhether the frame wu received without 

tnNnNsaicn ea iGiS. If the CltC fa in CTCZ" the frame is rejected ancS .. bIdtl"ame CRC 

en'CII" is aenerated. 



II the destination IIddI ess of the trane is not eq\al to that of the receivirC ncde cr .. 

broedcut froamt. then the rest or the tnan. is iIncr'ed-





cxnt 
mlrFrwnestze • 3; { smallest (LAO t1eaI:'Jer CJ"lly) fnwne } 
rn8)(Frcrnas1ze • 60s; (size of largest LAP fnrne including FCS • 
fTla){)at.aS1Ze • 600; ( size Of largest (81 capsulated) ~ aata neld } 
DltTlme • 4.34; ( Dft time (aJsec) t 
byteTlme • 39.0; ( worst case sl~le Dyte Ume 6Jsec) t 
mlnlOOtlme • &00.0; ( mlnlm.rn Inter-Dlalog Gap In UJsec) ) 
IOGSlottlme • 100.0; ( slot tlme Of UWlsmlt Da::kOff al~r1um {JJsec) ) 
maxIFGtlme • 200.0; ( max1nvn Jnter-Frwne.Gap in (aJsec) ) 
lT1iIJCDe1ers • 32; ( • defers fOr a s~e packet ) 
maxcoUsns • 32; (. col1tslons fOr 8 slr9le packet ) 
18IlENj • 181; I LAP type neld value Of &O.dry fnrne J 
lapACK • 182; ••• AD<rlowI~t tnrne ) 
lapRTS • 184; (... RecJJestTDSena tnrne t 
lapCTS • ISs; I··· ClearTOS8na frame ) 
rdcFLAG • $7E; {value Of S'\ t-D...C ~} 

. tJPe . . . 
I glObal result types from LAP f\J'lCUons ) 

TnnsmltStatus • ( transmltOK" excessDefersl excesSCOllSl'1S1 ~ ); 

Recelvestatus • ( ncelvec:»<.. Receiving, FI.IIlRecelvel frwneError ); 
Fnmest.atus • ( nJFname, I~AT Afnamel 

lapEN:)frcme .. lapACKfnrne, lapR TSfrcrnel lapCTSfran&, 
baCJfl a iecRC .. baCJfnrneSlzel badfnrneType, 
owml'£rror" Ln1P~"or); 

( oata UI1< types n2 stn.ctures ) 
bit • 0..1; 
DltVeCtor • peat., array [0..1) or Dlt; 
octet • IOO..IFF; 
inAdOTeSS • octet; 
LPPtype • octet; 
IOata=leld • '***' array [l.Jna)OataStze] Of octet; 

( baSte structure of an M..AP frcme .. not inclualng FLAGs, FCS ) 
fnmelnterpretaUon • ( nlWl structured l: 
rFrcrne· paat.8d I'8OOId 

case tnrnelnterpretatlon Of 
raw: 

nwoata : peated array [l.rnaxFnJT18S1ze] Of octet; 
structured: ( 

tnt 

C2StAcIar : a"\AI:ttt'ess; 
srcAOar : ~ess; 
lapType : aLAPtype; 
Ga~leld : IOataFleld ) 
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v. 
MyAattiess : octet; I set ClJrtng tnttlal1zeL,6p J 
Backoff : Integer; current DaC*.off IW9 ) 
fAarVaUct MyJl.4arees nas been valtataatea ) 
fAdrJrUse, ;mtner nocIe nas same MyAaclress} 
fCTselCpeCted : bOOIeart I RTS nas Deen sent, en Is valla) 
Glferco.ntor coUsnCcUlt : 1rUger; optional, for statistics only ) 
aeterHlstory, COllsrHlstory : bttvector; 
outgol~~ lncor'nlntl-~th: t1tagIr; 
outgoinJ'aJ(et, ~t : aFnme; 

The faUowina c5eclaratians refer to ~ specific Interfaces ...t\ich aN US'WnId to be 
Il1o 

aViflaNe to the LAP procedures. The f\lneticN are tn>icIl11 bits anc! cr bytes cant&ined 

in the relevant ~ interface c:hlp(s). Similarl1. the prcceduru we expectecl to be 

represented in .etual ~ bJ mNl'\S 01 cantrol bits within the ~. 

We will triefl1 cSnc:ribe the USW'I'Id attrlbut.es 01 each 01 these. Appendix 1 defines the 

ccnvpc:rdenoe between thue dtflnlUcna ~ the ectU&1lntertaca nlevant to thI . . 
barctwIIn of t.he Lt_ udlClI' Mac (which lq)1emtn1.s App1eBwl va thIt ZDqt'" Serial 

~k:1n8 CcntroUer (SCC». 

C8n1erSense incSicate.s that the ~ is aensjnQ a f'lwre en the bu. 
R0QataAvaIl indicates that a data byte is available. 
pQATA is the next data byte avaUaNe (as indicated by RcvDdaAvall). 
EnlDffrane incSi<:eJe.t that a valad clos1n&!'LAG has been <ietect.ed. 
CRCqs inc:lieaies that the received fnme'. FCS is CClied (when EndOtFrwnl is 

tn.). 
OverRI.rIlnlSlcatu tha\ the cocIe c1kS not keep up wl1.h data receptm 
MI!!Ir'9!lca indicates that & mIaIIing d.oc.k hu been de\eeted. 
lBLAddlea _t.s the ~ to receive frvru directed to JC7Addrus. 
P!qeT)()rtwrs and clsenJeTlIDrtwn cantrd \he os-raticn ~ \he RS-42Z driYvs. 
"'Tx lind cI.sebIeTx can\rQl \he operat.Jan of \he daw. tnnamltw. 
bA..AG ce"", \he trIIna"u.1cn ~ & rLAO. 
bOAT" cau ... the tnNrmiaian ~ & daw. b.YW; this is WR8. 
tlrCS QU'" the tnNrmialan t1 the Prwnt Check S8quenca. 
to£s CIU'" 12+ anu (1'.). 
I"!Ii!tRx. enableRx and clsableRx central the reoeivv. 
resett=lss.lrc(?kY* ".11 .... the MialnaClock indicaticn to be c:lauw!. 

( hartJWare Interface ftIIctionslprocec1lres J 
ftn:t.kI\ camerSense : bOOleat 
f\n:tlan R)Q3taAvaU : booIBl; 
ft.rlCtlan POAT A : octet; 
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external; 

external; 
external; 
external; 
external; 
ect.mr8l; 

ecternal; 
ecternal; 
ecternal; 
extemal; 
ecternal; 
extemIl; III 

ectamal; 
extemIl; 
ecternal; 

The Am AP m:del'. in1ertace to 1.he next h~ ~ (tta cl~t) is 8peCitild in t.enns or· . 
," 

the talJcwina three cWs: 

Pu IOed.Ire "Hellzel APe hint : octet; teNeT: 1JOOl .... ) 
'this p!oced\Ire initializes the ABLAPi It is expected to be called exactl7 cnce. The 
Nnt parwne1.er is a ~ .w-tina value far the neeSe's AppleBus ph)'sica11ink 
.sdress; a value of 0 indicates that Am q tenerate a Nrtina value. Upan retum 
ftUn the call, the s1.atlan's actual d:irus is aV' nah1. in the &'JObal variable 
HyAib ! s. It _ wr is tnIe u.n the internal procedure ~ will spend 
extra time to de1.ennine it another node is usinl the .lected node adc!I .... 

An:tioo lIa 61Td~ dStF>aran : ~ess; t~: c..N'tpj 
ClataFleld: ~3Cdat.aL.lRM: r): Tlrii'dtSiataa' 
'this is the eaU provicled to tnnsmit a pw:ket 1IiCI'08S. The InterNll\anction 
Tra.I.tL.~ilt : namdtStatus perlCII'TM the tnn.smi.aicn Link A.ccea 
alIarithml. 

This is the entr7 provided to receive a J)Kbt. The intema1 functic:l'\ 
J!eceiftLlnkKInt : 1'rwneStaNs; in1>lements the reception Link Access alIcr1U\ms. 
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. intlal_rAP is call8d to met tha ~ variab1.H to known states. it can. 
acq\l~ to initialize MyAddrus. 

paocecue lnlUallZeL~ nlnt : octet; server: DOOI ... ); 
v. l:~; 
begin 

Backoff :- 0; 

( InlUaUze history aata for Bac*off calCYlaUons ) 
ft1r I :- 0 10 7 em 

begin 
deferH1stor){1] :- 0; .. 
coUsrf-Gstor){l] :- D 
a¢ 

aetel'CCUlt :- 0; 00l1S1'lCCUlt:- Q; fopUCNl} 

qMeAaOres$( nlnt, server) 
and; 

!V.I. ~8S$ ~=~ 
"nw ~ m'reeqDess provicles \he ~e ncde usilM'ent alacrlUvn. A. 
8p8CW framiI (ot ~ lapENQ) is Cl"MUd and sant. When no nc:diI ~ afWo 
Npea.ted &t~tat U. CWT'Gnt vU\M of MyAddlea ia u.wnId to be at. far u. by uu. 
node; the stUe of fAdlVaUd retJec:ts UUs fact. (It the &1obal fAdrlrU!!e ever becamu 
tnie after & call to aoquireAddrus, another ncde t.M1 is Wlir\I the arne MyJ&d:lleu has 
brian detected.) 

piuca:1n ~reAddress(hlnt : cctet; server: boolean ); 
WI' maxTrys, t.rys : Intqr; aqnme: IFreme; 
begin 

if hint) 0 
hn 

. MyAddress :- hint .. 
If server 
a.. 

MyAddress :- Ra"mT( 127 ) • 128 
aile 
My~ =- RIlldon'( 127 ) • 1; 

setAddress( MyAaaress ); 
fAdrYaUd :- felIe; 
If seNeI' 
t:twt 

maxTrys =- 1500 
aile 

maxTrys :- SO; 

( the main locp of acqnre.Address; repeatedly Ch!ck for respcnse to El'Q ) 
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rapeat 
uys :- 0; fAOrtrtJSe:- false; 
WhIle uys ( maxTrys dO 

If (ucnmJtPad(et( MyAadress, l~NQ, ~.dat.aFlelO, 0 ) 
- ucnmJ t.O<) or f Aarlnuse 

then 
begin 
l' server 
hn 

MyAddreSS :- R8IICbI( 127 ) • 128 •• MyAddresS :- R8I QJI ( 127 ) • 1; 
setACk2reSS( MyAOOress l: 
trys : .. 0 .., 

elIe 
If tryS ( maxTrys 
UBl 

trys :- trys • 1; 
else 

fADrValio :- tna 
U'1W fAarVall0 

'!'he tunetian trausmU:Poet is called by the ABL» client to _nd a pICket. AltIer 

ClClnftnactJnc (encapsulat1n&) the caller's cS&t.aPararn. It calls upcn 'l'rw\smlU-ink.MImt tc;I 

perfcrm the aduallink access. 

ftn:t1cI\ trcrlSm1 tPacket( 
ClSt.Parn : ~es$; 
typeParam : a.,optype; 
CJ8tcf>8nWn : aDataFleld; 
GatalErlgtll : lnteQer ) : TlCI'lSmItStatus; 

~fPmJrUse .., 
tra'lsmltPacket :- ~ess ... 
-'" 

{~y interface oata into frerne for Transmlu..~t I 
wltll OIJt9jl~t dO 
~ 
ClStArtt :- dSt.Parirn; 
srCAalr :- MyAcSaress; 
lapType :- typeParam; 
GataFlel0 :- dataParam 
nt 
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The t\mc:tlcn TJa.,d~bil"In1>Jement.l the CUTler Sena. Multiple A&::cus wI 

CoUiaicn Avoidance ~ TransmitLinkM&n* ia at the heart 01 the AppleBus Link 

N:;oe_~ 

LAP attel!'f)ts \0 mininUe coUisb\S b¥ requirinC tnnsmitters \0 .. it a ~ 

..... ted amM\t at 'belen &end1rC Uwir IlTS froarrft after the bus hu been 8e1'\8Id idle 

tor a rninim.un tirM (the tOO). M7 tr.n8mitw \llhich cSet.ecU that mother tnnsrniuicn is 

In prq&rua whue " .• in t.his rwdam walt naaat dater. 

In crder w minimize de. under llaht Joadin&, but stm be able w mlnlmlM the 

protIability 01 caIlisic:fta uncW rnr::dar&t.e to hM~ Jc.dina. tht rwdam da1q is pic:bd in & 

nIWt that is ccnstan~ IIdjustecI buecl upan the NCentq obeerwcI histcr7 01 a nac5e's 

atteft1)ts to access U. bus. Two histcr7 wctcn CdeFeJHstory and COUsrf-lstgry) aN 

u..s to keep tnck 01 the last 8 access attempts at the bus •. I:ech at~t .:Ids a sir\lle 

bit of histc:Ir7 4&\& \0 Ufte wctcn. bJ shUtile left the C\DTeftt val .. and upclatir\l the 

vacat.s bit with the appropriate value. cSeterH~[OJ ia .. It a deference ia required 

4urirC 8\ KCeSSi collsnHistcry[O) is.t if C\ atteq>ts result In 8\ usunecS coUisicn 

(Le. '-di: otf). 

". .... of tht c:urnnt kkctr islldjustecl upwII'd8 (wa nulnum 0116) ,... the 

~ caWsicns exceeds Z In the Jut • at~t.I. Bec1rnrf lalldjustecl downWlrds It 

the J'\WrI:Ier 01 cbeerved cleterences is less thin 2 In the last 8 at~ ... C\ 

ad"juftrNnt ia 1IIIde, the ax , •• pordinC hiata7 dUa ia .... to Uw "rnainum" value .0 that 

f\u1.her 1dJustment.s are Inhibited untl mare hisk17 data has 1CCWrIIl.aSed. The naxim.un 
val_ fer .terHWtcr7 ia aD 1'.; the rnainum nlue fer co1lmHWtcr7 • aD 0' •• 



This hu the errect of apreadina out att.e~ to a Ja\-liftez\ina ncde fer a kInaer tine. 

thus increuinC its chanop 01 receivine cur pac:.ket. 

f\.ncUon TransmiUJnk~t : TralSfTlitStatus; 
VII" 

LClBackOff, I : Integer; 
fBroaocast., ~ : bOOlean: 
)Q'T\tUmer : I88l; 
revdfrcme : Frarnestatus; 
RTSfnITIe : IFrwne; 

bagln 

with RTSfrane m 
DegIn 
CJs~ :- CIUt4J,llrq>acket.OStAtJOr; 
SrcA21r :- MyAalreSs; 
lapType :- 18(lR TS 
er¢ 

fBr~t :- outgOlrq>acket.OSt..Omr - FF; 
tEN::) :- outgOlrq>ec:ket.lapType - 18PEt'Q; 

{ ad).lst B8::kOff, tJesed l.C)al recent history ) 
If Dlt.Col.r1t{ OOllsrHstor)' ) ) 2 .... 

lBJln 
BeckOff :- mlr( rna)( Ba::kOff • 2, 2 ), 16 ~ 
forl:-Dto7~ 

collsrt-ilstor){l] :- 0 
ns 

else 
If DttCo.rlt{ deferHistory ) ( 2 
then 

begin 
BacKOff :- ~Off Glv 2; 
fOrl:-Dto7~ 

aeferHlstor>t}l :- 1 
arQ; 

I sNft history data ) 
far 1 :- 7 CIM'1tO 1 GO 
~ 
COllsrHstol'}(l] :- COllsrtilstor){!-l~ 
deferH1stor}{l) :- aeferHlstor){t-l] 
..a; 

COllsrt-t1stor}(O] :- 0; deferHistor){D]:- D; 

{ initialize main 1~ } 
aeferTrtes :- 0; COllsnTrtes:- 0; 
LclBa::kOff :- 8ackOff; U.-.sm1UDle:- false; 

Ibeg1n maln lCXliP Of TransmltLll1c.Mgnt} 
Rlfat 



( walt for mlnInUn JnterOlaJogGap Ume ) 

~. ) { walt for CIly packet In progress to pass 
If cart1etSel ase 
v.. 

DegIn 
(-.ure mInlrrun t)aCkOff If packet In ProgJess ) 

Lcl8ackOff:- rna)( Lc18ackoff, Z ~ 
_erH1stor){D] :- 1; 

( perform W8tctGlg reset Of Rx for -Stuck- carrtersanse ) 
m'ltUmer:- Real'nme • L5 • ma#rames1ze • DytlT1me; 
IUSut 

...u r1Jt carrtersense or (RealTIme ) m'lttJmer): 
If can1erSense 
.,... (some~'s wrq. CI_ Itl 
~ 

ant 
{ walt for mlnlnun lOG after packet (or ICDe line) t 

)lntUmer:- RealTime • rnInIOGtlme; 
.a;wt 

WItIJ (Realnme ) )G'nttlmer) or carrte1'Sense; 
. ~ not carrtelSenSe; 

. . 
( walt our acdtlonal bal:*Off time .. defe~ to otners J 

)lnttlm8r :- RealT1m8 • R.oJrr( LCI8ackOff ). lDGSlottlme; ..... 
V1W (Rea1T1me ) )lntUmer ) or C8n1erSens8; 



( use COli men COde to detect Jlne state ) 
fCTSe~ :- true; 
JCVafrcrne :- recelveFrcrne; 
fCTSe~ted :- falSe; 
If fBroaacast .., (rCVOfrcrne - ncFnme) ... . 

D8gIn 
\r.-.sml tFnm( outcJllllJ'a::Jket., outgol'9-engtn ); 
TlCflSm1tLt~"'91lt :- tnrcsmltQC\; 
t.nnmltcl:n! :- tNe 
Ind 

elSe 
If rcvOfrwne - lapCTSfnrne 
1ta1 

tIIgIn ~ 

tnnmltFnm( outgolrtl'a::Jket., outgol'9-engtn ); 
TnnsrrutLl~t :- tnnmitCl< 
tnnmltcl:n! :- m. 
InQ; 

{ asune cc11ls1on If we aon't receive the 8lq)8Ctea eTS ) 
If I'IJt tl'WlSlTlltGre 
UBl . (CTS not ~ initiate I8UY} 
~ ". . 

Incr( COUSI'CoLr\t ): foptlona1) 
. collsn-i!stor){D]:- 1; k:Gte history dItaJ 

If cclJsnTrtes ( max(X)llsns ... 
collsnTrles :- collsnTrtes • 1 

else 
~ 
Tra'lSrT\ttLl~t :- excesSCOllsns; 
UCRmltoone :- true 
lila 

Ind 

Ind (else .. not can1erSanse) 

WlW Ucrasm1tacn 

1V.8- n •• ,dtFrame Plcced\re 

The procedure U ... ,dtFnme is respcnsible tor prttirC data em 1.0 the bus. NGUce that 

certa1n detalls • .uc:h as haw a nAG is tc:rced and a J*:ket t.rminat.ecS (which incl\des 

811'dq of the !'CS) are not explicitly detailed here d\ae to their extreme NrdwIre 

dependence. Note: the 12 cne.s at the end of the frarnt are requUwS to finish cmekjna of 

data 'b1 a receiver. 



.. 
I : Integer; 
bttUnler : ..a; 

begin 
alsaDleRX: 

( gererate tne S~rcnztrvJ Pulse t 
btttlmer :- RealTime • 1.5 • bltTlme; 
enaDleT)()r1wrs; 
~ RealTlme ( bltUmer dO 

begin aRt 
dlsaDleT)Q1vers; 
bltUmer :- RealTlme ·LS • bltTtme; 
~ Rearnme < blttlmer dO __ a'¢ 

( start tne c£tual f11me tnnmlsslCl't t 
enaDleT)lf)rtvers; 
enaDleTx; 
w=LAQ; w=LAG; 
fOr I :- 1 to ncrneslze G) 

T)()etA( trane.rawOat(l] ): 
bFCS; 
btFLAQ; 
~s; 
(ftsaDleT)()rlvers; 

( nHStaDUSh default llstenlng roode J 
resetMlssll'q:loctc; 
anaDleRx 

ant 

franeslze : Integer ): 

( output 2 opening FLAG's ) 

{ sana tne FnI1'I8O'eCkS8QJera ) 
( the trailing FLAG ) 
( sana 12 ones fOr extra ClOCkS ) 

". procedure reoelvePal:*et is the priftwy interface routine to hiaher levels. It is 

.rpecitild .. it it ia 1I1ft~ ~ b,y the \I8U". Note \hal in ftW\7' imp1emIntatians. 

1M k:lwer=1evel BecetveLtnkMtJ'r' lunc:Ucn WOIUl4 be Invoked b7 In tntem.lpt routine. 

P1«aU'e recelwPacket( 
.. dstPanrn : anAddress; 
val' srcPanWn : alAOdress; 
.. typeParam : aL..APtype; 
var 08taParan : aDataFlelOi 
.. GataLengtn : Int8gar ); 

.. status: Recelvestatus; 
begin 

-USlPIIIIS'-. 

37 



'1'ht fUnction R8ce1\IILIr!cMJnt ilTf>lernents the receiver sicSe 01 the Lint Al:t::ea Pl'otocol; 

, ,It ~ tJPiaally be called tram an inlernapt 1'CIU~1ne rather \han noalwPlcbt. . . 
ftn:t.Ian RecelwLln<MlJnt : RecelveStatus; -status: RecelveStat.us; 

CTSframe, ACKflW11l! : I/Frame; 
begin 

status :w Receiving; 
~ status - Receiving em 

case recej """*nme of 
bedfzwneCRC, bBdfnmeSjze, bedf'r.neType, 
Ln3el'J\l'Error, owl'J\l'Error: 

status =- frarneError; 
~lIme: 

I' fAdrValid 
ttB\ 

bIIgIn -
ACKfnme.dstAddr :w IncamlnePackelsrcAddr; 
ACKfnrne.sn:Itddr =- MyAdaress; 
ACKf'J'Ime.lapType :- lapAQ<; 
UW1smltFnme( ACK'nme~ ); 
status :w rul1Recelve ... 

else 
begin 
fAdrIrt.Jse :w me; 
status :- rullRecelve 
tnt; 

lapRTSfnrre: 
If fAdrValld 
thI!n 

begin 



CTSfnme.dst..Amr :- 'rooml~et.srcA.Oar; 
CTSflCJ'11e.srcAOdr :- MyAckn'eSs; 
CTSfnme.lapType :- lapCTS; 
.ttansmltFrarne( CTSfnmel 3 ) 
and 

else 
I8JIn 
f~lruse :- tNe; 
status :- n.allRecelve 
8'It 

I~TAfnme: 
If fAmValld 
V8l 

status :- rec:etveoK 
81_ 

IBJIn 
fAmlrtJse :- tn8; 
status :- R.dlRecelve 
ant 

rr:#nrne: 
status :- n.allRecelve 

and (case recetveFnrne); 
RecelveLI~t:- status 

ant 

ft.ncUon recelveFnme : Fnrnestatus; 
val' rcvUmer : raaJ.; 
begin 

( provtae timeout for IOle line t 
rcvUmer :- RealTime .. maxJFGtlme; . .-...w can1erSense or (RealTime ) rcvt1mer); 
if rat carrterSelese .,., 

bIIJIn 
racelwFrame :- noFrame; 
Dlt( recelveFnme) 
and; 

( line Is rot lale .. cnect< If frerne Is for us ) 
rcvtImer :- RealTime .. maxlFGtlme; 
fill sit 

\ftb RxOwAvail or (RealTime) rcvtlmer): 

If RlcCtIarAvall 
tNn 
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begin .. ( receive frwne ) 
error :- false;. fnrnecklne :- false; 1ncom1rq.~:- 0; 
I~ 

rcvtlrrer :- RealTime • 1.5 • oytenme; 
Itpeat 

W1t1l RXO'larAvail or (RealTime) rcvtlmer): 
If RxCnar Avail 
a.n 

begin 
If OWIRlI\ 
u.n 

I8JIn 
racelveFnrne :- CNe1'N'£rror; 
error :- true .., 

elle 
.. 

If Incctnlr9,.qtn ( ~nmeSize .... 
taJJn 
1nirn1f'9.. en;tn :- 1rarnIrq..~ • 1; 
IncomI~et.rcrwoaU(lncoml~engtn] :- noATA .., 

Ill. 
tJIigIn .. 
recetveFrwne :- DamnmeSize; 
error :-.m. 
nl: 

If Erd:)tFnrne 
tNn 

c.gIn 
If CROQ( .... 

b8gIn 
Inccrnl~ergtll :- Inccrnt~ - 2; (eaxult for eRe) 
If lncomlrq.engU\ ( m1ri='r 
V&l 

b8gIn 
recelveFnrne :- OIdfnrneSize; 
error :- true .., ... 
frailecD Ie :- tNe .., 

else (bad eRe) 
08gIn 
recelveFnrne :- t82nalTleCRC; 
error :- true .., 

.., (If Erd)ff'rwne) 
.., (If RXOlarAvall) 

81. (RealTlme ) rcvtlmer } 
taJln 
receiveFrcrne :- l.IlaerJ\I'Error; 
error :- tl'JI! 
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. end 
&dll .n,., ...... m-edQI.."".e or enor; 

( cneck on validity of tne frame ) 
I' franedCr Ie .,.. 

I' fAarVa11d 
tNn 

( If our awl iSS Is VIlIQ, c:ta:k on actual type J 
If ~.t.1apT~ < 180 
111m 

recelvaFnme :- lapCATNram8; .. 
cae ~et.1apTpt_ 
lapEI'Q: 

recelveFrwne :-l~; 
lapRTS: . 

recelVf!lFrwne :- lapRTSfrwne; 
lapCTS: 

If fCTSQk 
UW\ 

racelveFrwne :- lapCTSfrwne .. . 
IJIgIn ..' 

fAdrlnJse :- tNI; 
. racelveFnme :- badframeType 
InQ; 

otnarwl. 
recelveFrwne :- bam'lcwneType 

n (case Incoml~et.1apT)1)e) 
el_ 

I we received sometnlng Whlcn we dlCl"l't 8lCP8Ct ) 
IJegIn 
fAdrJrtJse :- true; 
recelveFnrne :- RlFnrne 
ana 

. n Pf RlcCnarAvall) 

... (no RxCharAvail ) 
recelveFrwne :- noFnme; 

~ resetMlsslngClOCk 
anQ; 
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• 
t\n:tDt bltCcu"lt( bits : bltVector ); 
v. 1, un : 1ntIIgI!a'; 
bl9n 

sun :- 0; 
farl:-OtD7cm 

sun :w un • blt.s{i}; 
bltCcu\t :- sun 

In2; 

fU1cUa\ mir( vall, val2 : Integer) : 1ntIIgI!a'; 
b9' 

If vall· < val2 

IRI; 

..... 
min !II vall 

Idle . 
min :- val2 

ftn:tkn rTB( vall, va12 : 1ntsJer) : Integr:r; 
bIgln 

If vall ) va12 ..... 
Ini; 

max :w vall 
elIe 

max:w val2 

ftn:Ual RrmT( maxvaJ : IntIIgI!a' ) : 1ntIIgI!a'; 
bagin . 

( rmte: tnJs Is l"l»lemented • .,y .~ IIIICb'n n..I1'D!r generator 
Whlcn prtXU::e$ II result in tile IW'Ige 1Li.1WIIIl-1. ) 

811; 



Th. appendix explains hr:Iw tM hardwre interf..:. rcutints declarec! in ..aicn IV.3 ant 

.a~ Iq>lemented en the ~. 'Mhich ues the zncc- sec as its primlr'y interlace fer 

Apple... NcU that all or tM reaist.er aM bit 1\U'MS be1Dw are thaee u.4 "" Zl1qt- in 

Ita sec cIocumentaticn. 

cantersenIe in4lcata tNt the hardwre Is .nslna .. trame en the bus; thi8 
CCI'I'Upands to tM ~t of tN SYNCIHUNT bit in!!m. 

Ac\OItaAvaU Inc!lc:ata that .. cl&ta b1te is ava jJab1e; thla OCIn'Upcnds to the !:!. 
Qw:ader Av·naNe bit in BIQ. 

noATA .. the next b7te from the b.asi It .. BBl. 

ErcD!fnme Indicates that .. valid dcsq nAG his been deteetecli this Is the End or 
I'rarN bit in !:!:!-

CRO* indicalu that the receiwd tNme'. FCS,... CAiwc:t (when Endot!'rMw Ia 
trw); the. the ~ or the CRCI'Prwnina Emr bit in BBl. . . ..", 

~ incUcates that the code elid not keep up vH.h cWa receptioni thia is the Rx 
Qvoanoun ErTcr bit in JUU. 

incIic:at.u that the hardwre hu deteded a rniair\t trwwiticn an the buai 
U\is is the CN Clock Missing bit in muO. 

I8tAddreSs .... prooechre 'Mhi<:h .. ts the hardwre to receive PKkets ~ 
dutinatian Iddress rratchu M7Address; this.~ _ts ~in the sec. 

InIbJeTlOrtvers MIS clsebleTxOrIvers control the operaticn of the RS-422 clrivvs. Ckl 
the Mac. U\is is CCII'\troUecl b.1 the m bit in WBi. 

awb1eTx cd clsabl8Tx oontra1 the operatian of the 1nMm1tter; uu.. ck:N by mNI\8 

ot the Tx J:iwh!e bit in WII. 

bFl..AG c:aJ1._ the tr.nsm1n1an ot a ILAO. '!'h. happans automatic:a1q at ,...,.,. 
openlnl....-n Tx Enable Is _ti ~ver. the cede rn.ast delq lcnI enouah to et.U8t the 
.xv.. lLAO. 'I'M tr&11ir\t ft.AO is aenerated aut.cnatic::allT at tnna Md .. pu-t ot the '1'x 
UndIn-un proceaq. 

J)fCS cau.s the tnnsmissian or the !'rvne Cheek Seqlance. 'nUs Is cau..t 
aut.omaticalq b,y Jettina the Tx \JncSuTun 00C\Ii". 

bCJ'£s ca\WU 12+ cne.s (l's). This Is clcne by disablina the sec transmitter C_ttirC 



reaetRx. anableRx and clsebleRx central \he receiverj thw is done by I'I'UI\S 01 \he Rx 
J:nabl.e bit in~. resetRx should alae flush ol tM r.oarv. FIFO. 

resetMlss1t'!e1ock oe'lMS the MwsinaCloc:k indication \0 be c:learecS; this ia done by a 
Bpet Missinl Cloc:.k c:cn •• and via~. 
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I. INTRODUCTION 

This is a general document covering the overall architecture and other ,lobel protocol 

Issues for AppleBus. Simple but effective protocols are defined at the network. 

transport and session levels. Protocols for the presentation and higher levels will be 

discussed in another document. 

1.1 Basic Goals: 

In aetting a clear goal for the architecture we must keep the following in mind: 

(1) Open Systems Architecture: 

We must not build a system that Is a "straitjacket" that restricts developers of 

AppleBus systems from expressing their creativity. Nor should we restrict their ability 

to add to the arcl\itecture.speeific functions and features for their· particular 

applications. With this In mind, AppleBus has a simple, Myered architecture that allows 

protocols to be added at any level, and that specifies a small repertoire of protocols and 

access methods for only the lowest layers (network. transport and session). No attempt 

Is lIJIJde to IIJIJIKlIJte the use of these protocols; they are simply recommended by Apple for 

efficiency MId compatibility. 

(2) Simplicity and Versatility: 

Compared to the many currently available local-area interconnect systems with speeds 

In the megablt-per-second plus range. AppleBus Is a modest speed interconnect system. 

This leads to some important conclusions relevant to protocol desfln: 

- to keep the station latency low. the number of nodes on an AppleBus will in most 

cases be modest (on the order of twenty-five nodes). 

- It Is Important to keep packet headers as short as practical without loss of 

functionality. 

- Interconnection of AppleBuses .mong themselves MId with other Mtworks Is an 

Important part of the protocol design. 

The architecture must be versatile enough to uUsfy the needs of both a peripheral 

bus and a network Interconnect system. 
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The protocols and aC!Cess methods proposed here should be viewed as versatile 

primitives with which developers can Incorporate AppleBus Into an interconnected 

system of perSOMl computers. peripherals. servers. and communiestion to other 

networks and mainframe resources. 

(3) SupPOrt ThIrd Party Development: 

Apple is not proposing to build the entire network system by itself, or u a complete 

closed system. Apple wants to provide the correct framework to facilitate development 

by others and will provide the key bullding blocks anctcertain exemplary services (e.,. 

file servers) that can serve as the basic foundation for other services (e.l. mall, print 

spooling, etc.). 

The architecture is discussed here using the terminology of the widely referenced ISO 

.Open Systems Interconnection framework. 

While layered architectures might to some appear complex, la,.rlnl can In fact reduce 

complexity and enhance malntainablllty by partitionq the system Into small, lllAMleable 

chunks, each performing a well-defined function. But complexity and lnemclency can 

result·from the implementation of each layer as a separate module with Interraces based 

on high overhead operating-system calls. It Is important to realize that architecture 

diagrams should not be used as models for modular software Implementation; they are 

pictorial representations of the IQlicallnterrelatlonship of the diverse protocol functions 

and services offered by the architecture. 

Layered architectures do not imply "buffer-copying' to move data from layer to layer. 

The implementer can design the various Interfaces to avoid copylna. 

1.1 Overall Requirement. and a Global Structure: 

The AppleBus Unk Access Protocol (ABLAP) provides the basic underlying service of 

packet transmission between the nodes of an AppleBus. The main pls of the datallnk 

protocol for a shared bus system like AppleBus are as follows: 

1. provide access control; 

2. provide a node addressing mechanism; 

3. ensure packet Integrity. 
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The ABLAP UHS a CSMA/CA (Curler Sen_ Multiple Acce •• with CoW.ion Avoidance) 

protocol ror access centrol. Node _dresllnell done In the LAP header Ullni ane-byte 

source and deltlnatlon node IDs. Packet Intll!"lty II ensuNcl throulh the use of a 

two-byte checksum (CRC-ll) at the end or a LAP rrame. 

The LAP's Hrviee lIIust be aucmentecl by the higher layerl or the architecture with 

certain additional r.tures: 

(1) Socketl: Nodel an the Iystem should be allowed to .. tabUlh/c .... te 

network-addressable IOlical entities known as lOCkets. 

(2) Soeket-to-Socket Transport: The basic transport functions or the Iystem will 

provide a best-errort datagram transport service between any pair of sockets an the 

system. 

(3) Reliable Tranuctlonl: The basic socket-to:..socket transport of da"tqrams II 

Inadequate in many respectl. In particular. It I level of reliability (loss or packets. 

out-of-sequenee and duplicate delivery of packetl. etc.) II often lnadeq\ate. A very 

useful added-value transport HrvleeaUows the client of a socket to aend a transaction 

request packet to the client of another socket and to receive a transaction response with 

high reliability. in the face of the us\al problems of packet loss. etc. 

(4) Reliable Data Streams: Another class of lOCket cUents will be exchangina sequences 

or data (e.l. Icreen contents. keyboard input. etc.) that theypereelve as an arbitrary 

Itream of bytes. Such clients need a reliable data It ream Hrvlee that takes care or 

problems luch as data packetization. lost packets. aut-of-sequence packets. and 

duplicates. 

(5) Name Bindlnl: The basic network-vilible entities are the cllentl of sockets. These 

can be ldentlned by their lOCket Identification numbers (plus the node ID). This use of 

numbers II very efficient and appropriate ror the network protocoll but extremely 

Inconvenient for the UHrl or the network Iystem. The latter would lIIuch rather refer to 

obJectl by their namel (Itrll'lls or characterl). To make thll poIllble we need a .rvlee 

that translates uHr-provldec:l names into network addresses'ldentinerl auch as eocket 

ldentlriers. node numberl. etc. 
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(6) Special Funetlon Protocol.: ThislJ'OUP Ineludes protocols tor controllq devlees. nle 

server aceess. ete. These are usually tailor-made tor the speclne aervlce I functlon and will 

not be discussed here. 

The AppleBus protocol architecture illustrated In flIure Arch 1 was developed with these 

considerations In mind. This document covers the protocols Indicated by II"IY shaded boxes 

referred to as the eore orthe AppleBus protocol architectUre. 

AlthoUih several ot these eore protocols have been IlPplemented and tested. others are. as 

or this date. In a state of further refinement and develo~ment. In particular. the Data Stram 

and Zone Information protocols should be treated as proposals potentially subject to 

sisniricant chanle. 

.' 
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:-:-ATP -:-: . · ...... . . . . . . . . . · ...... . 

· ...... . · ...... . · ...... . · ...... . · ...... . 
: -: -:DSP :-:-· ..... :' ...... ~ . · ....... . · ...... . · ...... . 

•. Transport L.y'!r 
· . . ~ . . . ..... .. 
• '0 •• 0 • 

· :-ZlP-:-: · .... . . .... . 

---· ... --I----i-----~.,---.".. .. --Sockets----·-------

1. Networlc 4.ay'!r 
· .............. . . . . . . . . . . . . . . . . . · ............... . 
-:-:.:-:-:- COP :-:-:-:-:-:-: · ................ . . . .. . . . . . . . . . . . .. . · .............. . 
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Asynch 
LAP 

ABLAP 
(CSMA/CA) 

(~22·) 

I. and 2. et!Y1J..c.l and 4.lnk Access 4..Y!lI 

. 
end possibly others 

Abbreviations 

ABLAP -- Apple Bus Unk Access Protocol 
ATP -- AppleBus Transactlon Protocol 
DCP -- Device Control Protocol 

DSP -- Data Stream Protocol 
DSAP - c.ta Stream Access Protocol 
F"SP - File Server Protocol 

COP -- c.tagram Delivery Protocol t-aP -- Name Binding Protocol 
~~ -- Routing Table Maintenance Protocol ZIP - Zone Information Protocol 
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II. pATAGRAM DELJVERY PROTOCOL 

11.1 TerminoJOIY 

As noted in the introduction. the AppleBus Unk Access Protocol (ABLAP) provides a 

node-t~node delivery of packets. with a best effort performance. on a Binlle AppleBus. 

The Datagram Delivery Protocol (DDP) extends this mechanism to socket-to-socket 

delivery. DDP packets are referred to as da~s. 

DDP has been designed to provide this service over an AppleBus internet (see F4/Ure 

DDP1). As illustrated there. an AppJeBus Internet consist's of one or IDOre AppleBus 

systems interconnected by brldfles. Bridges are also referred to as internet routing nodes 

or Internet routers. A bridge will orten consist of a single node connected to two 

AppleBuses. or it might consist of two nodes each of which is connected to an AppleBus 

with the. two nodes further connected to each other through a communication channel. As 

rar as the protocol architectur~ is co~cern~. the .c~el between the two halves of, such 

• bridge could be a leased or a dialup line or. in fact. it could be another network. e.g. a 

wide-area packet-switched or circuit-switched public network. or a higher speed 

broadband or baseband LAN used as a "backbone". 

Bridges are packet forwarding agents. Packets can thus be sent between any two 

nodes of the internet by using a sto~d-forward process through. series or internet 

routers. By combining this racility with DDP. packets can be sent between any two 

sockets on the internet. 

Sockets. Socket Numbers: 

Sockets are logical entities in the nodes or the network. ~r.grams. packets that are 

delivered as single. independent entities. are exchanged between sockets. Sockets 

should be visualized as the sources and destinations of datagrams. 

Sockets are identified by • .ocker numbrr. Socket numbers are one byte (8 bits) long. 

Thus there can be at most 256 dirferent socket numbers in • given node. Two of these 

values are reserved "0" to mean an unknown socket. and 255 for future un. The 

theoretical maximum number of sockets in. single node is thus 254. 
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StaticAlly-Asslined and Wen-Known Sockets 

Sockets are owned by socket ellent •. These are typically processes (or runctlons in 

processes). implementtd in software In the node. A socket client can send and receive 

datagrams only throulh sockets that It owns. 

Sockets are classlried into two groups: .mt/callyand dyIJaJ/cti1y-a.Wned. 

Socket numbers decimal I throUSh 127 are reserved for use by client I of smtically 

aS5j~ed sockets (SAS). Examples of such clients are AppleBus core protocols (e.,. 

ATP. NBP. RTMP. etc.) and lOW-level network built-In services such as echoers. The 

range of socket numbers decimal 1 throUlh 64 Is reserved by Apple for use In AppleBul 

core protocoll and ror future use. Numbers 65 throuCh 127 are available for unrestricted 

experimental!:!!!. Use of these experimental SAS is not recommended for commercial 

products since there is no mechanism for eliminatina ~nictlng usap by different 

developers. (see section 11.8) Socket numbers decima1128 throulh 254 are assigned 

dynamically by DDP upon request from clients in that node. Sockets of this type are said 

.. to be dynsJlcti1y usllP*l (DAS). 

Socket Addresses. Network Numbers and InterNet Addresslnl: 

No two sockets In the same node can have the same socket number. Thus. the socket 

number taken tCliether with the ABLAP node ID provides an unambil\JOUs identifier for 

any socket on a sinale AppleBus. This Is called the socket's AppleBus add,.. ••. 

This can be extended to a socket address that is unique on an AppleBus internet. 

This is done by assll1'\lna a unique network nwaber to each AppleBus in the internet. 

The Internet address or a socket consists of the socket number. the noele 10 (of the node 

in which the socket Is located) and the network number (of the network on which the node 

Is located). The internet address or a socket uniquely Identifies it on the Internet. Thus 

the source and destination sockets or a delair- can be fully Ipecified by their internet 

addresses. 

Network numbers are two bytes (18 bits) lone. or these the number 0 (zero) is 

reserved to mean unknown. Ie. the local network to which the node is connected. The 

value 85.535 (all bltl set to one) II relerved ror future use. Packets whose destination 
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network number is zero are addressed to a node on the local network. This allows 

systems consisting of a single AppleBus to operate without the need for an explicit 

network number. Although we do not expect our clients to build such a 1arp internet. the 

two byte network number theoretically allows proper operation on an internet with up to 

65.534 AppleBuses. 

DDP Protocol Type Field: 

The AppleBus architecture allows the implementation of a large number (up to 255) of 

parallel protocols at the level above DDP. It is important to realize that socket numbers 

are not associated with a particular protocol type and shotlld not be used to demultiplex 

among parallel protocols at the transport level. Instead. for this purpose a protocol type 

field is provided in the DOP header. This is one byte wide ,and is known as the DDP 

protocol type neld. 

Socket Usteners: 

Sock.t clients provide cOde 'that is said to be the socket's Ustene;'. This is the code 

that ·receives· datagrams addressed to that socket. The specific implementation of a 

socket listener is node dependent. For efficiency. the socket listener should be able to 

receive datagrams asynchronously through either an interrupt mechanism or an 1/0 

request completion routine. 

The code that implements the OOP in the node must contain a data structure called a 

.ockets table to maintain an appropriate descriptor of each active socket's listener. 

lI.f DDP Intert.c. 

As shown in figure DOP2. the DOP interface is the boundary at which the socket client 

can Issue calls to and obtain responses from the DOP implementation module in the node. 

The DOP Implementation Module supports four calls: 

(1) Open a Statically-Assigned Socket: 

The caller specifies the socket number and the socket listener for that socket. The call 

returns with a result code: 

- success: socket activated 
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- error: varloul1 cas __ s: socket already active. not a statlcally
asiilned socket (outside tIM! rAnle). socket table full. 

(il) Open a Dynamically Assigned Socket: 

This Is similar to the precedinl except that the caller does not specify the socket 

number. The call returns a result code and. if this signals success. then the activated 

socket's number. The result code takes the following possible values: 

- success: socket activated 

- error: - various cases: socket table full. 
all dynamic sockets busy 

(iii) Close a Socket: 

This request specifies the number of the socket to be deactivated. If the socket Is 

currently active it is removed from the sockets table. The result code has the following 

possible values: 

- success: socket deactivated 
.' 

- !!!2!.: no such socket. 

(Iv) Send a Datagram: 

The request specifies number of the source socket. the internet address of the 

destination socket and the DDP protocol type field value. Also the length and location of 

the data part of the datagram are provided in the request. Since DDP includes an optional 

software checksum in internet datagrams. the requester must specify whether or not this 

checksum is to be lenerated. 

The result code has the followtna possible values: 

- success: dataKram Hnt 

-!!:!S!t: sending socket not active or inValid. 

datagram data too long. 

In addition to these four calls. a socket listener must provide a mechanism ror the 

reception or datagrams. 

(v) Datagram Reception by the Socket Listener: 
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We do not specify this fanction since it is dependent on the implementation in the 

node. Some mechanism is needed to deliver datagrams within the node to the destination 

socket's listener. The DDP packaie should attempt this only if the destination lOCket is 

currently active. The DDP must discard datagrams addressed to inactive lOCkets. 

Furthermore. internet datagrams received with an invalid DDP checksum must be 

discarded. 

11.3 DDP Internal Algorithm: 

DDP is a simple. best-effort protocol for delivery of datagrams. As such there is no 

mechanism for recovery from packet loss or error situations. 

Within the DDP implementation module. the primary function is to form the DDP header 

on the basis of the destination address. and then to pass the packet on to the appropriate 

LAP. Similarly. for packets received from the LAP. DDP must examine the datagram's 

destination address in the DDI» header and route.th~. datagram ·accordingly .. Details of this' 

operation depend on the nature of the node. namely whether it is a bridge or not. These 

are discussed in more detail in section 11.5. 

11.4 DDP Packet Formst: 

A datagram consists of the DDP header followed immediately by the data. 

There is a lO-bit datagram length field in the DDP header. (See figures DDP3 and 

DDP4.) The value in this field is the length in bytes of the datagram starting with the 

rirst byte of the DDP header and including all bytes up to the last byte of the data part of 

the datagram. Upon receiving 8 datqram the receiving node's DDP implementation must 

reject all datqrams whose indicated length is not equal to the actual received length. 

The maximum length of the data component of a datagram is limited to 586 bytes. Longer 

datagrams must be rejected. 

In addition. the DDP header contains the source and destination socket addresses and 

the DDP protocol type. Each of these addresses could be specified as a four byte internet 

address. However. for packets whose source and destination sockets are on the same 

AppleBus. the network number rields are unnecessary: likewise. for auch datagrams the 

source and destination node IDs are repeated in the lAP header and are thus redundant in 
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the OOP header. For these considerations. DDP uses-two types of header: c short form 

and an extended form. 

The short form version or a DDP datagram 11 as shown In figure DDP3. The dataeram 

header is five bytes lone. The first two bytes of the header contain the datqram lenath. 

with the more slinificant byte first. The upper. bits of this byte are not Ilgnificant and 

should be set to zero. The dat8i!'am le"llh field is followed by a one byte destination 

socket number. a one byte source socket number. and a one byte DOP protocol tyPe field. 

Such short header datqrams are sent if the source and destination sockets are on the 

same AppleBus. 

The extended form datqram is shown in f'lIure 00'4. The extended form DDP header 

is thirteen bytes long. It contains the full internet addresses of the source and 

destination sockets. as we11 as the datagram length and DDP type fields. For such 

packets. there Is a I-bit hop count field in the most significant bits of the first byte of 

the DDP header. Datagrams exchanged between sockets on different AppleBuses of an 

internet must use this· form of header. In addition. the extended header includes a two '.. . . . 
byte (sixteen bit) DDP checksum" field. If the sending client 10 desires. the source node's 

DDP implementation calculates and inserts a software-aenerated checksum into this field: 

otherwise. the sendine node sets this field to O. The dat8i!'am's destination node 

recomputes this checksum and rejects the datagram if the received and computed values 

do not 8il"ee. (see section 11.7) 

The DDP checksum has been provided to allow the detection of errors caused by faulty 

operation (e.,. memory and data bus errors) within bridies on the internet. Implementors 

of DDP should treat it as an optional feature. 

On packets received from the LAP. DDP uses the value of the LAP type field to 

determine If the packet has a short or an extended DDP header. The LAP type field 

values for the two cases are 1 for short form. and 2 for the extended form. 

Hop Count.: 

For datqrams that are exchanged between sockets on two different AppleBuses in an 

internet. a provision Is made to limit the maximum number of internet routers the 

dat8i1"8M can visit. This is done by including. in such internet datagram., a hop count 

neld. 
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The source node of the ~tagram sets this field to zero before sending the datagram. 

Each internet router increments this field by one. A bridge receivilW a tMr.gram with a 

hop count value of 15 should nor forward it to another bridge. but should lnst.d discard 

it. This provision is made to filter out of the internet packets that might be circulating 

in closed routes. Such closed routes (loops) are a transient situation that can occur for 

short periods of time while the routing tables are being updated by the Routing Table 

Maintenance Protocol (RTMP). Nodes other than bridges ignore this field. 

The upper two bits of the hop count currently are not used by DDP. but are reserved 

for future use (such as the extension of the maximum value of the hop count beyond the 

currently allowed value of 15). 

11.5 The DDP Routing AlIorithm: 

A datagram is conveyed from Its source to Its destination socket over the internet 

through the bridges: The D~P implementation in the source node examines the destination 

network number of the datagram and determines whether the destination is on the local 

network or not. If it is. then the short form DDP header of Figure DDP3 is adequate and 

the LAP layer is called to send the packet to its destination node. If. however. the 

destination is not on the loea, iactwVt k. Uat' DDP builds the extended header of Figure 

DDP4 and calls the LAP to send the packet to a bridge (if there is more than one bridge. 

anyone will do) on the local network. The bridges examine the destination network 

number of the datagram. and use routiJV r.bles to forward the datagram (through the 

LAPs of appropriate intervening local networks to which the bridge is connected) to 

subsequent bridges to get it to a bridge connected to the destination network. There the 

datagram is sent to Its destination node throueh the local network's LAP. 

Routing tables are maintained by bridges by uslni the Routing Table Maintenance 

Protocol (RTMP) discussed elsewhere. The routlni tables indicate. for each network 

number in the internet. the node ID (on the appropriate local network) of the next bridge 

on the proper route. 

Simple nodes (I.e. those that are not bridges) do nor need to maintain these tables. 

Such nodes only need two pieces of information: the network number of the local network 

(THIS-NET). and the nocle ID of any bridge (A-BRIDGE) on the local network. This can 
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be done by implementing a simple subset of RTMP (called the !!..M Stub) in each such 

node. For nodes on systems consisting of 61 single AppleBus. the values of THIS-NET and 

A-BRIDGE are zero ( lfW1knownlf ). 

Here is the internal routinal allorithm for the DDP implementation module for a simple 

node (i.e. not an internet router). The sending client issues the send dataarram call. 

specif)ini therein the destination socket's internet address. Then the algorithm Is as 

follows: 

If (Destination-Network-number • 0) OR (Destination-net work-number • THIS-NET) tben 

beIin 

build the short-form DDP header; " 

call LAP to send it to the destination node 

end 

else 

build the extended-form DDP header; 

call LAP to send the packet to A-BRIDGE 

end 

For packets received by simple nodes from the LAP. the routing function is simply one 

of delivering the packet to the destination socket in the node. It Is advisable for such 

nodes to verify that the destination node 10 and destination network number in an 

extended DDP header in fact matches the stations node 10 and network numbers. 

In internet routers. the algorithm is somewhat more complex. Detalls are provided in 

the discussion of the Routing Table Maintenance Protocol. 

II.S Recommend_tlons on the use of Sockets In Conjunction with Name Blndg 

Implementations of AppleBus in commercial products must not rely on Statically 

Assigned Sockets. Apple has chosen this approach in order to provide a nexibile 

approach for developers without the need for a central administering body. 
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Developers should insteadd use the name binding technique to allow work stations to 

discover their server I service access point addresses. Thus developers would identify 

their server/service by a unique name. Workstations would then use NBP to bind an 

address to this name. [For details of this process see the document on the name binding 

protocol (NBP)]. Once the client process has determined the proper destination socket 

number. it can then proceed and transmit packets to that socket. 

A potential disadvantage of this approach is that developers must implement NBP in 

their servers. This is not significant for larger, complex"servers. but assumes 

importance for smaller memory-bound cases. In fact NBP has been so designed that a 

subset is an that is needed for such servers. This subset simply responds to Name 

Lookup packets received over the network. This subset does not need to implement 

general names table management. etc .. since this table contains Just a single name in it. 

11.1 DDP CMclcsWJJ Comput.tion 

The IS-bit DDP checksum is computed as follows: 

1. CkSum :-0 : 

2. For each datagram byte starting with the byte immediately following the CkSum 

repeat the following algorithm: 

a. CkSum :- CkSum + byte; (unsigned addition) 

b. Rotate CkSum left one bit. rotating the most significant bit into the least 

significant bit. 

3. If at the end. CkSum • 0, then CkSum :. hex FFFF (all ones). 

Reception of a datagram with CkSum :- 0 implies that it is unchecksummed. 
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III. ROUTING TABLE MAINTENANCE PROTOCOL 

The Datagram Delivery Protocol introduced the concept or bridiles or lntern.t routers (lR). 
I 

It mentioned the mechanism by which datagrams are rorwarded I routed. throuIh Intervening 

IRs. from any source socket to any destination socket on the internet. Mention was made or 

routing tables. maintained in the IRs, that were central to this routing mechanism. 

This section describes the content. establishment and mtintenance or these routing tables 

by means or the ltoutq T.ble MAinten.nCle Protocol (RTMP). Furthermore. It Is through this 

protocol that any AppleBus node can "discover" the number or the local network to which It is 

directly attached and the host IDoraninternet router on its AppleBus. 

111.1 BrJdps-!JoIM Termlnolc: 

Inoleneral terms. a bridge is' a device that can be connected to more thah one network ror the 

purpose or serving as a datagram rorwarding agent between those networks. Bridges are thus 

the key components in extending the datagram delivery mechanism to an internet setting. 

It is userul to distif1i\1ish the principal manners In which bridges may be used to build an 

Internet or Apple Bus systems. Figure RTMPI illustrates the three major situations. 

(a) Local Bridges: 

Configuration A shows a bridge used to interconnect several AppleBus systems that are in 

close proximity (such a bridie might be said to bea ~ brJdp). Such local IRs are connected 

directly to _ch or the AppleBuses they serve to bridge. They are userulln allowing the 

construction. within the same building. or an AppleBus internet with more than 32 nodes. 

(b) Halr Bridges: 

Configuration B illustrates the use or two bridges interconnected by a IonI distance 

communication link. Each bridge is directly connected to an AppleBus. Theoombinatlonorthe 

two bridges and the intervenina link serves in errect as a bridging unit between the AppleBus 

systems. Each bridge in this unit will be rererred to as a M1I brldp. The intervening link or 
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course can be made up ot several devices. such 1.5 modems. and other networks. such as public 

data networks. etc. ~ primary use ot half bridles Is to interconnect remote AppleBus 

systems. An Important characteristic ot such bridles is that the throulhput is in pneral 

lower than in the previous case. due to the lower speed of the OOIIlmwtication link. 

Furthermore. usually these communication links display poorer error characteristics than the 

local networks of the internet. 

(c) BackbaneBrldps: 

Althoush these mllht be placed in one or the prevlou,catesories. they present an Important 

set or properties that make it appropriate to single them out. T~se bridges are used to 

interconnect several AppleBus systems through a backbone network. Each bridle could be a 

local bridle connected on one side to an AppleBus. and on the other to the backbone network. 

This is illustrated as contiKW'atlon C. Another manner or connectil1la backbone bridle to the 

backbone network mliht ~ through a lq-distance ~mmunication link . 
. ' 

RTMP addresses these three important cases. A particular bridle mliht be a combination or 

two or more or the above as is indicated in conriguration D. Thus the model or a bridge is leneral 

enoush to allow tor anyotthese tour conrii\.lrations. 

111.2 Bridps-AAlodel: 

We model a bridge as a device with several hardware ports. reterred to as brldp ports. (see 

fillUre R TAln) A bridie port can be connected in three ways: (a) directly to a local Ap pIe Bus 

(local bridge case). (b) to one end of a CODUDwticaUon link the other end of which Is connected 

to another bridle (halt bridp case), (e) either directly 01' via a COIDJIIwticaUon link to a 

backbone network. In our model a bridge can have any number of ports. which are numbered 

startil1l with the number 1. 

Each bridle port has associated with it a port descriptor. This consists of three (ields: (a) 

the port numl»r. (b) the port node ID. Ie the bridie's node ID correspondq to that port. and 

(c) the port network numwr. Ie the network number ot the AppleBus to which the port is 

connected. The values ot these three fields are obvious tor a port that is directly connected to 
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a local AppleBus. For a port connected toone end ofa communication link (halfbridie case). 

the port node 10 and port network number are both 0 ("unknown"). For a port connected toa 

backbone network. the port network number Is 0 ("unknown"), while the port node 10 is the 

appropriate nod.e 10 of the bridge on the backbone network. In this latter case, provision must 

be made for this field to be of any size (possibly variable length) depending on the nature of the 

backbone net. 

It is important to understand that the AppleBus node 10 of a local bridge is different for each of 
". its ports. Put another way. for each AppleBus to which it is directly connected, the bridge 

acquires a different AppleBus node 10. 

Returning our attention to figure RTMP2. the bridge internals can be modelled as a suitable 

link access process for each port, a router. the routing tsble. and the routing table 

msinteMl)ce process implemented on a statically~s$igned socket known as ~he RTJIP 6lOCket . 

(socket number. 1). The router accepts incoming datagrams from the LAPs and then reroutes 

them out through the appropriate port depending on their destination network number. This 

routing decision is. made by the router by consulting the routing table. The routing table 

maintenance process receives RTMP packets, from other bridges. through the RTMP socket 

and uses these to maintain I update the routing table. 

111.3 Routing Tables: 

All bridges maintain complete routing tables that aUow them to determine how to forward a 

datagram on the basis of its destination network number. The RTMP protocol allows bridges to 

periodically exchange their routing tables and thus respond to changes in the connectivity of 

the internet. Examples of changes are the installation or switching on of a new bridge. or its 

loingdown. 

A routing table that has stabilized to aU changes will consist of one entry for each reachable 

network in the intemet. Each entry provides the number of the port thl'OUlh which packets 

for that network must be forwarded by the bridge. the node 10 of the next IR/bridie. and a 

measure of the "distance" to the destination network. The entry In the routing table, 

corresponds to the shortest path (known to that bridge) for the corresponding destination 
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network. The distance corresponding toanetwork to which the bridge is directly connected is 

always zero. 

This distance to • network is measured in terms of • hops· • each hop representina one 

IR I bridge that the packet will encounter in its path rrom the current bridie to the destination 

network. This simple measure of distance is adequate ror an RTMP that responds to the 

connectivity oft he network and adapts to changes in this aspect. 

[Other modified measures could renect the speeds I capacities of the lntervenine links and 

thus try to find a minimum time path. Yet another enhancement might use current traffic 

conditions on a particular path to modify its contribution to distance. This makes the routini 

tables adapt to traffic patterns and conditions. We have. ror reasons of simplicity. chosen to 

use the hop-count mee.sure. The basic algorithm remains unchanged Irmore complex measures 

are uSed.] 

A bridge receiving the routing table of another bridge compares it with its own table and 

updates the latter to record the shortest path for each destination network. 

Each table entry has associated with it an entry state value. This is a variable which takes on 

one of three values: 600d. suspect. bsd. The Significance of the entry state will become clear 

when the table maintenance mechanism is discussed in more detail. 

Figure RTMP3 illustrates. typical routing table for. bridge with three ports in an internet 

consistirli of seven networks. The correspond ina port descriptors are shown in the figure as 

well. 

111.4 Routl1l6 Table Malnterumce - Conceptual description: 

Bridges do not have any knowledge of the topolOiY or connectivity or the internet. Thus. the 

system must provide a mechanism that allows them to construct their routine tables and to 

maintain them in the race or changes in the internet (bridges coming up or lOinI down). There 

are two parts to this process: lnitl4liation of the routing table. and its lMlntenllJce~ 
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When a bridge is switched on. it initializes Its table by examinilli the port descriptor of each of 

its ports. Any port with a non-zero port network number signals that the bridge is directly 

connected to that network. Thus an entry is created in the table for that network number. with 

a distance of zero and with that port's number in the appropriate part ortheentry. This initial 

table is called the ro~tirw seed of the bridge. 

Every bridge mus t periodically broadcast one or more RTMP pac kets through each of its ports. 

addressed to the RTMP socket. Thus every bridge's routilli table maintenance process will 

periodically receive RTMP packets from every bridge on Its directly connected networks • .. 
backbones or communication links. The RTMP packets (see rJgUre RTMP4 ) carry the port 

node 10 and port network number of the bridge port through which the RTMP packet was sent. 

and the <network number. distlUlce) pairs (such pairs are called routirw tuples) of the 

entries in the sendilli bridge's routilli table. With these RTMP packets the routilli table 

maintenance process adds to or modifies its own routing table. 

The basic idea is that if an RTMP packet ( received by the bridge) contains a routing tuple for a 

network not in the bridge's table. then an entry is added for that network number with a 

distance one larger than the tuple's distance. In essence. the RTMP packet indicates that a 

route exists to that network nl,",)"",i. U.cRTMP packet's sender. 

Likewise. If an RTMP packet indicates 8 shorter path to a particular network than the one in 

the bridge's routing table (ie if the tuple distance t plus one is less than the table entry's 

distance), then the corresponding entry must be modified to indicate the RTMP packet's 

sender as the next IR for that network with the new distance. 

Clearly, this process allows for the growth and adaptation of routilli tables to the addition of 

bridies'routes. 

• Acing" Routinl Table Entries: 

However. if bridges die or are switched off. the corresponding changes will not be discovered 

through the foregoilli process. To respond to such changes. the entries In the routing tables 

must be "aged" and, in the absence of confirmation via new RTMP packets. be declared 

"suspect" and later " bad" . Bad entries are pursed from the routilli tables. 
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Each entry in the ~tinl table (correspondinl to a network to which the bridle is not directly 

connected) was obtained rrom an RTMP packet received by the bridle from the next IR for that 

network. The RTMP protocol considers such an entry to be valid for. Umited amount of time 

only (entry vtildlty time). Before startine the validity timer. the bridle ps throuah its 

routing table and chanaes the state of every -Good- entry to -Suspect-. An entry must be 

revalidated from a new RTMP packet before the timer expires. 

Let us suppose for instance that the next IR. ror a particular entry In bridle B's routine table. 

dies. Then. that IR will not be sendinl RTMP packetl.ie the entry's validity timer will expire 

and bridle B will not have received connrmationor thtfentry. At that time the entry's state is 

chanied from -Suspect- to-Bad-. Now any other RTMP packet received with path information 

to the network or the entry can be used to replace the entry with the new values rrom that 

pac keto Ir no new route is discovered. then the bad entry will be deleted when the vaUdity timer 

loes off a second time. 

More precise understandl", of this .process is.avaUable from the allori,thms provided later in 

this chapter. 

111.5 RTMPPacketFOl"lIMt: 

Each bridge's RTMP process must periodically send out Its routinl table information throUlh 

each bridge port. This is broadcast as one or more datagrams addressed to the RTMP socket. 

Figure RTMP4 illustrates the RTMP packet. Clearly, the dataaram need use only the short form 

or the DDP header. The DDP type neld Is set to 1 to indicate that it is an RTMP packet. The DDP 

data part or the packet consists or three parts: 

Sender's Network Number: 

The first two bytes of the RTMP packet's DDP data Is the port network number from the port 

descriptor (or the port through which the packet Is sent by the bridge). This neld allows the 

receiver of the RTMP packet to determine the number or the network through which the pacekt 

was recei ved. This is thus the number of the network to which the correspondine port of the 

recei ver is attached. 

Sender'1 Node m: 
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This field follows the sender's network number field. It contains the port node ID from the port 

descriptor (of the port through which the packet is sent by the bridge). To allow for the case 

of ports connected to backbone networks other than AppleBuses. this field must be of variable 

size. The first byte of the rield contains the length (in bits) of the sender node'. ID. This is 

followed by the ID itself. If the length of the ID in bits is not an exact multiple or 8 then we 
--

prefix it with enough zeros to make a complete number of bytes. The bytes or this modified ID 

are then packed into the ID field of the packet. most significant byte first. It is rrom this field 

tha t the recei ver of the R TMP pac ket determines the ID of the bridge sending the pac ket. 

Routing Tuples : 

The last part or the RTMP packet consists or the routi"i tuples from the sending bridge's 

routing table. The are <network number. distance) pairs with two bYtes ror the network 

number and one byte for the distance. 

For internets with a large number of AppleBusses. the entire routing table may not fit in a 

single datagram. In'that case. the tuples are distr.ibuted over as many RT~ packets as are 

necessary. 

111.S r.ble Initialiution and Maln tenance All'Orithms : 

We discuss these in two parts: initialization first. and maintenance later. 

Routing Table Initialization: 

A bridge upon being switched on performs the following algorithm: 

For each port of the bridge 

It the port network number () 0 then create an entry for that network number 

with dis tance zero and the en try port number. the port. 

This algorithm creates an entry for each network to which the bridge is directly connected. 

Routing Table Maintenance: 

The bridge is assumed to have two timers running continuously. These are the validity timer 

and the send-RTMP timer. The events to which the bridge's RTMP process responds are: 
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RTMP packet is recc!ived.the validity- timer expires. the send-RTMP timer expires. The 

corresponding al~rithms are liven below: 

(i) RTMPpacketisreceivedthroUJhportP: 

The followina aIaorithm is executed: 

ItportP"s port network number is zero then 

port network number:. RTMP packet's sender network number: 

For each routini tuple in the RTMP packet do 

It there Is an entry In the routi11l table correspondinl to the tuple's network 

number tMn Update-the-Entryel .. Create-New-Entry; 

t:pdate-the-EntryandCreate-New-Entryareasrollows: 

l'pdate-the-Entry : 

It (Entry-State. Bad) then 

It(tupledistance < 15) then Replace-Entry 

else 

It Enlry'sdistan~). (~upled~stance+ 1) then Replace-Ent~y 

else 

It Entry'snextlR.RTMPpacket'ssendernodeID then 

BelIn 
Entrydistance :.tupledistance+ 1: 

It entry distance < 16 then 

Entry state :.Good 

else 

Entry state:. Bad 

End; 

Create-New-Entry: 

Entry's network number :. tuple's network number: 

Replace-Entry: 

Rep lace-Entry: 

Entry's distance :. tuple's distance + 1: 

Entry's next IR :. RTMP packet sender's ID: 
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Entry's port nwnper : - p; 

Entry's state :.Good: 

(ii) Validity Timer Expires: 

In this case the algorithm is as rollows: 

For each entry in the routing table do 

Case Entry State or 

Good: If entry distance ( ) 0 then Entry state:. Suspect: 

Suspect: Entrystate:- Bad: ". 
Bad: Delete the entry 

End; 

(iii) Send-RTMPPacket TimerExpires: 

Now the rollowina allOritbm is executed : 

Ifroutlngtableisnotempty then 

BelIn 
Copy the network number and distance pairs or each Good or Suspect entry or 

the routina table into the routina tuple fields or the RTMP packet: 

For each bridge port do 

Belin 
Packet's sender network number :- port network number: 

Packet's sender node 10 :-port node 10: 

Call OOP to broadcast the packet throUlh the port'. LAP to the 

statically-assipled RTMP lOCket: 

End 

End; 

III. '1 How networks .cgul~ theIr numl»rs: 

One or the major problems is how to administer and assign numbers to the networks in an 

internet. The besic idea we are proposina is that the network numbers are set Into the port 

descriptors or the bridge ports. and are then dynamically propagated out throuIh RTMP to the 

other nodes or each network. 
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Not all bridges on a particular r,etwork must have the network number set into their 

corresponding port descriptors. The precise .. equirement is that at least one bridie (called 

the seed bridge) on_a network should have the network number built into Its port descriptor. 

The other bridies could have a port networ k number value of O. These wiUacquire the correct 

network number by receiving RTMP packets sent out by the seed bridie. 

An absolute requirement is that the bridies on a particular network should not have (in their 

port descriptors) conflicting port network numbers for that network. (The value zero does 

not causeaconnict). 

III.' WhatpartofRTMPdoordinarynodeslMvetoLmplement1 

-, 
Nodes that are not bridges do not need to maintain routing tables. As noted in the chapter on 

OOP. these nodes only need to know the number of the network to which they are COMected and 

the node 10 of any bridge on that network. We referred to these quantities as THIS-NET and 

A-BRIOOE. 

\\ben such a node first comes up the values of both of these variables are zero ("unknown"). 
. . . . 

These nodes can obtain'the'correct values dynaMically by listenini for RTMP packets being 

sent out by the bridges on the network. For this purpose these ordinary nodes implement a 

very trivial RTMP process. This process sits on the RTMP socket in that node, and upon 

receiving an RTMP packet, copies the packet's sender network number Md sender node ID 

fields into THIS-NET and A-BRIDGE respectively. This is done every Umean RTMP packet is 

received. Thus although THIS-NET will stabilize to a constant value, A-BRIOOE will 

constantly be changing (i!there is more than one bridge on the network). 

An optional extension can be made that Ales the values of TH,IS-NET and A-BRIDGE just as in 

the case of a bridge's routing table entries. This miaht be important in the case of a node on a 

network that has only one bridie. Now, if that bridge goes down or is switched off. the node 

must discover that event through the aging mechanism. When starting the node's validity 

timer. its THIS-NET and A-BRIDGE values. if good. are declared to be suspect. Now if the 

timer goes off and these values have not been confirmed from an RTMP packet then they become 

bad: when the timer goes off and the values are still bad then they are both reset to zero 

("unknown") and marked as bad. When updating these values from an RTMP packet the values 

are marked as good. 
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111.9 Values for the Validity and ~nd-RTMP Timers: 

These values have a siinificant effect on the dynamics of the propagation of routing table 

adaptation in response to changes in the internet's connectivity. The exact values of these 

parameters will be determined by tuning actual internets and will be published at that time. 

For the present we propose to use a value of 5 seconds for the Send-RTMP timer and about 10 

seconds for the Validity timer. Since these values do not affect ordinary nodes in any 

fundamental way. the impact of changes will impact bridges only. 

" 

111.10 Bridges - the RoutlngA!Rorithm : 

Having established the appropriate terminology we can now spell out the details ofthe routing 

algorithm used by a bridge to forward internet datagrams. This discussion applies only to the 

fC:>J"'!arding of packets received by the bridge throug~ one of its ports. ie it does not bold for 

packets generated within the bridge. 

Furthermore we assume that when a packet is received through one of the 

bridge ports. it is tagged with the number of the port and placed in a queue. The router takes 

packets off this queue and executes the algorithm in the now chart of figureRTMP5. 
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IV. NAME BINDING PROTOCOL 

W.l Terminology 

AppleBus protocols rely on numerical identifiers. such as node IDs. socket numbers and 

network numbers. to provide the basic addressing capability essential for communication 

over a packet-switched network. These addresses are efficient and easily handled by the 

system's protocol software and hardware. However. human users of a network do not find 

numbers the most convenient form of identification. Numbers are hard for them to 

memorize and are easily confused and misused. Names are more easily used by the human 

user. Thus. if they are allowed to refer to objects by their names. the name must be 

converted into a network address for use by the other protocols. The NsmeBinding 

Protocol (NBP) performs this conversion. 

Applebus uses dynamic node id assignment. which does not allow building in (or configuring 

in) addresses into software for accessing network resources. The name binding approach 

provides the preferable solution towards thesend. (see section 11.6) 

Network-Visible Entities: 

"'e start by defining the concept of a network-visible entity. In informal terms this is 

any entity that can be accessed over the network. More specifically. the socket clients on 

an internet are its network-visible entities (NVE) . . 
In this context we should make it clear that the nodes of the network are not 

network-visible entities. Rather. any services in the nodes available tor access over the 

network are network-visible entities. Consider tor instance a print server on a network. 

The server is not the network-visible entity. The print service will typically be a socket 

client on what might be called the server's request listening socket. The latter is the 

server's network-visible entity. 

The same distinction applies to the human users of the network. They are not 
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network-visible themselves. But a user may have an electronic mailbox on a mail server. 

This mailbox is network-visible and will have a network address. This distinction is 

quite valid. since the network does not provide any protocols for conversing with the 

individual user. but rather to certain applications/services through which the user may 

be accessed. 

Entity Names: 

Network-visible entities may assign names to themselves. though not all NVEs have 

names. Such a name will be called simply an entity name (EN). Entity names are 

character strings. A particular entity could in fact possess several names (aliases ). 

In addition to a name. an entity could also have certain attributes. For instance. a print 

server's request receiver might have associated with it a list of attributes of the printer. 

such as its type (daisy wheel. dot matrix. laser). the type and size of paper. etc. So the 

mapping of the EN into its socket address might be complemented with some form of entity 

attributes "look-up" service. 

In defining the permissible structure of an entity name. we have decided to code the 

attributes into the name as a separate field. knovo'n as the entity type. 

In addition to attributes. it might prove useful to have some logically-defined location 

information about the entity. For instance. a given file server might belong to a 

particular department or building. The users of· the network should be able to select a 

file server on the basis of its being in the vicinity or in their department. etc. Thus. the 

concept of a zone has been defined by us and a zone field included in the entity name. A 

precise definition of the concept of a zone is provided later. 

Thus. an entity nIUIJe is a character string consisting of three fields: object. type. and 

zone concatenated together in this order with colon and I-sign separators. For example. 

Sidhu: Mallbox'Bandley3. Each field is an alphanumeric string of at most 32 characters. 

Certain mets-chliracters can be used in place of explicit strings. For the object and type 

fields. an '.' can be substituted. signifying 'all possible values' (wildcard). For the zone 
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field. a '.' may be substituted. meaning the default value (the zone in which this node 

resides). If a network name does not contain any meta-characters, it is said to be fully 

specified. As an example. -:Mailbox'· refers to all mailboxes in the same zone as the 

information requester. Likewise. -: ... would mean all named entities of all types in the 

requester's zone. Again, Sidhu:"· refers to all entities named Sidhu in the requester's 

zone regardless of their type. 

Name Binding 

Before a named entity can be accessed over an AppleBus or an AppleB.us internet. the 

address of that entity must be obtained. This is done by a process known as lJIUlJe 

binding. 

Name Binding may be visualized in several entirely equivalent ways: as a mapping of an 

entity name into its internet address, as a lookup of the address in a large data base. etc. 

Both characterizations are used in our discussion of NBP. [Note: we will refer to the 

entity's internet address. This includes the case of a single AppleBus. where the 

network number field will always be equal to zero ("unknown" ).J 

Name binding can be done at various times. One strategy is to configure the address of 

the named entity into the system trying to access that entity. This s~cal1ed static 

binding is not appropriate for systems such as AppleBus where the node ID can change 

every time a node comes up. 

It is useful in this context to remember that although entities can move on a network. 

their names seldom change. For this reason. it is best to configure names into systems, 

and then use services such as NBP to bind dJ'1JlUl1ical1y. This may be done when the 

user/accessor's node is first brought up (known as early bindq) or Just before the 

access to the named entity is performed (known as late binding). Early binding runs the 

risk of using incorrect (out-of-date) information when the resource is actually accessed. 

possibly long after the user's node was brought up. However since the binding process 

might be a slow one, late binding might impinge unfavorably upon the response obtained 

by the user when accessing the named entity. Late binding is the method most 
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appropriate when the entity is expected to "move" on the internet. 

IV.2 AppleBus Name Binding 

AppleSus Names Directoryand Names Tables 

Name binding is done on AppleSus by using NSP to look up the entity's address in 

AppleSus' NlIJIJes Directory (NO). This is a distributed data base of entity name to entity 

address mappings. The data base does not require different portions to be replicated. It 

can be distributed among all nodes containing named NVEs. NSP places no restriction on 

the use of name servers. nor are such servers necessary. 

The NO is the union of individual names tables (NT) in the nodes of the internet. Each 

node maintains in its names table the name-to-address mappings of all entities located in 

that node. As a consequence of this. name lookup performed on names corresponding to 

entities which reside on a node that is down or unreachable will fail. 

Aliases and Enumerators 

NSP allows an NVE to have more than one name. Each of trhese aliases must be 

included in NT as an independent entity. 

To simplify and speed up the ability to distinguish between multiple names associated 

with a given socket. an enumerator value is associated with each NT entry. This is an 

8-bit integer. totally invisible to the clients of NSP. Each NSP implementation can 

develop its own scheme for generating enumerator values to be included in its NT. subject 

to the condition that no two entries corresponding to the same socket have the same 

enumerator value. 

Names Information Socket 

Each node implements an NBP process on a statically-assigned socket (socket number -

2) known as the names information soclcet (NIS). This process is responsible for 
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maintaining the node's names table. and for accepting and servicing name lookup requests 

from within the node and from the network (through the NIS). 

Name Binding Service 

The name binding service ·consists of the following: 

<a> Name Registration: 

Any entity can enter its name and socket number into the NO (actually into its node's NT) 

to make itself "visible by name". This is done by using the nBlIle registration call to the 

node's NBP process. 

This process must first verify that the name is not already in use. This is done by 

performing a name lookup in the node's zone. If the name is already in use. the 

registration attempt is aborted. Otherwise. the name and the corresponding socket 

number are inserted into the node's names table. This enters the corresponding 

name-to-address mapping in the NO. 

When a node comes up. its names laDie is empty. Each network visible entity must 

re-register its name(s) when restarted. 

(b> Name Deletion: 

A named entity should delete its name-to-address mapping from the NO when it wishes to 

make itself" invisible". Reasons for doing so range from the obvious one of the entity 

wishing to terminate operation to sophisticated entity-specific control requirements. 

The entity issues a lVUDe deletion call to the node's NBP process. The latter simply 

deletes the corresponding name-to-address mapping from the node's NT. 

(c) Name Lookup: 

Before accessing a named entity. the user (or a surrogate application) must perform a 

binding of the entity's name to its internet address. This is done by issuing a IVUDe 
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. lookup call to the user node's NBP process. The latter then uses the NB~ to perform a 

search through the NO for the named entity. If it is found. then theeor~sponding 

address is returned to the caller. Otherwise an "entity not found" error condition is 

returned. 

It is possible to rind more than one entity matching the nam~ specified in the caU. This is 

especially true when the name includes the '.' wildcard. The interface to the user must 

have provisions for handling this case. 

Another feature of NBP is that it does not allow abbreviated names: for instance. it does 
'. 

not permit reference to Sidhu: Mailbox. The complete reference Sidhu:Mailbox.Bandley3 

or Sldhu:Mallbox'· is required by NBP. Provisions may be made in the user interface to 

permit abbreviations: the interface must then "nesh out" the name before passing it on to 

NBP. 

(d) Name Confirmation: 

Name lookup performs a zone-wide NO search. More specific confirmation is needed in 

certain situations. For instance. if early binding was performed. the binding must be 

confirmed when the named entity is actually accessed. For this purpose. NBP has a lJIUIJe 

confirmation call in which the caller provides the full name and address of the entity . . 
This call in effect performs a name search in the entity's node to confirm that the 

mapping is still valid. 

Although a newname lookup can lead to the same result. the confirmation is much cheaper 

in terms of total network traffic generated. It is the recommended and preferable call to 

use when confirming mappings obtained through.early binding. 

Now we examine the binding protocol first for the case of a single AppleBus and later for 

the internet I multi-zone case. 
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lV.3 NBPonaSingleAppleBus 

Name searching I look-up is quite simple on a system consisting of a single AppleBus. We 

single out this case. since it is expected to be the most common instance of an AppleBus 

system. and because it serves to introduce the basic search technique. 

NBP relies heavily on the ability to broadcast packets on an AppleBus. The lookup 

proceeds as follows. 

The user issues a name registration or lookup request to the NBP process in its node. 

This process first examines its own names table to determine if the name is available 

there. If so. in the case of a registration attempt. the call is aborted with a "name already 

taken" result. For the case of a name lookup. the information in the names table is a 

partial response (there may be entities in other nodes that match the specified name), 

The NBP process now prepares an NBP lookup packet (LkUp packet) and then calls DDP 

to broadcast it over the AppleBus for delivery to the Names Information Socket. Only 

nodes that have an NBP process will have this socket activated. In these nodes the LkUp 

packet is delivered to the NBP process which searches its names table for a potential 

match. If no match is found then the packet is ignored. else a LkUp reply packet is 

returned to the address from which the LkUp packet was receiVed. This reply packet 

contains the matching name-to-address mappings found in the replying node's names 

table. 

The receipt of one or more replies allows the requesting NBP process to compile a list of 

name-to-address mappings for the original user., If the lookup was performed in 

response to a name registration call. then the call must be aborted as the name is already 

taken. 

Since broadcasts are not very reliable. the requesting NBP process sends the LkUp 

packet several times before returning the compiled mappings. if any. to the requesting 

user. If no replies are received. then it is concluded that there is currently no entity 

using the specified name. For a name lookup call. the user is informed of a "no such 

entity" outcome. For a name registration call. the requested name-to-address mapping is 
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entered into the node's names table. 

Sending the LkUp packet several times implies that the same name-to-address 

mapping could be received by the requesting node several times in LkUp-Reply packets. 

These duplicates must be filtered out of the list of mappings. The obvious way is to see 

if the mapping is already in the list. i.e. compare the name strings and the address fields 

with each entry in the compiled list. This method is inefficient. Comparison of the four 

byte address fields is insufficient because of the possibility of aliases. 'the enumerator 

value together with the address resolves this problem and accelerates the duplicate 

filtering. 

~ame confirmation is similar in nature. except that the caller provides the name-to-address 

mapping to be confirmed. The LkUp packet is not broadcast but is sent directly to the NIS at 

the specified address. This can be repeated several times to protect against lost packets or 

the target node being temporarily busy. 

1V.4 NBPon an Internet 

The use of broadcast packets to perform name searching is inconvenient in internets. 

DDP does not allow a destination address corresponding to a broadcast to all nodes in the 

internet. DDP can broadcast datagrams to all nodes of any single specified network in the 

internet (these are said to be directed broadcasts). If NBP sent a directed broadcast to 

every network in the internet. the traffic generated would be considerable. 

On AppleBus internets we provide for the formation of zones. NBP name searches are 

restricted to the nodes in a zone. 

Zones 

The AppleBus internet can be split up into zones. A zone consists of a subset of the 

AppleBuses in the internet. 

The individual AppleBuses in a particular zone need not be in any way contiguous or 
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"neighbors". A zone is an arbitrary subset of the buses in the internet. A particular 

AppleBus belongs to exactly one zone. The union of all zones is exactly the internet. 

The concept of zones is provided to assist the establishment of departmental or other 

user-understandable groupings of the entities of the internet. Zones are intelligible only 

to the )'I;BP (and to the related Zone Information Protocol discussed elsewhere) . 

.At. zone is identified by a string of at most 32 characters. 

Name lDokup on an Internet 

Bridges participate in the name lookup protocol of an internet. 

The NBP process in the requesting node prepares an NBP "broadcast request" packet 

(called a BrRq packet) and sends it to the NIS of A-BRIDGE. The NBP process in the 

bridge. in cooperation with the NBP processes in the other bridges of the internet. 

arranges to conver~ the BrRq packet into one LkUp packet for each AppleBus in the 

target zone of the lookup request. Each of these LkUp packets is then sent to the NIS 

socket as a directed broadcast on the corresponding AppleBus. The replies are returned 

to the original requester as before. 

The important point is that ordinary nodes (other than bridges) do not have to know 

anything about zones. The process of generating a zone-wide broadcast is done by the 

collection of bridges. The latter must of course' jointly have a complete mapping of zone 

names into the list of corresponding AppleBuses. The establishment and maintenance of 

these lists is the purpose of the Zone Information Protocol discussed elsewhere. 

IV.S NBP Interface 

Four calls provide to the user all the functionality of name binding. They are as follows: 
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(1) REGISTER-NAME: 

This call is used by an NBP client to register an entity name and its associated socket 

address. Except for a default zone specification, meta-characters are not allowed in the 

name. If a '.' is not used. the zone field must be the same as the default. 

Call Parameters: 

entity name, 

socket number 

Returned Parameters: 

outcome code: success 

failure (name conflict. invalid narneor socket) 

(2) REMOVE-NAME: 

This call removes an entity name from the node's names table. Meta-characters are not 

allowed in the name. 

Call Parameters: 

entity name 

Returned Parameters: 

outcome code: success 

failure (name not found) 

List of fully specified entity names and their corresponding AppleBus 

addresses 

(3) LOOKUP-NAME: 
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This call performs the mapping between entity name and address. Meta-characters are 

allowed in the name to make the search as general as needed. It is possible for more than 

one AppleBus address to match the call's entity name and be returned. The 

corresponding fully-specified name is returned to the caller as well. 

Call Parameters: 

entity name 

max Matches 

Returned Parameters: 

outcome code: success 

failure (name not found) 

List of fully specified entity names and their corresponding .. 
AppleBus addresses 

The parameter maxMatches is a positive integer that specifies the maximum number 

of matching name-to-address mappings needed. This is useful if wildcards are used 

by the caller in the entity name parameter. 

(4) CONFIRM-NAME: 

This call confirms a caller-supplied mapping between entity name and address. 

Meta-characters are not allowed in the name. 

Call Parameters: 

entity name. 

socket address 

Returned Parameters: 

outcome code: success (mapping still valid) 

failure (mapping invalid) 
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IV.' NBP Plicket ForlDlJts 

All NSP packets usea DDP type field value of 2. 

There are three different types of NSP packets: SrRq. LkUp and LkUp-Reply. The 

format is as shown in Figure NSP!. The various fields of the NSP part or these packets 

are as follows: 

Control 

The most significant four bits of the first byte are used to indicate the type of NSP 

packet. The values are 1 for BrRq. 2 for LkUp and 3 for LkUp-Reply. 

Tuple Count 

The packets contain name-address pairs called NBP tuples (see figure NSP2). The least 

significant four bits of the first NSP byte contain a count of the number of tuples in that 

packet. 

BrRq and LkUp packets carry exactly one tuple (with the name being lC?Oked up or 

confirmed). The tuple count field for these packets is always equal to 1. 

NBPID 

In order to allow for mUltiple pending lookup requests from a given node. an a-bit ID is 

generated by the NSP process issuing the SrRq·or LkUp packets. The LkUp-Reply 

packets must contain the same NSP ID as the LkUp or BrRq packet to which they 

correspond. 

Requester's Address 

BrRq and LkUp packets include the 4-byte address ·field of the NBP tuple. which 

provides the complete internet address of the requester. This field allows the responder 

to properly address the LkUp-Reply datagram. 
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NSP Tuple 

The NSP tuple consists of an entity's name and its 4-byte internet address and a one-byte 

enumerator field. The address field appears first in the tuple. The fifth byte in a tuple 

is the enumerator field. followed by the entity name. This consists of three string fields: 

one each for the object. type and zone names. in that order. Each of these strings 

consists of a leading I-byte string length followed by up to 32 string bytes. The string 

length represents the number of bytes/characters in the string. The three strings are 

concatenated without any intervening padding. 

Enumerator Field 

This field is included to handle the situation where more than one name has been registered on 

the same socket. It should be noted that NSP specifically permits this use of aliases (or 

alternately. the useofa single socket by more than one NVE). 

In this case, each alias is given a unique enumerator value. kept in the NT along with the 

name-address mapping. The enumerator field is not significant in a LkUp or SrRq packet. and 

is ignored by the recipient of these packets. (Recall that the address part of the tuple, in this 

case. is the requester's address). 

In a LkUp-Reply packet, the correct enumerator value must be included in each tuple. This 

value is used for duplicate filtering. 
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VI. APPLEBUS TRANSACTION PROTOCOL 

The AppleBus Transaction Protocol (ATP) is a transport protocol that adequately 

fulfills the transport needs or the vast majority or peripheral devices. and uUsnes the 

transaction needs ror more leneral networkilll on AppleBus. Our loal has been to strike 

a compromise between reatures needed for networkq and ror peripheral device control. 

Particular attention has been paid to simplicity and ease of implementation. so that nodes 
... 

with tilht memory space restrictions will be able to support a surnclent subset or ATP. 

VI.I Introduction 

The rundamental purpose or reliable transport protocols Is to provide loss-free 

delivery or elient packets· rrom, source. socket to ,destination socket. Various reatuNS can 

be added to this basic service. to obtain the service characteristics appropriate for Its 

specific needs. Transport characteristics can be added by clients or built Into standard 

value-added transport services. ATP is such a value-added service. 

Transactions - TerminolOlY: 

Frequently. a socket client must request the client of another socket to perrorm a 

particular higher level runction and to report the outcome to the requester. This 

interaction. consisting or a req~st and a response. Is termed a flWnsaetlon. 

The basic structure or a transaction. In the context or a network. Is lllustrated In 

FilUre ATP!. A transaction has a NqUHUn6 end and a respond.lrw end. The requestilll 

end initiates the transaction by sendi",. flWnsacUon request. TReq. from the requestilll 

end's socket to the respondilll end's socket. The respondilll end executes the request 

and returns a tran_ctlon response. TResp. reporting the transaction's outcome. 

At-Least-Once Transactions: 
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This basic process must be pertormed in the tace of various situations inherent in the 

loosely-coupled nature of networks. for example: 

(i) TReq is lost In the network; 

(ii) TResp is lost or delayed in transit; 

(iii) the respondiDi end "dies" or becomes unreachable trom the requestlnl end. 

In the first place. there could be several transaction requests outstandiDi. and the 

requesting end must be a\le to dlstiOluish between the respective responses received by 

it over the network. This can be done by using a transaction 10 (TID). sent with the 

request. The response must contain the same 10 as the corresponding request. The TID. 

in a sense. "binds" together the request and the response portions or a transaction. 

In everyone or the above three error situations. the requestinl end will not receive 

the transaction's response and must conclude that the transaction. was not completed. A .. . . . 
recovery procedure must then be "activated .It the requesting end. This consists or a 

timeout and an automatic retry mechanism. It the timer expires in the requesting end and 

the response has not been received. the requester retransmits the TReq. This process is 

repeated until a response is received or until a retry count maximum is reaChed. Ir the 

retry count hits its maximum value then it is concluded that the respondifll end is either 

"dead" or unreachable. and the transaction requester (the ATP client at the requesting 

end) is so notiried. 

This mechanism does its best to ensure that the transaction request Is executed !!. 
least once. Such a mechanism Is adequate it the request Is essentially idempotent. e.,. 

repeated execution ot the request ts the same as executiDilt once. [An example or an 

idempotent transaction is asking a destination station to Identity itself). 

Exactly~ce Transactions: 

Nevertheless. with this recovery mechanism. lost or delayed responses could cause 

the transaction to be executed more than once. It the request is not Idempotent. serious 

damage could result. For such requests it is desirable to have a transaction protocol 
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which ensures transaction execution once and exactly once. 

Whether the at-least-once or the exactly-once level of service is appropriate can only 

be determined by the transaction requester. 

The basic technique for implementing an exactly-once transaction protocol is as 

follOWS. The responding end maintains a transactions list of all recently received 

transactions. Upon receiving a TReq it searches through this list to determine if the 

request has already been received (duplicate transaction-request filtering). A new 
-. 

request is inserted into the list before being executed (and then a response is sent out). 

Upon receiving a duplicate request for which a response has already been sent. the 

responder retransmits the response. 

Upon receiving a TResp the requesting end should return a transaction release (TRel) 

packet to release the request from tlie responding end's transactions Ust. If this TRel 

gets lost then the request would stay in the list " forever" . To eliminate this situation. 

the responding end "timestamps" a request before inserting it in its list. The list is 

checked periodically and requests that have been in it for too long are eliminated. 

VI.Z AppleBus Transaction Protocol - Multi-Packet Responses 

A TP uses the basic idea that a transaction is a request issued by a client in a 

requesting node to a client in a responding node. The client in the responding node is 

expected to service the request and generate a response. It is assumed that the two 

clients have some method of wuunbiguously identifying the data/operation sought in the 

request (eg. read a disk block. block number. etc.). 

This is a very simple model. in principle surficient for an interactions: The difficulty 

is that the underlying network places a size restriction on the packets that may be 

exchanged. Thus. ror instance. the transaction response might not rit in a single packet. 

For this reason we look upon the transaction request and response as "mesSAles" (not 

packets). Although ATP restricts its transaction requests to single packets. It aUo"!s 

the transaction response message to be made up of several packets, which or course bear 
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a sequentiar relationship to one another. When the requestina node receives aU the 

response packets (i.e. the complete response mesS8ie), the transaction II considered 

complete and the response is delivered as a sinale 10licaI entity to the ATP client (the 

transact jon requester). 

ATP supports both 'at-Ieast-once' and 'exactly-once' modes as client-elected 

options. 

If the 'at-least-once' case is chosen then, ATP handles timeouts and retransmission of 

requests but does not attempt to prevent duplicate requests from being passed to the 

" transaction responder. In this case, if request actions are not idempotent, it is up to the 

responding client to filter duplicates. 

The maximum size (number of packets) of a transaction response mesS8ie is limited 

to 8 packets. 

Transaction IDs: 

Transaction IDs are generated by the requestina end and sent alq with the TReq 

packet. An important design issue is the size (16 bits for A TP) or these IDs. This is a 

function of the rapidity with which transactions are generated and or the .ximum packet 

lifetime (MPL) for the complete network system. The longer the MPL the laraer the TID 

must be. Similarly, if transactions are generated rapidly, then the IDs must again be 

larger. The basic problem is that the TID being of finite size wraps around and there is 

the danger that for a particular value an old packet stored in some internet router may 

arrive later on and be accepted as a valid packet. 

For a single AppleBus, the time taken for exchanging a TReq and a TResp is bounded 

(by the ABLAP) to be greater than about 2.5 msec. Thus there can be no more than 400 

transactions per second. From this point of view a single byte TID would allow half a 

second or so for wraparound of the TID. 

However, with network interconnection through store-and-forward internet routers. 
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the impact of MPL (of tM order of 30 HCOnds) makes a one-byte TID inadequate. A. 

U-bit 10 would increase the wrap around time to be approximately two minutes. This 

obviates aU concerns about old retransmitted transaction requests and responses 

"sneaklns-ln" due to wraparound. 

The A TP BitMap' Sequence Number: 

Every ATP packet includes in Its header a b/tllMpl.equencenWllt»r. This field is8. 

bits wide. ATP handles lost or out-of-sequence response packets by uslnl this bitmap. 
-. . 

The slanlficance of this field depends on the type of ATP packet (TReq. TResp or TRel). 

In TReq packets this field Is known as the tNIJMctlon b/tllMp. The bIlsic Idea behind 

the use of this field Is that the requestlnl end reserves enoUlh butfers for the expected 

transaction response. and then sends out the TReq packet lndicatlnl to the responder the 

number of, buffers reserved. This Is done by set.tlnl a bit In the TReq pae~et's bitmap. 

for each reserved buffer. The Nspondil'1l end can then examine the TReq packet's . 

bitmap and determine the number of packets the requester Is expectlnl to receIve In the 

transaction response meslale. 

In TResp packets this field Is known al the ATP ~uence nWllt»r. The value of this 

field in the TResp packet is an inteser (in the ran,e 0 to 7), lndicatil'1l the sequential 

position of that packet In the transaction responle mellAie. The requestlnl end can ule 

this value to put the received response packet In the appropriate response buffer (even 

If the response packet Is received "out-of-sequence") for delivery to the transaction 

requester (ATP client). Furthermore. the requestlni end clears the correspondlns bit in 

Itl transaction bitmap. 

The actual transaction response meslale may turn out to be smaller than was expected 

b)' the requester. Thus a provision II made in the response packet's header tQ slanal 

"end-of-message" In the last response packet when It Is sent out by the responder. Upon 

rec~ivlnla response packet with the end-of-message indication. the NqUHtinl end must 

clear aU bits in the tran .. ction bitmap correspondlnl to hllher sequential posltlonl. 

If therequesUna end's retry timeout expirel and thec:omplete tran .. ctlon .... ponse has 
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not been received as yet (indicated by one or more bits still set to one In the requester's 

transaction bitmap). then a TReq Is sent out .. aln with the current value of the 

transaction bitmap and the same TID. Thus only the missinl transaction response 

packets are requested lI&in. 

This mechanism Is illustrated in Filure ATP3 where a requestil1l end Issues a TReq 

indicating that it has reserved six bufrers for the response. For Instance. the request 

might be for six blocks of information from a disk device. The TReq packet would have 

In its ATP data part the pertinent information: what fne. which six blocks. etc. ATP 

builds the request packet and sets the least sflnlficant six bits In the bitmap. When the 

responder receives this request packet. It examines the bitmap and thus determines the 

range of the host's request to be serviced. The six blocks are fetched from disk. passed 

to the ATP layer in the device node and sent back to the boat •• ch In a separate packet 

with its sequence number indicatlna the position In the response. 

The example Ulustrated In t~ rJlUre ass~s that the third response ~cket is lost . . . 

In the network. Thus the retry timeout will expire In the requestq end. which then 

retransmits the oriCinal request (transparently to the ATP requestlnl client) but with a 

bitmap renectlng only the missinl third response packet. 

Notice that single packet request-response transactions are simply the depnerat. 

ease in which the transaction request has only one bit set In its bitmap. If two nodes wish 

to communicate In this manner. very little extra packet overhead is added by the 

protocol. 

Responders with Umlted Buffer Space: 

A potential difficulty with exactly-once transactions Is that a responder mllht not 

have eftOUlh buffer space to hold the entire transaction response messap until the end ot 
the transaction (I.e. receipt of a TRel). 

ATP provides a mechanism for such responders to reuse their bufrers. throUlh a 

conrirmation of response packet delivery. This Is done by piiIY-backlna. In a response 

packet. a request to §!m! Transaction Status (STS). The requestinl end. upon receiving 

such a response packet. Just Immediately send out a TReq ~ l!!! current bitmap (i.e. 

indicating "-. ':h response packets have been received correctly). The I'Hpondlng end 
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can then use this bitmap- to free buCCers holdi"i already delivered response packets. 

Figure ATP4 illustrates this with an example in which the respondi"i end, with two 

buffers. services a request for a seven packet response. 

TReq packets sent in response to an STS do not consume the retry count, but do reset 

the Retry TimeOut ... 

\''1.3 A TP Dewls 

Details of the ATP protocol are provided in three parts: the packet format, the ATP 
" interface, and the mechanism (state/action model of the ATP protocol packqe). 

ATP Packet Format 

The format of an ATP packet is illustrated In rigure ATP5. It consists of an a-byte 

ATP header plus up to 578 ATP data ~ytes. 

The first byte of the ATP header is used for command/control inforl1llltion (CCI). The 

two most significant bits of the CCI are the packet's function code. These two bits are 

encoded as follows: 

01 TReq packet 

10 TResp packet 

11 TRel packet. 

The EOM bit is set in a TResp packet to signal that It is the last packet in the 

transaction response message. The XO bit must be set in all TReq packets that pertain 

to the exactly-once mode of operation of the protocol. The m ~ Is set in TResp 

packets to force the requester to retransmit TReq immediately. The remaini"i three bits 

of CCI must always be O. 

The 8 bits immediately following the command I control field contain the ATP 

bitmap/sequence number. with the most significant four bits in the first byte of the ATP 

header. The packets comprisi"i the transaction response message are assigned sequence 
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numbers 0 throLlih!. The sequence number (encoded as an integer) Is sent in the ATP 

bitmap I sequence number field of the corresponding response packet. 

In the ease of a transaction request packet. a bit of the bitmap is set to one tor each 

expected response packet. The least significant bit corresponds to the response packet 

with sequence number O. up through the most significant bit which corresponds to 

sequence number 7. 

The third and fourth bytes of the ATP header contain the lS-bit transsction rD. TIDs 

are generated in the ATP requesting end. and are incremented from transaction to 

transaction as unsigned 16 bit Integers (the value zero is permitted). 

The last four bytes of the ATP header are not examined by ATP. but contain user data. 

As such. they should. strictly speaking. not be considered part ot the ATP header. 

However. they can be used by the ATP clients to build a simple header for a higher level 

.. protocol. The reason they have. been separated ~ut is to allow an implementation of ATP . 
that handles the complete ATP response message's data in an assembled. contiguous. 

form. without interP.Osed higher level headers. ATP-Client interraces must build 

appropriate mechanisms ror exchanging these four !!!!!:. bytes independently of the data. 

AT' Interface 

The interface to ATP is made up of the five calls described below. It is convenient to 

visualize the ATP pack. (an implementation or ATP) as consisting of two parts: the 

ATP Requesting end and the ATP Responding end. The calls are discussed in the context 

of each end. 

It is not appropriate in this specification of the protocol to detail the interface. as 

several aspects are implementation dependent. The description below is in general 

terms. adequate for establishing the characteristics of the ATP service to the next higher 

layer. 

Remember that we neither assume nor require the availability of a multiprocessing 

environment in the network node. Our descriptions of the various interface calls have 
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been writ ten in a generic form indicating parameters passed by the caller to the ATP 

implementation, and results and outcome codes returned by the latter. The result codes 

and their interpretation depend on the specifics of the implementation of a call. .f the 

call is issued synchronously, the caller is blocked until the calls operation has been 

completed or aborted. then the returned parameters become available when the caller is 

unblocked. In the case of asynchronous calls. a call completion mechanism Is activated 

when the operation completes or aborts. Then the returned parameters become available 

through the completion routine mechanism. 

"" \(e envision at least two kinds of interfaces: a packet-by-packet passing of response 

buffers to and from ATP. and a response message (i.e. In a contilUOUs buffer) interface. 

These are analogous to the familiar packet stream and byte stream interfaces avaUable for 

data stream protocols. DetaUs of both types or ATP interraces for Apple systems will be 

made available In application notes. 

1. ATPReguesting End Calls: 

Only one call is defined for use by the transaction requester. This call is processed 

by the ATP requesting end. 

(1.1) SESD-ATP-REQrEST: 

The transaction requester (ATP client) Issues this call to send a transaction request. 

It must supply several parameters with the call. These include the address of the 

destination socket. the ATP data part of the request packet. buffer space for the 

expected response packets, and whether the exactly~ce mode of service is required or 

not. In addition the caller can specify the duration of the retry timeout to be used and 

the maximum number of retries. 

Call Parameters: 

Transaction mode (exactly-once or at-least-«tce) 

Transaction Responder's address (network number. node ID 

and socket number) 
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Call Parameters (cont.): 

ATP request packet's data part and its lerwth 

. Expected' number or response packets 

aurrer space ror the transaction response mesS81e 

Retry timeout in seconds 

Maxiinum number or retries 

Returned Parameters: 

Outcome code (success, raUure) 

Number or response packets received 

" The rolloM"I situations retum an outcome code or railure: 

- the caller requested exactly-once service, but the respond1n& end does not 

support it: 

ATP has exhausted all retries and a 90IIlplete response has ~t been received. 

An outcome code of success is retumed whenever a complete response message has 

been received. A complete response is said to have been received ir either of the 

followirll occurs: (1) all response packets originally requested have been received. or 

(ii) all response packets with sequence number 0 to some inteser n have been received 

and packet n had the EOM bit set, 

In either case. the actual number or response packets received is always retumed to 

the requesti"l client. A count or zero should indicate that the other end did not respond 

at all. In the case or a nonzero count, the client can examine the response burrer to 

determine which portions or the response mesS81e were actually received and to detect 

missi"l pieces ror hliher level recovery, ir so desired. 

2. ATP Responding End Calls: 

There are rour calls that a transaction responder (ATP client) can make to the ATP 

respondi"l end. 
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(2.1) OPEN-ATP-RESPONOING-SOCKET: 

An ATP client uses this call to Instruct ATP to open a socket (well-known or 

dynamically assigned) for the purpose or receivin& transaction requests. If well-known. 

the client passes the socket number to ATP: otherwise the dynamically assilned socket 

number is returned to the client. 

When opening this socket. the client is in erfect opening a "'transaction listening 

socket". The call allows the socket to be setup so that requests are accepted from a 
" specified network address (provided In the call). This address can Include a zero In the 

network number. node 10. or socket number fields to indicate that any value Is acceptable 

for that field. 

Call Parameters: 

Transaction listening socket number' (if well-known) 

Admissible transaction requester address (network number. 

node 10. and socket number) 

Returned Parameters: 

Local socket number (ir dynamically assigned) 

outcome code (success. failure) 

Note that this call does not set up any bufrers for the reception or transaction 

requests. That is done by issuing the Receive-ATP-Request call. 

(2.2) CLOSE-ATP-RESPONOING-SOCKET: 

This call Is used to close a socket opened with an OPEN-ATP-RESPONDING-SOCKET 

call. 

Call Parameters: 

Transaction listenina socket number 

Returned Parameters: 

outcome code (success. railure) 
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(2.3) RECEIVE-ATP-REQUES1~: 

-
The transaction resgonder issues this call to set up the mechanism for actual 

reception ot a transaction request through an already~pened transaction responding 

socket. 

Can Parameters: 

J..oc:al socket number on which to listen 

Butfer tor receivini the request 

Returned Parameters: 

the received request's ATP data 

Transaction ID 

Transaction Requester's Address (network number. noeIe ID and 

socket number) 

Bitmap 

XO indication 

(2.4) SEND-ATP-RESPONSE 

When a transaction responder has finished servicing the request. it issues a 

SEND-ATP-RESPONSE call to send out one or more response packets. ATP will send out 

each response butfer with the correct transaction ID and a sequence number indicating 

the position ot the particular response packet in the response message. There are many 

different ways of implementing the call; our description is generic. 

Call Parameters: 

J..oc:al socket number (the respondini socket) 

Transaction ID 

Destination Address (Network number. node ID and socket 

number) 

Transaction response message/packets (ATP data part) 

descriptors to determine the sequence numbers of the response 

packets 

Call Parameters (cant.) 
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EOM and STS control 

Returned Parameters: 

outcome code: (success. failure) 

ATP State Model 

Management of STS will be discussed in a future version of this document. The 
, 

following description provides a sufficiently precise statement of the protocol internals 

for the purpose of implementing the protocol. It is not a fermal specification. but an aid 

for protocol implementers. 

The description is presented in terms of the actions to be taken in response to all 

possible events. (This description is subject to modification as we pin more 

expe.rience through actual implementation of the pro~ocol: It is the current state of our .. . 
understanding of the protocol arid will not be widely different in subsequent updates. ) 

Certain special terms are employed in the description. and we start with a discussion of 

some of these. 

First of all. the ATP requesting end must maintain all information necessary for 

retransmitting an ATP request and for receiving its responses. This Is referred to by us 

as the Transsction Control Block (TCB). More specifically. this would contain all the 

information provided by the transaction requester in the SEND-ATP-REQUEST call. plus 

the TID. the request's bitmap and a response packets received counter. With each 

request and thus with each TCB we associate a retry timer. used to retransmit the request 

packet in order to recover from loss of request or response packet situations. 

In the second place. the ATP responding end must maintain a Rflquest Control Block 

(RqCB) for each RECEIVE-ATP-REQU£ST call issued by a client in that node. This call 

would contain the information provided by that call including all pertinent data as to the 

buffers and delivery-to-client mechanism (implementation dependent). 

A third data structure. the Response Control Block (RspCB) is needed only in nodes 
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implementilli the exactly-once modp. or operation. It holds the inrormation needed to tilter 

duplicate requests and ~o retransmit response packets in response to these duplicates. 

We associate a release timer with each RspCa. This timer Is used to release the RspCa in 

the event that the release packet sent by the requesting end Is lost. 

1. ATP Requestins End: 

SEND-ATP-Request call issued by a Transaction Requester in the Node: 

a. Validate the following call parameters: 

Number of response packets should"be at most 8; 

the ATP Request's Data should be at most ,v.xATPDlt. bytes IOIli. 

Ir either parameter is invalid. then reject the call. 

b. Create a TCa: 

- insert the call parameters in it 

- . c~ear the response packets counter. 

c. Generate a TID: 

- this is the last used TID plus one modulo 216: 

Save the TID in the TCa. 

d. Generate the bitmap for the request packet and save it in the TCa. 

e. Prepare the ATP header: 

- insert the TID and the bitmap: 

- set the rWlction code bits to 01: 

- (only for systems implementq the exactlY-«lce mode of operation) if 

the caller requested exactly once mode the set the XO bit. 

f. C&li DDP to send the ATP request packet. 

,. Start the request's retryt1mer. 

Retry timer expires: 

a. If Retry CoWlt • 0 then: 

- set outcome code to 'railure': 

- notify transaction requester (the client in the node) of the outcome: 

- destroy the TCa. 
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b. If Retry Count () 0 then: 

- decrem~nt the retry count; 

- change the-bitmap in the ATP request's header to the current value in 

the TeB: 

- call DDP to retransmit the request packet: 

- start the retry timer. 

ATP Response Packet received from the network (Le. from DDP): 

e. Use the packet's TID and source address to search for the TeB: 

b. If a matching TeB Is not found then ignore the packet and exit. 

c. If a matching TeB Is found then check the packat's sequence number against 

the TeB's bitmap to determine if this response packet is expected. The 

packet Is expected If the bit corresponding to the reponse packet's 

sequence number is set in the TeB's bitmap. If the packet Is not expected 

then ignore it. 

d. If the response is expected then: .. 
clear the corresponding bit in the TeB bitmap; 

- set up response packet's ATP data for delivery to the transaction 

requester: 

- increment the response packets counter in the TeB. 

e. If the packet's EOM bit is set then clear all higher bits in the TeB bitmap. 

f. If the TeB bitmap - 0 then: (a complete response has been received) 

- cancel the retry counter: 

- set the outcome code to 'success': 

- (only if exactly~nce mode is implemented) if the transaction is of 

exactly-once mode (determined by examining the TeB) then call DDP to 

Hnd • TRel packet to the respondlna end: 

- notify the transaction requester: 

- destroy the TeB. 

2. ATP Responding End: 

OPEN-ATP-Responding-Socket call issued by a Transaction Responder in the Node: . 
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a. If caller specifies a well-known socket then call DDP to open that socket else 

call DDP to open a dynamically assilned -socket. 

b. If DDP retums with error then set outcome code to the error. 

Co If DDP returns without error then: 

- Ht outcome code to "success'; 

- save socket number and the admissible transaction requester address in 

an ATP respondinl sockets table. 

d. Return to caUer. 

CLOSE-ATP-Respondlng-Socket call Issued by a Transaction Responder in the Node: 

a. Call DDP to close the socket. " 

b. Release all RqCBs. and. for systems supporting exactly-once mode of 

operation. release all RspCBs (and cancel all release timers). if any. associated 

with the socket. 

c Delete the socket from the ATP responding sockets table. 

RECEJVE-ATP-REQUEST Cell Issued by the Transaction Responder in the node: 

L If the specified local socket is not active then return to caller with erl'Ol'. 

b. Create a RqCB and attach It to the socket. 

c. Save the call's parameters In the RqCB. 

SEND-ATP-Response call1.sued by transaction responder in the node: 

a. If the local socket 15 Invalid OR response data le"lthsare invalid then return 

to caller with error. 

b. (only if exactly-once mode Is implemented) Search for a RspCB matching the 

call's local socket number. TID. and transaction requester address (destination 

of the ATP Response). If found then save the response attached to the RspCB 

(for potential retransmission In response to "duplicate requests received 

subsequently). and restart release timer. 

c. Send the response packets. setting the ATP header of each with rWlction code 

10. with the caller supplied TID. with the correct sequence number for the 

packet's sequential position In the response mesS81e. and with the EOM flag set 

In the last response packet. 
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Release timer expires: (only Ir exact1y~ce mode of operation is implemented) 

a. Destroy the RspCB and release all associated data structures. 

ATP Request Packet (TReg) received from DDP: 

8. {only if exactly~ce mode is implemented} If the packet has Its XO bit set and 

a match ina RspCB exists then: 

- retransmit all response packets: 

- restart the release timer: 

- exit. 

b. If a RqCB does not exist for the local socket or if the packe~'s source address 

does not match the admissible requester address in the RqCB then ignore the 

packet and exit. 

c. {only If exactly~ce mode is implemented} If packet's XO bit Is set then create 

a RspCB and start'lts relea.1e timer. 

d. Notlfy the client about the arrival of the request and destroy the corresponding 

RqCB. 

• 
ATP Release Packet eTReI) received from DDP: (only if exactly-once mode is 

implemented) 

a. Search ror a RspCB that matches the packet's TID and source address. If not 

round then ignore the release packet. 

b. If 8 matchina RspCB is round then: 

- destroy the RspCB and all release all associated data structures. 

- cancel the RspCB's release timer. 

In certain instances the clients or ATP might use certain contextual information to 

enhance their use of ATP through lome additional interface calls. Here are two examples. 

Release-RspCB: 
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In the first caseJwo clients of ATP are communicating with each other, usina the 

exactly once mode, and 'have decided to have at most one outstandinl transaction at a 

time. Client A calls ATP to send a TReq packet to client B. B sends back the response. 

A upon receiving the response sends out a second request (but no release packet). The 

second request packet upon being received by B siifl8ls that the response to the 

previous request has been received by A. Now B could simply call its ATP responding 

end and ask it to release the previous transaction's response control block. This needs a 

Release-RspCB call to the ATP responding end. The parameters ot this call are tairly 

obvious in this instance. 

Release-RqCB: 

Another instance arises when a client A. wishes to send elata to client B. A must first 

inform B of this intention. and thus allow B to request the data. To this end. A can send 

.. a TReq to B to signal"l. want to ·write N bytes of.data to you. plea~e ask me for it on my 

socket number Sir. Instead of sending a TResp to this packet. B could just send a TReq 

to A's socket S asking for the elata. The reception by A. on socket S. of B's request 

implies that A's original request has been received by B. A could call its ATP requesting . 
end and ask it to eliminate the previous transaction's RqCB. This needs a Release-RqCB 

call to the ATP requesting end. 

Details of these calls are implementation-dependent and do not affect the ATP protocol 

per see We mention these as interestinl variants that milht be implemented by certain 

clients who wish to reduce the traffic ,enerated on the network. 
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VII. DATA STREAM PROTCXX>L 

The other important transport protocol Is for the transfer of sequences of packets or 

more generally sequences of data bytes. We group this into the sinale term d8ta atlwm. 

This is an area in which an enormous amount of work has been done in the networking 

community under the general terminology of connection-oriented protocols, virtual 

circuits. liaisons. etc. A wide consensus has been arrived on the basic structure or such 

systems. Certain characteristics that stand out are the need for a symmetric protocol 

allowing full duplex data streams between a given pair of sockets. management of now .. 
control by using credits sent by the intended receiver to the sender, sequencing by the 

use or sequence numbers in each datastream packet, connecti~ establlshment through 

handshakes that coordinate the initial state of the two connection ends (and hence the 

connection) . 

VII;1 Termlnolgtr: 

We start by establishing the significance of certain terms and concepts. In particular, 

the ideas of a connection, of connection ends and of connection IDs and their signifiCllJ)ce 

playa central role in a data stream protocol. 

Connections and Connection Ends: 

A connectlon is an association between a pair of sockets that allows the reliable, 

full-duplex now of packets between them without loss or duplicate packet delivery. 

Packets are delivered in the same order that they were inserted into the connection. 

Futhermore. there is a now control mechanism built into the protocol that regulates the 

sending of packets according to the avallablUty of buffers at the receiving end. Other 

terms used to describe connections are vIrtu.J clrculta, u.J~, etc. 

Connections can be set up at any time by either or both of the communicating parties. 

and are torn clown when they are no longer required or if either connection end "dies". In 

essence setting up a connection involves establishing descriptors of various state and 

control variables at each end and bringing these into a synchronous state. A generic term 
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that covers both the communicatln, socket and the descriptor associated with It Is 

connectIon end. 

Openinl and Cloalnc Connections: 

Connections are associations (between two sockets) that are set up and torn down. 

This can be done in many ways that are, strictly speaking, not a necessary part of the 

data stream protocol but more of a session layer issue (we discuss this at the end of this 

chapter). 

A connection end can be in one of two states: unestabUshed and estabUshed. If both .. 
ends of a connection are established then the connectlon is said to established or open. 

Data can now on a connection only if it is established. 

We will place the restriction that there can be only one connection between a given pair 

ot sockets. 

Connection IDa: 

It might appear trom the toregoing that a connection could be identified by the pair of 

socket addresses (e.g. node IDa and socket numbers of the connection ends). This works 

well as long as we are dealing with a single network with no alternate routes and without 

intermediate store-and-torward processing. Otherwise. since connections might be set 

up and torn down between a given pair of sockets, packets trom a previous invocation 

could show up in a later invocation and possibly be accepted. This Is not a common 

situation but Is not as rare as might seem at first glance. For this reason, each 

connection end when it is set up generates a connection ID. The two connection IDa taken 

together with the socket address pair uniquely identity the connection. The size of a 

connection ID is a (unction of the rapidity with which connections are expected to be 

setup and broken down (Ie how quickly will the ID wrap around) and the maximum packet 

litetime. For our situation an I-bit connection ID seems ample. 

Sequence Numbers, Acknowledgement Numbers and WIndows: 

All packets sent on the connection carry a aequence number. This Is used to ensure 

their in-sequence delivery, and duplicate packet filtering. Lost packets can be 

retransmitted using a timeout mechanism. Packets received correctly can be 
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acknowledged by sending back an .cJcnowledgellJe1Jt number, which Is the sequence 

number of the nexf packet the end expects to receive over the connection. The size of 

these numbers Is related to how rapidly packets will be sent out (again the issue of wrap 

around) and the expected maximum packet lifetime on the network. 

Flow control Is done on the basis of credits or a reception window supplied by the 

receivi,. end.of a now. This Is a value that indicates how many packets beyond the one 

indicated ·by the acknowledgment number are welcome. This need not be equal to the 

number of available burfers, though that would be the simplest strategy. The 

acknowledgement number plus the reception window value (minus one) Is the maximum 

sequence number authorized for use by the sendina epd. 

VII.2 DSP Interf.ce: 

The basic DSP calls are SEND-on-OSP. RECEIVE-from-DSP. [Connection opening and 

closing calls are discussed in section VII.I]. It is assumed that when a connection is 
-

opened OSAP (part of the llIta Stl'88lll Access Protocol) returns to the connection client a 

. Connection RelNum which.is used to identify it· In the SEND and RECEIVE calls. Burfers 

for the connection are provided by the client when the connection is opened. 

(1) SEND-on-OSP: 

The caller provides the Connection RefNum. and OSP data length and pointer. A. 

function flag is provided to allow the caller to sisnal a logical end at the end of that 

packet (thus the data stream can be interpreted by the receiver as having messages that 

end with these logical end marks) and for the purpose of sending connection Interrupts to 

the other end. 

(2) RECEIVE-from-OSP: 

This Is a means for polling the OSP module (or setting up a completion routine 

address) to see If any packets have been received on the connection. OSP returns the 

buffer address and OSP data length. as well as the logical end or con.nection interrupt 

indication. RECEIVE-from-OSP also serves the other important function of supplying 

additional receive buffers to DSP (or returning buffers in which received packets have 

been delivered to the client by OSP). 

VII - :5 



VlI.3 DSP Packet Format: 

FilUre OSPl illustrates the OSP packet format. The header consists of one byte 

source and destination connection IDs ("source" reters to the source ot the packet). a 

one byte sequence number of the packet. a one byte acknowledge number. a four bit 

window field. and a four bit control tleld. The MS bit of the controltleld Is set to indicate 

a DSP control packet. Ie one that does not carry any client data. The Request ACK bit can 

be set to torce the destination to send a packet for the purpose of provldinl the latest 

values ot its acknowlqement number and window value. 

A packet that has its OSP control bit set must not' carry data and cannot have the 

logical or interrupt bits set. Such a packet does not consume the sequence number; the 

sendil1l end sends the next packet with the same seq~ce number. 

It the DSP control bit is not set the packet contains client information. usually data In 

the DSP data part of the packet. though It could be just an Interrupt or logical end 

. indication. 

VlI.4 DSP DiBlogue and Erl'Ol' Recover;yJlechllnlsms: 

The protocol dialogue In the normal situation Is quite straightforward. Once a 

connection has been opened (see section VII.S). either end can send data packets to the 

other. Receivil1l ends ot such packets can send out ACKs at any time though the sendinl 
end can force the return of ACKs by settlf1l the Request ACK bit. Control packets can be 

sent at any time to elicit such Information as well. 

The sequence number at the sendlf1l end is increased every time a non-Control 

packet is sent out tor the first time (as opposed to retransmissions). From the window 

parameter sent by the other end. the sendinl end obtains a maximum permissible value of 

the sequence number (equal to the received acknowledge number plus the received 

window value minus one); client requests to send a packet when this .value has been 

reached are rejected. 

Lost Packet and OUt~t-Seguence Recovery: 

Each end has a RCV.NXT value which is the sequence number of the next packet it 

expects to receive trom the other end. When a packet is received Its sequence number if 

compared with this value. A mismatch causes the received packet to be disca~ded. A 
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packet received with the correct sequence number is accepted and if it is a non-Control 

packet then the RCV~NXT value'is incremented. Also, the receivlng end maintains a value 

of its receive window RCV.WND. This grows and shrinks depending on the availability of 

receive buffers. 

Recovery from lost or out-of-sequence situations is resolved by using a retransmit 

timer at each end. Every time this timer expires, all packets sent by that end but not 

yet acknowledged are retransmitted. The reception of a packet with acknowledge number 

An causes all packets with sequence numbers through An - 1 to be taken off the send 

queue. 

Half ..{)pen Connections: 

Another situation is that of one of the ends "dying" or becoming unreachable from the 

other. The connection is said to be half -open. In such a situation, the sending end would 

keep on retransmitting the packets in its send queue and would needlessly consume 

bandwidth. Even in the absence of traffic, resources a~ tied up at this end in the form of . .'. 

connection descriptors, timers, etc. This situation is handled by using a connection 

timer, started when the connection is opened. If the timer expires and no activity has 

been seen, then a probe (a control packet) Is sent to the other end. Fallure to receive a 

response is taken to mean that the other end is "dead" or unreachable and the connection 

is torn down. 

VII.' DltI Stream Access Protocol: 

(to be described in a later version) 

VII.' Implementltion Notes: 

VII - , 



-

Control 

liliid • 
L Interrupt lit 

'-_ Logical End lit 

i--___ ~st a bit 

~---.. -... DSP Control PIlt 

r- One Iyte (I bitl) '1 

• LAP atfder 

• DDPHader .. 

lIP protocol type • , 

Delt COnnect1Cln m 

Srce Connect1on m 

SIQuInce Nuliber • 'DSP Helder 

Acknowledge Nuliber 

Control W1 ... 

DSPdata 

FilUre DSP1. OSP Packet Format 



AppleBu, Protocols Architecture 

• Key Considerations/Goals 
and Overall Functions 

• LAP Type Field 

• Datagram Service 

• Internets 

• Named Entities 

• Reliable Transport 

. ' 

Gursharan Sidhu, 
July Zl, 1984 



-

Key- Considerations in Design 
of AppleBus Protocol Architecture 

1. Open System 

Protocols can be accessed and added at any level 

Z. Versatl11ty 

Na1 designed tor a specific purpose .. Rather. 
rich enough to be essentia l1y general JmrI)OSe 

3. Simplicity 

Protocols have been made as simple as possible to: 

• reduce code size and comp'lexltx 

• enhance perfonnance 

4. Support ThIrd Party Development 

Provide only the framework and basic 

building blocks and services 
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AP-pleBus Node IDs 

. 
node nodi node • • • node 

ABLAP uses the 8-bit Node Identifiers to provide a: 

• node-to-nod.e 

• best effort · 

packet delivery service on a single AppleBus 
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· Sockets and Datagrams 

.. ___ __._-0·-0· . 

Sockets: 

• !ogi..w addressable entitles In network nodes 

• identified by an 8-bit socket number 

• Socket numbers are unigue withjn a given node 

• At most 254 sockets in a given node 

• Dat;tgrams are packets that are exchanged between 
sockets using the datagram dellvery mechanism 
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Socket Clients 

Sockets are "owned" by socket clients 

~------
Socket 
Client 

Sock,t Sock,t 
Client Client 

Noele 

Socket Client: a process (or "function" 
in a process)(soft~are) 

Two types of sockets; 

Statically assigned : 
1 - 64. - - reserved 

65. - 127. -- experimental use 
Dynamically assigned : 128. - 254 . 

• 

I ,. ~. eo.rttr Inc. 

/0 



DDP 
Datagram DelivelY- Protocol 

.. 
the protoool that implements the socket-t.o-sxket 

delivery of packets (datagrams) 

COP 

ABLAP 

• S~le, ~t effort-, no retry mechanism 
for packet loss 

II 
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Internet Node Addressing 
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Addresses vs Names 

.. 

Protocols use Addresses 

People prefer Names 

Addresses are Numbers 

Names are Character StringI 
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Named Entities 

Network-Visible Entities ==) Socket Clients 

Names of Network-Visible Entities 

Entity Nallae -) 

< Object) : < Type) • < Zone ) 

each part of the name is a 

string of up to 32 characters 
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Accessing Named Entities 

Two Step- Procedure; 

(1) Name Binding: 

NAME --) 9)CKET ADDR~ 

(2) Access the EnttU!i 

Use this address to access the entity 

throygh Its socket 

Zt 



Wildcards in Names 

Object and TY.Pe Fields 

·' means "any" 

Zone Field 

• means 

Ce) 1 .. _11 ~ Inc. 

2.2. 



Names Directo!,)! 

ND consists of the Names Tables in the 
nodes of the internet 

.' 

Names Table contains 

( Entity Name. Socket Address ) 

pairs for all named socket clients 
in that node 

23 



Name Binding protocol 

NBP 
traa •• 

proce.s Tal»le 

" . 

~" Ham •• Intol'mation SoeJcet (SAS) 
..... I11III( , 

DDP 

Noel. 

J~---------~-p--------~t 

(c) ,. _1. ~ Inc. 

24 



; 
r 

Name Lookup using NBP 

(single ABus case) 

1. Requester ~roadcasts an NBP LookUp- datagram 

( with name to be looked up) to the 

Names Infonnation Socket 

2. This is received by all nodes that have 

implemented an NBP . 

3. Each of these NBP processes searches its Names 
Table; 

- if a match is not found it ignores the request 

- If a match J& found. it sends a datagram back 
to the lookup requester with the complete 
name(s) and socket address(es) of the matching 

entity(ies) 

4. The requester repeats this process several times 

2.5 



AppleBus Protocols Architecture 

- Key CDnsiderations/Goals 

and OVerall Functions 

- LAP Type Field 

- Datagram Service 

-Internets 

• Named Entitles 

...... • Rellable Transport 



. 
AIP Ienninology-

request 
~ 

" 

response .-

"" 

TrMSaCtion TrMSaCtlon 
Requester Responder 

~ 
AlP Interface • 

ATP ATP 
Requesting Responding ... .. 

". --End End 

27 



A I P Error RecovelY-

regueste.r responder 

- ....... ----

2.8 



. 
ATP Exactly-=Once SelVice 

requester respgnder 

2'1 



. 
A I P Multi-Packet Responses 

requester res}Xlnder 

30 



AJP Write ExamP-le 

requester responder 

31 



• 

-I 

. All? I?acket Format 

• • 
I 

-. " 

DDP Protocol T~ - 3 

CammlftdlControl 

Bitmap 

.................... TID····················· 

····················F~ ................... . 

........... ........ l.IIw .................... . 

.................. art····················· 

D to 578 byt .. 
• • 
I 

LAP 
Header 

DDP 
Header 

ATP 
Reader 

ATP 
data 

32. 
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. 
.... 

I 

I 
r~-~-n 

i II i 
I 

• 

I I 

AppleBus 

DIN 
PIN • 

I 

2 

3 

SHEl.L 

WIRE CONNECTION TABLE 

f"UNCTION 

APPl.EBUS-Pl.US 
APPl.EBUS-M I NUS 

UNUSED 
SHIEl.D 

App-IeBlIS 

cable 
Connector 

3-Pin Male 
Miniature Din 

DIN 
PIN. 

1 

2 

SHELL 

Ollar: Apple Snaw Beige 

. , ,', '.':-" ............... ', .,. . ....... . ...... .. ...... . ..' .... -:~ 
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= 

AppltelS 

Ap-p-IeBus Cables 

= 

2 Meters (6 Feet) 

6 Meters (20 Feet) ) 
~c----------------~ 

16 Meters (60 Feet) 

Bulk Cables (PVC and Teflon) 

• 

III] Connector 
llIlI Kits (6 units) 

500 Foot Cable Spool 

.. ,' ' ......... , .. ' ......... " ........ . ................. ' ..... ,-, ...... . .,' ,', ............ . . ......... ' ............. . 

(c) 11M ,.11 c..puw Jnc. 
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a60.0 nm (18 In) 

.. . " ........ ' .............. . 

AppleBus 

Ap'p'leBn s 
Q)nnection Module 

.. 

.... ... ' ..... , ..... ' . 

DB-9 or DB-25 
Connector 

(c) 1114 ,.1t c..puw Inc . 
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08-9 Comector 
liD em U< 

TXD· 
• __________ -J~ __ ~n.~ 

,_ .... r\I\. ~--

5----....JL---1 

1 

...... 2 

......... 1 

.......... 2 

CNJ. CASE ____ .... ....AA V-r .... __ ...:....:.::..!...L.:h~ll 
1M 

AppleBus Cornection Moc1Jl Cir g 
cuit Digs •• 



4-
, v.! 

; 
; 

i 
i 

Apple&1S 

Har<iNare Qvervie'YV 

Typical Interface Circuit 

.. 
26LSJO 
l~ 

TXD~---!~: -I >! 
i ~-!---..... --. 

RTS [')~----+-: ~~ 

26LS32 

i 
i 

" 

'-.... i ; 

i j i • 1 1 0 i 1 ! 
i : 

EM-O Encoding. RS-422 SiglalJ~ 

I 

0 i 

(C) 1 __ It ~tv Inc. 
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AppleB«1S 

Hardvvare Overview 

Typical Interface Circuit 

26LS30 

TxD t----~:.~_I::->::-= ... -_ -_ -_-:_ ....... -;._~." II .... ~_~ ....... 
RTS n~----+-; ----,' r 

26LS32 

i. 4.],.1 &IS8C. i I • I i ! ,- • it I , V.I .' 

• .. , .. 
j , 
I 

.-.... ! I 
.. 
.. 

• 
i I ! 

I .. 
i I 0 1 I 0 

! .. 
I I I 1 i , i I t • I 

.. 

EM-O Encodi~ RS-422 Sig»l]irg 

(0) 1 __ It ~ttr Inc . ... .. .. .... 
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AppleBus Server Kit 

AppleBus Server Kit packaged with 
all Apple Server Products 





AppleBus Starter Kit 

~I 



AppleBus Assembly Kit 

500 Feet 

AppleBus 

Teflon Cable 

42. 



"AppleBus Server Kit 

AppleBus Server Kit packaged with 
all Apple Server Products 



14 



AppleBus Starter Kit 



'-AppleBus Assembly Kit 

600 Feet 

AppleBus 

Teflon Cable 



~1ea.1S 

l.irM Access Layer 
ABLAP 

CSMAICA 
Carrier Sense, Multiple Access 

wI Collision Avoidance 

Dynamic Node Address Assig" Q It 
. a-.bit node addresses 

Unique only on single bus link 

H1C/SIl..C frame fonnat 

FLAG framing 
a-bit address, 
bit-stuffing 

eRC-SOLC Frame Check Sequence 
(U1ino CRe-CClTT polynomial - lSi • III • I' • 1" 

wi lnltllllzition ~ l's) 

..... :-.-: .. -:.. .. . ... '.' ....... ':-:'.' ....... '.: :'. '.:.'.-:: ':-:J 



Frame Fonnat 

UIer Pecket (e.g., DDP) 

unr Pecket (e.g., OOP) 
:.:. l 

~~~~ 
~~~~ 
::: .. 
:::: 
:::: 

~~~~ 

111i 

l~~~ ... .,~ :.: 

....... : ........... ; .. ::.: ......... : .... .; : ... : ..... : ........ : .... : ... : ............. : ....... ::.:-:.: .. :.:.:-: .. :. .: ............ : .. : ............ ': ... :-.... ;.:-: ... : ......... :.:-: ... :-:: .................. :::~ .... :: ... :~.:.:.=::.:~:.:::.::::}~~ \ 

. 48 



" 

LAP Dialogs 

problems to be solved: 
• station may not be listening 
• contention (collisiOns) 
• no true collision (carrier) sense 

Solution: 
. 3-way handshake 

"Receiver 

- RTS-____ -.I 
...... 

__ ----eTs 
rw ... -OATA ______ _ ... 

~~~~ 
:.: . •... .... 
I 
:::: 

:::: 

lj~1 
=::: .:.: . 
:::: 
=::: :.:. 

t 
~~~~ 
:::: 

~~~~ 
:::: 

'j; 
~~lj 
r 
:::: 
:~:~ 
:::: .... 
;::: 

~~!~----+. tmw 1~ 
:::. :.:. 

:'1 
:::: 
:::: ..•. 

r 
(0) 1 __ II ~- Jnc. I~j~ 

.......... """"-..... """"~~ ........ !I!IlIII'I!I!II ... ~I!IIIIIMI!""""~~~~~ .. :~ .. ~ ..•. ; ... : ..•.. : ... : ... : .. :.; ................ : .. : ....... ; ..... : .• : ...•. : .•.. : ........ : ..... :.::.: •.• ,.: ... :.:.:.: ..... ;.; ..... :.: ..... :.:.: ....• :.:.: ..... :.: ... :.:.:.: ... ;.: ..... : ... :':':.': :.;.;.:.;.:.:.;.:.:: ....... :.;.; ... ; ... ;.; ... :.:.:.:.:.:.;.;.:.; ..... :.: ... :- .. :.:.:.:.: •.. :.:.:.:-: ... : ..... :.:.:.:.;::.w 
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.. 

Perfonnance Characteristics 
of _ 

AppleBus 

as observed by the 

Obung 
simulation system 

SI 





Major Access Schemes 

Pure random access: 

ALa-J4 (c.1970) 

Usten before transmitting: 

APPLEBUS {1984} 

Usten during transmission: 

ETfERET(c. 1976) 

APPLBET (1980-198-"!) 







Passive Tap 

\ - ..". . Ir 

Data Rate: 

Apple8us 

B1ysical Lay.§[ 

ShIelded Twisted PaIr 

- - " __ I _ '.' ,. . .,... "........ .... ~ • • -., -, .. ~ .. -.. ..., r 

230.4 kilobits/second 

Physical Data: maximum 32 nodes 
maximum 1000 feet 

Electrical: 

l ...... , ... , 

Balanced Signalling 

Standard RS-422 driver 
and Receiver les 

Transformer Isolation 

Passive Drops 

FMO modulation 
~le COftPuteJ Inc. 

-



,. 

l. 

AppleBus 

,-jnk Access Lay.§[ 

ABLAP 

.. 
Addressirv 8 bit Node IDs. 

Dynamically Assigned 
Broadcast packets allowed 

FrarninsJ SOLe (using bit stuffing) 

Access Control: CSMA/CA 

~... .. ........... 
TR t t 1 t t : 

__ ... I···_···· .. ······· .. · .. · .... · __ ····EJ ...... ·0 .... I-.... -.----... ;-.~.--. --, ........ 
TDw£ 

RTS 
. 

ClS DATA Pkt 

T random ( ) 400 usec) 
R 

t less than 200 usee 

~1. COftPUttr Inc. 

S7 



Ubtq Simulator 

.. 

Up to 32 nodes, Macs, Apple lie, 
I isBS: one master, 31 slaves. 

QperatlCll 

Master controls testbed 

• configure nodes from conftg file 
• monitor perfol1l&1C8 n gather 

statistics. 

Statistics nKritored 

• b •• ,at queue delay 

• thrautJ ipUt 
• erront ~, fllQ'raented 

packets, retries. etc. 

58 



AppleBus 
Perfonnance Analysis 

.. 
KBytes/sec 
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AppleBus 

Throug-lpUt Y vs Offered Load X 
,. 

. 2~ KByt.eslsec 

·75 

128 

.50 

.25 
Pecket size • 32 

0.1 1.0 10.0 

14 Nodes 

IWlJI! CorrpAt!'.. Inc. 



Major I AN control schemes 

Polling . 

+ gJaranteed response time 
+ sirTllle work for slave nodes 
- fi~ed overhead 
- complex work for master 

Tokens 
+ gJar anteed response time 

+ hig, chamel efficiency 

. . 

- complex; difficult to implerrent 

Random access sd1er' JeS 

+ easy to irrplement 

- irilerently lI1Stable • heavy load 

ItJpII! CotrpAIJr, Inc. .:. 



AppleBus 

Thr~ Y vs Offered Load X 

Server errulation, 50 tns. service time :{r~ 

?~t 

17.8 K&,UsJsec, mU 
.75 

50 

.25 

0.1 1.0 10.0 

Packet 11ze • '12. 1 .. Nodes 



100 

so 

2D 

10 

5 

2 

1 2 

AppleBus 

LAP delay distribution 

p[Delay X packet times] 

5 

"" ........ -....... ... 

" 

'"'" '- " ., , , 

IhO-LO ; 

\.f .. 

• . . , 
; 

10 2D 50 100 200 500>1000 



Apple8us 

LAP delay distribution 

p[ delay X packet times] 
.. 

100 

.. ~ 

I ... 

20 I 
( 

10 
rho •• ~'-..I 

~ I , 
I 

2 

1 ~~~--~~--~~~I--+-~ 
1 2 10 20 ~ 100200 ~ )1000 

Non-echo mode, 13 Nodes, ~12 byte packets 

AppJe CDtTpltI!r, /nc. 



20 

15 

10 

5 

AppleBus 

Delay Y vs. ThrouWJt Xl:)i! 
Del" in pedtet transmit time 

0.6 0.7 0.9 

Packet size • 512, 14 nodes 

1.0 

.-.:-: .. " 

.:.::::::: 

':::::::. 



AppleBus 

Capture Effect 

3 

2 

1 ~------------

O~ 1.0 10.0 

Padtet size. 512 .. 14 Nadel 
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1.0 

0.8 

0.6 

0.1& 

0.2 

AP-pleBus 

ThrOlV ~ y vs Offered Traffic X 

for selected access schemes 

,.,c~A/co 
r ..... · ............. ' t!lr .... 

~Ieeus 

~ ~-----

O~ 1.0 10.0 

.. • 0.01, 256 byte pDets 

.' -~. .. . 

....... 

. ,0:-:. 



~ 
l' 

Cr, ....... 
I~ 

f 





~ 
from tb.ng 

" Overruns reported on = 6-8% of 
packets received (independent 
of load). 

" Underruns reported on = 2% of 
.. packets transmitted, ·at offered 

load) 0.90. 

" Ru1t packets {length ( 8 bytes, 
usually = 4 bytes) are received 
l.I1der heavy ( ) 1.0) load., but .... 
infrequently. 

" Ru1t packets are received more 
frequently (0.03%) with smaller 
(32 byte) packets. 

71 
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AppleBus 

MacCoUega 

- T ectnical assistance to accelerate the 
COI'lllletion of Macintosh programs 

- Restricted to eXperienced 
Macintosh developers 

- 3-day sessions begiming in 
.Ana, $SOO/session 

- CordJcted in a dedicated facility 
COI'llllete with 15 Macintosh/I .isa 
developmerat systenas 

72.. 



Co-Marketing Programs 

. . 
Macintosh and Usa Developn&lt 

TeamUst 

ONrt-A-Mac 

Macintosh Goodie Box 

QH>romotion 

73 



AppleBus 

Macintosh Registered Developer 
... 

~ogram 

- T edYlical assistance for serious .. 
comner~ial .«E.ve1opment of 
Macintosh and Usa prcdJcts 

Telephorle and consultation 
technical StJppOrt 

24 hour turnarOll1d goal 

$500 for 6 month period 

Enrollment limited to Apple 
Certified Developers 

I::::::::;::;::::::::::::::::::::::::::::::::::::::::::::::=::::::::::::::::::::::.:::::::::::::::::::::::::::::::;:::::::::::::::::;:::::::::::::::::::::::::::::;:::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::;:;::::.::::::::::::::;:::;:::::::;:::::::::;:::::::;:;:;:;:::::;:;:;:::::::::::::::;::: 
, ...... 
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• 
Apple Certified Developer Program 

. -
.. 

Workshops and Seminars 

Conferences 

ProdJct Discxx..nts 

Nevlsletter and Mailings 

T ectnical Information 





8ppleTalt Peat 
Version 2.0 

Richard F. Andrews and Gursharan S. Sidhu 
Network Systems Development 

• 1984. 1985 - Apple Computer Inc. 

The AppleTalk Peek program is a network tool used to monitor packet 
traffic on a single AppleTalk network. Peek f'un,s on a Macintosh (with 
AppleTalk connected via the Printer port). and can record all packets 
seen on the bus. In addition. it can detect certain errors, measure packet 
arrival times, and display packet data in hexadecimal and ASCI I Cormat. 

Peek has enough queue space to hold a large number oC packets. This 
queue is used in a circular Cashion, so that Peek can continue to monitor 
packets even' after the queue has been filled. Older packets are discarded 
to make room Cor newer ones. 

When Peek is started. the program's window is drawn. It contains the 
control buttons, menus, and information display areas described below. 

[STRRT) 
( STOP) 

Peek is always in one oC two states: recording or displaying packets. 
When the program is first started, it is in the record state. The STRRT and 
STOP buttons are used to initiate and terminate a recording session. 
during which Peek listens on the bus and records traffic. 

When the STRRT button is pressed, packet recording is enabled. The 
button becomes gray to indicate that Peek is recording (see Figure I). 
Peek's internal buffers are cleared, and packets from a previous session 



are lost. The STOP button halts recording and causes packets to be 
displayed, if any were recorded during the session (see Figure 2). 

When the STOP button is pressed, the Pkts in Q . box shows the number 
of packets in Peek's queue. This box is not dynamically updated during a 
recording session, since queue wraparound makes this determination 
difficult. The word "Sa.p ling" appears here while recording. as an 
indication that Peek is monitoring the bus. 

The size of the queue Is determined by the amount of free memory. so 
that Peek running on a 512K Macintosh will be able to record more 
p"ackets than °a °128K Macintosh. Part ot the queue memory is devoted to 
"bookkeeping" information. 

The total number of packets seen by Peek since the start of the recording 
session appears in this bOl:o This count is updated dynamically, and hence 
provides a rudimentary visual indication of bus traffic. Since Peek's 
queue can wrap around and "forget" old packets, this count may be 
greater than the number of packets stored in the queue at that time. 

During a particularly long recording session, this count may itself wrap 
around (when it reaches 32,767) and become invalid. 

CRC errors: 0 
O ..... err .... ns: 0 
Time O .... ts: 0 

This bOl: displays the tally of errors during a recording session. Peek can 
detect three types of errors: 

CRe errors are noted when the 16-bit Frame Check Sequence (PCS) at the 
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end of the ALAP fr,me does not match the calculated FCS. This indicates 
a possible error in transmission (due to noise on the bus, collisions, etc.). 

Overrun errors occur when the receiver reads bytes too slowly from the 
Macintosh's Serial Communications Controller (seC), and this chip's 
three-byte FIFO buffer overflows. Note that if the node running Peele 
detects an overrun error, it does not necessarily mean that this will be 
the case for other nodes. This error is sometimes detected as a 
by-product of collisions on the bus. 

Timeout errors are flagged when a byte is eipected on the bus (the end 
of the packet has not been seen, yet a byte does not appear on the bus 
within about 400 microseconds of the previous byte). Every byte 
received thus far will be stored and displayed as "the packet", even 
though the true packet end was not detected. This usually indicates a 
problem in the packet sender's hardware. but it may also be a by-product 
of collisions on the bus. 

The error fields are updated "on the fly" as packets are recorded, and are 
a measure of the total number of errors seen by Peek. Therefore, in a 
long recording session, it is possible, due to queue wraparound, for a 
packet to be received in error and not appear in the packet display, 
although the error is noted in the box. 

Go-Away box 
When you wish to terminate the Peek program, click in the small box in 
the upper left-hand corner of the window. 

Display box 
This box is used to view packets which were saved during the recording 
session. Each packet is preceded by a banner line (see Figure 2) in 
boldface which includes, from left to right: 

• a set of square brackets which may contain blanks or one of the 
following characters: B if the packet was a broadcast, C, 0, or T if 
a CRC, overrun, or timeout error, respectively, was detected for 
that packet; 

• the source S and destination D node IDs of the packet, in decimal 
format; 
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• the packet's ardval time T in milliseconds (measured relative to 
the first packet stored in the queue); 

• the time since the previous packet's arrival (delta time or AT); 
• the packet's sequence number in parentheses (in the order in 

which they were received. starting with zero for the oldest packet 
in the queue); 

• the calculated length L of the packet (number of bytes in decimal, 
not including the FCS). 

Following this banner line are two displays of the packet's contents, in 
he:zadecimal on the left and the correspondhlg ASCII (if printable) Oft the 
right. A period is substituted for any unprintable character. Note that 
the FCS is not shown. 

On the right side of the display bo:z is a scroll bar which is enabled 
whenever there is more to be displayed than will fit in the bO:l. The user 

.. can scroll through ~e display of packets by using the ,.croll bar's liP and 
down arrows, or by dragging the thumb. Clicking in the gray area above 
or below the thumb shifts the display backwards or forwards one 
complete packet at a time. This is useful for scrolling past large packets. 
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Control Edit Searc:h 
About the Peek Program •.. 

S(:rapbook 
Alorm Clock 
Note Pod 
Calculator 
Key Caps 
Control Ponel 
Puzzle 

.. 

The Apple menu, as usual, is used to invoke a variety of desk accessories. 
Choosing About the Peek Program will cause Peek to display some 
descriptive information. including the version number and the size of the 
queue in bytes. 

Control Edit Search 
Short Format 
ReceiUe lRP Control Pkts 
UJrite Packets to File 
Print Packets on I mageUJriter 

The second menu is the Control menu, as seen above. When Short 
format is selected, a check mark appears next to the menu ite m and 
packets are displayed in a more compact form. Only the banner line and 
the first line (up to the first 16 bytes) of each packet will be shown. The 
display can be scrolled as before. Choosing the menu ite m again will 
change the display back to long Cormat. This item is inactivated during a 
recording session. 

When Receiue LRP Control Pitts is selected. all LAP control packets seen 
on the bus will be recorded. These are defined as any packets whose LAP 
type field is $80 through $FF hel: (most signil'icant bit set). Such packets 
will be recorded only when this option is selected. If their reception is 
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enabled in the middle or a recording session, any LAP control packets 
already seen on the bus will not have been saved. Changing this option 
while viewing the display of a previous session will have no effect on the 
display, but will affect the ne:lt recording session. 

Selecting Write Peekets to file will cause Peek to save away a copy of 
the display into a file on disk. If there are disks in the internal and 
e:lternal drives, Peek will attempt to write to wbichever one bas more 
free space. Tbe name of the file will be "Peek Buffer 0", unless a file by 
that name already e:lists; in which case Peek will try "Peek Buffer I" 
through "Peek Buffer g". If those ten files ...ready e:list, Peek will give up 
and display an error message. 

If there is not enough room on the disk to save all the packets, Peek will 
write as many as will fit, and notify the user that a "Write Error: -3-f" 
occurred. This means that the disk is full; you may wisb to put an empty 
disk in the dr.ive and t.ry again. The file containing saved packets will be 
of type "TEXT" and aeator "EDIT". ' 

As an alternative, you may choose Print Peetets on Imegewriter. 
Connect an I magewriter to the modem port (DQ1 the printer port) before 
selecting this item, and Peek will print the entire display on the printer. 
(This could be a time-consuming process if there are many packets to 
print). Note that the Short Formet option (desaibed below) has no effect 
on packets written to a file or to the printer -long format is always used. 

" Control Search 
--------------------------------------------Cut 3€H 

Copy 3€C 
Paste 3€U 

The Edit menu is used only in conjunction with the Find Pattem feature, 
described below. It allows you to use the standard te:lt edit ,commands to 
create a string for which to search. 
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• Control Edit Search 
Find Pattern 
Find Same 

Find Ouerrun 
Find CRC Error 
Find Timeout 

~F 

:l€:S 

Search is Not Case Sensitiue 

.. 
The Search menu is used to look for a particular beladecimal or ASCII 
string within the recorded packets. Selecting Find Pattern (or the 
equivalent command key-F combination) will cause the Find window to 
appear, as in Figure 3. Select HeHadeelmal or Rseil, and type in the 
string for which to search. The standard telt editing features available in 
the Edit menu .may be used. He:! strings must be a sequence Of bytes, 
each specified as a dollar sign (S) followed by a two-digit hel number. In 
either format, a wild-card may be specified by the command key-equals 
Sign combination. This will appear in the Find window as "Q", and will 
match one or more characters of any value. 

When the string has been entered, hit Return or the Find NeHt button. 
Peek will begin searching from the first packet appearing in the display 
box. The display will be scrolled down to the packet containing the 
string, if found. and the string will be highlighted. Otherwise, Peek will 
infor m you that the string was not found. Selecting Find Same (or the 
equivalent command key-S combination) will cause Peek to look for the 
nelt occurrence of the same string. starting from the current packet. 

Find Ouerrun. Find CRC Error. and Find nmeout work in a similar 
fashion. Selecting one causes Peek to search, starting from the first 
packet in the display box, for a packet exhibiting the particular error. If 
found, the display is scrolled to brIng that packet to the top of the bOI 
(unless it is too close to the last packet to scroll up to the top). Since the 
error counts are cumulative from the time the STRRT button was pressed. 
packets with errors may not always appear in the queue (if they were 
discarded to make room for newer packets). 

The search can be made case-sensitive or not case-sensitive by selecting 
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the item Search il Not tale Senlitiue. The menu item will display the· 
current state of this option. 

Notes -

.. -

1. The newer versions of Macsbug (1/1/85 or later, with symbols) tend 
to slow Peek enough that it will frequently overrun. Use older 
debuggers on your Peek disk or none at ~. 

2. A node running Peek is in listen-only mode on an AppleTa1Jc network. 
Such a node does :not participate in the ALAP protocol and does not 
even consume a node ID. In fact, it is "invisible" to other nodes. 

3 .. Peek does not use any of the standard AppleTalk drivers (e.g. the 
Macintosh Protocol Package); but· assumes direct control of the . 
Maci:ntosh's AppleTalk port. However, the port is reset when Peek 
terminates, so it is possible to then run other AppleTalk software 
without powering dow:n the Macintosh and powering it up again. 
(Note that this is not true for versions of Peek older than V2.0). 

4. Peek will not run on a Macintosh XL under MacWorks. 

5. If a packet that is longer than 4095 bytes is received by Peek, its 
subsequent behavior becomes unpredictable. If Peek terminates 
abnormally during a recording session, there is a strong probability 
that a node on the network has se:nt a pacJcet of illegal size (e.g. a node 
is stuck in its transmit loop). 

This program borrows ideas from a former Lisa WorkShop application 
developed by Jim Nichols and Steve Butterfield; in particular, the circular 
use of a buffer. AppleTalt Peek is a completely new program desig:ned to 
eIploit the MaCintosh user interfaoe. Thanks to Mark Neubieser and Paul 
Williams for implementing new features. 

8 February 18. 1985 
Peat V2.0 



CRC errors: 
Overruns: 
Time Outs: 

FjgUf~ 1.. Peek Window (Recording State) 



20 61 FF 73 64 66 6A 39 38 20 61 39 64 20 20 61 
73 70 99 30 61 30 66 20 30 38 6C 61 73 64 20 61 
73 27 14 66 38 6F 61 64 70 72 30 33 33 6C 34 2C 
20 20 27 01 73 00 70 OF OF 01 58 20 OF 01 30 04 .. 
20 73 

18 J S: 10 0: 255 T: 25885 
FF OA 84 

18 J S: 10 0: 255 T: 25885 AT: 0 
FF OA 01 00 7F 00 00 03 38 6C 64 73 66 6E 65 68 
7A 78 03 09 OA 20 01 00 73 04 OA 00 20 09 04 08 
20 01 04 08 OA 00 11 OE 20 01 08 OA 08 OE 00 09 
'39 38 38 39 34 35 ~8 35 6A 20 01 "05"39 75 70" 20 
20 61 FF 73 64 66 6A 39 38 20 61 39 64 20 20 61 
73 70 99 30 01 30 06 20 30 38 6C 61 73 64 20 61 
73 27 14 66 38 6F 61 04 70 72 30 33 33 OC 34 2C 
20 20 27 61 73 66 70 OF 6F 61 58 20 6F 61 30 64 

a.sdfj98 a9d a 
sp.=aOf-=; lasd a 
5' . f; oadpr033 14, 

'asfp.oa( oaOd 
5 

(1550) L: 3 

( 1551 ) L : 130 

........ ; Idsfnek 
zxcij a.sdjf idk 
adkj f.n akjknmi 

988945.5j ae9uv 
a.sdfj98 a9d a 

sp.=aOf-=;lasd a 
s' . f; oodpr033 1 4, 

'asfp.oal oaOd 

FjgllJ"~ .?' Peek Window (Display State) 



• Control Edit Search 

Target? 1$08$00$12$00 

( Find NeHt ) @ HeHadecima' o Rscii 

73 70 99 3D 61 30 66 20 3D 38 6C 61 73 64 20 61 
73 27 14 66 38 6F 01 04 70 72 30 33 33 OC 34 2C 
20 20 27 61 73 66 70 OF 6F 61 58 20 6F 61 30 64 
20 73 

.. 
18 J S: 10 D: 255 T: 25885 

FF OA 84 
18 J S: 10 D: 255 T: 25885 .T: 0 

FF OA 01 00 7F 00 00 03 38 6C 64 73 66 6E 65 6B 
7A 78 63 69 6A 20 61 06 73 64 6A 66 20 69 64 68 
20 61 64 68 6A 66 11 6E 20 61 68 6A 68 6E 60 69 
39 3838'39 34 35 18 35.6A 20 61 65 39 75 76 20 
20 61 FF 73 64 66 6A 39 38 20 61 39 64 20 20 61 
73 70 99 3D 61 30 66 20 3D 38 6C 61 73 64 20 61 
73 27 14 66 38 6F 61 64 70 72 30 33 33 6C 34 2C 
20 20 27 61 73 66 70 OF 6F 61 58 20 6F 61 30 64 

.Fjgllr~ J' Find Window 

sp.=aOf-=; lasd a 
s' .f;oadpr03314, 

'asfp.oal oaOd 
5 

(1550) L: 3 

(1551) L: 130 
........ ; Idsfnek 
zxcij a.sdj f idk 
adkjf.n akjknmi 

988945.5j ae9uv 
a.sdfj98 a9d a 

sp.=aOf-=;lasd a 
s' .f;oadpr03314, 

'asfp.oal oaOd 





8pp18Tal1 Pab 
Version 3.1 

o.neTyacke 
Network Systems Development 

• 1934,1935 - Apple Computer Inc . 

.. 

AppleTalk Poke is a Macintosh application designed for use by 
AppleTalk developers. It allows the user to edit/create packets and to 
send them out on AppleTalk. Developers are expected to use Poke to test 
their protocol software /hardware implementations for AppleTalk 
products. Poke U$eSthe Macintosh Protocol Package (MP~) for AppleTalk 
access. (Details of MPP are discussed elseWhere) . 

This document describes the features and use of Poke. It is not intended 
to instruct the user on the capabilities, features, or specifications of MPP 
or of the various AppleTalk protocols, nor does it discuss the normal use 
of the Macintosh's standard editing abilities. (For information on 
AppleTalk protocols, see the corresponding specification/description 
document) 

After start:ing Poke, the MPP driver is loaded in (if it isn't currently in 
memory) and the main Window is brought up (figure 1). This Window 
displays the Poke station's AppleTalk node ID and packet information. At 
this stage, the packet information indicates that no packets have been 
loaded into Poke (packet names are all set to empty). Next to each packet 
name, there is a pair of buttons labeled EDIT and SEND. Initially, all SEND 
buttons are dimmed (inactive) because no packets have been loaded. The 
main window includes an area for displaying any appropriate error or 
status messages. 

The program operates in two ditferentstates. When started up, it is in 
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tile send state wiUl Ule main window displayed. When any EDIT button is 
pressed, it goes in~ an edit state and Ule packet editing -window is 
displayed (figure 2). In this state, tile selected packet can be edited. 
Clicting tile edit window's 8K button will return you back to tile main 
window and tile send state. 

Pote's menu bar contains four menus. lbese are: 
\0 

r • file Edit Tools 

. Bach menu,ina its associated eommands is displayed and described . 
below: 

• Menu: 

file Edit Tools 
All About Poke ••• 
~: (~tu'U<H'~J 1'~~ l€)~J~) 

Scrapbook 
Alarm Clock 
Note Pad 
Calculator 
Key Caps 
Control Panel 
Puzzle 

lbe -Apple-menu allows you to run an available <Sest accessory or to 
examine Pote·s version Informatlon (-III Ibout Potl ••• -). Selecting the 
-All About Pokl ••• - command briDgs up an information window. Clicking 
the mouse or pressing a tey causes tbls window to disappear and Pote 
returns to Its or1g1na1 state. 
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File 
Menu: 

. Edit Tools 

Load 
SalJe 

Quit agQ 

The File menu allo'WS the UStr to load from (or save to) a fUe of 10 
prepared or canned packets. The Load and Saue operations follow the 
standard conventions for fUe loading and saVing. ~ Older versions of 
Poke utilize a different file format You cannot load in packets created by 
those versions. 

Edit 
Menu: 

• file Tools 
~--~------------Cut ~H 

Copy agC 
Paste 3€U 

The Edit menu is used only wbile editing a packet Please note the 
keyboard's optional command keys that can be used to invoke this 
menu's commands. 
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I_II 
Menu: 

• file Edit 
Clone Packet 
Show Packet Length 88L 
Helpful Hints 88H 
Set Repeat factor 88S 
Rbort Send I f Error Occurs 

.. 
Calculate CheckSum 

-tlone 'ecket- can only be seled:e<l from the mIlD W1n<1ow. When 
seled:e<l. a <Slalog bOx appears WblCh asks you for the name of the packet 
you WiSh to copy (the source). It also asks for tile name of tile packet 
WblCh it Is to be copied to (tile destination). The names ar, searched In' a 
top to bOttom fasbion st.artJng at tile top left corner of tile main W1n<1ow 
(figure I). The first packet Whose name matches tile one you entered WIll 
be chosen. If bOtIl source and destination names are found" tIlen tile 
source packet WIll be copied verbatim to tile destinatlon.otherwlst" an 
error message Is displayed. 

The -SholD 'ecket Length- command can only be used wbIle editing a 
packet It returns tile number of bytes In tile packet's data field. Tbis 
count does not Indude tile packet's header" so tile actual packet size WIll 
be larger. (See tile AppleTalt protocol documentation for information on 
tile size of tile different headers.) If an error is det.eded wbIle computing 
tIlelengtb" an alert bOx WIll be displayed IndfcaUDg tile e.ct location of 
tile error. ~: If you have entered more data Into a packet tIlan Is 
allo\ft<1 by tile corresponding protocol (LAP "DDP "A TP) then Pote wm 
truncate the data (at tile end) to tile mUlmum allowed value. 

The -Helpful Hints- command allows you to obtain a qUick summary, of 
ecSltIDg instrUcttons. Clletlng the mouse or pressing any tey WUl return 
you to the eurrentty acttve Pote Wfn<1ow. 

Packets can be transmitted repeaWdly at user spedfled Intervals. The 
number of times a packet Is transmitted and tile time Interval between 
transmissions are set by tile user by seltctIDg tile ·Set Repelt f eeto .... 
command. ThIs command WIll allow you to wnge transmiSSion 

Poke Vrs 3.1 - 4 'ebrUary 15. 1965 



information used by the SEND command (discussed later) . 
. 

The delay time interval be~ transmissions is given in ticks (1 tick :II 

1/60 of a second). If you enter a number of transmissions value equal to 
zero, then Poke Will keep sending packets out in a closed loop (i.e, 
indefinitely). When Poke is in such a loop, you can stop the SEND 
operation by either clicking the mouse button or by pressing a key. If 
you 'IoIish to send packets out at the fastest rate possible, enter a zero for 
the tUne interval. If this is done, packet statistics Will not be displayed in 
the messages box 

fi2t!: The user spedfled time interval is achlev~ only approximately. 
Network loading and ALAP overhead plus packet transmit time add to 
this interval. 

The -Rbort Send I f Error Ottun- command is used in conjunction 'IoIith 
the SEND operation. If selected, a check.mart will appear on the left side 
of the command informing the user that this featur~ is active. Now, if an 
error occurs while sending a packet, the SIND operation Will abOrt. To . 
deactivate this feature, select the command again and the checkmark. Will 
be removed. This command is especially useful when large numbers of 
packets are being sent out. 

The last command, -Caltulate Chetksum-, may be used in the edit 
window to replace the existing DDP checksum field 'IoIith an updated 
checksum. This command is only valid 'IoIith packets utilizing the DDP 
long format (LAP Type field $2). 
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When you press the edit button for a particular packet in the main 
Window, the edit Window of figure 2 Will appear and you Will be shown 
tile information of that packet. This Window is divided into two main 
sections: tile header and the data, witll 18 editing fields. Only one editing 
field is active at a time. This is indicated by bigbUghting that field's 
rectangular box. There are several circular buttons, check boDS and 
command buttons (OK, CANCEL and CLEAR) used in preparing tile packet 
The standard Macintosh editing features apply to most of these controls . ., 
Some, however, need further clarification. These are: 

o Pressing the TAB key causes Poke to verify the information in 
the current field before activating the next field. The same is 
true if you press the IITUD key (except within the packet's 
data field). If an error is detected Wbile verifying a field, a 
beep will sound and Poke will return you back to ·the error's 
location. (Possible errors are described at tile end of tbis 
section.) 

o Clicking tile mouse on a different editing field will verify tile 
information in tile currently active field. If there are no 
errors, Poke moves to tile field clicked on. 

o You may type data beyond that visible in the field. Leading 
blanks are automatically removed in tile packet header fields. 

The packet's name is used only to Visually distingUish the various packets 
from others in the main Window. It may contain any sequence of 
printable characters, but it is suggested that you limit the number of 
characters to 16. 
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lateeing IDform&tioa in tile Header Fields 

Information in the packet header fields can be entered in anyone of 
tbreeways: 

Decimal: Type in the digits (e.g. 128). This is the default 
entry type. 

Hepdecimal : All hexadedma1 (hex) numbers are preceeded by a 
dollar sign (e.g., S80 • 128). 

Binary: Binary numbers are preceeded by a percent sign 
(e.g., 11111 • SOF • 15). 

.. 
Leading zeros are ignored. When a field has been Verified, the number 
entered is automatically converted to hex formal 

Possible Error Conditions: 

o Value in field is out of ranie. (see AppleTalk Protocol 
documents for the permissible ranges of the various fields) 

o Unknown character in field. Valid digits for dedma1 format 
are [0 .. 91 (where tJlis represents a range from zero to nine); 
valid digits for hex format is [0 .. 9, a.1, A.JlL and valid digits 
for binary numbers are (0,11. 

latering Packet Data IDformatioa 

The following format must be folloMd wilen entering information into 
the packet data: 

Data bytes can be entered into the packet in two ways: by typing in the 
ASCII character corresponding to the byte's value or by entering the 
byte's value in its hex form. 

To enter the hex form, type a -S· folloMd by the two digit hex number 
(e.g. S84,S01). Note that -SI- is invalid, you must enter ·SOI-. Byte's 
whose value corresponds in the ASCI I code to a graphic character can be 
entered by just typing in that character. EpmR1t: to enter a byte with 
the value -S62-, type ~.; for -S42- type -S-; for ·S31- type -1-. Other 
eJamples can be found in figures 2 and 3. B2t4: Since the dollar sign (S) 
is a special character, you can only enter it in its hex form ·S24-. 
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Pote WW detect errors from Ule end of the data back to its btgiontng. 

Various buttons in the edit window control Ule information that 
constitutes the packet Bach set of buttons is described below: 

Packet Type: 0 LAP 0 DOP @ AlP 

The Packet Type buttons are used to choose Ule header type as deseribed .. 
in Ule protocols document After clicking on a button, only Ule fields 
appropriate for that protocol type WW be shown. The default is ITP. 
Only on. button may be seled.ed at a tim •. 

o Req @ Rsp 0 Rei 

These Ulr .. buttons are only used for an ATP packel They are used to 
format an A TP request, response or release packel The default is Req. 
As above, only one button may be chosen at a time. 

o HO 0 [OM 0 SIS 

Bach of tbese check bo.a represents Ule corresponcIiDg bit in the ATP 
control field. If checked, Ule corresponding ATP control field bit WW be 
set; oUlerw1se Ul. bit is deared. 

[ Pad<.t Data Display 
o HeR @ RSCII 

The Packet Data DIsplay buttons allow Ule user to select Ule type of 
display for Ule packet's data: hex strings or miJId ASCI I and hex 1I2tl: 
This operation may tate up to 10 seconds for large packets.] If an error 
occurs during Ule format conversion, an error message is displayed and 
Ule conversion WW abort You may enter data in either format at any 
time. The above buttons are used only when the display is updated or 
when you wish to convert data to Ule format immediately. 
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( OK) ( CANCEL) (CLEAR) 

The OK button shoUld be pressed When you are through e<1lting tile 
packet. All fields are verified for correctness and tile packet 1engtl11s 
<11SplayecS before returning to tile main Window. Tou w111 also have tile 
option, at tills time# to calculate a checkSUm for tile packet. If any errors 
are <1etected, you w111 be returned to the e<11t Win<1Ow. 

The CRNCEl button terminates the e<11ttng session Without saVing any 
changes to the packet. The packet Is returned to the orlgfna1 form tIlat It 
had prior to tbls e<11tJ.Dg attempt. Poke returns you to the send WIn<1Ow. 

The ClERR button dears III e<1lttng fields andlDserts the defaUlt 
Information Into them. 

To send packets, Poke must be In tile send state (j.e., displaying the main 
window). Anyone of the ten packets may be sent by dlck.ing on its 
active SEND button. The number,of times the packet w111 be sent and the 
delay betwMn. each of these transmissions is shown at the top right 
comer of the main window in the short form: 

Rpt Factor = ax : d ticks 

WIlere: Il. number of transmissions 
d III time interval betwMn. transmissions On ticks) 

If a SEND button is inactive, you must first edit the packet The result of 
tile SEND operation is displayed in tile message area at the bottom of the 
main window. 

Possible lITor CODditions: 

o No error; packet was sent to destination node (or broadcast) 
o -95; Packet was unable to be sent because either the 

destination node did not respond or the liDe was sensed "In 
use· 32 times. 
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startuP lotIs: 

W11.n Pote starts up, the MPP driver is op.ned and initialized. If the 
open can fails and you are returned a -35 error, you WU1 be forced to 
eldt tile program. Most likely tile cause of tbis error will be tbat the MPP 
driver is not installed in the System resource file. In addition, if tile 
system heap is fragm.nted such that the MPP driver cannot get .nougb. 
memory to load,the same error WU1 be returned. 

If tile serial port configuration byte (SPConfig) is not set corred1y, you 
WU1 get a -98 error Wh.n Pote starts. SH' the AppleTalt Manager 
manual for additional information on location and contents of tbis byte. 

ca.eats: 

o Editing of the pactet's data field WU1 ·slow.down appreciably 
as its size increases. W11.nevef pOssible, display it under the 
ASCII mode to minimize the number of screen characters. 

o While in the ASCI I display, all characters in the printable 
ASCII range (S20-S78) and DTUU (SOD) will be displayed 
In their ASCII form, ev.n if tIley were entered as hez 
strings. 

o The packet data field is limited to 55 lines. Bv.n short 
packets (e ,g., .nt.eriDI more than 55 carriage returns in tile 
packet's data field in ASCII mode) can go out of tbe scr011lng 
range. 

o lumbers cannot be .ntered into the packet's data field in 
dedma1 or binary formal 

o In no case can the size of the packet be greater tban 603 
bytes, induding ALAP header. 

o If an error occurs while verifying or convertiog tbe packet's 
data field, the information at the error location may change, 
as Pote tries to back out of the error gracefully. 

o If you have chosen DDP or ATP packet types from the edit 
window, DDP long format Will always be displayed, even if 
tile ALAP type of SO I (short format) was entered. 

o If you enter more tban 600 bytes of packet data, tile 
checksum calculation may not \I1Of'k correctly until you have 
eldted and reentered the editing window. (This will truncate 
off all eJ.CeSS data from tbe end of tbe packet). 

PoteVrs 3.1 - 10 - 'ebruary 15, 1985 



~ • File Edit Tools 

RppleTalk Poke 3.1 

Appl eTal k stat 1 on 10 = 102 Rpt Factor = 1 x : 2 tlcks 

LAP packet (SEND] ~ <empty> (S[N[J) ( ED IT ) 

<empty> (S[NIJ] @!D .. 
(~p~o) @!D <empty> 

<empty> ( ~[NO) ( ED IT ) <empty> (S[Nn] ~ 

<empty> (S[N[I) (EDIT) <empty> (~n~()) (EDIT) 

<empty> . ·(~[NO] @!D ·<empty> (S[N[t] (ED IT ) 

[ Messages 
Packet II 1 Pkt Length = 3 Error response = 0 

Flgure 1. Maln Window 



r .. file Edit lools .... 

Packet Name~ IATP DDP long Packet Type: a LRP a OOP @ RIP 
I"" Header Data 
LAP .......................................................................................................................................................................... n ............................................. 

Dest Node Addr: IiEL1 LAP Type: I 2 I 
DDP ............................................................................................................................ ·· ................... · ... ·.n .. ···· ........................................................... 

Hop Count: [jD Dest Skt a: I A I Src Skt a: I e I 
DDP Type: [jD Dest Node Addr: liFF I Src Node Addr: Ii 17 I 
Checksum: (iegc I Dest Net a: li1 I Src Net a: li2 I 

ATP ........................................................................................................................................................................................................................ 

@ Req a Rsp a Rei Trans 10: IVFF I 181 HO 0 EOM 0 STS 

BitMap: lig ] U1 : [[0 U2: [iLl U3: [iL] U4: lILJ 
• Packet Data 

~ This is ASCI I data. If I wish to enter unprintable characters, I enter I 
characters I ike: $00, $0 1, $241 (dol lar signl. 

I 
K> 

Packet Data Display 

[ aHeM ( OK ) ( CANCEL) (CLEAR) @RSCII 

Figure 2. ASCII DisQlay 



r 

~l 

• File Edit Tools 

Packet Name: loop long header Packet Type: a LRP @ OOP a RlP 
- Header Data ----------------------------, 
LAP ........................................................................................................................................................................................................................ . 

Oest Node Addr: 1s1] I ~ LAP Type: ~ 
DDP ........................................................................................................................................................................................................................ . 

Hop Count: ~ Oest Skt -: [Ill] Src Skt -: 1$6A I 
OOP Type: rI§:] Des t Node Addr: [IQ:] Src Node Addr: liiiJ 
Checksum: 1$27A4 I Oest Net -: 113.. I Src Net -: 112 I 

ATP ....................................................................................................................................................................................................................... . 

- Packet Data . 
$54$68$69$73$20$69$73$20$41$53$43$49$49$20$64$61$74$61$00$00$00$00$00$00$54$ ~ 
68$69$73$20$69$73$20$68$65$78$20$64$61$74$61$20$69$6E$20$74$68$65$20$7.7$69$6 
E$64$6F$77 . . . . 

[ Packet Data Display 

@ HeM a RSCII ( OK ) 

Figure 3. Hex Data Oisp-lay 

( CRNCEL ) (CLERR) 

., 




