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4GL Comparison Discount!

If you’ll compare SmartStar to your
current 3rd party VAX 4GL we’re so
confident you’ll prefer SmartStar, we’re
offering a very attractive Comparison
discount. . .without compromising your
current software investment. Call
800-67 SSTAR for details.

Declare Your Database Independence With SmartStar.

No serious VAX developer
should be handcuffed to a specific
RDBMS. “Let the application drive the
choice of database] they say, “the
application should come first!” Until
SmartStar, these were unfulfilled
wishes.

With SmartStar as your SQL
VAX application development
environment, you are finally able to
put first things first — your applica-
tion. Now you can concentrate on
creating your application before
selecting the most suitable database.

In fact, as you move from proto-
type to production, you can change
your database engine. The database
options supported by SmartStar are
implemented so that you can move
data definitions, data, and complete
applications without rework, recom-
pilation, and the need to learn new
language or syntax.

!'v

SmartStar has the unique
capability to support Digital’s stan-

dard RMS files with ANSI-SQL. Also

supported are Rdb/VMS, ORACLE,
ShareBase and Interbase, with plans
underway for Sybase and Ingres.

For Real World Development
SmartStar is the only 4GL that
lets you fully incorporate compiled
languages for serious, “real world”
development. And SmartStar is a
provider of standards, adhering to

VAX, VMS, Rdb/VMS and DECwindows are trademarks of Digital Equipment Corporation. ORACLE is a trademark of
Oracle Corporation. ShareBase is a trademark of Sharebase Corporation. Interbase is a trademark of Interbase
Corporation. Ingres is a trademark of Ingres Corporation. Sybase is a trademark of Sybase Corporation.

ANSI-SQL and VMS conventions
today, with DECwindows (and
MOTIF), FIMS, ATIS and open
connectivity on tap for tomorrow.

With all this, it should be no
surprise that SmartStar is already one
of the “big three with more than a
25% share of the VAX 4GL market.

There are many more exclusive
SmartStar features and benefits, and
the best way to learn about them is to
ask for a demonstration at your VAX
site. Call this toll-free number today:
800-67-SSTAR.

SmartStar:

Digital-Based Application Development

SmartStar Corporation

120 Cremona Drive

PO. Box 1950

Goleta, CA 93116-1950

(805) 685-8000

(800) 67-SSTAR
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Caching Dick Controllers...

...very; very high performance.’

Climb aboard. Emulex has launched the
fastest, most advanced ESDI and SMDI disk
controllers ever designed for the MicroVax II
and MicroVax 3000 series. Choose the QD25
for ESDI drives, and the QD35 for SMD
drives. Both offer unmatched features and
performance characteristics with proven
Emulex reliability.

Equipped with an on-board 68020
microprocessor “engine” and a full megabyte
of “tunable” cache memory, each controller
supports up to four physical (sixteen logical)
advanced disk drives, at up to 3.0 MB/sec
ESDI or SMD transfer rates!

Plus, our sophisticated, menu-driven
firmware allows on-screen performance
monitoring and cache tuning while the
operating system is active. Given this level
of control, you can interactively alter
caching parameters to achieve optimum
performance . . . instantaneously!

For an in-depth 4
look at these
ultra high-
performance
controllers, call
800 EMULEX 3.
Then buckle up!

M
®

EMULEX

Emulex Corporation, 3545 Harbor Blvd., Costa Mesa, CA 92626, (800) EMULEX-3 or (714) 662-5600 in California

North American Offices: Anaheim, CA (714) 385-1685; Dublin, CA (415) 829-1170; Roswell, GA (404) 587-3610; Burlington, MA (617) 229-8880;
St. Louis, MO (314) 569-7792; Saddle Brook, NJ (201) 368-9400; Reston, VA (703) 264-0670; Schaumburg, IL (312) 605-0888; Canada (416) 673-1211

International Offices: Wokingham (44) 734-772929; Munich (49) 89-3608020; North Sydney (61) 2-957-1669; Paris (33) 134-65-9191
©1990 Emulex Corporation
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EQUINOX

Rising above the rest

Call 800-328-2729 or 305-255-3500
Equinox Systems Inc. * 14260 SW 119 Avenue * Miami, Florida 33186  FAX: 305-253-0003
LAT is a registered trademark of Digital Equipment Corporation * Ethernet is a registered trademark of Xerox Corporation
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STORAGE TECHNOLOGY

3 8 I/0 SUBSYSTEM PERFORMANCE

by Kenneth H. Bates

By knowing the performance metrics that affect your application and by running the
appropriate tests on your system, you easily can evaluate disk subsystems in an
objective manner. Part 4 of aseries investigating I/ O subsystem performance explains
how to measure and compare disk performance.

5 O PRESERVING DISK TECHNOLOGY

by Evan Birkhead

Hard disks were to have been phased out by the development of erasable optical disks,
helical scan tapes and solid-state disks. But magnetic disk technology has matured at
a pace that keeps it well-suited to the storage needs of today’s system manager. We
also look at 8mm versus 4mm tape technology.

FEATURES

STANDARDS: INDEPENDENT COMPUTING
6() by Bradford T. Harrison
Industry-standard computing — that is, development of computing platforms that
conform only to standards that exist independently of any single vendor — is the
dominant force in today’s computer industry. The fundamental components are in
place, giving computer personnel the opportunity to build networks that are open,
fast, expandable, fully programmable and well-supported.

by Evan Birkhead

Recent Digital product introductions were highlighted by the debut of DEC
RdbExpert V1.0 and DECtrace V1.0. These software packages complement and
extend the capabilities of Rdb and VAX DBMS™, Digital’s VAX/VMS database

systems.

7 4 DATABASES: ELEGANCE FOR RDB™

Continued on page 4.
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What It Takes To Be A Good
VAX System Manager.

Chances are, you've got everything it
takes to be great. Everything, that is,
but time. Because, if you're like most
VAX system managers, you're forced
to spend too much of your time fire-
fighting and baby-

i

CIS introduces RoboMon.
The only VAX/VMS software with unlimited system monitoring
and problem-solving capabilities.

you need to make sound management
decisions.

RoboMon is sophisticated enough
to handle any activity you delegate to
it. From performance measurement,

real-time tuning,

sitting the system. capacity planning, and
What svon queue management to

Meet RoboMon. Your new assistant.
The first full-system software design-
ed to work with you to increase VAX
reliability, improve user productivity
and eliminate expensive downtime. In
addition, RoboMon gives you the
extra time and on-target information

security, reliability,

operations, and admin-
istration. The possibilities are as
unlimited as your imagination.

With RoboMon you're in total con-
trol. You create the rules, define the

CIRCLE 111 ON READER CARD

What It Takes

To Be A Great One.

conditions you're looking for and the
actions you want taken. RoboMon
does the rest.

For more information on what
RoboMon can do for you or to arrange
for a free, 30-day, hands-on evalua-
tion, call CIS today and speak directly
to the experts. This could be your
great opportunity.

== COMPUTER
y INFORMATION
SYSTEMS, INC.

120 Wells Avenue, Newton, MA 02159 USA

(617) 527-1550 FAX: (617)527-6132




NOW!
Computer/Fax
integration
for your

VAX"® System

FAXCOM® automates fax delivery, from your VAX computer system all the way to
customers’ fax machines.

Unlike PC fax boards, the FAXCOM is a true multi-user system solution. You can
transmit invoices, purchase orders and other documents from any terminal on your VAX system
or network, via the FAXCOM controller, to any Group Il fax machine worldwide. The FAXCOM
will even store in memory your standard business forms and merge them with data files for
transmission.

FAXCOM

e eliminates the time and overhead of

o tracks documents to destination

regular mail  improves document quality by eliminat-
e connects to your VAX without hardware ing optical scanning
modifications ® works with MASS-11 FAXmail

Get the competitive edge NOW with BISCOM’s computer-automated fax delivery
Y= CoN, VAR INQUIRIES INVITED

BISCOM, Inc.
B I) 85 Rangeway Road, N. Billerica MA 01862

Tel: (508) 670-5521  FAX: (508) 671-0095
CIRCLE 266 ON READER CARD

SAVE DISK SPACE

Reduce file sizes up to 90%!

FCX File Compression software lets you recover thousands of
blocks of disk space, yet keep your data online, simply by storing
some of your files in compressed format. Many files may be
compressed together for easier management or transfer to other
systems.

* Increase available disk space without adding hardware
Speed up file transfers and reduce transfer costs
Exchange compressed files between VMS and MS-DOS
Reduce time lost due to retrieving files from tape
Keep more files online
Compress entire directories or directory trees
Preserve VMS file structure

Available for VAX/VMS and MS-DOS systems.
Call for more information. Ask about a free evaluation package.

* VAX and VMS are trademarks of Digital Equipment Corporation. MS-DOS ia a trademark of Microsoft
Corporation.

ICS innovative Computer Systems, Inc.
72 CROOKED LANE = CHERRY HILL, Nj 08034

(800) 848-4FCX
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MEMORY INNOVATIONS SHOWCASE

VAXstation 3100-Compatible

Memory from Clearpoint —
Unmatched Configuration Flexibility

Conforms to all DEC-mounting hardware
specifications — mount both DEC and
Clearpoint boards on the same processor

board!

/

The Clearpoint
DCME-M31

8, 12, 16 MB Arrays for
the VA Xstation 3100

Clearpoint's unique stackable array connector design
allows for the most flexible configurations

Tailor your Memory Purchase to Today's VAXstation 3100 Needs,
And Assure Yourself of the Most Flexible Upgrade Path Tomorrow.

Announcing the DCME-M31 Series
available in 8, 12 or 16 MB stackable
array cards. Clearpoint offers you the
most configuration options. Expand
your upgrade possibilities beyond DEC's
limited offerings. All Clearpoint M31
Series boards support stacking, so you
can get exactly the amount of memory
you need today. Plus, you know you can

upgrade as much as you need tomorrow,
either by stacking or using Clearpoint's
“trade-in, trade-up” policy. Clearpoint
boards can make a big difference in your
system's performance.

All Clearpoint memory products are
supported by an unconditional lifetime
warranty and 24-hour-a-day service.

=

CLEARPOINT

Clearpoint Research Corporation

35 Parkwood Drive, Hopkinton, MA 01748

1-800-CLEARPT or (508) 435-2000
Japan (03) 221-9726
Canada (416) 620-7242
UK (0628) 66-7823
Netherlands (023) 23-273744

Other DEC-Compatible Memory

e DCME-M30 for the MicroVAX 3XXX
e DCME-M20 for the MicroVAX 2XXX
e DCME-MO2 for the MicroVAX 11

e DCME-VS8S for the VAX 88XX

e DCME-V86 for the VAX 86XX

e DCME-V7 Series for the VAX 7XX

¢ DCME-UNI for Unibus systems

e DCME-QQ Series for Q-Bus systems

Call or write

for our current
catalog, the
Designer's Guide to
Add-In Memory
and Memory Tales,
a memory-
applications video.
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asitall

All the realistic rendering power you'll
ever need! Yours now since Wavefront
orted the Advanced Visualizer™ to DEC

'AXstation™ 3520/3540 graphics work-
stations. Imagine — the world’s leading
3D visualization software, right at your
fingertips. At last being able to use all that
data at hand to create images rendered
with superb realism, either as single
frames or animated sequences. From pro-
duct Frototyping to scientific research,
you'll do more more productively, with
an Advanced Visualizer on your team.
And Digital has it now.

Call 805-962-8117 for the whole story.
Realistically speaking, you're certain to be
impressed. Wavefront Technologies,

530 E. Montecito, Santa Barbara, CA 93103

CIRCLE 259 ON READER CARD
DEC and VAXstation are trademarks of Digital Equipment Corporation.



= Time For Change

In each of Pro-
fessional Press’
10 years of
publishing, we
have had to confront a problem: What
should we do about our lack of computer
power? We grow so fast that our com-
puters can’t keep up. And as we ask more

Carl B. Marbach

of the systems that run our business, they
begin to slow, response time increases
and users become frustrated.

We’ve tried adding memory. One
year we went from 256 KB to 1 MB on
one of our PDP-11s. We’ve also tried
adding processors. One year we added
two PDP-11s. When the time was right,
we moved into the 32-bit world with our
first VAX, and we’ve continued to add
VAXs. But what do we do next?

We have two alternatives. The first is
to buy a 7-mip VAX 6000 Model 400-class
machine for our 100 processes and 75
users. We’d attach an HSC and enough
disks, memory and other goodies to
make it perform. This is the traditional
path — buy a bigger VAX.

The second alternative is to buy a
VAX 6000 Model 200/300-class machine
as a file server for a group of MicroVAXs
that would service the users. We could
begin by adding three MicroVAX IlIs,
each servicing 25 users, and put all the
files on the VAX 6000. As we add users,
we add MicroVAX IIls.

The price difference between the two
alternatives 1s minimal, but we’re getting
different opinions as to which topology
is best. Alternative one has more raw
power in one box but more users to sap
that power. The second alternative has
fewer mips in one box. It has more total
mips, but it will use some of them in

coordinating processors. While 1/0 is
optimized over high-speed buses in the
first, almost all data will have to be passed
over the relatively slow Ethernet at an
excruciating 10 Mbps in the second.

Shouldn’t the answer to this question
come from the vendor? Does DEC know
which is best? If so, will it tell?

DEC has a performance laboratory
that can simulate interactive loads on a
system and measure response and
throughput. Originally, it was set up to
ensure that operating system performance
didn’t change dramatically from one
version to another. It then became a way
to rate systems so that DEC salespeople
could suggest the right configuration for
customers. But customers and salespeople
often don’t know how to describe a
computer load precisely, so performance
testing is more an art than a science. And
most of this information is available only
to salespeople and therefore hard for
customers to get.

It has never been more important to
have this sophisticated performance
information. Professional Press isn’t
the only one trying to decide how to
grow. I suspect that the current slow-
down in the computer industry is as
much because of confusion as economic
conditions. Other typical questions
involve RISC products, UNIX and
ULTRIX, workstations and servers.
Which configurations offer the best
performance for my application?

Computers are too expensive, perva-
sive, important and time-consuming for
trial and error. We need answers, and |
believe DEC has them. And DEC isn’t
alone in withholding information on
specific performance — HP and IBM
aren’t telling either. We even have
trouble agreeing which benchmarks are
important. Mips, VUPS, tps and Debit/

Credit aren’t standard or meaningful by
themselves. It takes complicated, sophis-
ticated equipment and knowledgeable
operators to make real performance
evaluations and answer questions such as,
“Is a RISC/ULTRIX solution better,
faster and more cost-effective than a VMS
solution?”

By answering some tough questions,
DEC can take the confusion out of the
equation. This may be the first step on
the road to recovery.

In the meantime, I'd like to ask for
your help. Which of the two alternative
solutions — VAX 6000 Model 400 or VAX
6000 Model 200/300 plus MicroVAX IlIs
— do you favor and why? Please respond
on ARIS/BB, uunet or by mail or fax.
We'll discuss the results in a future
editorial.

Editor’s note: For Professional Press’
address and fax number and information on
using ARIS/BB and uunet, see page 6.

@w%‘%
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Micro Technology

When it comes to selecting the most effi-
cient, cost-effective form of HSC tape backup,
there are just a few serious alternatives.
Fortunately, Micro Technology has consid-
ered them all for you: the MA-40, 4mm
DAT for fast searches and connectivity from
workstations to mainframes. The MA-24,
8mm helical scan for high-capacity unat-
tended backup on a daily basis. And the
MA-92, 18-track 3480 IBM compatible sub-
system, for those times when IBM and
DEC exist in the same environment.
Theyre all 100% HSC 40/50/70 com-
patible with pure DEC TA emulation. Each
includes all the interface capabilities to con-
nect to the HSC5X CA/DA card via the MTI
proprietary SCSI-to-STI adaptor, the MA90.
And coming from Micro Technology, you
know you can rely on them. Each sub-
system is designed with the fewest possible
components. That means you get the high-
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Micro Technology

est reliability and the lowest cost of ownership,
every time around. With ratings of 22,000
hours MTBF for the MA-92 and 20,000
hours for the MA-24/40; you can backup a
lot of data in the mean time.

And because Micro Technology wants to
assure top performance and continued
solutions—applications assistance, installa-
tion and service come with every tape
cartridge subsystem. They're warranted for
one full year. It’s all part of Micro Technology’s
commitment to your future.

Everything considered, there’s no
one that backs up your business like Micro
Technology. The new leader in cluster
backup technology, designs and manufac-
tures enhancement products for the DEC
VAX environment.

To find out which tape cartridge backup
subsystem meets your application needs,
write or call Micro Technology today at
800-999-9MTIL.

Micro Technology

5065 East Hunter Avenue
Anaheim, California 92807

800-999-9MTI  (714) 970-0300

MA92, 3480 on the HSC

Unattended Backup -

Nobody Backs Up Your Cluster Like

MA24, 8mm on the HSC

MA40, 4mm DAT on the HSC

DEC, VAX, HSC are registered trademarks of Digital Equipment Corporatior



Maximize your VAXcluster® backup
without maximum expense. Introducing LAGO
Systems’ new LS/200T 8 mm Cartridge Sub-
system. It looks just like DEC’s TA® series tape
drives to your VAXcluster, but that's where
the similarity ends.

Max Capacity. Every LAGO tape cartridge
stores up to 2 gigabytes of data. That means
you can backup an entire SA600® on just five
of our compact cartridges. Instead of juggling
70 reels of tape.

Max Performance. Need lots of backup?
You can attach up to four of our drives on
each port of an HSC® tape data channel
and backup a whopping 32 gigabytes in
just over five hours.

Max Savings. We designed our system
to save you both time and money. For the

price of one DEC® TA90, you can buy five
LS/200T subsystems. What's more, you'll have
nearly ten times the on-line capacity — over 20
Gigabytes! Enough capacity to make backups
unattended and free your people for more
productive work.

Max Your Backup Now. Call or write us
today for more information about the LS/200T
and how quickly it can go to work for you.
LAGO Systems, Inc., 160E Albright Way,

Los Gatos, CA 95030.
408/374-1818

AGO Systems

Registered trademarks and frademarks of Digital Equipment Corp. and LAGO Systems, Inc

©1989 LAGO Systems, Inc
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Access-archivability.

Access your archives quickly and
easily. Why wade through stacks of
floppies or miles of tape to find a
single file?

Platform-compatibility.
Interface kits are available for
Macintosh, Sun, DEC, HP,
IBM-XT, AT, PS/2 and
compatibles, plus advanced
applications such as Unix,
A/UX, Xenix and Novell
NetWare.

Infinite-storability.
Store huge files-CAD/CAM,
multi-media, pre-press, 32-bit
color. Each cartridge holds up
to 650 megabytes. If one isn't
enough, add another.

Data-securability.
Carry your world wherever you go.

and data files on a single cartridge.
Keep your data safe and secure or
move it from place to place.

Interface kits available for
MAC, SUN, DEC, HP,
IBMA/T,X/T,PS/2 and
compatibles from $495.

Trademark Owners; REO-650, REO-1300 and Pinnacle Micro of Pinnacle Micro, Inc. Sun of Sun Microsystems. HP of Hewlett Packard.
AT, Xenix, IBM, PS/2 of International Business Machines Corporation, Netware of Novell. Macintosh of Apple Computer, Inc.

ptical-ability’

Pinnacle Micro is the world's leader in removable,
erasable, optical storage systems.

The expanding line of Pinnacle drives offers real
solutions to mass storage problems and a whole
new set of data handling capabilities.

Removable, Erasable, Opticalabilities.

Put your operating system, applications,

Upscale-ability.
Start with a single or dual-disk
system for your network today.
Move up to a 25 disk, 16 gigabyte
system tomorrow. Your cartridges
and your data will easily move up
with you.

Crash-avoidability.

Eliminate crash anxiety, with

laser technology there are no heads
to crash. If your hard drive goes
down your optical system will

put you back on-line

immediately.

Mass-movability.

Distribute massive amounts of data
in limited quantities. CD-ROM's
are great, but not if you need a
reduced amount.

Problem-solvability.

Learn how to put these and other
opticalabilities to work for you, call
today for the name of your nearest
authorized dealer.

) (800) 553-7070

PINNACLE /\/\ICRO

15265 Alton Parkway ¢ Irvine, CA92718 o InCA(714) 7273300  FAX (714) 727-1913
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W4 On The Demise
S Of U.S. Memories

Dave Ma"efv The United States used to have a basic steel industry. It’s gone.

We used to have an auto industry. It’s almost gone.

We used to make things. Now we sell services and junk bonds. We
have to buy things elsewhere, because we can’t make them anymore.
The automobile industry plans for the next 10 days. The rest of American business plans for the
next three months. Our government plans for the next election.

We used to have a semiconductor industry. After all, we invented it. Now it’s gone. We
couldn’t even start U.S. Memories, a simple nonsubsidized industry consortium to make
memory chips, for fear of upsetting our Japanese and Korean masters. They hold the volume
contracts that “ensure” U.S. computer makers the continuation of that vital commodity.
Only DEC and IBM had the guts to stay in the running. The memory cartel is now firmly in
command.

We still have a computer industry, but not for long. Have you looked at the new crop of
Pacific Rim workstations? The memory cartel controls the price and availability of DRAM chips.
When you control the price of memory chips, you control the finished-goods price of comput-
ers, workstations, laser printers, fax machines and almost every piece of electronics made. When
you control availability, you also can limit access to the newest technology — you can keep it at
home and let the foreigners struggle with the previous generation. Do you remember how far
your car ran on empty in the 1970s?

It’s sad when you look at what our government subsidizes. A single B2 Stealth bomber would
buy U.S. Memories. We continue to build these bombers against a nonexistent threat. The
tobacco industry creates a major public health hazard and escalates the nation’s health care bill by
dozens of billions, yet we continue to pump subsidy money to the farmers who produce that
addictive carcinogen.

I’'m not talking about protectionism, I'm talking about the national security and survival against
real threats.

i DEC PROFESSIONAL



Put a little tramp in
your DEC system.

Modern times are here. 386Ware enables any DEC® VT terminal or
workstation to emulate a high-performance PC. With 386Ware, your
VAX® can run IBM® PC-compatible software.

386Ware has features you can really hang your hat on. Like a high-speed
80386 microprocessor, full compatibility with DECwindows®and PCSA,
and support for up to 16 simultaneous MS-DOS® sessions. Plus, users
can access all DEC peripherals, such as printers and hard disks.

Many of the world's largest government, education, and financial organi-
zations, as well as over 200 Fortune 1000 companies, are already using
386Ware. So, why not put a little tramp in your DEC system?
Call us at (603) 880-0300 for

more information or an on-line
demonstration of 386Ware.

Enaﬂnanw

Cooperative Marketing
Program

L

a;’?‘ g 22 Cotton Road [] Nashua, NH 03063 .
j (603) 880-0300 FAX: (603) 880-7229

Und ; % B i }
s, VT, and VAX —Digital Equipment Corpotation; 1BM and [BM PC ional Business ines Corporation; MS-DOS C
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DESKTOP DRAIN

In George T. Frueh’s Lab review of
GraphOn Corporation’s OptimaX 200,
“DECwindows on the Desktop” (De-
cember 1989), a key issue was over-
looked. This issue is the CPU time used
by the XGO image. The OptimaX 200 is
a good alternative for windowing appli-
cations, but at a price: CPU.

The author should have mentioned
that the “split” implementation of the
server functions costs CPU overhead on
the host. I measured this overhead at
about one to eight percent for one
terminal. Imagine what impact 10 or
more terminals would have on the CPU.
Paul Buob
Mossville, Illinois

COMPUTER LEGACY
Bully for Carl B. Marbach on his
“Educating The Next Generation”
(January 1990). With the growing com-
plexity of computers each year, starting
the next generation of programmers at an
early age would be most beneficial.
Computers have made amazing
advances during the past 20 years. The
concepts behind the operating systems,
networks and user interfaces can’t be
covered in detail at the collegiate level.
Most Computer Science majors spend
the first two or three years learning pro-

Please address letters to the editor to
DEC PROFESSIONAL, P.O. Box 218,
Horsham, PA 19044-0218. Letters
should include the writer’s full name,
address and daytime telephone number.
Letters may be edited for purposes of
clarity or space. You also can fax letters
to us at (215) 957-1050.

gramming languages, code design and
data structures before they’re ready
to learn about database design, theories
behind compilers, operating systems or
graphics. Most programmers I worked
with learn these “advanced” topics on
the job. The college courses only cover
the introductions to these topics.

All of us are responsible for the
legacy of computing and the need to
pass our knowledge and experience on
to those who come after us. This respon-
sibility should stand alongside our need
to improve ourselves.

Patrick Mahan
Newport Beach, California

AS YET UNPHASED

Your January issue was great — I read it
from cover to cover. However, in Al
Cini’s “Building Integrated Systems,”
the box titled “Digital: Devoted To
DECnet/OSI” by Evan Birkhead contains
an error. DECnet Phase V didn’t begin
shipping in September 1987. It may have
been announced then, but it’s still in
design and field test. It hasn’t begun
shipping even now!

Sam Gentile

Nashua, New Hampshire

Evan Birkhead: Mr. Gentile is correct.
DECnet Phase V was announced at
DECWORLD ’87 in Boston and was
scheduled for release before the end of
1990. DEC reports that development is
on schedule and that it plans to release
the Phase V late this year.

Correction

A listing of optical disk vendors in “The
Optical Outlook” by Ron Levine
(January 1990) inadvertently omitted

Dilog. For more information

WE'RE ON UUNET

DEC PROFESSIONAL is on UUNET. To reach any of the staff listed
on our masthead, send MAIL to:

uucp% "name@propress.com”

Name is the last name of the person you wish to contact.




The advantage
“toour 3mm tape drive
ISwritlen across our face.

et the tape backup system that
makes it easy to find out the
facts. Our CY-8200 has a 2-line,
40 column LCD option that
gives you complete status information.
In easy-to-read, precise format, you see
transfer rate, command under execution,
unused tape in megabytes, and the ECC
rate indicating backup integrity. No
guesswork...just the facts.

State-of-the-art helical scan tech-
nology. You get all the advantages of
advanced helical scan technology, oper-
ating speeds of up to 15 Mb per minute,
2.3/2.5 Gb of formatted capacity on a
single 8mm tape, major time sav-

ings from unattended backup,

and tremendously
reduced media and

The industry’s most
advanced 8mm backup
system.

True ‘‘plug and play’’ compatibility with

Alpha Micro  DEC-HSC IBM AS/400  Plexus
Altos DEC Q-Bus Macintosh Prime
Apollo DEC TU/TA81 NCR Pyramid
Arix DEC Unibus  PC 386/ix Sequent
AT&T Gould PC MS-DOS  Sun
Convergent HP PC SCO Xenix Unisys
Data General  IBM S-36/38  PC SCO Unix Wang

. . . and more

storage expense. All at an unsurpassed
price/performance ratio.

Total flexibility, total support. The
CY-8200 can be configured to meet all
your site requirements. Choose from
tabletop or 19" rack mounting options,
hard disk combinations, and cable lengths
up to 80 feet. The
CY-8200 subsys-
tems provide turn-
key solutions for a
wide variety of sys-
tems, such as true
plug-and-play
compatibility with
direct interface to
Pertec standard
9-track tape
controllers.

And nobody matches our support.
The CY-8200’s full 12-month warranty
includes unlimited technical support,
direct from our in-house engineering and
technical support group.

Up to four
CY-8200 drives can be mounted
in our standard 19" rack.

For full information on the CY-8200
high-speed, high-capacity, 8mm tape
subsystem call us at (804) 873-0900.

CONTEMPORARY

20UD—
11830 Canon Boulevard
Newport News, Virginia 23606
(804)873-0900
FAX (804) 873-8836
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NO DELETING

QUERY:

Phil MacDonald (SIG 33/MESS 470): 1
have a user I'll call Dan who has a PPN
of [50,51]. Our data files are in [10,2]
protection code of <60> (Owner:rw,
Group,World).

Dan must read and write to these files,
but I don’t want him to be able to
delete. His protections are gread,gwrite,
wread,wwrite. How can I let only Dan
read and write?

REPLIES:
Kelvin Smith (SIG 33/MESS 472): You
have two options:

1. Write access the file within a privi-
leged program. For nonexecutable files,
write access includes delete access in the
RSTS world.

2. If you want to make it impossible for
anyone to delete the file without execut-
ing an extra, privileged step:

"

and set the protection code to <0>. This
means that anyone else can read and
write the file. The file will show up on
directories with a P after the size, indi-
cating that it’s protected. At this point,
the only way to delete the file is to:

B

and then actually delete the file.

It requires some privilege to set or
reset the nodelete flag. If you don’t want
others to read and write the file, set up
the program so that only Dan can run it.
Either put it in his account or, if
unwanted users have wread privilege,
put a check at the beginning of the
program for the proper account.

Brett Bump (SIG 33/MESS 475): Your

18

How To Use ARIS/BB

Subscribers to DEC PROFESSIONAL can call
up our on-line bulletin board and log
into ARIS/BB, our Automated Reader
Information Service. In ARIS/BB, you can
download programs from this publication,
communicate with our editors, request a
change of address, find additional informa-
tion about advertisers, order books and back
issues, check the guidelines for submitting
articles, take a peek at our editorial calen-
dar for the year and communicate with other
VAX users.

To log in, you'll need your subscription
number from your mailing label. Set your
terminal to seven data bits, one stop bit and
space parity, or eight data bits, one stop bit
and no parity. Set your terminal emulation
to VT100 and dial:

W (215) 957-1000 - Pennsylvania
M (818) 577-9100 - Southern California
W (415) 873-2135 - Northern California

W (617) 863-5010 - Massachusetts

Baud rates: 300, 1,200 or 2,400.

When the modems CONNECT, hit Re-
turn two or three times.

The ARIS/BB symbol appears at the be-
ginning of each article when the program is
downloadable. VAX PROFESSIONAL pro-
grams are available to subscribers of VAX
PROFESSIONAL only. For subscription in-
formation, contact Phyllis Chandler at (215)
957-1500, 9 a.m. - 5 p.m. EST. Use these rec-
ommendations at your own risk. Professional
Press is not liable for any damages to your
system that might be caused by the hard-
ware, software, programs or procedures dis-
cussed here.

XMODEM and KERMIT are available.

SIG Identification

The SIG categories referenced in this
month’s ARISTALK are:

S8 i i EE B U Ly TR A RSTS
BT st eath s vaas syt ven so Nt VMS
AN ot s Programming Languages/Al

problem may be more severe than you
realize. I wouldn’t worry as much about
Dan deleting a file as I would about him

typing:

The gread,gwrite privs don’t mean
much when you already have access to
everything else on the system with
wread,wwrite. I suggest you remove the
world privs and concentrate on group
privs. Either place the data files in [50,2]
or move Dan to [10,51]. As long as the
first number matches, the group privs
will work fine. You can protect the data
file with:

Dan still could wipe out every bit of
information in the file, but he couldn’t
delete it.

PROCESSES IN WAIT STATE
QUERY:
Pedro A. Crespo (SIG 37/MESS 1132): 1
have a problem with our MicroVAX II.
For no apparent reason, all new processes
go into RWMBX (Resource Wait - Mail-
box Full). This happens to the processes
right after going through the LOGIN
procedure. It gets as far as the initial wel-
come message and last log in date and
time and then freezes. Current working
processes aren’t affected by this. The only
way the system can accept new users is
upon reset or reboot.

I don’t know what to look for. SHOW
MEMORY indicates enough memory.
There are no swapped process entries or

DEC PROFESSIONAL



It’s The Only Way

To Stay On Top Of
Disk, File, And Process
Management.

A bilityVMS has capabilities that you just 7 9

can’t get from DCL using VMS
utilities—or from any other product. That’s
because, only AbilityVMS offers you the
power you need to stay on top of system
performance issues and the ever increasing
demands of file management.

Written in MACRO-32, AbilityVMS is the
fastest and most resource efficient way to
complete those important system performance
and file management tasks. It’s the only true
proactive approach to VAX/VMS system
management. Using AbilityVMS can typically
reduce disk overhead (direct I/O’s) up to 91%
and CPU load up to 93% over other methods.
Now that’s impressive!

With Ability VMS you can:

* Monitor what’s happening on your system
® Reduce CPU overhead

* Improve system response time

¢ Extend the life of your disks

* Improve data security

* Save yourself significant time

If you'd like to reach new heights in disk, file,
and process management, call us today at:

1-800-634-6552

AVAIL Technologies, Inc.

19800 MacArthur Blvd., Suite 500
i i 1 © 1990 AVAIL Technologies, Inc. All rights reserved.

Ierne’ Cahfornla 92715-2421 AbilityVMS, Aer\CIL‘,“a’r?dgltise /:;AIL I(lyggo sar:if;demarks of AVAIL Technologies, Inc.

Phone 714-955-0685 ¢ Fax 714-955-2367 VAX, VAX/VMS, and VMS are trademarks of Digital Equipment Corp.

)
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balance slots. SRP, IRP and LRP have
plenty of packets free. There isn’t exces-
sive paging, and there’s more than
enough space on the page files and
swapfiles.

The machine is running VMS V4.7
with 9 MB of main memory.

REPLIES:

Richard B. Gilbert (SIG 37/MESS 1149):
There are three things that would cause
a process to hang in RWMBX:

1. The process is trying to read from the
mailbox, but the mailbox is empty.

2. The process has written something to
a mailbox and is waiting for it to be read.
3. The process can’t write to the mail-
box because it’s full.

It will take some work with SDA
(ANALYZE/SYSTEM) to track down
which mailbox the processes are waiting
on and why they’re waiting. It will
require a good knowledge of SDA and

systems internals and must be done on-
site. Normally, you could have Colorado
dial in (if you have software support) and
track it down for you. The nature of
your problem precludes this possibility.
If you have software support, Colorado
might be able to talk you through an
SDA session. If you don’t, you have three
choices:

1. Live with the problem.

2. Pay someone knowledgeable to track
it down for you.

3. Get a copy of VAX/VMS Internals and
Data Structures and a System Dump Ana-
lyzer Reference Manual, and figure it out
for yourself.

Another possibility is to figure out
why your new processes are doing
anything with a mailbox. Offhand, I
can’t think why they should touch a
mailbox. Check SYS$MANAGER:

SYLOGIN.COM to see if anything you’re
doing there could be causing the prob-

20

lem. Try the /NOCOMMAND qualifier
after the username when logging in to
see if not executing LOGIN.COM avoids
the problem.

Mike Mikowski (SIG 37/MESS 1176): If
you're using audit for security, each
process that logs on sends an audit mail-
box that’s processed by the OPCOM
process. If you have other processes run-
ning at a higher priority and they’re
CPU-bound, OPCOM won’t be able to
process these messages and, therefore,
the logging in process will be in an
RWMBX state.

Tech Harland (SIG 37/MESS 1209): If you
just want to get these processes going, try
adding a line in the LOGIN.COM to stop
the process waiting for this undiscovered
mailbox interaction:

This will disable the process from wait-
ing for any resource, including mailbox
full or mailbox not yet read.

DETACHED PROCESS
DATA TRANSFERS
QUERY:
Mike Chen (SIG 45/MESS 479): How do
you create a detached process in COBOL
and pass data between it and other
processes?

System routines LIB§SPAWN and
SYS$CREPRC might get me there.
What's the difference?

REPLY:

Phil Gravel (SIG 45/MESS 480): VMS V4.0
has a manual titled Guide to Programming
on VAX/VMS. Chapter 3 is “Program
Synchronization and Communication.”
It includes sections on interprocess com-
munication including symbols, logical
names, mailboxes, installed common
blocks and global sections. I assume
VMS V5.0 documentation has a similar
manual.

ARTICLE INTEREST QUOTIENT
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T heVMS Mazl E nhancement Package

Finally! Now there’s an affordable VMS  and systems which interface with VMS Mail
electronic mail package that gives you all ~ without conversion headaches.
the features you’ve been waiting for—Gold-

Mail. It’s easy to use and Once you’ve seen Gold-

100% VMS Mail com- Mail, you’ll never want to
patible. i et . use anything else on your
Registered mail ’ . VAX. Give us a call to-
Gold-Mail includes pull l':e'eg?‘ L"esdsa&'i__ B By day for our introductory
down menus with accel- |5oot =S . prices at:
keys for frequently e s
erator essage undelete
used functions. There’s a ?Visu;il drawer/folder system 1 N 2 7 800-843- 1 3 17
. 1 1 1 L]
powerful text editor for [|Auomaticline wrapping
x L VBold underline, line draw o
casy Creatlng and edltlng Multiple columns and rulers .
of messages. Plus, Gold- | Spell correction S &
Mail has registered mail, |Baichmode send .

so now you don’t have to wonder if your mes- : -
sage has been read. Best of all, Gold-Mail lets Data P rocessing D651gn, Inc.

you interact freely with VMS Mail users; it 1400 N. Brasher St., Anaheim, CA 92807
allows you to access messages from networks Phone: 714-970-1515 « Fax: 714-779-7468

Gold-Mail is a trademark of Data Processing Design, Inc.
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PRODUCT WATCH/ BY BRIAN 0’CONNELL

Packing A Database Punch

Real Database’s ServerCharger
Database Peripheral Enhances Oracle Performance

The notion of RDBMSs as
the foundation of business
information management is
gaining acceptance. Industry
analysts project RDBMS sales
to approach $13 billion by

" 1992. And system managers
continue to seek practical
and reliable solutions to
overtaxed networks.

Real Databése believes
that the solution to over-
loaded Oracle applications is
the ServerCharger, a
database peripheral that plugs
directly into your VAX to
offload 95 percent of back-
end data processing. The
ServerCharger, available in
50- and 100-tps configura-
tions, is a single-function
hybrid peripheral custom-
ized specifically for Oracle
database processing. Com-
posed of a Sun workstation
front end for the Database
Administration (DBA) and a
RISC-based, multiple-CPU
back end for database
processing, the Server-
Charger back-end multi-
processor enhances Oracle
performance by designating
functions to one of four spe-
cifically designed processors.

Relying primarily on
real-time robotics and kernel
processing technology, the

FOR MORE INFORMATION
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ServerCharger 50 and 100
include an embedded Oracle
V6.0 license complete with a
transaction processing op-
tion.

The ServerCharger 50
offers two SPARC RISC
CPUs (at 30 mips each), two
680xx 1/0 processor CPUs,

free-standing floor cabinet,
19-inch operator’s console
and high-speed streaming
tape drive.

Typical ServerCharger
software includes Oracle’s
V6.0, Realtime OS (back
end), UNIX OS (front end)
and standard Oracle DBA

UNIX
(Sun0S)

Real-Time Operating System

VSBus

VMEbus

M Oracle RDBMS Tasks Database
SCSI Controller
680xx Archiver| Logwriter | Database | System | Process Hard Disk
Video Writer | Monitor | Monitor Optical Disk
(operator
console)  SCSI TCP/IP
(CONTROL)
; IBM - SNA
Hard Disk IBM - Direct

Novell
HyperChannel

The Real Database ServerCharger architecture.

a 680xx DBA processor, a
1/4-inch tape module and a
700-MB data disk module
with 16 MB of RAM (up-
gradable to 128 MB). The
ServerCharger 100 offers four
SPARC RISC CPUs (at 80
mips each), three 680xx I/0
processors, a 680xx DBA
processor, a 1-GB data disk
module (upgradable to

96 GB) with 16 MB of RAM
(upgradable to 256 MB). The
50 and 100 versions include a

tools, database diagnostics
and performance measure-
ment software.

The ServerCharger con-
nects directly to the VAX
through a bus connection
similar to that of other pe-
ripherals. Once established,
Oracle data is removed from
the VAX and reloaded onto
the ServerCharger. No code
change occurs, because the
Oracle application never de-
parts from the host machine.
This results in the removal
of 95 percent of the database

processing load from the
VAX, resulting in improved
host application performance
and better use of the host
software because of de-
creased resource contention.

Offering a maximum of
21 slots in its backplane, the
ServerCharger allows 12 slots
to be customized to ensure
the maximum processing
power to satisfy the needs of
a transaction-oriented envi-
ronment. Real Database has
dismantled the Oracle code
and redistributed it function-
ally: one CPU for the kemel,
one for I/0 and one for net-
working (SQL*NET) with a
network-specific daughter-
board (Ethernet, DECnet)
and memory daughterboard.

Data access and inter-
processor communications
are reinforced with an addi-
tional private bus, granting
the monitor program access
to the Oracle System Global
Area (SGA) for speedy and
accurate data transfers during
the update and select
process. A standard, high-
performance VME bus
connects every back-end
processor to the front-end
DBA station.

The ServerCharger 50
and 100 cost $85,000 and
$145,000 respectively. The
ServerCharger architecture
supports industry standards,
including DECnet, Ethernet,
SQL, UNIX, VME and asyn-
chronous network protocols.
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Gandalf Hybrid Networks

Make DEC LAT Connectzvzty a Reality.

STARMASTER is a registered trademark of Gandalf
Technologies Inc. DEC and LAT are registered trademarks of
Digital Equipment Corporation. UNIX is a registered
trademark of American Telephone and Telegraph Company.
IBM is a registered trademark of International Business
Machines Corporation.

Gandalf uses LAT technology licensed from DEC.

Trial and error is a costly way to discover what you need in a LAT Hybrid Network
system. You need a system that meets today s requirements, with open access to the
future. You need a Gandalf STARMASTER® Hybrid Network system.

A STARMASTER system with Netserver LAT software provides cost effective
DEC LAT compatibility and terminal server functionality, without limiting your
communication options.

STARMASTER connects your LAT LAN to a variety of environments,
creating a compatible Hybrid Network system. Netserver with LAT software gives
your LAT users access to PC-based applications, shared printers, Local and Wide
Area Networks, and computer systems such as UNIX and IBM. STARMASTER
also provides TCP/IP, X.25, 3270/SNA, and many other interconnectivity solutions.

Find out how Gandalf can bring compatibility to your growing LAT network
requirements. Call Gandalf, first in Hybrid Networks: 1-800-GANDALF (US),
613-723-6500 (Canada).

]

Bridging
Islands
Of E xcelleme
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PRODUCT WATCH/ BY ERIC SCHOENIGER :

Dramatic Data Analysis

Cognos Inc.’s PowerPlay Raises The
Curtain On Corporate Data Access And Manipulation

No application development
environment is complete
without a tool that lets users
access and manipulate cor-
porate information. Cognos.
Inc.’s PowerPlay is a report-
ing and data analysis tool for
decision-makers. It uses a
graphic format and lets you
view and report on summa-
rized corporate information
from mainframe, micro and
mini databases.

PowerPlay is an exten-
sion to the PowerHouse 4GL
application development en-
vironment. Designed for the
DEC environment, Power-
House builds commercial
applications and manages
data with your DBMS.

Using an intuitive,
mouse-driven interface
based on the Microsoft
Windows environment,
PowerPlay lets you manipu-
late and analyze graphs,
cross-tab reports, tables and
charts. It provides onscreen
manipulation and a multidi-
mensional approach to infor-
mation analysis. A “drill-
down” capability lets you
retrieve and report on infor-
mation at increasing levels of
detail and among an unlim-
ited number of categories.
Multiple concurrent displays
of data and graphs from nu-
merous sources can be cre-
ated on a single screen.

PowerPlay’s most notable

capability for data analysis
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Cognos Inc.’s PowerPlay reporting and data analysis tool

features an intuitive, mouse-driven interface based on the

and manipulation is achieved
through creation of a series
of snapshot extract databases
that act as a host repository
and server for transactions in
a given database. These data-
bases consist of summary-
level keys of a transaction
database and extraction rou-
tines that can be reused to
update the databases.
They’re optimized for rapid
retrieval of summarized
information with minimum
impact on data storage
resources. The creation of
extract databases offloads
processing from online
transaction databases to PCs
for interactive processing
and graphics.

PowerPlay lets you view
and report on data from any
source. To create databases,
you only need ASCII files
compatible with PowerPlay

Microsoft Windows environment.

specifications. These extract
databases can include data
from local PC-based applica-
tions, remote mini and
mainframe databases, or any
combination of data files.
PowerPlay also can export
data to Lotus 1-2-3 and
Microsoft Excel.

PC requirements include
640 KB of memory, DOS
V2.0 or later, Microsoft
‘Windows V2.0 or later and
1 MB of disk space for
executable and help files.
VAX requirements include
70 KB of memory for a host
communications program,
less than 100 KB of memory
for host maintenance
routines, VMS V4.7 or later
and 1 MB of disk space for
programs.

Cognos also announced

InQuizitive, an entry-level
report-writing package that
offers a menu-driven ap-
proach to generating list-
style reports on PowerHouse
data. Based on intuitive
interface concepts, it features
a pop-up interface to
PowerHouse-supported files,
context-sensitive help, a
report painter and manager,
and data transfer to popular
PC-based file formats.

“The two products com-
plement each other, but
serve different purposes,”
explains Ron Nordin, senior
vice president of marketing.
“PowerPlay can be used for
analysis and reporting of
PowerHouse and non-
PowerHouse systems, while
InQuizitive is designed to
be used specifically with
PowerHouse.”

PowerPlay initially is
available on VAX/VMS and
PC platforms. It costs $995
for each PC component and
$15,000 for the host compo-
nent. It runs standalone on a
PC or in conjunction with
the host. InQuizitive initially
is available on VAX/VMS; a
PC version is planned. It
costs from $3,500 to $14,000,
depending on configuration.

| FOR MORE INFORMATION
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UNATTENDED

4 millimeter, No

The DAT backup solution from Sony and Summus. No more

waiting for retrieve and restore. No more waiting for a backup

solution that works reliably. They're here. Digital Audio Tape

drives from a leader in 4mm DAT technology, with enhance-

ments and support from a leader in data storage solutions.

THE SONY 4mm DAT SOLUTION

The ST-1300 DAT subsystem is the answer for fast, accurate,

high-capacity backups with its incredible 1.3 gigabytes of

capacity. A single 4mm data cartridge easily replaces up to

eight 150 megabyte cartridges. It also features:

* High-speed (20 second average) file access during restores.

» Fast 183 Kilobytes/second sustained data transfer rate.

¢ Compliance with the DDS (Digital Data Storage| format.

¢ Reliable 40,000 hour power-on MTBE.

¢ Read-after-write verification and three level Error Correction
Coding for data integrity.

R Y LY e

DAT BACKUP

From Sony and Summus,

waiting,

THE SUMMUS SOLUTION
With over ten years of experience, Summus offers complete
high-capacity backup solutions. From user-friendly backup
software to LAN data storage, backup and archival subsystems
with capacities to 125 gigabytes or more.

MEANS MORE SUPPORT...

Toll-free technical phone support is standard. And we offer
on-site service in most U.S. metropolitan areas.

MORE RELIABILITY...

Tested subsystems carry a one-year warranty. Extended
warranties and 24-hour replacements are also available.

AND MORE VALUE - WITHOUT THE WAIT

Get the story on why the ST-1300 DAT from Sony and
Summus is the right DAT solution, right now. Call us today.

1-800-255-9638

el -0 ¥ E H

© SUMMUS COMPUTER SYSTEMS, 1990. 17171 Park Row, Houston, TX 77084
713-492-6611 » FAX: 713-492-0092 » Summus is a trademark of Summus Computer Systems.
Sony is a trademark of Sony Corporation of America.
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Improving System
Management

Raxco’s Raxmaster And Raxmanager Tackle VMS Performance And Resource Management Issues

Are you looking for a per-
formance management solu-
tion for VAX/VMS? Raxco
Software Inc.’s Raxmaster
V2.0 includes full support
for VMS V5.3, automated
installation through VMSIN-
STAL and enhancements to
Raxmaster’s menu interface.
Raxmaster V2.0 addresses
the major components of
systemwide performance:
CPU, I/0 and memory. It
provides system managers
with a proactive perform-
ance management strategy.
System resources are
optimized to meet dynamic
workload conditions, maxi-
mizing the benefit of
existing hardware.
Raxmaster has five com-
ponents: Disk Optimization,
Disk Management, I/0
Monitor, Dynamic System
Tuning and Virtual Disk/
Caching. An integrated
menu interface allows each

component to be used easily.

Disk optimization elimi-
nates file fragmentation,
consolidates free space and
optimally places files to
improve overall disk 170
performance. Disk manage-
ment monitors disk storage
use and enables system
managers to manage and
control disk resources.

The 170 Monitor collects
systemwide 1/0 statistics,
such as file-level statistics, to
identify potential 170 per-
formance bottlenecks.

Dynamic System Tuning
improves system throughput
by dynamically adjusting
system parameters in
response to changing user
workloads. Finally, Virtual
Disk and Caching reduces
disk 1/0s, provides through-
put at memory speeds and
improves application per-
formance.

Raxmaster V2.0 is avail-
able for VMS V4.x and V5.x.
Prices range from $3,850 to
$19,500, based on VAX con-
figuration.

In February, Raxco re-
leased Raxmanager, a com-
prehensive resource manage-
ment system that tracks re-
source use, assists in capacity
planning, monitors system
performance by identifying
potential bottlenecks, pro-
vides project accounting and

generates invoices for
chargeback billing.

The performance analy-
sis/capacity planning com-
ponent allows for the
evaluation of system use data
selected from VMS account-
ing, VMS monitor files and
the Resource Accounting
Chargeback module. The
resource accounting compo-
nent collects resource con-
sumption data. This includes
resources recorded by VMS
accounting, disk utilization
and application consump-
tion. The disk management
component monitors and
produces reports on disk
storage use.

Raxmanager is available
for any VAX/VMS configura-
tion. Prices range from
$3,300 to $18,750.

Rabbit-11 V2.0 also was

[} Virtual Disk/Caching

~ 1/O Monitor

- Dynamic System Tuning
~ Disk Optimization

- Disk Management

- Exit this menu

Press the SPACE bar or the UP/DOWN arrows to select an option
Press <CR> when the cursor is positioned at the desired option

FOR MORE lNFORMQ‘TION

released recently. It’s a vir-
tual disk generator and
caching system developed
for VAX/VMS. Rabbit-11
virtual disks are used like
physical disks, but access to
data is very fast. Caching
capabilities include fixed and
automatic caching. With
fixed caching, the system
manager defines the files to
be cached. With automatic
caching, it monitors file use
and automatically keeps the
most frequently accessed
blocks of data in the cache.
Rabbit-11 V2.0 is priced
from $2,050 to $13,750.

The main
Raxmaster
menu lets you
access major
components of
systemwide
performance.
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The New Leader

Today VAX and VAX cluster users are looking to Micro Technology for the dynamic solutions
they need to solve their networking and storage problems. As the new leader of VAX enhancement
products, we have worked hard to respond to the needs of this constantly changing marketplace
with the most efficient solutions possible.

« Solutions for unattended HSC cluster + Solutions for capacity problems on your

backup, like our MA-24. The revolutionary HSC port cards, KDB50 or space on your com-

MA-24 features 4 gigabytes to 32 gigabytes of puter room floor, such as our 6200 Storage Array.
unattended cartridge tape backup—the first to 20 gigabytes of disk storage are matched with 20
offer this capability. gigabytes of cartridge tape in one single footprint.

LANager Intercept

+ Solutions for keeping your rapidly + Solutions for operating your VAX in a
expanding network under control with our secured, classified environment, such as our
LANager network analysis and monitoring Sys- Intercept removable storage system. Intercept is
tem for Ethernet. The LANager trouble shoots virtually operator error-proof. It protects the
network problems quickly and monitors the integrity of your data by not honoring spin-
performance in real time. down commands until all processes are completed.

But we don’t intend to stop here. We intend to remain the leader in high capacity disk and tape
subsystems, removable disk enclosures and networking products by continuing to listen to your
needs and implementing the solutions you ask for. And backing them with a service commitment
with worldwide support. We offer sales and service to over 5,000 customers worldwide. Satisfaction
is important to us. That’s why we are the leader today . . . and you can count on us tomorrow.

For more information please call Micro Technology 800-999-9MTTI.

Micro Technology

5065 East Hunter Avenue
Anaheim, California 92807
800-999-9MTI

VAX, VAXcluster and HSC are registered trademarks of Digital Equipment
Corporation.
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Developing With C++

Oregon Software’s C++ Compiler For VAX/VMS
Lets You Go Into Source Code With Full Compiler And Debugger Support

Oregon Software offers a
full-featured C++ develop-
ment system for VAX/VMS.
The heart of the system is an
optimizing, native-code
compiler that supports C++,
ANSI C and K&R C (the
original C language as
defined by AT&T). Oregon
C++ requires VAX/VMS
V5.0 or later. It supports the
VAX run-time libraries, NIH
libraries and a source-level
debugger.

Because Oregon C++
supports both K&R C and
ANSI C, many existing ap-
plications can be maintained
and/or converted easily to
object-oriented code with a
single development system.

Oregon C++ also is avail-
able on UNIX and XENIX-
based computers such as
those from Sun, NCR, HP,
Motorola and Intel. This
allows applications devel-
oped on the VAX to be
ported easily to a variety of
different host architectures.

Oregon C++ uses the
VAX standard calling
sequence, which lets C++
programs call routines
written in other languages
such as Modula-2 or

mmmamm '
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PASCAL. This also allows
routines written in another
language to call C++
routines.

Oregon C++ is an
optimizing compiler, which
produces small, fast and
reliable applications. It
performs such things as
array-index simplification,
common subexpression
elimination, constant folding
and propagation, dead-code
elimination, expression
targeting global register
allocation, loop invariant
removal, range tracking and
short-circuit evaluation.

Oregon C++ has three
command-line options to
access three different
compilation modes: C++,
ANSI C or pre- ANSI C. The
result is one product with
one source of support.
Support problems encoun-
tered with a C++ translator
and one or more C compil-
ers are eliminated.

The compiler maintains
compatibility with existing
C code. It also allows
upgrade to the benefits of
both ANSI C and C++ to
simplify the next generation
of development.

The Oregon Debugger
(ODB) comes with the
development system to offer
integrated debug support for
the compiler. ODB is a
source-level debugger,
which offers a consistent

Modula-2

Host Operating System

Targat o;:mm Syetant

Oregon C++ uses the VAX standard callmg sequence,

which lets C++ programs call routines written in other
languages such as Modula-2 or PASCAL.

debugging interface for K&R
C, ANSI C and C++ code.
Because Oregon C++ is a
true compiler, code is
debugged and maintained
more easily than code
produced by translating C++
implementations.

The ODB either can step
through or over C++
constructs and destructors. It
recognizes C++ scope and
allows access to identifiers
either by name from within
their scope or by C++ scope
qualifiers from outside their
scope. The debugger lets
you set breakpoints and
perform other operations on
each occurrence of an inline
function.

The Oregon C++

compiler resolves ambiguity
among overloaded functions
through the context of the
functions’ arguments. In
cases of ambiguity during
debugging, the ODB displays
the appropriate overloaded
functions along with their
arguments and an identifying
integer. The ambiguity can
be resolved by entering the
appropriate identifying
integer.

Oregon C++ is available
on TK50 cartridge tape,
nine-track tape or 3.5-inch
floppy disk. License fees
range from $2,000 to $34,000,
depending on the nature and
configuration of the VAX
network or cluster.
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EM320 is a versatile VT320 emulator and communications program.
EM320 eliminates the need for a dedicated VT320 terminal.

EEEEE \/T320 EMULATION

RMEl VT100, VT220, and V7320 Emulation
DCL-Like Command (Script) Language
True 132 Column Display

Remappable Keyboard

Extensive Online Help Library

ASCII, KERMIT, and XMODEM File Transfer
Loadable Character Sets

DOS Hotkey

Modem Dialer

EM320 includes more productivity features than the competition and
runs on most popular PC networks. EM320 is easy to install, is backed
by a 30-day no-risk purchase policy, and a Toll Free support number.

Diversified Computer Systems has been providing terminal emulation
productivity tools to PC users for seven years.

For more information, contact:

Diversified Computer Systems, Inc.

Ce-| 3775 Iris Ave. Suite 1B, Boulder, Colorado 80301
(303) 447-9251 FAX: (303) 447-1406

Other DCS emulators: EM4105 — Tektronix 4105
EM4010 — Tektronix 4010

Trademarks: VT 102, VT220 — Digital Equipment; IBM PC, XT — IBM Corp.; Hercules — Hercules Computer Technology; Tektronix — Tektronix, Inc.
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PRODUCT WATCH/ BY NADINA R. CHAPMAN

X-Tending Terminals

C.Itoh Extends Its Product Family With X And Graphics Terminals And Line Printer

C.Itoh Electronics Inc.
extended its move into the
Ethernet and TCP/IP net-
work communications mar-
kets with two recent re-
leases: the CIT-X Network
Display Station and the
CIT334ET/CIT344ET
Ethernet graphics terminals.
It also introduced the
CI-1000 940-lpm shuttle
matrix line printer for high-
volume, multitask printing
applications.

The CIT-X monochrome
network display station is
targeted toward the
DECwindows and X
Window System environ-
ments. Its dual processors,
which accelerate X Window
System performance,
include a 12 1/2-MHz 68301
main processor and 32-bit
34010 graphics processor.
Display terminal functions,
combined with CIT-X’s
Telnet protocol, let the dis-
play station function as a
network terminal when it’s
not used in an X Window
System environment.

CIT-X emulates VT52/
100/220 terminals and has
640 KB of ROM, 1 MB to
17 MB of RAM and 8 KB of
nonvolatile memory. It sup-
ports TCP/IP, Telnet and
“rlogin” protocols for
Ethernet communication
through thick or thin inter-
face. Additional features in-
clude:

1. Default gateway — CIT-
X sends data to hosts on an-
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other predefined network.

2. Name servers — CIT-X
interrogates name servers on
the network to find un-
known host IP addresses.

3. Host definition table —
You can define up to 20
host names and IP addresses
through setup. Each host can
be kept from remotely con-
necting to the CIT-X.

4. Auto disconnect —
Processes aren’t left sus-
pended when CIT-X is
turned off.

5. Program initiator —
CIT-X automatically boots

a predefined client program
when the unit’s turned on.
6. Fonts — 24 onboard fonts
are available; additional fonts
on the client host are
downloadable.

CIT-X runs on X Win-
dow System platforms in-
cluding UNIX-based mini-
computers and workstations.

Expanding its CIT334/344
Tiger family, C.Itoh’s

)

CIT334ET and CIT344ET
Ethernet graphics terminals
allow concurrent connection
to LAT and TCP/IP commu-
nication protocols. The
CIT334ET monochrome and
CIT344ET color terminals
fully emulate DEC’s VT330/
340. Through direct
connection to the network,
you can work in VMS and
ULTRIX environments and
display both sessions on the
same screen. Dual-session
support lets you connect
multiple sessions from any
two network LAT/Telnet
hosts, whatever the
operating system.
CIT334ET/344ET’s Eth-
ernet option lets it establish
and maintain up to 10 ses-
sions simultaneously. You
can switch between any two
sessions at any time and
display their output via the
terminal’s windowing
capabilities, while the other
eight sessions remain active.
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C. Itoh’s CIT-X Network Display Station.

FOR MORE INFORMATION

Mouse- or keyboard-
selectable pop-up communi-
cations-options menus are
presented as needed. The
terminals are compatible
with ReGIS, Sixel and

DEC’s graphics software
applications, and support
Tektronix 4010/4014
graphics protocols.

C.Itoh’s 940-lpm shuttle-
matrix line printer is com-
patible with its current
family of CI-400/800 printers.
The CI-1000 emulates Prin-
tronix’s P6080 “S”-mode line
printer, C.Itoh’s GAP-4 bar
code/graphics and IBM’s
ProPrinter II/XL serial
printer, making it compat-
ible with a wide range of
host minis, mainframes
and PCs.

CI-1000 prints at 940 lpm
in high-speed draft mode,
700 lpm in data processing
mode and 200 lpm in letter-
quality mode. An extra-wide
16-inch carriage lets the
CI-1000 print up to 233 col-
umns for output of wide
data processing reports,
spreadsheets and graphics.

The CIT-X Network
Display Station costs $2,795,
CIT334ET costs $2,495,
CIT344ET costs $3,495 and
the CI-1000 costs $9,995.
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THERE IS
A BETTER WAY

BRS/SEARCH—

M is the most powerful, versatile full-
text management and retrieval soft-
ware available,

B meets your full text information
management and retrieval needs on
personal computers, supercom-
puters, and just about everything in
between.

M is the same software that runs one
of the world’s largest online database
services.

BRS/SEARCH—

M allows you to search the way you
think, doesn’t restrict you to a pre-
defined path.

B retrieves and displays instantly your
original documents by using any
word, phrase or combination of
words or phrases regardless of length
or format.

BRS/SEARCH—

B pinpoints the precise information
you need in seconds, out of millions
of records.

YOU CAN END YOUR SEARCH
WITH OURS. ..

Call us today at (703) 442-3870 for full
details on BRS/SEARCH

SOFTWARE
PRODUCTS

A Division of Maxwell Online, Inc.

BRS Software Products
8000 Westpark Drive

McLean, VA 22102
703/442-3870

In Europe:

BRS Software Products
11 Weymouth Street

London WIN-3FG

ENGLAND

(+44) 1 580 5271
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PRODUCT WATCH/ BY BRIAN 0'CONNELL

Knowledge-Based Bonanza

AICorp Inc. Enters DEC Realm With Knowledge-Based System

Knowledge-based systems
provide system managers
with a viable option in
complex decision-making
applications. Knowledge-
intensive applications feature
judgment and reasoning
capabilities that traditional
computer programming
tools can’t provide. Using an
Al inferencing mechanism
that adapts to the facts of
each case, knowledge-based
systems eliminate the rigid,
sequential instruction process
inherent to procedural
languages and tools.

Judgmental-based systems
let programmers encode ba-
sic rules of reasoning for
given situations. They auto-
matically employ these rules
in the solution of problems.
AICorp Inc., an early devel-
oper of judgmental object-
oriented expert systems, has
entered the VAX market-
place with its KBMS/VAX
(Knowledge Base Manage-
ment System). It’s identical
to the version currently run-
ning on IBM mainframes and
PCs, and it incorporates
Intellect, AICorp’s natural
language system.

Providing full database
access, KBMS/VAX supports
key Al programming meth-
odologies, including forward
chaining, backward chain-
ing, hypothetical reasoning
and object-oriented pro-
gramming (OOP). KBMS Al
functionality lets application
developers combine infer-
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encing strategies within an
application via multidirec-
tional reasoning.
KBMS/VAX relies on
four key performance ele-
ments in its operating sys-

effective rule processing by
the Al inferencing mecha-
nism.

KBMS offers a multiuser
architecture similar to those
in commercial DBMSs, in-

Object
Type

KDB

AICorp's KBMS/VAX supports AI programming
methodologies and provides full database access.

tem: OOP, transaction
processing efficiency, a data
flow system and a knowl-
edge manipulation language.

OOP primarily is a prob-
lem-solving strategy in
which knowledge is
represented by objects
composed of data proce-
dures. KBMS resides in an
object-oriented environment
that lets knowledge-based
applications be written in
fewer rules than normal,
thereby reducing processing
resources, development time
and maintenance. KBMS
application logic remains in-
dependent of data manipula-
tion, resulting in streamlined
data manipulation by the
data access system and

cluding multithreaded proc-
essing that guarantees appli-
cation integrity and recov-
ery. A central server
architecture allows concur-
rent access from various
subsystems, including CICS,
IMS/DC, TSO and batch
programs. The code is
written in C and is re-entrant
and sharable. A RAM disk
minimizes paging and 1/0
processing.

The KBMS/VAX Data
Flow System (DFS) accepts
source input in the form of
rules or queries and auto-
matically processes the
external data, generating SQL
for such RDBMSs as Rdb
and Oracle. Only when the

predetermined programming
criteria are satisfied will the
data flow system access data
while offloading processing
to the DBMS as needed. In
addition, KBMS relies on a
process called Rete technol-
ogy that eliminates the need
to evaluate every application
rule during each processing
cycle.

KBMS/VAX technology
lets the system process mul-
tiple records simultaneously,
allowing the programmer
access to SQL functions. A
natural language parser lets
developers write rules and
lets users query the knowl-
edge base in English.

“By concentrating on the
specification of logic and the
declaration of data, KBMS
can manipulate data from a
variety of localities,” says
Fred Lizza, vice president of
marketing. Noting the simi-
larities between the IBM and
DEC versions, he adds,
“KBMS applications devel-
oped on an IBM mainframe
will run on a VAX with no
programming changes.”

KBMS/VAX interfaces
with such relational data-
bases as Rdb and Oracle.
Prices range from $7,500 to
$100,000, depending on VAX
size and options and database
interfaces selected.

FOR MORE INFORMATION
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The best way to unify a multi-vendor envi-
ronment is with the X Window System.™
And you'll find the best X in two hot new
machines from Tek.

INTRODUCING THE XD88/10
RISC SUPERWORKSTATION.

The XD88/10 packs the power of a
mini, yet it’s smaller than a PC.

It’s a graphics superworkstation that
runs X11 at 17 MIPS. It comes with 8 mega-
bytes of RAM, a 156-megabyte hard disk,
and a high-resolution monitor that can dis-
play 256 colors at once.

Which means you can access multiple
applications simultaneously—and use
them under one fast, graphical interface.

But hottest of all is the price: the
XD88/10 s only $15,450.

* Avtes rces, you can put e hotes X on ot ofdesk,

AND THE $4995 XN10

- RSN
If you want workstation performance but
don’t need local storage, get the low-cost
XNI0 X Station.

The XNI0 gives you full-color
X Windows, 1024-by-768 resolution, and
requires virtually no administration. Like
the XD88/10, it provides a common
graphical interface for applications running
in multiple compute environments. Dual
coprocessors keep redraw spee
high and network loading low.

And for $4995, that’s a lot of X. [l

PUT TEK X ON

YOUR DESK.
Call 1-800-225 for more in-
formation. VAR inquiries welcome.

Tektronix

COMMITTED TO EXCELLENCE

CIRCLE 199 ON READER CARD
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PRODUCT WATCH/ BY BRIAN O'CONNELL

Enterprisewide Publishing

Xyvision’s Parlance Publishing System Offers
Link to RISC-Based Products

As heterogenous computing
and publishing environments
evolve, corporate and
commercial publishers face
the challenge of managing
automated publishing proj-
ects. Xyvision is positioned
to help meet this challenge
with its Parlance family of
publishing systems. Parlance
integrates Xyvision’s
publishing software, Inte-
grated Publishing System
(IPS) 3.0, within its server
and workstation environ-
ments, allowing integration
with DEC’s RISC-based
workstation and server
architecture.

Parlance can be config-
ured for large and small pub-
lishing environments and in
corporate, commercial and
technical publishing applica-
tions. Supporting DEC’s
compound document archi-

Xyvision’s Parlance Publishing System runs under ULTRIX
software using DECwindows.
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tecture (CDA), Parlance runs
under ULTRIX software
using DECwindows. There
are five major building
blocks:

1. Xyvision’s Integrated
Publishing System Software
(IPS) Release 3.0.

2. Xyvision’s dedicated
graphics servers for high-
performance graphics
processing.

3. Xyview high-resolution
typographic workstations.
4. The RISC-based DECsta-
tion 2100/3100.

5. The DECsystem 5400/
5800 file servers.

These five blocks can be
linked in many Parlance
configurations on an
Ethernet. Mac users can
access Parlance configura-
tions through AppleTalk
network gateways.
Xyvision’s graphic servers

and Xyview workstations
tackle the high-performance
graphics processing necessary
for high-resolution image
input, display and editing.

Correspondingly,
Xyvision or DEC worksta-
tions can handle composi-
tion, pagination, window-
ing, PostScript output, IBM
and AppleTalk network
gateways and document
database storage needs.
Xyvision servers and work-
stations are compatible with
DEC workstations, allowing
users access to the same
documentation and graphics
databases.

Parlance relies on an
architecture that segregates
the computing environment
into interactive user applica-
tions (clients) and servers.
The client/server arrange-
ment promotes extensive
interconnection between
desktop/PC or end-user
workstations and larger
shared systems. Xyvision
wagers that its brand of
client/server architecture —
with database management
systems spearheading
control, administration and
information access — will
provide end users with the
necessary application tools to
access and manipulate the
database as needed.

User applications on Par-
lance include compound-
document editing software,
author/editorial software,

FOR MORE INFORMATION

graphic arts and technical il-
lustration, DBMSs and color
production.

Parlance uses a publishing
server to provide back-
ground composition and
pagination facilities support,
while incorporating a
database server to manage
document storage in the
database. Its process manage-
ment server manages critical
resources and data flow
across network documents
and platforms. Peripheral
and graphic servers support
production-resolution page
images for I/0 devices.

“We feel our product is
most beneficial to those
projects that must be
completed or the business
itself is threatened,” notes
Xyvision Director of
Marketing Kevin Cava-
naugh. Aircraft manuals, for
example, are vital to the
interests of an aircraft
manufacturer, he notes.
“While their first priority is
obviously not publishing
oriented, in many ways the
success of their firms relies
on their ability to produce
reliable, quality publication

materials.”
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Our VT240 terminal emulator has
changed the meaning of portability.

7STEM

Gelis [LEYEYS

What does VT240 portability mean to you?

® Portable across operating systems! Our ZSTEM 240
software runs under both MS-DOS and Unix 386 System V,
making your PC look and act like a VT240/340 terminal
on either operating system.

@ Portable across machines! ZSTEM 240 runs on IBM PCs, XTs,
ATs, PS/2s and compatibles, from AT&Ts to Zeniths!

® Portable across portables! ZSTEM 240 runs on portable
PCs, letting you connect to your office systems when
you're on the road.

® Portable across video adapters! ZSTEM 240 supports
all standard video adapters: VGA, EGA, CGA, MCGA,
AT&T, Hercules and many extended adapters. No matter
what adapter/monitor combination you use, ZSTEM 240
displays double-high/double-wide characters, 132 columns,

Terminal Emulator
S ommunications Program

KEA Systems Ltd.

and VT340 ReGIS, sixel and Tektronix graphics.
® Portable across networks! ZSTEM 240 connects to your
favorite networks, including Novell, 3COM, TCP/IP,
Ungermann-Bass, Excelan, Wollongong, FTP, Sun and
DEC’s CTERM and LAT.
Of course, ZSTEM doesn't really come with a handle. What it
does come with is our top-notch technical support and
documentation, plus a solid warranty, so you can be assured
of quality products backed by quality people. Call today
about our complete line of VT emulation products.

Toll Free Order Desk

KEA Systems Ltd.

3738 North Fraser Way, Unit 101
Burnaby, B.C., Canada V5] 5G1
Phone: 604-431-0727

Fax: 604-431-0818

ZSTEM and the KEA and ZSTEM logos are trademarks of KEA Systems Ltd. All other brand and product names are trademarks or registered trademarks of their respective holders.
©Copyright KEA Systems Ltd.,1989. All rights reserved.
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Only a DECtp™ system lets you
grow your transaction processing
system without having to rewrite
application software. So you
can invest in a system that meets
your needs today, yet be confident it
can be easily and cost-effectively
expanded as your business grows.

The reason behind all this flex-
ibility is Digital’s four-dimensional
growth strategy, which gives you
four easy ways to expand process-
ing power. First, grow from our
MicroVAX ™ systems, through our
VAX™ 6000 midrange systems, all
the way to our largest VAX 9000
mainframe—without ever having to
rewrite software, thanks to our sin-
gle operating system. Or two, use
symmetric multi-processing to add
more processors to the original
box. Or three, implement a
VAX cluster™ system to couple up to
96 nodes as a single system. Or

four, distribute processors across a
worldwide network. You can even
combine any, or all, of these growth
strategies to match your system to
your precise processing require-
ments—all without having to change
aline of software.

And a DECtp system affords
you yet another growth option par-
ticular to tp. You can expand the
number of users and their locations
by using front-end systems in a
client-server configuration to
better serve your growing needs,
without any additional software
development.

But the advantages of Digital’s
transaction processing solution
don’t end there. A DECtp system’s
unprecedented flexibility offers you
the option of implementing a dis-
tributed or centralized approach to
transaction processing—to fit the
way your business works. Digital’s

Network Application Support
(NAS), based on open systems, lets
you share information and applica-
tions across all your different com-
puting platforms, allowing you to
integrate tp with other information
systems in the enterprise. And
Digital’s rich VMS™ development
environment lets you develop
applications—and seize competitive
opportunities—in less time than
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Part 4: How to measure and compare disk performance.

BY KERNETH H: BATES

Editor’s note: This article is the fourth in
a series on 1/O Subsystem Performance.
Previous articles appeared in 1989 in the
April, August and October issues.

IN PREVIOUS ARTICLES, we examined
important performance metrics, how
the Digital Storage Architecture (DSA)
allows for performance optimizations
and how 1/0 workload affects perform-
ance. Let’s now look at how we can
measure the performance of the I/0
subsystem objectively.

This subject is worthy of more dis-
cussion than you might think because
of the difficulty of interpreting pub-
lished disk specifications. Although
these specifications can be useful for
such things as comparing products
and selecting the best product for an ap-
plication, there’s no standard for meas-
uring the items in which you’re inter-
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ested when considering multiple vendors.

Because of these inconsistencies, it’s
almost impossible to compare devices
based simply on their specification sheets.
Moreover, these specifications may not
tell the full story and may perform
differently from what you might expect.

Specification Trouble
When examining specification sheets,
several questions come to mind. Is the
specification the average of many meas-
urements, a typical case, a guaranteed
minimum or simply a random measure-
ment on a single sample? If it’s a typical
figure, what amount of variation might
be encountered in practice? The answers
can have far-reaching impact on the
performance of your disk subsystem.
Don’t place too much weight on the
specifications unless you’re certain they’re

important to the application. Take for
example the data transfer rate of a disk
drive. As we saw in Part 3 (October
1989), the relatively small request sizes
issued by VMS reduce the importance
of this figure in most cases. If your
application issues very large byte count
requests while sequentially reading a large
file, this may be the metric to consider.
In this case, seek time should be ignored.
However, you only should do this after
you know which metrics are important
to you. This can vary within the overall
cluster environment, so selecting differ-
ent disks to match different applications
might be appropriate.

It’s difficult to compare specification
sheets, because different measurement
techniques and assumptions may have
been used for different products. One
vendor may define seek time as the time
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to move the disk heads in the head-disk
assembly (HDA), while another may add
the time for the SDI command to be
received and decoded by the disk. With-
out knowing how the measurements
were taken, comparisons can produce
meaningless results.

The first step is to determine which
metrics are important to your application.
How to measure and compare the per-
formance of these metrics is the subject
of this article.

Disk Capacity

You might think this first specification
has little to do with performance, but it’s
so often misunderstood that we must
investigate it. This speci-

to increase the reliability of the device.
R emember, however, that a DSA disk is
divided into several address spaces, only
one of which is available for user data.
The main storage area consists of
the LBN space, which contains logical
blocks. This is where your data is stored,
and on an RAS82 it consists of 1,216,665
blocks, or about 97.45 percent of the
total disk space. This is the formatted
capacity of the disk, and it remains un-
changed throughout the life of the disk.
There’s also one “spare” block (RBN)
for each track on the disk. This spare isn’t
counted in the capacity of the disk and
only is used to replace bad blocks
through a process called bad block

area reduces the capacity somewhat, it
allows read/write diagnostics to be run
on the disk drive without destroying data
that may be present in the LBN area.
This area, called DBN space, occupies
3,480 blocks (0.28 percent) on an RAS82.

Finally, there’s an area called the ex-
tended block area, or XBN space. It
contains information used by the control-
ler such as the serial number of the drive,
bad blocks discovered at the factory,
when the disk was last formatted, and so
on. This area uses an additional 3,480
blocks (0.28 percent) on an RA82.

The last bit of information may sound
strange, but it deals with “how many is
1 million?” In memory systems, numbers

traditionally follow pow-

fication deals with the
capacity of a disk drive
and the difference be-
tween formatted and
unformatted capacity.
Because DSA was de-
signed to provide ex-
tremely reliable data
storage, redundant infor-
mation is deliberately
stored on the media. In-
stead of just one copy of
the header (disk address),

four copies are present. | Header

Although you may think m Data Prea
this is wasted space, it al- ® Data Syn
lows absolute verification m Data

of position, because the m EDC
controller reads and com- m ECC +Fi
pares all copies. The error m Data Po.
correcting code (ECC) and Write to Re

error detecting code Recovery

(EDC) are other examples

m Servo Bursts
M Sector Pulse
@ Header Preamble
= Header Sync

ers of two. As a result, 1
million is 2 to the 20th
power, or 1,048,576. In a
disk drive, however, 1
million is 10 to the 6th
power, or 1,000,000. In ef-
fect, one memory mega-
byte is about 1.048 disk
megabytes.

We now can begin to
see the difference between
formatted and unformat-
ted capacity. Using an
RAB8?2 as our example, we
get the following:

1. Unformatted capacity is
how many bits we can
put on the media. For an
RAS82, this is about 893.9
MB of individual bits.
This is fairly high, but
knowing this isn’t very

useful.

of additional information

RA82 sector contents.

2. Formatting the RA82

stored on each sector.

You may think that this too is wasted
space, but the first time this capability
recovers data that otherwise would have
been unreadable, it’s worth its weight in
gold.

Figure 1 illustrates the information
contained in a sector of an RA82, which
can be considered a typical DSA disk
drive. As you can see, about 72 percent
of each sector is user data. The remain-
ing 28 percent is DSA information used

MARCH 1990

replacement and revectoring. On an
RAB82, there are 21,405 spare blocks, or
about 1.72 percent of the total disk space.

Because revectoring sometimes re-
quires a lookup table, additional space is
reserved for the replacement control table
(RCT). This space isn’t counted in the
capacity and occupies 3,420 blocks (0.27
percent) on an RA82.

There’s also an area reserved for
diagnostic use. Although reserving this

adds the
shown in Figure 1. Because not all of a
sector contains user data, the maximum
data capacity is now 639.2 MB.
3. Finally, the effects of the RCT and
RBN, DBN and XBN spaces are
subtracted, leaving a total of 622.9 MB
of usable data storage.

Although it’s possible to increase the
capacity of the RA82 by removing some
of these features, remember that a higher
utilization can mean much lower

information
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Figure 2.
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PROGRAM SPIRAL

This program will determine the spiral data transfer rate of the specified
disk. For best performance, the buffer should be page aligned with the

following LINKER option: “PSECT_ATTR=.BLANK.,bPAGE.”

IMPLICIT INTEGER (A-Z)

INCLUDE “($SSDEF)”

INCLUDE ‘($I0DEF)”

INCLUDE ‘($DVIDEF)”

PARAMETER MAX_LOOPS = 1000 ! Maximum number of reads

STRUCTURE /10SB/
INTEGER*2 STS
INTEGER*4 COUNT
INTEGER*2 ZFILL

END STRUCTURE

RECORD /10SB/ I0STAT(2)

INTEGER*4 CUR_LBN, BUFFER(128 * 127)
REAL START, TOTAL

CHARACTER DEVNAM * 32

COMMON BUFFER
First determine which disk to test and open it

WRITE(6,18)

FORMAT(* Device to test: *, $)

READ(5, 20, END = 9999) NUM_CHAR, DEVNAM

FORMAT(Q, A)

STATUS = SYS$ASSIGN(DEVNAM(1:NUM_CHAR), CHAN,,)

IF (STATUS .NE. SS$_NORMAL) CALL LIB$STOP(%ZVAL(STATUS))

Now get the size of a track to see how much to transfer

STATUS =LIBS$GETDVI (DVI$_SECTORS, CHAN,, NUM_SECT,,)
IF (STATUS .NE. SS$_NORMAL) CALL LIB$STOP(%VAL(STATUS))

Set up the initial parameters and fire off the first QIO

BYTE_COUNT = NUM_SECT * 512
BYTE_COUNT = (127 / NUM_SECT) * NUM_SECT * 512
CUR_LBN = 0

START = SECNDS(0.0)

STATUS = SYS$QIO(%VAL(0),%VAL(CHAN),

1 %VAL(IO$_READLBLK),IOSTAT(1),,,

2 BUFFER(1),%VAL(BYTE_COUNT),%VAL(CUR_LBN),,.)

IF (STATUS .NE. SS$_NORMAL) CALL LIB$STOP(%VAL(STATUS))
FLAG = 1

Now iterate through all desired tracks, double buffering reads

DO 40 INDEX = 2, MAX_LOOPS

CUR_LBN = CUR_LBN + BYTE_COUNT / 512
STATUS = SYSSQIO(%VAL(FLAG),%VAL(CHAN),
1 %VAL(10$_READLBLK),IOSTAT(FLAG + 1),,,
é BUFFER(1),%VAL(BYTE_COUNT),%VAL(CUR_LBN),,,)

IF (STATUS .NE. SS$_NORMAL) CALL LIB$STOP(ZVAL(STATUS))
FLAG = MOD(FLAG + 1, 2)
CALL SYSSWAITFR(%ZVAL(FLAG))
IF (IOSTAT(FLAG + 1).STS .NE. SS$_NORMAL) THEN
CALL LIB$STOP(%ZVAL(IOSTAT(FLAG + 1).STS))
END IF
CONTINUE

Wait for the last QIO, then calculate and print the spiral rate

FLAG = MOD(FLAG + 1, 2)
CALL SYSSWAITFR(%VAL(FLAG))
IF (IOSTAT(FLAG + 1).STS .NE. SS$_NORMAL) THEN
CALL LIB$STOP(%ZVAL(IOSTAT(FLAG + 1).STS))
END IF
TOTAL = SECNDS(START)
RATE = FLOAT(MAX_LOOPS) * FLOAT(BYTE_COUNT) / TOTAL / 1024.0
WRITE (6, 49) RATE
FORMAT (* Spiral rate = *, 14, * KB per second’)

END

This FORTRAN program can determine the spiral data rate from disk drive to the host. To run
this program, the disk under test must be mounted.

functionality. The real test of disk capac-
ity is how much user data can be stored
on it. If your operating system can’t store
data on a disk, it must be considered
unusable.

Measuring this is simple. Under VMS,
simply mount the disk and type the
following command to DCL (where
dev_name is the name of the disk):

$ SHOW DEVICE dev_name/FULL

The output from this command
contains a field called Total Blocks. This
is the number of logical blocks to which
you have access and is the capacity of
the disk in 512-byte blocks. Multiply by
512 and divide by 1,000,000, and you have
the “formatted” disk capacity. More
important, you have the usable capacity
of the disk.

Disk Transfer Rate

In Part 1 (Aprl 1989), we investigated
ways to measure the ability of a disk to
transfer data to and from the host. There
are many ways to measure this, but the
most useful appears to be the spiral, or
sustained, rate. Put simply, this rate is the
amount of data a disk drive can deliver
while continuously reading data.

Unlike the peak rate, the spiral rate
doesn’t count “extra” bits of information,
such as ECC and EDC. Instead, it only
measures user data. Unlike the on-track
rate, it also takes into account the time
required by the disk heads to settle as
heads are switched. And unlike the on-
cylinder rate, it takes into account the
time required to perform a one-cylinder
seek while reading data. The spiral rate
isn’t the most impressive data rate, but
it’s probably the most informative,
because it takes all performance factors of
the disk drive into account and delivers
a useful and realistic figure.

Another factor to consider is the
bandwidth of the data path between the
disk drive and the host, because data only
can flow as fast as the slowest link in the
chain. With today’s high-speed disk
drives, data rate performance bottlenecks
can occur in areas other than the disk
drive. Consider an RA90 connected to a
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UDA50 controller. Al-
though an RA90 has a
spiral data rate of about
1.7 MB per second, the
UDA bandwidth is well
under this figure, so data
only can be delivered at
the rate the UDA is capable
of, about 800 KB per sec-
ond. Therefore, for the

Figure 3.

Motor -

Drive

contribution of seek time
can be quite small, because
many VMS requests are for
very close cylinders. In
a typical environment,
roughly 10 percent of all
MSCP commands are for the
next sequential LBN, while
J another 10 percent are for

| the LBN that was just

most useful information,
data rate measurements

should take into account all [

components in the data

accessed. In fact, nearly 50
percent of all VMS requests

Controller

result in a request that’s on
the same cylinder as the

path: host, controller, 170
bus and the disk drive.

Host

previous one.
If a seek occurs, the

Finally, as we discov-

RA82 data access time breakdown.

average distance is roughly

ered in Part 3, the impor-
tance of data rate can be vastly overstated
for the typical VMS application. If your
application accesses data with small byte
counts, then the time spent transferring
data is quite small relative to the time
spent while the disk is seeking and ro-
tating. In cases such as this, it’s unlikely
that a disk with a faster data rate will
produce a meaningful performance in-
crease.

In cases in which the data rate is a

factor, however, it’s important to meas-
ure this rate accurately. A program that
measures the spiral rate of a disk and
controller is shown in Figure 2. (The
programs that appear in Figures 2 and 4
are available in download on ARIS/BB.)
Although the program is fairly self-
explanatory, a few words are in order
concerning details:
1. To obtain the highest data transfer
rates, the 1/0O buffer should be page-
aligned. This can be done with the
LINKER command:

PSECT_ATTR=.BLANK. ,PAGE

2. The program uses double buffering to
eliminate the effects of VMS and the
controller wherever possible. Thus, data
always is being transferred from the disk
to the host, producing a true spiral rate.

3. Because the 170 bus, controller and
disk drive are involved in transferring
data, the spiral rate the program prints is
the maximum rate for a particular disk
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on a particular controller. Moving the
disk to a different controller can produce
different results.

4. The spiral rate of a drive can be at-
tained with a byte count equal to the
track size (lines 23 through 25). Some
controllers may not be fast enough to
process the commands, however, so it
may be necessary to have a byte count
that’s a multiple of the track size. This
can be done by uncommenting alterna-
tive line 25, which sets the byte count to
the largest multiple of a track size that’s
less than 127 sectors (the maximum cur-
rently supported by VMS for a single
MSCEP transfer on all current adapters).
5. The disk can be mounted normally or
foreign. The program requires PHY IO
or LOG_IO privileges to access the disk.
6. For the most accurate and repeatable
results, no other activity should take place
on the controller or disk drive, and the
VAX on which the program is run
should be relatively idle.

After running this test on your
hardware, you should have an accurate
picture of the spiral data rates of which
your system is capable. This rate can be
lower or higher than the specification
sheets might lead you to believe, but
because it was run on your system, it
produces realistic and repeatable results.

Disk Seek Time

Disk seek time is an overemphasized
specification. As noted in Part 3, the

10 percent of the capacity of
the disk. Because the average seek time
shown on the specification sheet repre-
sents a seek distance of about 33 percent
of a disk’s capacity, it’s easy to see that
you can be misled by specifications.

Data Access Time Components
Because the intention of seek time speci-
fications is to provide information on
how long it takes to access data on the
disk, it might be informative to follow
the progress of a QIO request from the
time you issue it until it completes. These
times are approximate and were meas-
ured on only one drive and controller,
but they provide a good indication of
where the time is spent:

1. The first step is to issue the QIO.
Although the time for this varies depend-
ing on the processor, it takes about 1.3
ms for a 1-VUP machine. It takes less
time, of course, on a faster processor.

2. The MSCP command must be trans-
mitted over the CI. Although this time
varies depending on the hardware type
and how busy the CI is, it takes a VAX
780 about 135 microseconds.

3. Next, the controller receives and
validates the command and sets up the
necessary structures to initiate a disk
operation. This also varies depending on
the controller and microcode version, but
an HSC70 running V370 of the code will
take about 1.2 ms. If the controller is
saturated, this time will be reduced to
about 870 microseconds because of in-
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Figure 4.

PROGRAM ACCESS
PROGRAM DESCRIPTION:

This program will determine the average effective access time of the
specified disk over the range of interest.

IMPLICIT INTEGER (A-2)

INCLUDE * ($SSDEF)”
INCLUDE ‘($I0DEF)”
INCLUDE ‘($DVIDEF)’

STRUCTURE /10SB/
INTEGER*2 STS
INTEGER*4 COUNT
INTEGER*2 %FILL

END STRUCTURE

RECORD /I10SB/ I0STAT(2)

INTEGER*4 BUFFER(128), CUR_LBN, SEED

REAL AVG_ACCESS, LAST_ACCESS, START, TOTAL

CHARACTER ANSWER * 32, DEVNAM * 32

PARAMETER BYTE_COUNT = 512 ! Byte count of transfer
PARAMETER EPS = 0.00005 ! Timing tolerance (in seconds)
PARAMETER MAX_LOOPS = 20000 ! Upper 1imit on test loops

First determine which disk to test and open it

WRITE(6, 19)

FORMAT(* Device to test: “, $)

READ(5, 21, END = 9999) NUM_CHAR, DEVNAM

FORMAT(Q, A)

STATUS = SYS$ASSIGN(DEVNAM(1:NUM_CHAR), CHAN,,)

IF (STATUS .NE. SS$_NORMAL) CALL LIB$STOP(%VAL(STATUS))

Now get the seek range to test

WRITE(6, 25)

FORMAT(* Seek range in MB (0 for full disk): *, $)
READ(5, 27, END = 9999) SEEK_RANGE
FORMAT(1)

STATUS =LIB$GETDVI (DVI$_MAXBLOCK, CHAN,, MAX_LBN,,)
IF (STATUS .NE. SS$_NORMAL) CALL LIB$STOP(%VAL(STATUS))
IF (SEEK_RANGE .EQ. 0) THEN
SEEK_RANGE = MAX_LBN
EESE
SEEK_RANGE = SEEK_RANGE * 1000000. / 512.
END IF

Finally, get the buffering (single or double)
Qb =0

DO WHILE (QD .EQ. 0)
WRITE(6, 38)

FORMAT(* Single or double buffering (S/D): *, $)
READ(5, 40, END = 9999) ANSWER
FORMAT (A)

CALL STR$UPCASE(ANSWER,ANSWER)

IF (INDEX(ANSWER, °*S’) .EQ. 1) QD

IF (INDEX(ANSWER, ‘D’) .EQ. 1) QD
END DO

[}

Set up the initial parameters and fire off the first QIO

SEED = 17621

AVG_ACCESS = 0.0

CHECK = 1000

START = SECNDS(0.0)

IF (QD .EQ. 2) THEN
CUR_LBN = RAN(SEED) * SEEK_RANGE
STATUS = SYSS$QIO(%VAL(0),%VAL(CHAN),

1 %VAL(I0$_READLBLK),I0STAT(1),,,
2 BUFFER(1),%VAL(BYTE_COUNT),%VAL(CUR_LBN),,.)
IF (STATUS .NE. SS$_NORMAL) CALL LIB$STOP(%VAL(STATUS))
END IF
FLAG = 1

Now iterate until the change in the average is less than epsilon

(Continued on page 46.)

This FORTRAN program can determine the effective data access time. To run this program, the
disk under test must be mounted.
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ternal optimizations in the HSC.

4. The controller transmits an SDI
command to the drive, instructing it to
perform a seek operation. This takes
about 0.7 ms.

5. Having received an SDI command, the
drive verifies it to ensure that it’s legal.
On an RAS82, this takes about 2 ms.

6. The drive then moves the disk heads
to the target cylinder. Although the time
this takes varies depending on the drive
and the distance involved, the average
for an RA82 is 18.7 ms. The reason for
the difference between this figure and
the traditional 24 ms will become
apparent later.

7. After the seek, time is required to
allow the heads to settle, ensuring that
the positioning is stable. For an RAS82,
this is about 2 ms.

8. The next sector passes under the
head after a slight delay, allowing the
controller to verify the drive’s rotational
position. The time this takes varies from
one drive to another, but for an RA82
it’s about 187 microseconds.

9. Because the position of the target LBN
is random relative to where the heads are,
the time to reach the target LBN varies.
On the average, it takes a half-revolution,
or 8.33 ms for an RAS82.

10. The data in the desired LBN must
be transferred (this is what we were
trying to do all along). For an RAS82,
287 microseconds are required for one
sector.

11. The data then must be transferred
from the controller back to the host.
As with Step 2, this varies depending
on the hardware type and how busy the
CI 1s. For a VAX 780, this takes about
475 microseconds.

12. Finally, VMS must process the QIO
completion. For a 1-VUP machine, this
takes about 1.3 ms. As with Step 1, faster
processors take less time.

Having examined the data access
command in detail, we can determine
the average seek time of the drive. Or
can we? Looking at Figure 3, what should
be the seek time of the drive?

The motor movement time of 18.7 ms
(Step 6) is clearly an average seek based
on HDA movement, but it fails to tell the
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your PC environment as well.

You get the speed, accuracy and
versatility that's won repeated awards from

= CAREER HIGHLIGHTS
82 Used SPSS data entry/analysis system
for Cusfomer satisfaction surveys. Led
to 17% increase in cusromer-refeﬁﬁon
rate within first yeqr.

1984 Dqsigned sales-lead tracking system
using SPSS data management fociliriés
and SPSS Graphics™ charts. Slashed
overhead costs—qng gave more accy-

” rate results in half the time.

& Chose new office sites, based on PSS
foreco§rs from economic and demo-
graphic data. Result: New revenues

- more than doubled olg goals.

8 Named Manager of corporate-wide

research and strategic planning staff

Another Stry n the $PSS SUCCESS SeRies

industry publications. Plus the training,
documentation and support that's made
SPSS a leader in statistical-software for over

20 years.
Get the full details on what SPSS-X soft-

ware can do with your VAX system by calling
1-312-329-3304.
Because, after all, it's the right decisions
that help you reach the top.
SPSSinc.
Best in the final analysis.
444 North Michigan Avenue - Chicago, lllinois 60611

SPSS is a registered trademark of SPSS Inc. SPSS-X and SPSS Graphics are trademarks of SPSS Inc. VAX, VMS, All-In-1, DATATRIEVE and Rdb are trademarks of Digital Equipment Corporation
20/20 is a trademark of Access Technology. ORACLE is a trademark of Oracle Corporation. Ingres is a trademark of Relational Technology, Inc
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071 CONTINUE
072 WRITE (6, 73)

073 FORMAT (* Loop count exceeded without convergence')

C

G Wait for the last QIO, then print the average effective access time.
(5

074 IF (QDi .EQ. 2) THEN

075 FLAG = MOD(FLAG + 1, 2)

076 CALL SYSSWAITFR(%VAL(FLAG))

077 IF (IOSTAT(FLAG + 1).STS .NE. SS$_NORMAL) THEN

078 CALL LIB$STOP(%VAL(IOSTAT(FLAG + 1).STS))

079 END IF

080 WRITE (6, 81)

081 FORMAT (* Average double’, $)

082 ELSE

083 WRITE (6, 84)

084 FORMAT (* Average single’, $)

085 END IF

086 WRITE (6, 87) AVG_ACCESS * 1000.0

087 FORMAT (‘+ buffered effective access time = *, F4.1, * ms’)
9999 END

]
F .

igure 4.

<
(Continued from page 44.)
055 DO 71 TOT_SEEKS = QD, MAX_LOOPS
056 CUR_LBN = RAN(SEED) * SEEK_RANGE
057 STATUS = SYS$QIO(%VAL(FLAG),%VAL(CHAN),

1 %VAL(IO$_READLBLK),IOSTAT(FLAG + 1),,,

2 BUFFER(1),%VAL(BYTE_COUNT),%VAL(CUR_LBN),,,)
058 IF (STATUS .NE. SS$_NORMAL) CALL LIB$STOP(%VAL(STATUS))
059 IF (QD .EQ. 2) FLAG = MOD(FLAG + 1, 2)
060 CALL SYSSWAITFR(%VAL(FLAG))
061 IF (IOSTAT(FLAG + 1).STS .NE. SS$_NORMAL) THEN
062 CALL LIB$STOP(%VAL(IOSTAT(FLAG + 1).STS))
063 END IF
064 IF (TOT_SEEKS .GE. CHECK) THEN
065 TOTAL = SECNDS(START)
066 LAST_ACCESS = AVG_ACCESS
067 AVG_ACCESS = (TOTAL / FLOAT(TOT_SEEKS))
068 IF (ABS(LAST_ACCESS - AVG_ACCESS) .LE. EPS) GOTO
74
069 EHECK = TOT_SEEKS * 1.5
070 END IF

entire story. Publishing the specifications
of an HDA without including settling
time, SDI verification time, or SDI-to-
SMD (or other protocol) translation time
omits many important factors that you’ll
see on a real system.

The total time the drive takes from
the instant it receives the SDI command
until it finishes returning the data (Steps
5 through 10) is more indicative of its
performance. For Figure 3, this is about
31:51 .1ms:

Note that the rotation time (Step 9)
was taken into account for determining
the average drive access time. Although
most drives rotate at 3,600 rpms, the RA70
spins at 4,000 rpms, reducing the aver-
age rotational latency from 8.33 to 7.5 ms.
More important, if the seek distances
are small, the rotation time can play a
significant part in the overall average
access time. Thus, rotation speed
shouldn’t be ignored.

By the same token, a disk drive is

generally more useful if it’s connected to
a controller, so the controller time and
SDI transmission time (Steps 3 and 4) are
also useful information. This varies
from one drive and controller to another
and adds some time to the average
access.

Finally, if you intend to access data on
the drive from a host, the host QIO time
becomes important (Steps 1 and 12).

Thus, we can unequivocally state that
the average data access time of an RA82
is between 18.7 and 36.61 ms! While true,
this information isn’t very helpful.

If this is confusing, remember what
we were after when we started examin-
ing disk seek specifications: How long
will it take to get the data? Although seek
times contribute to this figure, they don’t
tell the entire story. More important, it’s
impossible to measure disk seek times from a
host processor, because such elements of
seek time as SDI verification time and
SDI-to-SMD translation time (if present)

can’t be distinguished by a host proces-
sor. Seek times only can be measured by
specialized test equipment. Measurements
taken from the host are only an approxi-
mation.

A more realistic measurement is the
average time it takes to access a single
block of data on a disk drive, taking all
factors into account.

Measuring

Access Time

When evaluating the average access time
of a drive, several points are key:

1. All factors should be taken into
account. These include not only seek
time but also rotational latency, control-
ler latency and host processing time.

2. Measurements should be made on the
system of interest. Because the I/0 bus,
host processor and controller all contrib-
ute to this response time, it would be a
mistake to exclude their effects.

3. The distance over which to measure
the seeks is of prime importance.
Although the average obtained over
the entire disk may be interesting, it
probably isn’t representative of a typical
application, especially because the rela-
tive standings of different drives can
change dramatically depending on the
seek distance. In general, seeking over a
distance of 100 MB is a good test of a
drive’s ability on a typical VMS system.

A FORTRAN program that measures
the effective data access time is shown
in Figure 4. This program measures the
average time it takes to access a single
512-byte block of data on a disk drive,
taking all components in the path into
account.

When running the program, the
question “Seek range in MB (0 for full
disk):” should be answered with the
expected range. A value of zero produces
the average effective access time over the
entire disk. A value of 100 produces the
most realistic results for VMS. If you wish
to evaluate the performance for a specific
file size, simply enter the length of that
file (in megabytes).

The question “Single or double buff-
ering (S/D): ” also deserves some expla-
nation. By answering “D” for double
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buffering, the program always maintains
one I/0 outstanding. Because the disk
drive is never idle in this case, the time
the host and controller take overlaps with
the disk processing. In effect, Steps 1, 2,
3, 11 and 12 are eliminated from the
response time.

Answering the question with “S”
allows only one 1/0 at a time, so the
resulting time includes all components.
In general, the test should be run twice.
The differences between the single- and
double-buffered times can be attributed
to host and controller processing.

If your application accesses data with
byte counts larger than 512 bytes, you
might consider modifying the program
to account for this. Line 015 specifies
the byte count, so if you wish to change
from the default value of 512, simply
change this value. An average VMS trans-
fer size is about 2 KB, so the following
change provides the access time for a
2-KB transfer:

015 PARAMETER BYTE_COUNT = 2048

Varying this value can provide even
more interesting results, because some
controllers perform data transfer fragmen-
tation at byte counts greater than 4 KB,
allowing some degree of parallelism. In
this case, because data is transferred from
the drive to the controller at the same
time as it’s transferred from the control-
ler to the host, the total time to obtain
all the data is somewhat reduced.

Another interesting test is to run on
a shadow set. In this case, the perform-
ance increases obtained by shadowing can
be dramatic. You may question if this is
really a fair test of the subsystem, because
it uses the performance optimization
features of shadowing. Ultimately, how-
ever, how long it takes to get your
data is what counts. If you plan to use
shadowing in your final configuration,
then you might consider testing with it.
At the same time, realize that shadow-
ing won’t increase the performance of
writes and actually can decrease the
performance by a small percentage.

The results of this test provide a good

indication of the overall performance of
the I/0O subsystem when accessing data.
This is more meaningful than just seek
time or data rate, because it takes all
factors into account. Such things as the
rotation speed of the drive, transfer rate
of the disk, service time and parallelism
of the controller, host IO bus and speed
of the host processor contribute to the
service time of a request. Because this test
measures all factors (in single-buffered
mode), the performance of the 170
subsystem can be evaluated objectively.
More important, it’s tested on your
system in your environment, allowing
you to compare different configurations
with the assurance that you have
meaningful results.

ALTHOUGH SPECIFICATION sheets
contain useful data, the different
techniques used by manufacturers make
comparisons difficult. Running the
suggested programs not only allows an
apples-to-apples comparison, it also
provides much more realistic data on
your particular system. Because the
environment in which a disk subsystem
exists plays an important part in its
performance, it’s best to test the subsys-
tem in its final configuration.

Finally, the application workload
presented to the disk subsystem plays a
major role in performance. Data transfer
rate, rotational speed and seek time can
vary in importance depending on your
application. By knowing the performance
metrics that affect your application and
by running the appropriate tests on your
system, you easily can evaluate disk
subsystems objectively.

The next article in this series will
investigate how to configure the differ-
ent portions of the I/O subsystem to
improve performance. — Kenneth H.
Bates is a consulting software engineer for
Digital Equipment Corporation in, Colorado
Springs, Colorado, and a member of the 1/O
Performance Group.
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| Storage hierarchies and

clustering technologies ensure the role

of disks in the 1990s.

50

Solid-State Disk

STORAGE TECHNOLOGY

Magnetic Disk

Tape

Preserving
Disk Technology

IF YOU BELIEVED industry analysts, you’d already have attended sev-
eral wakes for the demise of the magnetic Winchester hard disk. This
allegedly archaic storage device was to have been phased out by the
development of erasable optical disks, helical scan tapes and, most re-
cently, solid-state disks. It inevitably will be declared outmoded again
during this decade.

But magnetic disk technology has matured at a pace that has kept
it well-suited to the storage needs of today’s network manager. This
has occurred despite the perpetual redefinition of the data center and
quantum leaps in processor speeds, i.e., RISC.

The disk’s role in today’s hierarchical storage configurations is
testimony to its staying power. In this popular networked stor-
age design, data is stored according to how often it’s accessed.
The most frequently accessed files are easily accessible in a
large RAM. Less frequently accessed files are stored on
disks. Seldom-accessed files are archived on optical disks
(see Figure 1).
In hierarchical storage configurations, a central-
ized data management system handles data stor-
age, providing the network nodes with trans-

Helical Scan or Optical

Figure 1: Typical storage hierarchy.

aa
BY EVAN BIRKHEAD

parent, high-speed storage. American Digital
Systems’ MasterDisk/Data-Library, for example,
serves as a huge centralized repository using
magnetic and optical media for 20 to over 100
GB of online storage.

A role exists for each type of storage media.
The role of magnetic disks still involves mainstream,
online storage applications, particularly in large networks.

The Hardy Disk

The basic technology behind magnetic platters and read/write heads
hasn’t changed much in 20 years. It’s similar to the development of
the automobile engine: While still essentially the same under the hood,
most changes have involved safety, luxury and engineering tweaks such
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as fuel efficiency. Likewise, most of the
disk’s improvements have been subtle
technological enhancements. These en-
hancements include
high-speed caches,
intelligent control-
lers, better inter-

works, commercial and scientific, is se-

cure. In fact, disk technology is the piv-

otal element of servers and is recom-
mended as the storage
medium for many
workstation sites.

THE ADVENT OF

faces, the ability to Centralized
store data more . Storage
densely and the abil- X termlnals The advent of X ter-

ity to defragment
data so that it can be
read more quickly.
The result is a
continual increase in
capacity and reliabil-

ity with a corre-

underscores a return

to mainframe-style

minals underscores a
return to mainframe-
style centralized proc-
essing. Today’s main-
frame, however, is the
network. The central-
ized network storage

sponding decrease in centralized concept still has rela-
footprint and cost tively few backers.
per megabyte. To- : The fundamental con-
day’s disks boast pre- p rocessing. cepts behind this sud-
viously unheard of denly born-again idea
form factors (3 1/2- involve:

inch drives are common at the low end), 1. Redundancy of data via multiple stor-

MTBF ratings (200,000 hours isn’t un-
common), and price/capacity. The in-
dustry has evolved from 100 MB on a 14-
inch spindle to 100 MB on a 3 1/2-inch
spindle. The oft-OEMed eight-inch
VAX-compatible disk drives from Fujitsu
Microsystems recently attained a 1.8-GB
capacity for less than $7,000.

While read/write access speeds have
not improved much during the past 20
years (from 3 to 4 Mbps), network man-
agers have compensated with creative
implementations that use the strengths of
disk technology. Disks demonstrate a
versatility of configuration that sustains
the manager’s bottom line: keeping user
productivity high. In large networks, this
often involves the chaining of disks so
that they can be shared by processors and
appear to the system as a few simple,
large-capacity storage devices.

Newer software capabilities, such as
more efficient methods of aligning and
compressing data on platter surfaces and
more functional management software
for networks, have contributed to the re-
markable knack of disks to adapt to and
keep pace with current network and
client/server architectures.

The hard disk’s place in these net-

MARCH 1990

age devices.
2. The traceability of data to application
and database servers.
3. The use of diskless nodes.
4. Accommodations for network proc-
essor and storage management architec-
tures.

This implies that, in an ideal scenario,
processors and storage devices scattered

throughout a network are transparently
accessible from any node. Emerging
technologies that permit disk functions to
be clustered and shared by multiple proc-
essors further ensure a prominent role for
disks in the 1990s.

LAVcs represent one instance of this
type of sharing (see Figure 2). VAX-
clusters, introduced by Digital in 1983, in-
volve distributed areas of storage that can
be shared by multiple processors. Based
on MicroVAX boot nodes, the LAVc
disk-sharing architecture features a single
operating system that’s booted across the
LAN, file sharing to the record level
across all nodes, centralized system man-
agement, and sharing of print resources
and disk space by all processors on the
LAN.

This type of efficient disk use has been
modified by new technologies that
promise to keep disks around for a while.
For example, System Industries’ Clustor
links up to 16 hard disks (more than 27
GB) with up to eight MicroVAX-sized
processors while supporting solid-state
disks as an alternative, higher-availability
medium. Several manufacturers are back-
ing cluster technology. Configurations
from Emulex and Micro Technology
similarly allow multiple high-end VAXs
to share HSC storage.

The key to shared storage is provid-

Ethernet

| ]
MicroVAX MicroVAX

I
MicroVAX

Solid State Disk

Local area VAXcluster.
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ing data availability without sacrificing
network performance. To accommodate
this, server redundancy has become an
important element of efficient disk shar-
ing. Dilog and others, for example, sup-
port multiple processors on the SCSI bus.
The Clustor is based on a multitasking
disk server that supports such features as
striping, simultaneous data transfers, over-
lapping seeks and command queuing;, all
high-performance functions pivotal to
fast access times in shared disk settings.
Digital’s DECnet System Services (DSS)
has several facilities devoted to sustain-
ing network performance by efficient
bandwidth and storage device use.

The pursuit of 1/0 bottleneck solutions
characterized much of the 1980s. The
Ethernet itself is a significant bottleneck,
restricted to 10 Mbps, poor for distribut-
ing storage from a single node. Multiple
processors and multiple storage devices
have become a standard part of the so-
lution. In these configurations, the bal-
ancing of files becomes an important
component of the file distribution.

System managers’ requests for faster
throughput and greater data availability
have been the catalyst in the trend to-
ward perfecting the science of shared
storage systems. System Industries, for
example, is in the midst of a five-year
research and development plan that fo-
cuses on designing a broad-reaching
shared storage architecture.

Such plans already are yielding work-
able architectures. The most important
trend for the future, maintain analysts and
storage manufacturers, particularly in
large network sites, is a parallel disk
implementation known as Redundant
Array of Inexpensive Disks (RAID).

The object of RAID is short access
times. The disks are small (currently,
5 1/4-inch disks are used) and reliability
is great, because all data can be duplicated
and operated on by multiple drives (see
Figure 3). The role of the controller in
RAID settings is that of a superintelligent
disk array controller, simultaneously stor-
ing and accessing data on standby drives
for backup, and redundant drives for par-
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Figure 3.
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VMS And BACKUP

With VAX/VMS V5.2, Digital made sweeping improvements to the BACKUP utility. In
addition to improving disk performance between 30 and 1,100 percent, depending on the
application, the company redesigned the CTRL-T function, which provides information
on the backup in progress to the system manager.

This information includes statistics such as data on the last file that was scanned. Several
bugs were reported in the backup facility of V5.2, but they were resolved to the satisfaction
of many system managers in V5.3. Consultants recommended skipping V5.2 and moving
directly to V5.3. 4

The major bug that restricted file access and affected every SAVE operation can be

pioneered at the University of Califor-
nia at Berkeley’s Electrical Engineering
and Computer Science department by
Randy Katz. Katz’s group continues to
devote much research to the area.
RAID configurations transfer and
store data in parallel. Maximum Strat-
egy’s controllers can use both ESDI and
SMD drives. The company began ship-
ping a controller for 16 parallel drives in
1986 and one for double that capacity

1. A patch for V5.2 that increases the access to the files.
2. An upgrade to V5.3, in which the problem is resolved.

additions or functional extensions.

repaired in two ways, according to Keith Walls, VMS file system architect:

Otherwise, V5.3 includes only minor stabilizations to the BACKUP utility. It offers no

Digital plans to add a disk defragmentation utility in VMS V5.4, due later this spring.

in 1988. The advantage is having several
read/write heads operate simultaneously.
For example, eight parallel disk drives can
convert a data rate from bits per second
to bytes per second (see Figure 5). ECC
codes and MTBF ratings increase by or-

ders of magnitude in this configuration.
The problems of RAID involve syn-

ity (see Figure 4). are in beta test, and at least one, Maxi- chronization. When searching for a file,

In January, Digital declined to com- | mum Strategy, has been shipping con- for example, a large disk first would find
ment on its internal RAID development, troller products for some time. The con- an index mark. Parallel disks must search
but several third-party storage companies | cept and implementation of RAID was for an index mark on each drive, which

* * * ATTENTION * * *
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Sabre™ Disk Drives

Many of today’s advanced com-
puter systems utilize Sabre disk drives
to maximize system performance. Now
VAX users can too. CAE, CAD, real-
time imaging, high-resolution graphics
and network file servers need a special
kind of disk drive.

Sabre disk drives feature a
15 ms average seek, 15% faster than
a DEC RA90. And two Sabre model
1123 drives offer 1730 MB of formatted
storage yet fit into the same space as
one RA90, providing you with 40%
more capacity in the same amount
of space.

All registered and unregistered trademarks are the sole property of
their respective companies. The Se )80 is a registered trademark
of Seagate Technology, Inc. © 1989, Seagate Technology, Inc
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DEC VAX systems have the
power to place enormous demands
on a disk drive subsystem. But, with
Sabre’s advanced design, 24 hour-a-
day duty cycle and 50,000 hours-plus
MTBF, Sabre is built to accept the
challenge.

Thousands of DEC users have
experienced the benefits of Sabre
drives—you should too. To max the
performance of your VAX insist on
Sabre when adding disk storage.
You'll get improved performance,
superior reliability and greater capac-
ity...at a very affordable price. For the
name of the Sabre subsystem supplier
nearest you, call (612) 931-8625.




STORAGE SHECEHINIEQOCGY

Host

3]l g Je—onis

Interface

g

E

3 § 3 e—sbis

3yl d g Ge—sons

Data Cache-Skewing Buffer

3§ gL Je—suis

Hot

Spare (€| Main Controller
g0 2
1 v v
Disk Drive Disk Drive Disk Drive
Controller Controller Controller
T 7T oiskorie T Disk Drive T 7T oiskorie

Spindle Spindle Spindle

Synchronizer| Platters oy nchronizer Platters {ynchronizer
(Slave) (Slave) (Slave)

Platters

Parallel disk operation.
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must be treated as a range of one — that
15, synchronized — by the controller.
With all drives linked to a common
controller, problems such as these have
been solved by management software.

WITHOUT
parallelism, when
one drive fails, the

entire array fails.

The incorporation of parallel parity and
backup drives ensures reliability and fail-
safe data transfers. Therefore, RAID
shouldn’t be confused with daisy-chained
disks. Without parallelism, when one
drive fails, the entire array fails.

Solid State’s Challenge

The fundamental challenge to disk’s
status in the 1990s will come from solid-
state electronic disks (SSD). Introduced in
1978, these large memory arrays have
become increasingly affordable with the
declining price of the DRAM. Addition-
ally, the next four-fold increase in DRAM
capability and improvements in battery
technology will mean that solid-state
boards soon will sustain 4-, 16- and 64-
megabit DRAMs. With 1-megabit
DRAMs, prices were about $500 per
megabyte (4-megabit DRAMs will mean
256 MB of storage on each board).

“At the huge capacity levels associated
with mainframes, magnetic disk and tape
will be alive for a number of years,” says
EMC’s Vice President Dave Guy. “But
we will see solid-state technology take
over at the low end — workstations and
minicomputers.”

The technology is undeniably better-
suited for storing frequently accessed files.
With solid-state devices, disk access times
are eliminated.

THE FUTURE OF STORAGE in VAX-based
networks can be predicted fairly accu-
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Backing up a VAXcluster
can be reel slow:

You decide.

You can stick with your TA-79 and
back up at a snail’s pace.

Or you can switch to TTIs CTS-800
Series and accelerate the entire backup
process.

You can stand around all day (or
night) loading reels— 15 reels in all—to
back up 2.2GB on your VAXcluster.

Or you can insert just one 8mm
cartridge in a CTS-800 Series drive and
let it back up those 2.2GB of data com-
pletely unattended.

Need really high capacity? Up to four
tape drives can be connected to a single
port on your HSC40/50/70 controller.
So with a fully loaded HSC5X-CA card,
you can back up 32GB overnight. ..
completely unattended. That’s real
efficiency.

And upgrading to a high performance
TTI backup subsystem is really easy.
The CTS-800 is a plug and play
swap with TA drives and 100% HSC
compatible too.

TTI's CTS-800 Series Tape

Subsystems. It's the VAXcluster backup
subsystem with un-reel performance.
For more information, call the leader
in unattended backup systems, TTI,
at 714-744-1030.
Or write to: Transitional Technology,
Inc., 1411 N. Batavia, Suite 203, Orange,

(A6 ey @

777

TRANSITIONAL
TECHNOLOGY, INC.

European Sales Office. Transitional Technology, Suite 2, Kennett House, 108/110 London Road, Headington, Oxford OX3 9AW. Phone: 0865 741345.

VAXcluster, HSC and TA79 are trademarks of Digital Equipment Corporation.
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rately. Disks and SSDs will play comple-
mentary roles in large networks and
workstation sites. Optical disks and other
archiving technologies will be most cost-
effective for infrequently accessed files.
Your investment in disks will remain

secure thanks to such parallel technolo-
gies as RAID. Despite Digital’s persistence
in developing nine-inch products, the
prevalent industry format for online stor-
age in large Digital networks is the eight-
inch form factor. For large networks and

clusters, eight-inch drives are available in
a variety of interfaces, with transfer rates
approaching the SMD controller limit of
3 Mbps. Because they’re better-suited for
SCSI workstation and PC network-style
applications or disk arrays, 5 1/4- and

4mm Vs. 8mm: A Tale Of Two Tapes

In November 1989, Digital announced its intention to use 4mm
cartridge-based Digital Audio Tape (DAT) as the new storage backup
technology for the Digital Data Storage (DDS) architecture, beginning
shipment of 4mm DDS devices this summer. The move jolted the
storage industry, where for three years the standard backup technology
for small computers — workstations, servers and low-end multiuser
systems — has been the 8mm videotape format.

In 1989, virtually every workstation manufacturer, including HP,
Apollo Division and Sun Microsystems along with minicomputer
makers such as Data General, IBM and Prime Computer, threw their
collective support behind 8mm. Most of them were OEM 8mm
drives from Exabyte, the sole manufacturer. By backing 4mm, Digital,
usually a staunch supporter of industry standards, has become an
isolated maverick.

Peter Van Roekens, manager of Digital’s Tape and Optical Group,
says that advantages of 4mm over the alternatives include “the
extensibility in capacity, ruggedness, reliability, the future size reduction,
and cost savings.” Digital wouldn’t comment on whether it will OEM
the 4mm subsystem from outside sources or develop the drive on its
own.

“There are a number of advantages to 4mm,” says Malcolm
Krongelb, who heads Digital’s Backup Division.

necessary storage capacities. And why use a drive smaller than an 8mm
shirt-pocket cassette?

Because one 8mm cassette can back up more than 2 GB of data
(equivalent to 10 large reels of nine-track tape) and because the next
generation of Exabyte drives, announced in November 1989, will
double that capacity, the technology appeared set for the 1990s. “We
are close to having 8mm declared an ANSI standard,” insists Exabyte’s
president, Peter Behrendt.

There are several advantages to the 8mm format over reel-to-reel
tapes. The diminutive 8mm cartridge is ideal for storing and shipping.
Many companies leave their 8mm drives locked in vaults overnight —
they only need them when changing tapes. Cost savings are extensive,
too. At less than $5,000 from most OEMs, the drives are a steal when
measured per gigabyte. Nine-track tapes are 25 times more expensive
than 8mm tapes. With a 20,000-hour MTBF and fewer parts, 8mm
also delivers big savings on maintenance costs compared to nine-track
tapes.

Sony’s 8mm deck adds a fixed erase head that obliterates tape noise
before recording over it, which is currently impossible with 4mm
heads. That’s because of the smaller and shorter data tracks on 4mm
tapes. And with 8mm, the write head writes data during the first half
of a revolution, and the read head makes sure it

“It has backing from multiple companies. The
single source of 8mm has concerned some of our
customers.” Krongelb says that Digital prefers
4mm because it was “designed from the ground
up to be digital,” as opposed to 8mm, which
initially was designed for analog applications.
The greater wrap angle of tape around the drum
is 90 degrees in 4mm and 200 degrees in 8mm,
so less tape comes in contact with the drum in
4mm, according to Krongelb. He also maintains
that the cost per megabyte of 4mm will drop
below that of 8mm in coming years.

With the advent of 4mm devices, the jury is
still out on whether Digital made the right
move.

If nothing else, the decision was gutsy, and Digital’s justification
may prove farsighted. Analysts maintain that 4mm will evolve into a
better platform for future storage technologies. Others say that it’s a
flashy, upstart technology that won’t be as useful and isn’t as proven
as 8mm, which is flashy in its own right. At this point, satisfactory
arguments exist for each side, leaving the final decision to the
customer. The likelihood for the near future is that the two will
coexist, finding better fits in slightly different markets.

Not A Threat

Four-millimeter DAT drives didn’t ship in volume until 1989. As
recently as 1 1/2 years ago, 4mm was quickly dismissed as no threat
to 8mm. It was too expensive, critics said, and nowhere near the

was written perfectly during the second half.

The downsides of cassette backups are based
on personal judgment. For example, the security
of a tiny tape that holds all of a company’s data
can be a concern. But supporters maintain that if
someone wants to steal data, they’ll always find
a way to do it.

Early on, there were complaints that the
technology wasn’t adaptable to large systems,
but companies such as Micro Technology, System
Industries and Transitional Technology have
brought 8mm to HSC clusters in a variety of
ways. Also, Exabyte has announced a jukebox
(starting at $75,000) that stores 116 cartridges
and four drives — a total of 0.5 terabytes with
unattended backup. Summus Computer Systems also announced an
8mm jukebox device. -

The slow backup speeds compared to nine-track drives never
mattered to many, because backups are done overnight. To compensate,
system managers often run more full backups and fewer incremental
backups on their 8mm drives.

Audio Versus Video
Because 4mm is generally similar to 8mm, it offers similar benefits and
pitfalls. Both are based on helical-scan recording formats and metallic
media, although 4mm uses a different coating.

The recording mechanism is the fundamental difference. The
DDS format was developed and promoted by Hewlett-Packard and
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3 1/2-inch drives will proliferate.

Digital has stated its intention to con-
tinue development in all of these areas of
storage technology. Because of its em-
phasis on CPUs and system software,
however, Digital will continue to defer

to the third party in terms of implement-
ing and shipping advanced storage prod-
ucts.

The third party will be interesting to
watch during this decade, with a shake-
out in some areas coinciding with new

players for emerging technologies. As
DRAM prices decrease and disk densities
increase, the user will be the winner.

ARTICLE INTEREST QUOTIENT
Circle On Reader Card
High 501 Medium 502 Low 503

Sony and is noteworthy for its high data reliability.
The 4mm format now shipping appears to offer Smm Amm
slightly more than 8mm in terms of gigabytes per | original Function VHS video camera/player Digital Audio Tape
dollar. It already has m:}de inroads. It's widely agreed, | |nstalled Base 65,000+ 1,000 - 5,000 (approx.)
however, that the biggest boost the technology Storage Capacity 25GB 13GB
received was Digital’s endorsement. Near-Future Capacity 5GB 27GB
Exabyte finds itself in the middle of the hubbub. | [Linear Density 43,000 bpi 61,000 bpi
It has been the golden child of the industry since it | Areal Density 35,000,000 bits/sg. in. 114,000,000 bits/per sq. in.
began shipping its 8200 Series 8mm drive in 1987. | Transfer Rate 246 Kbps 183 Kbps
That year, the company had $3 million in revenues, | Form Factor 51/4in. 51/40r31/2in.
a figure that skyrocketed to $85 million in 1989. | Standard ECC Rates 1 errorin 10 [13] 1 error in 10 [15]
Today, the company has 360 employees, an installed | Computer Connection Single-ended or differential SCSI | Single-ended or differential SCSI
base of more than 65,000, and 87 OEMs and VARs, | MTBF 20,000 to 30,000 hrs. 10,000 to 50,000 rs.
20 of which are in the Digital marketplace. Exabyte | Price $5,000 (approx.) $3,000 (approx.)

went public in October 1989.

The 8mm format has thrived with the success of
video, and Sony, which subcontracts the read/write
head and deck subassembly for Exabyte, reports that it builds more
than 2 million decks each year, mostly for home entertainment. Much
of the 8mm/4mm battle will be fought over acceptance in the home
market, audio versus video. DAT is at an immediate disadvantage
with competition from compact disks and existing cassette tape
technology, while VHS knocked Beta out of the market years ago.

Big With Digital

Behrendt estimates that VAX sites make up 40 to 45 percent of the
overall installed base of Exabyte’s 8mm drives, the single largest
environment. This is no surprise, because the typical Digital system
has in excess of 1 GB of data. But Digital has supported the 8mm trend
only in some instances. Digital’s support has included OEMing an
Exabyte 8mm drive in Japan, buying considerable numbers of 8mm
drives in Europe, and recommending 8mm as a backup for the
DECstation 3100.

Although Digital endorsed the 4mm format at Comdex in
November 1989, it won't sell (or resell) 4mm drives until this
summer. Exabyte itself endorsed the 4mm format more than two
years ago but never reached the product development stage. “We
could do it if we wished,” says Behrendt, “but our customers have
expressed a clear preference for 8mm. We have the knowledge and
the capability, but 4mm hasn’t been exciting for people who buy the
things.” Additionally, Behrendt sees limits to 4mm technology.

That hasn’t stopped a lot of companies from entering the business.
Many storage manufacturers and startups have jumped into the 4mm
business (see Figure). Digital saw this as an advantage for 4mm, as
Digital historically has preferred multiple sources for its TK50 and
TK70 tape storage products.

Storage Advantage

Besides multiple sources, 4mm’s proponents see several other
advantages. Today’s 4mm drives have lower prices, which means a
slight advantage in price per gigabyte. Prices for 4mm and 8mm drives
are expected to drop during the next few years as competition
increases and subassemblies are developed more cheaply. DAT tape

Comparison of 4mm and 8mm backup technologies.

players will hit the consumer market in quantity late this year.

Four-millimeter can search through data at higher speeds, which
is a fundamental advantage at many sites. In terms of capacity and data
rate, 8mm has the edge. Estimates of error correction code reliability
give a substantial advantage to 4mm. DAT drives are capable of no
more than 1 error in 10' bits, versus 1 error in 10" bits, the number
most often reported for 8mm drives.

Additionally, 4mm, because itis a smaller media, hasa much higher
areal density than 8mm. Areal density defines how many data bits fit
on a square inch of tape. Behrendt says there’s a limit to the number
of bits you can get on a square inch of tape and that 4mm is already
close to that ceiling. “But 8mm is very far down from what is doable,”
he explains. “We doubled our capacity with 8mm recently, and the
areal density allows us to double it again.”

Manufacturers of 4mm are expected to compensate for this with
compression algorithms and thinner tapes, both of which reportedly
are running in beta sites. These roadblocks certainly haven’t stopped
one DAT media manufacturer, 3M Data Products, which says it plans
to offer a 2.7-GB cartridge by 1991, a 5.4-GB cartridge in 1993 and
a 10-GB or greater cartridge in 1995.

WHY ARE THERE so many 4mm manufacturers and only one 8mm
manufacturer? The question pertains to the difference in the
technologies, and the answer may reveal a great deal about the
potential for each to succeed. Besides the fact that Exabyte has
patented all the electronics and formats, it’s easier and less expensive
to develop with 4mm. Eight millimeter required throwing away all
electronics and formats that have to do with video and designing a new
format for computer data from scratch. DAT, which is already digital,
requires comparatively minor format changes.

If 4mm can work out kinks inherent to audio technology, its
advantages could mean the difference. If it can establish a viable user
base and build momentum, we could have a horse race that will be
interesting — albeit a bit confusing. — Technology Editor Philip A.
Naecker contributed to this article.
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STANDARDS

l NDEPENDENT

COMPUTING

Editor’s note: DEC PROFES-
SIONAL welcomes Bradford
T. Harrison as Networking Editor. He will contrib-
ute feature articles in addition to the regular Net-

RlSC/UNIX, HPCS, working column.

By Bradford T. Harrison

Industry-standard computing — that is,

SCSI And X Take development of computing platforms that con-

The cOmputer form only to standards that exist ind?pendently

of any single vendor — is the dominant force

Indllstl‘v Toward in today’s computer industry. Industry-standard

p computing may occur to different degrees

Vendor within any given environment, but it’s possible

|ndependent to build entire systems based only on industry
standards.

"etworKS- To be sure, there are still holes and incom-

patibilities, but the fundamental components
are in place, giving computer personnel the
opportunity to build networks that are open,
fast, expandable, fully programmable, well-
supported and free from the marketing plans
of any single vendor.

De Facto Vs. Formal
Figure 1 on page 66 shows the standards hier-
archy. Formal standardization activity occurs at
the top. ANSI, IEEE and ISO have given us
many useful and widespread standards such as
Ethernet (IEEE 802.3) and SCSI (ANSI X3.131-
1986). Numerous government (MIL specs,
GOSIP, FIPS) and educational/research (RFCs
from the Internet Activities Board [IAB]) or-
ganizations contribute, as well.

Below that, consortiums of vendors acting
as pseudo standards bodies are creating and

60

bringing to market many proposed standards —
such as OSF’s Motif and UNIX International’s
UNIX V.4. The intent is that these “standards”
eventually will be specified formally by one of
the bona fide standards organizations.

At the bottom of the hierarchy is where the
least formal but often most meaningful stan-
dardization activity occurs — in the field,
where real products from real vendors solve real
problems. Here’s where de facto standards are
made, enabling customers to implement field-
proven products to accomplish the goals re-
quired of their computing environments. At
this level we find de facto standards such as Sun
Microsystems’ NFS and AT&T’s UNIX. Many
standards that are specified formally tomorrow
(in one form or another) get their start here.

Digital, HP And IBM
If we were to define tomorrow’s standards as
those most commonly implemented today, then
surely everyone not already there would mi-
grate to the $50 billion-per-year IBM environ-
ment. However delighted IBM would be with
the prospect, the costs are far too great for many
organizations, and IBM customers often bemoan
the fact that they’re at the mercy of IBM.
Therefore, de facto standards must be de-
fined in terms of the number of vendors sup-
porting them, not just by the quantity of dol-
lars spent on products. Here’s where the cor-
porate philosophies of Digital and IBM contrast
sharply: Digital is committed to bringing into
its environment all widely held de facto indus-
try standards, plus those Digital feels most im-
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Online Auto/Manual

If you haven't considered the AT-3008 8-port repeater then Activity Partition Switct

youre limiting the flexibility and use of your network repeater,

and you may be spending more than you need to. S
Unlike the competition, the AT-3008 goes beyond the routine Collision

repeater by offering additional key features:

® Selectable terminator switch and master system power
switch—configuration flexibility and convenience

® Online, activity, and collision LED's for each port—immediate
network status at a glance

® Manual partition switch—essential for troubleshooting
and testing

® Terminator Disconnect Switch—installation flexibility

® Ability to cascade four AT-3008s—configure 28 thick/thin Terminator
coax segments ;
Of course the AT-3008 has all the routine features of the DEC Dlzc‘gl?gﬁ -

DEMPR™—it complies with IEEE 8023, offers a one year war-

ranty, provides eight BNC repeater ports, connects via an AUI

repeater port to the coax or fiber optic backbone, automatically

partitions data, regenerates preamble, re-times data packets,

and extends collision fragments.
The AT-3008 is but one of the many products available from

Allied Telesis. See us for all your Ethernet Building Block needs

—transceivers (single and multi-port), bridges, multi-media

concentrators, and adaptor cards.

L < * * X ALLIED TELESIS INC.—Excellence in Connectivity
8 pOI’t $2495 4_'port — $219572-port — $1195 High Quality, Low Cost, Superb Service
*List price shown. Contact ATl for information on a
local distributor who offers volume pricing.

Allied Telesis, Inc.
627 National Avenue W

Mountain View, CA EUROPE 90

94043 USA.

Phone 415/964-2771 at Hannover Fair CeBIT
FAX 415/964-0944 March 21-28, 1990, Hannover, West Germany

R e ok o e ok e e
OOHOHOMOMOIOMOS

R mimat
| SemsenmEsseE.
E
R
R
M R
TR
ST
“—



62

Powerful New Ways To Network
DEC With UNIX

The only way fo take complete advantage of networking all
your DEC systems to UNIX is with TCP/IP products designed to
utilize the full power of DEC's operating system and architec-
ture. Inspired TCP/IP designs from Process Software Corporation
integrate VMS, RSX, RT-11, and TSX into your network -- with
built-in performance, modularity, reliability, and ease of use and
learning that is unmatched in the industry!

Customers value our popular TCP/IP products because they are
built using DEC's own design rules. This means quicker installa-
tion, faster operation, and better performance than you
imagined possible--even on new DEC operating system versions
and CPU models:

50% higher transfer rates  40% lower CPU loading

All major protocols are supported -- FTP (file transfer), TELNET
(virtual terminal), SMTP (mail), NFS, socket library, UDP, QIO
interface, and more. You can optimize your system and insure
your future growth potential by selecting and buying just the
functions you need. There is no need to purchase or maintain
special hardware. Your existing investment is protected be-
cause we support all DEC Ethernet hardware on all VAX and
PDP-11 systems and run concurrently with DECnet, LAT, and
LAVC.

Start enjoying the most astounding price/performance TCP/IP
networking products available anywhere. Call Process Software
Corporation today! Ask for ext. #516.

800-722-7770 508-879-6994 FAX 508-879-0042

pmces\@ETWA@E‘

DEC, DECnet, LAT, LAVC, RSX, RT-11 and VMS are trademarks of
Digital Equipment Corporation. UNIX is a trademark of AT&T
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portant to its own environment. The
company has adopted a strong policy
toward participation in the advancement
of these standards to the formal specifi-
cation level. IBM, on the other hand,
favors a limited number of standards.

“We ensure a standards growth path
for our customers,” says Jim Isaak, POSIX
strategy director at Digital and chairman
of the IEEE POSIX committee. “We take
the wholesale approach to standards,
supporting them from the ground up.”
Isaak says that, during the sometimes
lengthy process of official definition by
standards committees, Digital provides
the interim services for customers to
implement the standards as they develop.

Because of its historical position as
premier minicomputer vendor, Digital
always has been required to address the
multivendor environment. The capabil-
ity to connect at both the high and low
ends has long been a trademark of Digi-
tal gear. Today, Digital employees are in-
volved with some 140 standards bodies.

“Avoid any company that says it has
the standards,” says Isaak. “The standards
process is dynamic, culminating in an
ANSI, IEEE or ISO specification.” Isaak
predicts that in the near future there will
be formal specifications for environments
as diverse as supercomputing, transaction
processing, CAD and desktop computing.
He believes that a rich variety of vendors
will bring plug-and-play connectivity to
these arenas by implementing the stan-
dards along with many individual exten-
sions and enhancements.

By guiding customers away from
companies that claim to have the stan-
dards, Isaak indirectly takes a shot at HP,
which currently is enjoying solid growth
because of its decision several years ago
to invest in RISC/UNIX. With the HP
Precision Architecture (HP/PA) and the
HP-UX UNIX-based operating system
firmly established, HP salespeople have
been calling on Digital accounts. They’ve
been pitching the HP RISC/UNIX solu-
tion as a firmly embedded standard, steer-
ing Digital customers away from Digi-
tal’s less-established RISC/ULTRIX prod-
ucts.

But, according to Isaak, the standards
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ARCHIVE*SQL

The Perfect Solution To
An Overworked
Relational Database

] 5 At last, an Archiving/Retrieval System with all the power and
\ sk flexibility of a 4th generation language.
Off load selected rows of data. SQL statements are used to archive and
retrieve specific rows within the database. Free-up space by removing
infrequently used data elements, records and tables.

Performance is substantially improved.

Automate and streamline Archiving and Retrieval
operations.
All operations can be fully automated. You schedule
repetitive procedures just once. ARCHIVE*SQL
gives you total control.
ARCHIVE*SQL catalogues all operations so
you always know what is stored, where it is, and
what SQL criteria were used. The relational
database catalogue greatly enhances
productivity.
ARCHIVE*SQL will save you time and
money.
ARCHIVE*SQL pays for itself by reducing the cost
of data storage.

Complete centralized system.

ARCHIVE*SQL provides users and database personnel
with a complete, centralized system, and a common
standard interface. ARCHIVE*SQL automatically handles

both database and OS files.

ARCHIVE*SQL is a tool that gives you the control over

data you've always wanted.

For complete information contact
10340 Cote de Liesse
Montreal, Quebec H8T 1A3

(514) 633-9900 Fax (514) 633-9886
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SCSI Or ESDI?

SCSI and ESDI have emerged as the dominant 5 1/4-inch disk drive interface standards.
The intelligent peripheral interface (IPI) has entered the competition as well but for now
is confined strictly to the high-performance realm. Solid disk interface standards are critical
to the industry-standard multivendor environment, because they allow plug-and-play
upgrades to greater disk capacities using the same form factors from several competing
manufacturers.

For mass consumption via high-volume production of 5 1/4-inch Winchesters, SCSI
and ESDI have taken the industry by storm. Each brings unique capabilities to the market:
ESDI is ideal for device-level control (i.e., direct addressing of tracks on specific cylinders),
and SCSI features a bus onto which multiple SCSI devices — including tape and disk —
can be combined and handled as logical rather than physical units.

SCSI's intelligent interface handles all conversions from logical to physical addressing,
50 a device driver programmer uses a relatively high-level command set. However, this
prevents him from achieving the control that may be required of very high-performance
disk arrays in which spindle synchronization is required to eliminate rotational latency.

This latter level of control is chiefly available from ESDI and remains its strongest
characteristic. In addition, ESD1 is used to retrofit 5 1/4-inch drives to subsystems in which
another, older interface is in use, as in the case of HSCs on VAXCclusters. Low-level control
of the drive still is required in these applications.

Butaccording to Gene Milligan, manager of product marketing at Seagate Technology
and chief U.S. delegate to the ISO, ESDI's days are numbered. “The industry is swinging
very rapidly to SCSI,” says Milligan, citing that shipment of SCSI drives now outnumbers
ESDI drives. “ESDI remains a common bridge in some environments, but with SCSI II
you'll be able to get all the functionality from SCSI that you can from ESDI — including
use of zero-latency techniques to eliminate spindle sync problems.”

David Gordon, president of Array Technology, amanufacturer of Berkeley R edundant
Array of Inexpensive Disks Level 5 (RAID-5) subsystems that use SCSI, agrees. “I can get
anything out of SCSI drives that the others are getting out of ESDI — seek times and
throughput.” Gordon boasts throughput rates of 40 MBps, with rates tripling that figure
expected from his implementation of SCSI II.

Such companies as Auspex Systems, Epoch Systems, Mips Computer Systems,
NetFrame Systems and Omni Solutions have introduced dedicated disk servers that
implement large arrays of 5 1/4-inch SCSI Winchesters. These servers feature architectures
designed explicitly to serve data to the network at the highest possible speeds and support
multiple Ethernets with up to 30 diskless workstations per segment, saturating the Ethernet
transfer rate of 10 Mbps. The Auspex server can handle 240 diskless workstations using
eight Ethernets and a RAID-5 SCSI subsystem.

ESDI clearly has a difficult time ahead. Seagate’s new 1.2-GB Wren VII offers only a
SCSl interface, because the company’s zone-bit recording techniques are too sophisticated
for use with a low-level interface such as ESDI's. Zone-bit recording techniques are
leading the industry toward superhigh capacities in the 5 1/4-inch form factor.

“SCSI I and SCSI II will be completely plug-compatible,” says Milligan, “while SCSI
II brings advanced caching and command queuing capabilities to the interface.” He points
out that distributors and OEM:s usually focus on software enhancements when integrating
SCSl into systems as opposed to chan