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Preface

About This Book

This Applications Handbook is a learning tool for
using Cypress devices. The application notes included
here range from general product overview articles, such
as "Understanding Dual-Port RAMs," to specific design
examples.

The general overviews describe product-family
characteristics and ecxplain some of the products’
capabilitics. These application notes appear at the
beginning of this Handbook.

Next appear application examples that show how to
use specific Cypress devices in the context of real
designs. The application examples are organized by
product type (e.g., SRAMs or EPLDs). Within each
product type examples are arranged by product num-
ber, using the product that is the article’s primary focus.

Although your specific application might not ap-
pear explicitly in an application note, the design ex-
amples can still be useful to you. If the design example
is similar to your application, you might be able to
adapt the hardware or software to your design easily.
Many of the application notes provide PLD software
code for design tools from a variety of vendors, so that
you can copy the code and use it as a skeleton for your
own PLD designs. Even if none of the examples relate
directly to your design, they can stimulate new ideas by
showing features or applications that might not have oc-
curred to you. The information can also significantly
reduce the learning curve normally associated with un-
familiar ICs.

Most of the designs described in this Handbook are
based on actual circuits produced either by Cypress or
by one of our customers. Application notes that discuss

specific designs indicate whether the designs have been
simulated and/or built and completely debugged.

If you have questions about any Cypress product,
please contact your local Field Applications Engineer at
the nearest direct sales office. A list of Cypress sales
offices, representatives, and distributors is included at
the back of this Handbook. For continuous on-line in-
formation about Cypress products, you can connect to
the Cypress Bulletin Board at (408) 943-2954.

About Cypress Semiconductor

Since its incorporation in 1982, Cypress has suc-
cessfully addressed diverse, high-performance niche
markets by creating technologically sophisticated
products, using innovative packaging, and emphasizing
quality. Cypress is a complete semiconductor manufac-
turer, performing its own process development, circuit
design, wafer fabrication, assembly, and test. Its core
CMOS and BiCMOS processes lead the industry with
0.8-micron design rules. Cypress ships over 200
products in seven product areas: SRAMs, PROMs,
PLDs, logic devices, SPARC microprocessors and
peripherals, multichip modules, and high-speed
BiCMOS PLD and memory devices. Cypress is an inter-
national company, with headquarters in San Jose,
California and fabrication facilities in San Jose; Round
Rock, Texas; and Bloomington, Minnesota. The com-
pany has started up five subsidiarics that are funded by
Cypress but run as independent businesses, including
Cypress Semiconductor (Texas) Inc., Aspen Semicon-
ductor Corporation, Multichip Technology Incor-
porated, Ross Technology Inc., and Cypress Semicon-
ductor (Minnesota) Inc.
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Systems Design Considerations When
Using Cypress CMOS Circuits

This application note describes some factors to
consider when designing new systems using Cypress
high-performance CMOS integrated circuits or when
using Cypress products to replace either bipolar or
NMOS circuits in existing systems. The two major areas
of concern are device input sensitivity and transmission
line effects due to impedance mismatching between the
source and load. )

To achieve maximum performance when using
Cypress CMOS ICs, pay attention to the placement of
the components on the printed circuit board (PCB); the
routing of the metal traces that interconnect the com-
ponents; the layout and decoupling of the power dis-
tribution system on the PCB; and perhaps most impor-
tant of all, the impedance matching of some traces be-
tween the source and the loads. The latter traces must,
under certain conditions, be analyzed as transmission
lines. The most critical traces are those of clocks, write
strobes on SRAMs and FIFOs, output enables, and chip
enables.

Replacing Bipolar or NMOS ICs

Cypress CMOS ICs are designed to replace both
bipolar ICs and NMOS products and to achieve equal
or better performance at one-third (or less) the power
of the components they replace.

When high-performance Cypress CMOS circuits
replace either bipolar or NMOS circuits in existing
sockets, be aware of conditions in the existing system
that could cause the Cypress ICs to behave in unex-
pected ways. These conditions fall into two general
categories: device input sensitivity and sensitivity to
reflected voltages.

Input Sensitivity

High-performance products, by definition, require
less energy at their inputs to change state than low- or
medium-performance products.

Unlike a bipolar transistor, which is a current-sens-
ing device, a MOS transistor is a voltage-sensing device.
In fact, a MOS circuit design parameter called K’ is

analogous to the gm of a vacuum tube and is inversely
proportional to the gate oxide thickness.

Thin gate oxides, which are required to achieve the
desired performance, result in highly sensitive inputs.
These inputs require very little energy at or above the
device input-voltage threshold (approximately 1.5V at
25°C) to be detected. CMOS products might detect
high-frequency signals to which bipolar devices would
not respond. }

MOS transistors also have extremely high input im-
pedances (5.to 10 MQ), which make these transistors’
gate inputs analogous to the input of a high-gain
amplifier or an RF antenna. In contrast, because
bipolar ICs have input impedances of 10002 or less,
these devices require much more energy to change state
than do MOS ICs. In fact, a typical Cypress IC requires
less that 10 picojoules of energy to change state. Thus,
when Cypress CMOS ICs replace bipolar or NMOS ICs
in existing systems, the CMOS ICs might respond to
pulses of energy in the system that are not detected by
the bipolar or NMOS products.

Reflected Voltages

Cypress CMOS ICs have very high input impedan-
ces and —to achieve TTL compatibility and drive
capacitive loads —low output impedances. The im-
pedance mismatch due to low-impedance outputs driv-
ing high-impedance inputs might cause unwanted volt-
age reflections and ringing, under certain conditions.
This behavior could result in less-than-optimum system
operation.

When the impedance mismatch is very large, a
nearly equal and opposite negative pulse reflects back
from the load to the source when the line’s electrical
Iength (PCB trace) is greater than.
1= oo

- 2Tpd

where tR is the rise time of the signal at the source, and
Tpa is the one-way propagation delay of the line per
unit length. ‘

The input clamping diodes in bipolar IC families
(e.g., TTIL, LS, ALS, FAST, FACT) are inherent in the
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fabrication process. The P substrate is usually grounded
and N-wells are used for the NPN' transistors and P-
type resistors. The wells are reverse biased by connect-
ing them to the Vcc supply. As a result, a PN junction
diode is formed between every input pin (cathode or N
material) and the substrate (anode or P material). A
negative voltage at an input pin due to either lead in-
ductance or a voltage reflection forward biases the
diode, which turns on and clamps the input pin to a V¢
below ground (approximately -0.8V).

Historically, as circuit performance improved, the
output rise and fall times of the bipolar circuits
decreased to the point where voltage reflections began
to occur even for short traces when an impedance mis-
match existed between the line and the load. Most
users, however, were unaware of these reflections be-
cause the reflections were suppressed by the diodes’
clamping action.

Conventional CMOS processing results in PN junc-
tion diodes, which adversely affect the ESD (electros-
tatic discharge) protection circuitry at each input pin
and cause an increased susceptibility to latch-up. In ad-
dition, when the input pin is negative enough to forward
bias the input clamping diodes, electrons are injected
into the substrate. When a sufficient number of
electrons are injected, the resulting current can disturb
internal nodes, causing soft errors at the system level.

To eliminate this problem, all Cypress CMOS
products use a substrate bias generator. The substrate is
maintained at a negative 3V potential, so the substrate
diodes cannot be forward biased unless the voltage at
the input pin becomes a diode drop more negative than
-3V. (See Figure 5 in "CMOS PAL Basics" for a
schematic of the input protection circuits used on all
Cypress CMOS products.) To the systems designer, this
translates to approximately five times (3.8V divided by
0.8V = 4.75) the negative undershoot safety margin for
Cypress CMOS integrated circuits versus those that do
not use a bias generator.

Voltage reflections should be eliminated by using
impedance matching techniques and passive com-
ponents that dissipate excess energy before it can cause
soft errors. Crosstalk should be reduced to acceptable
levels by careful PCB layout and attention to details.

Crosstalk

The rise and fall times of the waveforms generated
by Cypress CMOS circuit outputs are 2 to 4 ns between
levels of 04 and 4V. The fast transition times and the
large voltage swings could cause capacitive and induc-
tive coupling (crosstalk) between signals if insufficient
attention is paid to PCB layout.

You can reduce crosstalk by avoiding running PCB
traces parallel to each other. If this is not possible, run
ground traces between signal traces.

In synchronous systems, the worst time for the
crosstalk to occur is during the clock edge that samples
the data. In most systems, it is sufficient to isolate the
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clock, chip select, output enable, and write and read
control ‘lines from each other and from data .and ad-
dress lines so that the signals do not cause coupling to
each other or to the data lines.

It is standard practice to use ground or power
planes between signal layers on multi-layered PCBs to
reduce crosstalk. The capacitance of these isolation
planes increases the propagation delay of the signals on
the signal layers, but this drawback is more than com-
pensated for by the isolation the planes provide.

The Theory of Transmission Lines

A connection (trace) on a PCB should be con-
sidered as a transmission line if the wavelength of the
applied frequency is short compared to the line length.
If the wavelength of the applied frequency is long com-
pared to the length of the line, you can use conventional
circuit analysis.

In practice, transmission lines on PCBs are
designed to be as nearly lossless as possible. This
simplifies the mathematics required for thelr analysis,
compared to a lossy (resistive) line.

Ideally, all signals between ICs travel over constant-
impedance transmission lines that are terminated in
their characteristic impedances at the load.. In practice,
this ideal situation is seldom achieved for a variety of
reasons.

Perhaps the most basic reason is that the charac-
teristic impedances of all real transmission lines are not
constants, but present different impedances depending
upon the frequency of the applied signal. For "classical”
transmission lines driven by a single-frequency signal
source, the characteristic impedance is "more constant"
than when the transmission line is driven by a square
wave or a pulse.

According to Fourier series expansion, a square
wave consists of an infinite set of discrete frequency
components — the fundamental plus odd harmonics of
decreasing amplitude. When the square wave
propagates down a transmission line, the higher fre-
quencies are attenuated more than the lower frequen-
cies. Due to dispersion, the different frequencies do not
travel at the same speed.

Dispersion indicates the dependence of phase
velocity upon. the applied frequency (Reference 1 pg.
192). The result is that the square wave or pulse is dis-
torted when the frequency components are added
together at the load. '

A second reason why practical transmission lines
are not ideal is that they frequently have multiple loads.
You can distribute the loads along the line at regular or
irregular intervals or lump them together as close as
practical at the end of the line. The signal-line reflec-
tions and ringing caused by impedance mismatches,
non-uniform transmission line impedances, inductive
leads, and non-ideal resistors - could compromise the
dynamic system noise margins and cause inadvertent
switching.
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Figure 1. Transmission Line Model

One system design objective is to analyze the criti-
cal signal paths and design the interconnections such
that adequate system noise margins are maintained.
There will always be signal overshoot and undershoot.
The objective is to accurately predict these effects,
determine acceptable limits, and keep the undershoot
and overshoot within the limits.

The Ideal Transmission Line

An equivalent circuit for a transmission line ap-
pears in Figure 1. The circuit consists of subsections of
series resistance (R) and inductance (L) and parallel
capacitance (C) and shunt admittance (G) or parallel
resistance, Rp. For clarity and consistency, these
parameters are defined per unit length. Multiply the
values of R, L, C, and Rp by the length of the subsec-
tion, 1, to find the total value. The line is assumed to be
infinitely long.

If the line of Figurel is assumed to be lossless (R
= 0, Rp = infinity) Figure 1 reduces to Figure2. A
small series resistance has little effect upon the line’s
characteristic impedance. In practice and by design, the
series resistance is quite small. For 1-ounce (0.0015-

Input or Characteristic Impedance

To calculate the characteristic impedance (also
called AC impedance or surge impedance) looking into
terminals a-b of the circuit in Figure2, use the following
procedure.

Let Z1 be the input impedance looking into ter-
minals a-b, with Z for terminals c-d, Z3 for terminals
e-f, etc. Zy is the series impedance of the first inductor
(IL) in series with the parallel combination of Z» and
the impedance of the capacitor (IC).

From AC theory:

XL = jolL
where XL is the inductive reactance.
Yoo L

€= jolc
where Xc is the capacitive reactance.
Then

Z2Xc

Z1= XL+ 72t Xc

If the line is reasonably long, Z1 = Z2 = Z3. Sub-
stituting Z1 = Z into Equation 1 yields

Eq. 1

inch-thick), 1-mil-wide (0.010-inch) copper traces on G- Z1= XL + ﬂ
10 glass epoxy PCBs, the trace resistance is between 0.5 Z1+ Xc
and 0.3Q per foot. 2-ounce copper has a resistance 50 or,
percent lower than that of 1-ounce copper. le— ZiXL- XcXL= 0 Eq.2
’——» 71 I——> Zs t——a» Zs I——> Z4
IL 1L 1L
a YY) ¢ Y'Y . g Y Y \. g B
= 1C J’ = TO
Vi e V; 13 = 1“ INFINITY

e ]

Figure 2. Ideal Transmission Line Model
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Substituting the expressions for Xc and XL yields
Zi- jolL =

C
Equation 3 contains a complex component that is
frequency dependent. You can eliminate the complex
component by allowing 1 to become very small and by
recognizing that the ratio L/C is constant and inde-
pendent of ! or w:
zZ1=VL/C Eq. 4
The AC input impedance of a purely reactive,
uniform, lossless line is a resistance. This is true for AC
or DC excitation.

Eq. 3

Propagation Velocity and Delay

The propagation velocity (or phase velocity) of a
sinusoid traveling on an ideal line (Reference 1 pg. 33) is
*= e

The propagation delay for a lossless line is the
reciprocal of the propagation velocity:
Tpd = R

=27Z1C
where L and C are once again the intrinsic line induc-
tance and capacitance per unit length.

Adding additional stubs or loads to the line (Refer-
ence 2 pg. 129) increases the propagation delay by the
factor

Vi+ Coc

where Cp is the load capacitance.
Therefore, the propagation delay of a loaded line,
Tde, is

TpaL= Tpa N1+ Coic Eq.6

This application note shows later that a transmis-
sion line’s unloaded or intrinsic propagation delay is
proportional to the square root of the dielectric con-
stant of the medium surrounding or adjacent to the line.
Propagation delay is not a function of the line’s
geometry.

The characteristic impedance of a capacitively
loaded line decreases by the same factor that the
propagation delay increases:

Z1

Zy=
! :]1+ Coc

Eq. 5

Eq.7

Note that the capacitance per unit length must be -

multiplied by the line length, I, to calculate an
equivalent lumped capacitance.

The Condition for Voltage Reflection

It is relatively straightforward to obtain a closed-
form solution for a transmission line’s maximum allow-
able length, which, if exceeded, might cause a voltage
reflection. If the line is not terminated in its charac-
teristic impedance, a reflection is guaranteed to occur.
The reflection’s amplitude depends on the amount of
impedance mismatch between the line and the load and

whether the rise time of the signal at the source equals
or is greater (slower) than two times the propagation
delay of the line.
The condition for a voltage reflection to occur is
ir

L> Eq. 8
2TpaL 1
Solving for the loaded propagation delay yields
tr

TpaL = 2L Eq.9
However, the actual physical length of the line is

ir
= Wpd Eq. 10
The intrinsic capacitance of the line from Equation 5 is

Tpd
Co= Z. Eq. 11

It is standard practice to use Co to designate the
intrinsic line capacitance, Lo the intrinsic line self in-
ductance, and Zo the intrinsic line characteristic im-
pedance . }

Substituting the expressions from Equations 9, 10,
and 11 into Equation 6 gives the relationship for the
line length at which voltage reflections might occur.
Two conditions must be present for voltage reflections
to occur: The line must be long, and there must be an
impedance mismatch between the line and the load. .

Sdlving Equation 12 for the line length, 1, yields
L=-r 1 Eq. 13

T 2Tpa
. g 1+ CpZo
. ,/ .

Equation 13 is very useful to the system designer. It
is generic and applies to all products irrespective of cir-
cuit type, logic family, or voltage levels. The equation
allows you to estimate when a line requires termination,
using variables you can easily determine.

When driving a distributed or non-lumped load, the
signal’s rise time depends on the source — not the load,
as you might expect. The intrinsic, or unloaded, line
propagation delay per unit length is a function of the
dielectric constant and can be easily calculated. The in-
trinsic line characteristic impedance is a function of the
dielectric constant and the PCB’s physical construction

. or geometry and can also be calculated. Finally, you can

estimate the equivalent (lumped) load capacitance by
adding up the number of loads (device inputs) being
driven and multiplying by 10 pF. For /O pins, use 15
pF per pin. :

Signal Transition Times

The standard Cypress 0.8u (L drawn) CMOS
process yields output buffers whose signals transition

-approximately 4V in 2 ns, or, have a slew rate of 2V per
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nanosecond. The rise time/fall time is 2 ns. Products
fabricated using the Cypress BICMOS process have the
same rise times.

The Cypress ECL process yields products with 500-
ps output signal rise times and fall times, or slew rates
of 1V/0.5 ns = 2V per nanosecond. Internal signal slew
rates are 10V per nanosecond, but only for short (usual-
ly less than 500 mV) voltage excursions. Thus, high-fre-
quency noise is generated on chip, which you can
eliminate by using 100- to 500-pF ceramic or mica filter
capacitors between Vecand ground.

The values in Table I come from using Equation 13
to calculate the line length at which voltage reflections
might occur. The calculations assume a 50Q intrinsic
line characteristic impedance and that the PCB is multi-
layer, using stripline construction on G-10 glass epoxy
material (dielectric constant of 5). These conditions
result in an unloaded line propagation delay of 2.27 ns
per foot.

Table 1 reveals that decreasing the source rise time
from 2 to 0.5 ns (a factor of 4) decreases the line length
at which a voltage reflection might occur by a factor of
5 (4.73 divided by 0.93 = 5.09) for the same load (10
pF) and intrinsic propagation delay (2.27 ns/ft). A
second observation is that for signals with rise times of
0.5 ns, you should terminate all lines.

Reflection Coefficients

Another attribute of the ideal transmission line is
reflection coefficients, which are not actually line char-
acteristics. The line is treated as a circuit component,
and reflection coefficients are defined that measure the
impedance mismatches between the line and its source
and -the line and its load. The reason for defining and
presenting the reflection coefficients becomes apparent
later when it is shown that if the impedance mismatch is
sufficiently large, either a negative or positive voltage

Table 1. Line Length at which a Voltage Reflection

Occurs
tr (nS) Cp (pF) L (inches)
2 10 4.73
2 20 432
2 40 3.74
2 80 3.05
1 10 2.16
1 20 1.87
1 40 1.53
1 80 118
0.5 10 093
0.5 20 0.76
0.5 40 0.59
0.5 80 0.44

reflects back from the load to the source, where the
voltage either adds to or subtracts from the original sig-
nal. A mismatch between the source and line im-
pedance might also cause a voltage reflection, which in
turn reflects back to the load. Therefore, two reflection
coefficients are defined.

For classical transmission lines driven by a single
frequency source, the impedance mismatches cause
standing waves. When pulses are transmitted and the
source’s output impedance changes depending upon
whether a Low-to-High or a High-to-Low transition oc-
curs, the analysis is complicated further.

You can use classical transmission line analysis —
where pulses are represented by complex variables with
exponentials —to calculate the voltages at the source
and the load after several back and forth reflections.
However, these complex equations tend to obscure
what is physically happening.

Energy Considerations

Now consider the effects of driving the ideal trans-
mission line with digital pulses and analyze the behavior
of the line under various driving and loading conditions.
The first task is to define the load and source reflection
coefficients.

Figure3 shows the circuit to be analyzed. The ideal
transmission line of length 1 is driven by a digital source
of internal resistance Rs and loaded with a resistive load
RL. The characteristic impedance of the line appears as
a pure resistance,

Zo= VL/C
to any excitation.

The ideal case is when Rs = Zo = RrL. The maxi-
mum energy transfer from source to load occurs under
this condition, and no reflections occur. Half the energy
is dissipated in the source resistance, Rs, and the other
half is dissipated in the load resistance, RL (the line is
lossless).

If the load resistor is larger than the line’s charac-
teristic impedance, extra energy is available at the load
and is reflected back to the source. This is called the
underdamped condition, because the load under-uses
the energy available. If the load resistor is smaller than
the line impedance, the load attempts to dissipate more
energy than is available. Because this is not possible, a
reflection occurs that signals the source to send more
energy. This is called the overdamped condition. Both
the underdamped and overdamped cases cause negative
traveling waves, which cause standing waves if the ex-
citation is sinusoidal. The condition Zo = RL is called
critically damped.

The safest termination condition, from a systems
design viewpoint, is the slightly overdamped condition,
because no energy is reflected back to the source.

Line Voltage For a Step Function

To determine the line voltage for a step function
excitation, you apply a step function to the ideal line
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and analyze the behavior of the line under various load-
ing conditions. The step function response is important
because any pulse can be represented by the superposi-
tion of a positive step function and a negative step func-
tion, delayed in time with respect to each other. By
proper superposition, you can predict the response of
any line and load to any width pulse. The principle of
superposition applies to all linear systems.

According to theory, the rise time of the . signal
driven by the source is not affected by the charac-
teristics of the line. This has been substantiated in prac-
tice by using a special coaxially constructed reed relay
that delivers a pulse of 18A into 50Q with a rise time of
0.070 ns (Reference 1 pg. 162).

The equation representing the voltage waveform
going down the line (Figure3) as a function of distance
and time is
Vi(X, )= VA() U(t— X tpg) fort< To

Va(t)= Vs(’)[ﬁ]

where
Va = the voltage at point A
X = the voltage at a point X on the line
1= the total line length
tpd = the propagation delay of the line in nanoseconds
per foot )
To = 1 tpa, or the one-way line propagation delay
U(t) = aunit step function occurring at x= 0
Vs(t) = the source voltage

When the incident voltage reaches the end of the
line, a reflected voltage, VL’, occurs if RL does not
equal Zo. The reflection coefficient at the load,pL, can
be obtained by applying Ohm’s Law.

The voltage at the load is VL + VL', which must
be equal to (IL + IL")RL.But

Eq. 14

Eq. 15

VL.
IL-- -Z; ‘
and”
W
==z,

(The minus sign-is due to IL being negative; ie., IL is
opposite to-the current due to VL.) Therefore,

Vi Vi’
Vp= VL + VL'=(—L— ZL )RL
o

Zo

Eq. 16

By definition:
reflected voltage VL'
incident voliage VL »
Solving for, VL’/VL in Equation 16 and substituting
in the equation for pr yields
RpL—-Z,

pL=

L= kv Zo ke 17
The reflection coefficient at the source is

"Rs— Zo
P= ks Zo Fa-18

1-6

Rearranging Equation 16 yields

Vp=VL+ VL = (1+ YL—') |73

Vi Eq. 19

=(1+p) Vi

Equation 19: describes the voltage at the load (VB)
as the sum of an incident voltage (VL) and a reflected
voltage (pL V1) at time t = To. When RL = Zo, no
voltage is reflected.: When RL < Zo, the reflection coef-
ficient at the load is negative; thus, the reflected voltage
subtracts from the incident voltage, giving the load volt-
age. When Ry > Z;, the reflection coefficient is posi-
tive; thus, the reflected voltage adds to the incident volt-
age, again-giving the load voltage.

- Note that the reflected voltage at the load has been
defined as positive when traveling toward the source.
This means that the corresponding current is negative,
subtracting from the current driven by the source.

This piecewise analysis is cumbersome and can be
tedious. However, it does provide an insight into what is
physically happening and demonstrates that a complex
problem can be solved by dividing it into a series of
simpler problems. Also, eliminating the exponentials —
which provide phase information in the classical trans-
mission line equations — simplifies the mathematics. To
use the piecewise method, you must do careful book-
keeping to combine the reflections at the proper time.
This is quite straightforward, because a pulse travels
with a constant velocity along an ideal or low-loss line,
and the time deldy between reflected pulses can be
predicted.

The rules to keep in mind are that at any location
and time the voltage or the current is the algebraic sum
of the waves traveling in both directions. For example,
two voltage waves of the same polarity and equal
amplitudes, traveling in opposite directions, at a given
location and time add-together to yield a voltage of
twice the amplitude of one wave. The same reasoning
applies to all points of termination and discontinuities
on the line. The total voltage or current is the algebraic
sum of all the incident and reflected waves. Polarities
must be observed. A positive voltage reflection results
in a negative current reflection and vice versa.

TB

- Zo > T +
17N I
Va(-X) RL
1A Is l
- - .
SOURCE LINE LOAD

Figure 3. Ideal Transmission Line Loaded and Driven
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Step Function Response of the Ideal Line

Before examining reflections at the source due to
mismatches between the source and line impedances,
consider the behavior of the ideal line with various
loads when driven by a step function. The circuit for
analysis appears in Figure 3. Figure 4 shows the voltage
and current waveforms at point A (line input) and point
B (the load) for various loads. (These values are drawn
from Reference 1 pg. 158 - 159.) Note that Rs = Zo and
that VA at t = O equals V¢/2. This means that no im-
pedance mismatch exists between the source and the
line; thus, there is no reflection from the source at t =
2To. To is the one-way propagation delay of the line.

The time-domain response of the reactive loads are
obtained by applying a step function to the LaPlace
transform of the load, then taking the inverse transform.

Note that the reflection coefficient at the load is
not the total reflection coefficient (a complex number)
but represents only the real part of the load. The
piecewise method eliminates the complex (jw¢) terms by
performing the bookkeeping involving the phase
relationships, which the complex terms account for in
classical transmission line analysis.

Note that for the open-circuit condition in Figure
4b, Z1 = infinity, so that pL = +1. The voltage is
reflected from the load to the source (at amplitude Vo
= Vg2). Thus, at time = 2 To, the reflected voltage
adds to the original voltage, Vo = Vg2, to give a value

of 2Vo = Vs. While the voltage wave is traveling down
to and back from the load, a current of

Vo VS
lo=z,= 2 %

exists. This current charges up the distributed line
capacitance to the value Vs, then the current stops.

The waveforms at the source and load for the series
RC termination shown in Figure4g are of particular in-
terest because this network dissipates no DC power;
you can use this network to terminate a transmission
line in its characteristic impedance at the input to a
Cypress IC. Figure 4h represents the equivalent circuit
of a Cypress IC’s input. Combining both networks
models a Cypress IC driven by a transmission line ter-
minated in the line’s characteristic impedance, when the
values of R and C are properly chosen.

Reflections Due to Discontinuities

Figure 5 illustrates three types of common discon-
tinuities found on transmission lines. Any change in the
characteristic impedance of the line due to construc-
tion, connectors, loads, etc., causes a discontinuity,
which causes a reflection that directs some energy back
to the source. The amount of energy reflected back is
determined by the discontinuity’s reflection coefficient.
Because discontinuities are usually small by design,
most of the energy is transmitted to the load.

In general, a discontinuity has series inductance,
shunt capacitance, and series resistance. An example is

1-7

a via from a signal plane through a ground plane to a
second signal plane in a multilayer PCB or module. IC
sockets and other connectors can also cause discon-
tinuities.

Ideal Transmission Line’s Pulse Response

Consider next. the behavior of the ideal transmis-
sion line when driven by a pulse whose width is short
compared to the line’s electrical length — when the
pulse width is less than the line’s one-way propagation
delay time, To.

Figure 6 shows another series of response
waveforms for the circuit in Figure 3, this time for a
pulse instead of a step (drawn from Reference 1 pg. 160
- 161). Note that Rs = Zo and that VA at t = O equals
Vs/2. This means that there is no impedance mismatch
between the source and the line; thus, there is no reflec-
tion from the source at t = 2To.

Finite Rise Time Effects

Now consider the effects of step functions with
finite rise times driving the ideal transmission line.
During the rise time of a pulse, half the energy in the
static electric field is converted into a traveling mag-
netic field and half remains as a static electric field to
charge the line.

If the rise time -is sufficiently short, the voltage at
the load changes in discrete steps. The amplitude of the
steps depends on the impedance mismatch, and the
width of the steps depends on the line’s two-way
propagation delay.

As the rise time and/or the line gets shorter
(smaller To), the result converges to the familiar RC
time constant, where C is the static capacitance. All
devices should be treated as transmission lines for tran-
sient analysis when an ideal step function is applied.
However, as the rise time becomes longer and/or the
traces shorter, the transmission line analysis reduces to
conventional AC circuit analysis.

Reflecfions From Small Discontinuities

Figure7 shows a pulse with a linear rise time and
rounded edges driving the transmission line of Figures
Sa and 5b. The expressions for Vr are derived on pages
171 and 172 of Reference 1. The reflection caused by the
small series inductance is useful for calculating the
value of the inductor, L', but little else.

The reflection caused by the small shunt capacitor
is more interesting. If this capacitor is sufficiently large,
it can cause a device connected to the transmission line
to see a logic Zero instead of a logic One.

The Efféct of Rise Time on Waveforms

Next, consider the ideal line terminated in a resis-
tance less than its characteristic impedance and driven
by a step function with a linear rise time. The stimulus,
the circuit, and the response appear in Figures8a,b and
¢, respectively. Once again, note that because the source
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Va =Vs/2, 1o = Vo/Zo, To = ¢\LC, pL = (RL — Zo)/(RL + Zo)
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Figure 4. Step Function Response of Figure 3 for Various

Terminations
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Figure 5. Reflections from Discontinuities with an Applied Step Function

resistance equals the line characteristic impedance,
there are no reflections from the source.

The resulting waveforms are similar to those of Fig-
ure 4c when modified as shown in Figure8c. The wave-
form’s final value must be the same as before (Figure 4c).

The resultant wave at the line input (Vin) 'is easily
obtained by superposition of the applied wave and the
reflected wave at the proper time. In Figure8, because
the step function’s rise time is less than the line’s two-
way propagation delay, the input wave reaches its final
value, Vg/2. At t = 2T, the reflected wave arrives back
at the source and subtracts from the applied step func-
tion (the load reflection coefficient is negative). Figure9
illustrates waveforms for two relationships between the
step function rise time and the propagation delay.

Multiple Reflections

Now consider the case of an ideal transmission line
with multiple reflections caused by improper termina-
tions at both ends of the ‘line. The circuit and
waveforms appear in Figure 10. The reflection coeffi-
cients at the source and the load are both negative —
the source resistance and the load resistance are both
less than the line characteristic impedance.

When the switch is initially closed, a step function
of amplitude

VS V4 o
Vo= Vin= Rs+ Z,

appears on the line and travels toward the load. After a
one-way propagation delay time, To, the wave reflects
back with an amplitude of pL Vo.

This first reflected wave than travels back to the
source, and at time t = 2T, the wave reaches the input
end of the line. At this time, the first reflection at the
source occurs, and ‘a wave of amplitude ps (pL Vo)
reflects back to the load. At time t = 3To, this wave
again reflects from the load back to the source with
amplitude

pL ps (PL Voy= ps pL? Vo

This back and forth reflection process continues
until the amplitudes of the reflections become so small
that they cannot be observed. Then, the circuit is said to
be in a quiescent state.

Effective Time Constant

Voltage reflections in small increments and of short
durations approximate an exponential function, as indi-
cated by the dashed line in Figurel0b. The smaller and
narrower the steps become, the more closely the
waveform approaches an exponential curve.

The mathematical derivation is presented on pages
178 and 179 of Reference 1. The time constant is

2T,

K= - ——2%
1- pspL

Eq. 20
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Figure 6. Pulse Response of Figure 3 for Various Terminations
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Thus, the resultant voltage waveform at the load can be
approximated by

t
V()= Voe X

For Equation 21 to be accurate, pL and ps must be
reasonably large (approaching =+ 1) so that the in-
cremental steps are small. Because the product pspL is
a positive number, less than one, the time constant is a
negative number, which indicates that the exponential
decreases with time. This is usually the case in transient
circuits.

Both reflection coefficients must also have the same
sign to yield a continually decreasing or increasing
waveform. Opposite signs give oscillatory behavior that
cannot be represented by an exponential function.

Eq.21

From Transmission Line to Circuit Analysis
When a transmission line is terminated in its char-
acteristic impedance, the line behaves like a resistor. It
usually does not matter if you use transmission line or
circuit analysis, provided that you take the propagation
delays into account.

Vin
Vat

(a) Applied Pulse
from Generator

Tr
Vin
L’ Va
\4 = £
Va= =T V= 27, T,
2
(b) Reflections
from Small Series
Inductor L’
Tr 2T,'7 t
Vin
Va= - CZoVa
2 Tg

(¢) Reflections
from Small Shunt
Capacitance C’

Tpw= tr+ 1.52,'C

2T, 17

+ ~

Figure 7. Reflections From Small Discontinuities with
a Finite Rise Time Pulse

Consider the case of a short-circuited transmission
line driven by a step function with a source impedance
unequal to the characteristic line impedance. The
general case is shown in Figure 10a. For RL = 0 the
reflection coefficients are

ZS - Za

ps= Zs+ Z, pL=-1
The approximate time constant is
2 To 2 To To (ZS + Zo)
— k: = =
i-pspL 1+ ps Zs
or — k= To+ ToZo Eq.22
Zs .
Recall that
To= 1 VLC
(one-way delay) and
Zo= \JL/C

where [ is the physical length of the line, and L and C
are the per-unit-length parameters. Substituting these
variables into Equation 22 yields

! L

—k=To+ IZ_S

APPLIED STEP
FUNCTION

Zo
a
Vs Vin Zo Ri< Zo
|
Vin -
Vs '._R e =
- T
2 | | Reflected Wave
|
o s
| SRi+ Zo
| -
™R 2T, t

Figure 8. Effect of Rise Time on Response of
Mismatched Line with Ri< Zo
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It is necessary to have Zs smaller than Zo. Thus, the 2To 4To  6To t

reflection coefficients have the same sign to give ex-
ponential behavior. Opposite signs give oscillatory be-
havior.

If Zs < Z,, the exponential approximation be-
comes more accurate. If Zs is very small compared to
Zo, then To is negligible compared to ! L/Zo, so that
Equation 22 reduces to

L
k=-1 Zs
But / L is the total loop inductance, and Zs is the
circuit’s total series impedance. The time constant is
then '

LI
k= Rs-

This is the same. time constant you would obtain by
a circuit analysis approach if you considered the line a
series combination of L” and Rs. By open-circuiting the
line and performing a similar analysis, it can be shown
that an RC time constant results.

(d) load voltage

Figure 10. Step Function Applied to Line Mismatched
on Both Ends; Shown for Negative Values of ps and pL

Types of Transmission Lines
The types of transmission lines include
»  Coaxial cable
»  Twisted pair
e Wire over ground
«  Microstrip lines
»  Strip lines

Coaxial Cable

Coaxial cable offers many advantages for distribut-
ing high-frequency signals. The well-defined and
uniform characteristic impedance permits easy match-
ing. The cable’s ground shield reduces crosstalk, and
the low attenuation at high frequencies make the cable
ideal for transmitting the fast rise- and fall-time signals
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generated by Cypress CMOS ICs. However, because of
its high cost, coaxial cable is usually restricted to ap-
plications that permit no alternatives. These applica-
tions usually involve clock distribution systems on PCBs
or backplanes.

Because coaxial cable is not easily handled by
automated assembly techniques, its application requires
human assemblers. This requirement further increases
costs.

Coaxial cables have characteristic impedances of
50, 75, 93, or 150Q. These values are the most common,
although special cables can be made with other im-
pedances.

Coaxial cable’s propagation delay is very low. You
can compute it using the formula
Tpa= 1.017Ver (ns/fi) Eq.23
where er is the relative dielectric constant and depends
upon the dielectric material used. For solid Teflon and
polyethylene, the dielectric constant is 2.3. The
propagation delay is 1.54 ns per foot. For maximum
propagation velocity, you can use coaxial cables with
dielectric Styrofoam or polystyrene beads in air. Many
of these cables have high characteristic impedances and
are slowed considerably when capacitively loaded.

Twisted Pair

You can make twisted pairs from standard wire
(AWG 24 - 28), twisted about 30 turns per foot. The
typical characteristic impedance is 110€.

Because the propagation delay is directly propor-
tional to the characteristic impedance (Equation 5), the
propagation delay is approximately twice that of coaxial
cable. Twisted pairs are used for backplane wiring,
sometimes for driving differential receivers, and for
breadboarding.

Wire Over Ground

Figurell shows a wire over ground. This configura-
tion is used for breadboarding and backplane wiring.

Ground

(T
!
T

60 4h
Zo= In| —
Ve, (“)

Figure 11, Wire Over Ground

The characteristic impedance is approximately 120Q.
This value can vary as much as * 40 percent, depending
upon the distance from the ground plane, the proximity
of other wires, and the configuration of the ground.

Microstrip Lines

A microstrip line (Figure 12) is a strip conductor
(signal line) on a PCB separated from a ground plane
by a dielectric. If the line’s thickness, width, and dis-
tance from the ground plane are controlled, the line’s
characteristic impedance can be predicted with a
tolerance of + 5 percent.

The formula given in Figure 12 has proven to be
very accurate for width-to-height ratios between 0.1:1
and 3.0:1 and for dielectric constants between 1 and 15.

The inductance per foot for microstrip lines is
L= (Zo)*Co Eq.24
where Zo is the characteristic impedance and Co is the
capacitance per foot.

The propagation delay of a microstrip line is
Tpd= 1.017V 045 e+ 0.67 (ns/ft) Eq.25

Note that the propagation delay depends only upon
the dielectric constant and is not a function of the line
width or spacing. For G-10 fiberglass epoxy PCBs
(dielectric constant of 5), the propagation delay is 1.74
ns per foot.

Strip Line

A strip line consists of a copper strip centered in a
dielectric between two conducting planes (Figurel3). If
the line’s thickness, width, dielectric constant, and dis-
tance between ground planes are all controlled, the
tolerance of the characteristic impedance is within £ 5
percent. The equation given in Figurel3 is accurate for
W/(b-t) < 035and t/b < 0.25.

The inductance per foot is given by the formula
L= (Zo)2Co

The propagation delay of the line is given by the
formula

Tpa= 1.017 Ve, (ns/ft) Eq.26

i "
7 2

Ground 77

Zo= 8 n( 5.98hJ
Ve rial | 08w+ 1

Figure 12. Microstrip Line
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“For G-10 fiberglass epoxy boards, the propagation
delay is 2.27 ns per foot. The propagation delay is not a
function of line width or spacing.

Modern PCBs

Most PCBs employ microstrip, stripline, or some
combination of the two. Microstrip construction on a
double-sided  board with power and ground nets can
suffice for- low- to medium-performance, and low-den-
sity.PCBs.

For high-performance, high-density PCBs, stripline
construction is preferred. Power planes isolate signal
layers from each other and provide higher-quality
power and grounds than those of a two-layer board.
Manufacturing quality control assures that.the metaliza-
tion is of uniform thickness and that the layers are
properly laminated, thus ensuring uniform, predictable
electrical characteristics.

‘When to Termiriate Transmission Lines

Transmission lines should be terminated when they
are long. From the preceding analysis, it should be ap-
parent that

: , Ty

on e >
LongLin 2 TpdL
where TpdL is the loaded propagation delay of the line
per unit length. For Cypress CMOS and BiCMOS
products, the rise time, Ty, is typically 2 ns.

For stripline construction (multilayer PCBs), the
line length at which voltage reflections occur has been
shown to vary from 4.73 inches for a 10-pF load to 3.05
inches for an 80-pF load (see Equation 13 and Table I).

Not all lines exceeding these lengths need to be ter-
minated. Terminations are usually required on control
lines (such as clock inputs, write and read strobe lines
on SRAMs and FIFOs) and chip select or output-
enable lines on RAMs, PROMs, and PLDs. Address
lines and data lines on RAMs and PROMS usually have
time to settle because they are normally not the highest-
frequency lines in a system. However, if very heavily
loaded, address and data bus lines might require ter-
minations.

w
IS, Ground
}, i "i‘ T, Strip Line
h
Tz Ground
Zo=

6 4
Ver 0.67nvi»(0.8+ é)

Figure 13. Strip Line Construction

'Line Termination Strategies

There are two general strategies for transmission
line termination:
e Match the load impedance to the line impedance
»  Match the source impedance to the line impedance
In other words, if either the load reflection coeffi-
cient or the source reflection coefficient can-be made to
equal zero, reflections are eliminated. From a systems
design viewpoint, strategy 1 is' preferred. Eliminating
the reflection at the load (i.e., dissipating the excess
energy) before the energy travels back to -the source
causes less noise, electromagnetic interference (EMI),
and radio frequency interference (RFI).

Multiple Loads, Buses, and Nodes

In the case where multiple loads are connected to a
transmission line, only one termination circuit is re-
quired. The termination should be located at the load
that is electrically the greatest distance from the source.
This is usually the load that is the greatest physical dis-
tance from the source.. A point-to-point or daisy chain
connection of loads is preferred.

Bidirectional buses should be terminated at each
end with a circuit whose impedance equals the intrinsic,
characteristic line impedance. The reason is that each
transmitting device sees. the characteristic impedance of
the line when the device is transmitting.

‘Consider next a line that has three bidirectional
nodes: one on each end and one in the middle. The
middle node, when driving the line, sees an impedance
equal to Zo/2, because the node is looking into two lines
in parallel with each other. The end nodes, however, see
an_ impedance of Zo. In this case, as in a backplane,
each end of the line should be terminated in an im-
pedance equal to Zo/2.

Types of Terminations

There are three basic types of terminations: series
damping, pull-up/pull-down, and parallel AC termina-
tions. Each has its advantages and disadvantages.

Except for series damping, the termination network
should be attached to the input (load) that is electrically
the greatest distance from the source. Component leads
should be as short as possible to prevent reflections due
to lead inductance.

Series Damping

Series damping is accomplished by inserting a small
resistor (typically 10 to 75Q) in series with the transmis-
sion line, as close to the source as possible (Figure14).
Series damping is a special case of damping in which
the series resistor value plus the circuit output im-
pedance equals the transmission line impedance. The
strategy is to prevent the wave reflected back from the
load from reflecting back from the source. This is done
by making the source reflection coefficient equal to
zero.
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) D_ avoid ground. bounce
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Figure 14. Series Damping Termination

The channel resistance (On resistance) of the pull-
down device for Cypress ICs is 10 to 20Q, depending
upon the current-sinking requirements. Thus, subtract
this value from the series damping resistor, Rd.

Zo = Rs+ Ra Eq.27

A disadvantage of the series damping technique, as
illustrated in Figure 15, is that during the two-way
propagation delay time of the signal edges, the voltage
at the input to the line is halfway between the logic
levels, due to the voltage divider action of Rd. The "half
voltage" propagates down the line to the load and then
back from the load to the source. This means that no
inputs can be attached along the line, because they
would respond incorrectly during this time. However,
you can attach any number of devices to the load end of
the line because all the reflections are absorbed at the
source. If two or more transmission lines must be driven
in parallel, the value of the series damping resistor does
not change.

The advantages of series termination are
» Requires only one resistor per line

»  Consumes little power

* Permits incident wave switching at the load after a
To propagation delay

A

The disadvantages of series termination are
e Degrades rise time at the load due to increased RC
time constant
«  Should not be used with distributed loads
The low input current required by Cypress CMOS
ICs results in essentially no DC power dissipation. The
only AC power required is to charge and discharge the
parasitic capacitances.

Pilll-Up/Pull-Down Termination

The pull-up/pull-down resistor termination shown
in Figure 16 is included for historical reasons and for
the sake of completeness. For TTL driving long cables,
such as ribbon cables, the values R1 = 220Q and Rz
330Q are recommended by several bus interface stand-
ards. If the cable is disconnected, the voltage at point B
is 3V, which is well above the 2V minimum High TTL
specification. Because most control signals are active
Low, a disconnected cable results in the unasserted
state.

The maximum value of Ri is determined by the
maximum acceptable signal rise time, which is a func-
tion of the charging RC time constant. The minimum
value of Ry is determined by the amount of current the
driver can sink. The value of Rz is chosen such that a
logic High is maintained when the cable is disconnected
and the equivalent Thevenin resistance is

_ RiRz
r= Ri+ R2

The value of R1 and Rz in parallel is slightly less
than the cable’s characteristic impedance. Ribbon
cables with characteristic impedances of 150Q are typical.

If both resistors are used, DC power is dissipated
all the time. If only a pull-down resistor (R2) is used,

v /
v /
Ts To { [ To —®1— To
B \773
773 A
c 7 —\
N\, /

Figure 15. Series Damping Timing
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DC power. is dissipated when the input is in the logic
High state. Conversely, if only a pull-up resistor (R1) is
used, power is dissipated when the input is in the Low
state. Due to these power dissipations, this termination
is not-recommended. .

If an unterminated control signal on a PCB is
suspected of causing a problem, a resistor whose value
is slightly less than the characteristic impedance of the
line (e.g., 47Q2) can be connected between the input pin
and ground. Be sure that the driver can source suffi-
cient current to develop a TTL High voltage level
(2.0V) across the resistor. ‘ .

In special cases where inputs should be either
pulled up (High) for logic reasons or because of very
slow rise and fall times, you can use a pull-up resistor to
Vee in conjunction with the terminating network shown
in Figurel7. DC power is dissipated when the source is
Low.

Parallel AC Termination

Figurel7 illustrates the recommended general-pur-
pose termination. It does not have the disadvantage of
the half-voltage levels of series damping terminations,
and it causes no DC power dissipation. You can attach
loads anywhere along the line, and they see a full volt-
age swing. -

The disadvantage is that a parallel AC termination
requires two components, versus the one-component
series damping termination.

Commercially Available RC Networks

A variety of combinations of R and C values are
available as series RC networks in SIP packages from at
least two sources.

Bourns calls these networks the Series 701 and 702
RC Termination Networks. You can obtain data sheets
by calling the factory in Logan, Utah (801-750-7200) or
a local sales office.

Thin Film Technology also refers to the networks
as RC Termination Networks. You can obtain data
sheets by calling the factory in North Mankato, Min-
nesota at 507-635-8445.

Vce

Zo R

—{ >

R2

Figure 16, Pullup/Pulldown

L= {2
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Low-Pass Filter Analysis

The parallel AC termination has another ad-
vantage: It acts as a low-pass filter for short pulses. You
can verify this by analyzing the response of the circuit
illustrated in Figure 18 to a positive and a negative step
function. The positive step function is generated by
moving the switch from position 2 to position 1. The
negative step function is generated by moving the switch
from position 1 to position 2. The response of the cir-
cuit to a pulse is the superposition of the two separate
responses. The input impedance of the Cypress circuits
connected to the termination network are so large that
they can be ignored for this analysis.

Classic circuit analysis is usually assumes an ideal
source (Ri Rz = 0). In real-world digital circuits,
the source output impedance is not only non-zero, but
also varies depending upon whether the output is
changing from Low to High or vice versa.

For Cypress ICs, 100Q > Ri. > 50Q and 20Q >
R2 > 10Q, depending upon speed and output current-
sinking requirements.

Positive Step Function Response

The initial voltage on the capacitor is zero. At t =
0, the switch is moved from position 2 to position 1. At t
= 0+, the capacitor appears as a short circuit, and the
voltage V is applied through R1 to charge the load
(R3C). The voltage across the capacitor Ve(t), is
=t
Vi) = V( 1- ¢ (R1+ R3)C]) Eq.28
In theory, the voltage across the capacitor reaches
V when t equals infinity. In practice, the voltage reaches
98 percent of V after 3.9 RC time constants. You can
verify this by setting Vc(t)y/V = 0.98 in Equation 28 and
solving for t.

Negative Step Function Response
The capacitor is charged to approximately V. At t
= 0, the switch is moved from position 1 to position 2,
and the capacitor is discharged. The voltage across the
capacitor, V(t) is

=1
V()= Ve (R2+ Rs)c] Eq. 29

Zo

B _LCD“‘

R< Zo
Figure 17. Parallel AC Termination



Systems Design Considerations

;" CYPRESS
% SEMICONDUCTOR

The voltage decays to 2 percent of its original value
in 3.9 RC time constants. You can verify this by setting
Ve(t)/V = 0.02 in Equation 29 and solving for t.

The Ideal Case

Consider the ideal case, where R1 = R2 = 0. Let
R3 = R in Equations 28 and 29. If a positive pulse of
width T is applied to the modified circuit of Figure I8,
the pulse disappears if 4RC > T.

Because the discharging time constant is the same
as the charging time constant for the ideal case, a nega-
tive-going pulse of width T also disappears if 4RC > T.
That is, if the applied signal is normally High and goes
Low, as does the write strobe on an SRAM, the ter-
mination filters out all negative glitches less than 4 RC
time constants in width.

The maximum frequency that the circuit passes is

1
F(max.) = T Eq. 30
This is true because the charging and discharging time
constants are equal for the ideal case.

Capacitance for the Ideal Case

The value of the capacitor,- C, must be chosen to
satisfy two conflicting requirements. First, the capacitor
should be large enough to either absorb or supply the
energy contained or removed when positive-going or
negative-going glitches occur. Second, the capacitor
should be small enough to avoid either delaying the sig-
nal beyond some design limit or slowing the signal rise
and fall times to more than 5 ns.

A third consideration is the impedance caused by
the capacitor’s capacitive reactance, Xc. The digital
waveforms applied to the AC termination can be ex-
pressed as a Fourier Series, so that they can be manipu-
lated mathematically. However, because these signals
are not periodic in the classical meaning of the word, it
is not clear that the AC steady-state analysis model of
Xc applies here.

In most applications, the degradation of the signal’s
rise and fall times beyond 5 ns determines the maximum
value of the capacitor. The procedure is to calculate the
rise time between the 10- and 90-percent amplitude
levels, equate this rise time to 5 ns, and solve for C in
terms of R: :

V= V(l- e[l-e—ci])

for t yields

t= RCIn 1—_—1‘,@ Eq.31
v

For @ = 0.1, t= 0.10RC.

For V—‘(,’l = 09, t= 23RC.

V()

R3

v
% R1
\
2
% Ra
Source Load

Figure 18. Lumped Load; AC Termination

The time for the signal to transition from 10 to 90
percent of its final value is then T = 2.2 RC. Solving for

C yields
T
C= 2R Eq. 32

For T = 5 ns, Table 2 can be constructed. This
table indicates that 50Q transmission lines on PCBs that
are terminated with RC networks should use a 47Q
resistor and a capacitor of 48 pF max; 47 pF is a stand-
ard value. This network eliminates glitches of 9 ns or
less. The table’s second column applies to wirewrapping
construction, which is not recommended for systems
operating at frequencies over 10 MHz. An exception is
if the system consists of less than six MSI or SSI ICs.

The Real World

To go from the ideal to the real world, calculate the
values of R1 and Rz from the curves on the data sheet
of the device driving the line. Rj is the slope of the out-
put source current vs. output voltage between 2 and 4V.
R2 is the slope of the output sink current vs output volt-
age between 0 and 0.8V.

Add the value of Rj to 47Q and calculate C, using
Equation 32. Then check to see that the RC charging
time constant does not violate some minimum positive
pulse-width specification for the line. If so, reduce C.

Add the value of R2 to 47Q and calculate C. Then
check to see if the discharging RC time constant vio-
lates some minimum pulse-width specification for the
line. If so, reduce C.

Schottky Diode Termination

In some cases it can be expedient to use Schottky
diodes or fast-switching silicon diodes to terminate
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Table 2. Termination Values for an Ideal Case

PCB Wirewrapped
Zo () 50 120
R (Q) 47 110
C (max., pF) 48 éO
RC (ns) 225 22
4RC (ns) 9 8.8

lines. The diode switching time must be at least as fast

as the signal rise time. Where line impedances are not

well defined, as in breadboards and backplanes, the use
of diode terminations is convenient and can save time.

A typical diode termination appears in Figure 19.
The Schottky diode’s low forward voltage, Vr (typically
0.3 to 0.45V), clamps the input signal to a Vr below
ground (lower diode) and Vec + Vr (upper diode). This
significantly reduces signal undershoot and overshoot.
Some applications might not require both diodes.

The advantages of diode terminations are:

» Impedance matched lines are not required.

¢ The diodes replace terminating resistors or RC ter-
minations.

» The diodes’ clamping action reduces overshoot and
undershoot.

+  Although diodes cost more than resistors, the total
cost of layout might be less because a precise, con-
trolled transmission-line environment is not re-
quired.

» If ringing is discovered to be a problem during sys-
tem debug, the diodes can be easily added.

As with resister or RC terminations, the leads
should be as short as possible to avoid ringing due to
lead inductance.

A few of the types of Schottky diodes commercially
available are
»  1N4148 (switching diode)

+ IN5711

+  MBDI101, MBD 102 (Motorola)

s SN74S1050/52/56 (TI, single-diode arrays)

»  SN74S1051/53 (TI, double-diode arrays)

Unterminated Line Ekample

The following example is presented to illustrate the
procedure for calculating the waveforms when a
Cypress PLD generates the write strobe for four
Cypress FIFOs. The PLD is a PAL C 16L.8 device and
the FIFOs are CY7C429s. :

The equivalent circuit appears in Figure20 and the
unmodified driving waveform in Figure2l. The rise and
fall times are 2 ns. The length of the stripline trace on
the PCB is 8 inches and the intrinsic characteristic line
impedance is 50Q. The voltage waveforms at the source
(point A) and the load (point B) must be calculated as
functions of time. Stripline construction is used for this

Vece

[

Figure 19. Schottky Diode Termination

example because in most modern high-performance
digital systems, the PCBs have multiple layers.

The equivalent On channel resistance of the PLD
pull-up device, 62Q, is calculated using the output
source current versus voltage graph, over the region of
interest (2 to 4V), from the PAL C 20 series data sheet.
The equivalent resistance of the pull-down device, 11Q,
is calculated in a similar manner, using the output sink
current versus output voltage graph, over the region of
interest (0.4 to 2V), also on the data sheet.

The equivalent input circuit for the FIFO is con-
structed by approximating - the input and stray
capacitance with a 10-pF capacitor and the input resis-
tance with a 5-MQ resistor. The input leakage current
for all Cypress products is specified as a maximum of
10 pA, which guarantees a minimum of 500 KQ at Via
= 5V. Typical leakage current is 10 pA.

Because the PLD is driving four FIFOs in parallel,
the equivalent lumped capacitance is 4 X 10 pF = 40
pF, and the equivalent lumped resistance is 5,000,000/4
= 125 MQ.

The next step is to calculate the propagation delay
and the loaded characteristic impedance of the line.
The unloaded propagation delay of the line is calcu-
lated using Equation 26 with a dielectric constant of 5:
Tpd= 227 ns/ft

To calculate the loaded line propagation delay, the

_intrinsic capacitance must first be calculated using

Equation 5.

Tpa= ZoCo

where Zo is the intrinsic characteristic impedance, and
Co is the intrinsic capacitance.

T,
- ng= 2.2753s/tt= 454 pF/ft.
o

Because the line is loaded with 40 pF, Equation 6 is
used to compute the loaded propagation delay of the
line.

Tde= Tpd V1+ Cp/Co

TpdL = 227 ns/f/l +

TpdL = 346 ns/ft.

40 pF

8in.
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Note that the capacitance per unit length must be
multiplied by the line length to arrive at an equivalent
lumped capacitance.

The intrinsic line impedance is reduced by the
same factor by which the propagation delay is increased
(1.524; see Equation 7):

z/ 500 32.8Q

154~

Initial Conditions

At time t = O, the circuit shown in Figure20 is in a
quiescent state. The voltage at points A and B must be
the same. By inspection:

RL
VA- VB- (VCC_ Vj) RS+ RLJ
5% 108
=(05-1)———|=4Vv
28+ 5x 10°

At t = 0, the driving waveform changes from 4V to
approximately OV with a fall time of 2 ns. This is shown
in Figure20 by the switch arm moving from position 1 to
position 2.

The wave propagates to the load at the rate of 3.46
ns per foot and arrives there
To= 346 ns/ft X 1281':'/,': = 23ns
later, as illustrated in Figure22b.

Because the reflection coefficient at the load is pL
= 1, an early equal and opposite polarity waveform is
propagated back to the source from the load. The
reflection arrives at t = 2To = 4.6 ns (Figure 22a).
Note that the fall time is preserved.

The reflection coefficient at the source is:

Rs-Z,/ 11- 328
Pe= ket Z, - 11+ 328~ 048

To simplify the calculations that follow, consider -

0.5 to be the Low-level source reflection coefficient.

Vce

Zo =50 Q

v

1629 rA

8"

Figure 20. Equivalent Circuit for Cypress PAL Driving

The magnitude of the reflected voltage at the source is
then
Vsi= — 4V x (- 0.5)= 2V.

This wave propagates from the source to the load
and arrives at t = 3To. The wave adds to the OV signal.
The rise time is preserved, and thus the time required
for the signal to go from 0 to 2V is

_2Vx 2ns
T 4y
The signal at the load thus reaches the 2V level at time
t=3To+ Lns= 79 ns. _
and remains at that level until the next reflection occurs
at
t= 5T,
The wave that arrives at the load at 3T, reflects back to
the source and arrives at
t= 4To= 9.2 ns.

The 2V level adds to the -4V level, for a total of
-2V, The rise time is preserved, so that this level is
reached at
t= 4To+ 1ns= 102 ns.
and maintained until the next reflection occurs at
t= 6T,

The 2V wave that arrives at the source at t = 4To
reflects back to the load and arrives at t = STo. The
portion that is reflected back to the load is
Vsa= 2% (-=05)= - 1V.

This value subtracts from the 2V level to give 2 - 1
= 1V. Because the fall time is preserved, the time re-
quired for the signal to go from 2 to 1V is
= 1V x 2ns= 05 ns
7= "4y .

The 1V level is thus reached at time
t= 5To+ 0.5ns= 12 ns.

1ns.

Va®)
le 24 ol
Iy I >
4V
0 +
20
4y [ t
1 1 | — >
0o 2 22 24

Figure 21. VA(t), Unmodified
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Figure 22(a). Unterminated Line Example; VA(t)

Figure 22(b). Unterminated Line Example; VB(t)

1-20
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At t = 6To, the 1V wave arrives back at the source,
where it subtracts from the - 2V level to give -1V. The
rise time is
tr= 1% 0.5ns/V= 0.5ns.

The signal at the source reaches the 1V level at
t= 6To+ 0.5= 143 ns.

The 1V wave that arrives at the source at t = 6To
is reflected back to the load and arrives at t = 7To. The
portion that is reflected back is
Vsi= 1X (-0.5)= - 0.5V.

This value subtracts from the 1V level to give 0.5V.
The fall time is 0.25 ns. The 0.5V level remains until the
next reflection reaches the load at
t= 9To

At t 8To the 0.5V wave that reflects from the
load at t = 7To arrives back at the source, where it
subtracts from the - 1V level to give - 0.5V. The rise
time is 0.25 ns. The portion that reflects back to the
load is
Vs4= 05% (—0.5)= — 0.25V.

The -0.25V signal arrives at the load at t = 10To =
23 ns and subtracts from the 0.5V signal to give 0.25V.

This process continues until the voltages at points
A and B decay to approximately OV.

Observations

The positive reflection coefficient at the load and
the negative reflection coefficient at the source result in
an oscillatory behavior that eventually decays to accept-
able levels. The voltage at point A reaches -1V after 6
To delays and the voltage at point B reaches 0.5V after
7 To delays.

The reflection at the load that causes the voltage to
equal the TTL minimum One level (2V) at T = 3T,
causes a problem. The actual input voltage threshold
level is 1.5V for TTL-compatible devices that do not ex-
hibit hysteresis.

The voltage at the load falls from 4 to OV in 2 ns,
beginning at t = To. Because To = 2.3 ns, the voltage
reaches zero at
23 ns+ 2ns= 4.3 ns.

The 1.5V level occurs at

2ns
43 ns — v X 1.5V = 3.55ns.
The rising edge begins at
t= 3To= 6.9 ns.
The 1.5V level occurs at
2ns
69 ns+ TV X 1.5= 7.65ns.

The time difference (7.65 - 3.55 = 4.1 ns) is long
enough for the FIFO to interpret the signal as a Low.

Next, consider the width of the positive pulse that
begins at the load at t = 3To. Because the rise time is
preserved, the signal takes 1 ns to reach 2V, or 0.75 ns
to reach 1.5V. The signal begins to fall at t = 5To,
reaching 1.5V at

1-21

t= 5To+ 025ns= 11.75 ns.

The difference (11.75 - 7.65) is 4.1 ns, which is wide
enough for the FIFO to interpret as a second clock. To
eliminate this pulse, the line must be terminated.

Strobe Shortening Considerations

In this example the width of the negative strobe is
22 to 24 ns. If a CY7C429-20 FIFO is used, the write
(or read) strobe must not be shorter than 20 ns. Even if
the FIFO does not recognize the 4.1-ns negative pulse,
the shortening of the write strobe by 5To = 11.5 ns is
sufficient to violate the minimum negative-pulse-width
specification.

This strobe-shortening phenomenon might also
occur on other active-Low control lines such as output
enables and chip selects. Clock lines must also be
analyzed for this problem; in general, these lines should
be terminated.

The Rising Edge of the Write Strobe

Now consider an analysis of the write strobe’s rising
edge to assure that the reflections associated with this
edge do not cause multiple clocks or false triggering of
the FIFO. At t = 22 ns, the rising edge of the write
strobe begins, which is the equivalent of closing the
switch in Figure20 in the 1 position. For this analysis, it
is convenient to start the time scale over at zero, as ap-
pears in Figures22a and 22b.

If the forcing function were a step function, the
equations of Figure 4h would apply. The time constant
in the equation is

_ RZJ/C.
TR+ ZJ
Because
R> Zo’ ’T: Za’Cg
where Zo' = 32.8Q, and Ce = 454 pF.

This is the equivalent of saying that you can ignore
the 1.25-MQ device input resistance for transient circuit
analysis. Substituting Zo" and C. into the preceding
equation yields a time constant of T = 1.489 ns.

Writing the equation for the voltages for the circuit
of Figure20 yields
1 ¢

Eq. 33

VB()= iZ," + oA oldt Eq. 34
Also,
Ve(t) = KiU(t) - K(t— T U(t— TI). Eq. 35

where K: is the rising edge of the write strobe (K =
2V/ns) applied at t = O using a unit step function, U(t);
and -K(t - T1) represents an equal but opposite
waveform applied at t = T1 (after the rise time) using a
unit step function, U(t - T1).

Equating the expressions and taking the LaPlace
transforms of both sides yields

K_ke™® RON
Ces

- .
A

C&Y

= Z4 I(s) (zo' + ) 1(s)

Eq. 36
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However,

= A, ()]
Ve(t) = c. Jo’d”. or, YVB(S)-—, C.s
Therefore,

Tls
K_EKé 1 )CeSVB(S).

5T (Zo v | Eq.37

Solving for VB(s) yields

K —Tls)
=l 1- €
§ ,

, 1
Ce N (Zo + Ce S)
which is equivalent to

e

Ao+ z70)

Taking the inverse LaPlace transform yields

VB(s) = Eq. 38

Egq. 39

V() = [Kzo'ce(e‘z,,_fc:— 1) + K| UG

ek Ul 1)}

- [kzocd d7z7e. | - 1)+ k(- )] U= T1)
Eq.40

The first term in Equation 40 applies from time zero up

to and including Ti, and the second term applies after

T1:

KZJ'Ce u : ] )
VB() = —7 ZSCe| ~ 1)+ ﬁ(t) Eq. 41
fort< T1

T1 —t
Va(f) = KZ” Ce (1— z[—zc]) e[z?_c.] + K1 Eq 42

for t> Tl
where K is the final value, which is 4V,

Substituting the correct values for t = T1 = 2 ns
yields
12 ’
V(e=T1) = 2x328% 454x 10” ( _1439 1
2x107°
+ zzX 2ns
ns
=— L15+ 4= 2.85V.
If the forcing function is a step function, the equa-
tion is .
-t
VB()= 4V| 1- e[z;cD _ Eq. 43

at t = 2 ns, VB = 3V, which is more than the 285V
calculated using Equation 41.

At t = 22 ns + To, the voltage waveform begins to
build up at the load and continues to build until the first
reflection from the source occurs at t = 3To.

Equation 42 is used to calculate the voltage at the
load at t = 2To, because 1 To is used for propagation
delay time:

VB (=2To) =

_2Vx 32.8x 454x 10”12

2% 107°
= — 1.489(0.774) (0.1353) + 4
= — 1.559+ 4= 3.84V.

The voltage at the load rémains at this value until
the first reflection from the source reaches the load at t
= 3To.

Meanwhile, at t = To, the wave at the load reflects
back to the source and arrives at t = 2To. The wave
subtracts from the 4V level at the source, as illustrated
in Figure6c. The amplitude of the droop is given by

a- e 1.489) (€ 2) + 4

C 'Zal Vo B ’
Vr= 3T, Eq. 44
for Rs = Zo.

If Rs does not equal Zo’, Equatlon 44 must be
modified. Instead of Vo/2, the voltage is

Rs

Ve (Rs + Z
so that Equation 44 becomes

_C’'Z/V, Rs
V= T, ——RS +_"Zo, Eq 45
where C’ = 40 pF, Zo’ = 32.8Q, Rs = 62Q, TR =
ns, and Vo = 4V. Substituting these values into Equa-
tion 45 yields )
V= 1716V.

Because 4V - 1.716 = 2284, the voltage does not
drop below the minimum TTL Vg level of 2V, but the
voltage does come close.

The reflection coefficient at the source is

_ RS— Zo'
Ps= Rs+ Zo
where Rs = 62Q, Zo'= 32.8Q, ps= 0.308.

The amount of voltage reflected from the source
back to the load is then
Vs1= 1716 x 0.308= 0.53V.

The 40-pF capacitor reduces the rise time of the
waveform at the load. The reflection at the source
caused by the load capacitor is insufficient to reduce
the 4V level to less than the TTL One level (2V).

The reflection coefficient at the source is small
enough so that the energy reflected back to the load is
insufficient to cause a problem.
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Power Characteristics of Cypress Products

This application note presents and analyzes the
power dissipation characteristics of Cypress products.
The knowledge and tools presented here will help you
manage power when using Cypress CMOS products.

Design Philosophy
The design philosophy for all Cypress products is
to achieve superior performance at reasotiable power
dissipation levels. The CMOS technology, circuit design
techniques, architecture, and topology are carefully
combined to optimize the speed/power ratio.

Power Dissipation Sources

Power is dissipated both inside and outside ICs.
The internal and external power have a quiescent (or
DC) component and a frequency-dependent com-
ponent. The relative magnitudes of each depend upon
the circuit design objectives.

In circuits designed to minimize power dissipation
at low to moderate performance, the frequency-depend-
ent component is. signifigantly greater than the DC com-
ponent. In the high-performance circuits designed and
manufactured by Cypress, the frequency-dependent
power component is much lower than the DC com-
ponent. This is because a large percentage of the inter-
nal power is dissipated in linear circuits such as sense
amplifiers, bias generators, and voltage/current refer-
ences, which are required for high performance.

Frequency-Dependent Power

CMOS circuits inherently dissipate significantly less
power than either bipolar or NMOS circuits. The ideal
CMOS circuit has no direct current path between Vcc
and Vss. In circuits using other technologies, such paths
exist, and DC power is dissipated while the device is in
a static state.

The principal component of power dissipation in a
power-optimized CMOS circuit is the transient power
required to charge and discharge the capacitances as-

sociated with the inputs, outputs, and jnternal nodes.
This component is commonly called C V* power and is
directly porportional to the operating frequency, f.

The charge, Q, stored in a capacitor, C, that is
charged to a voltage, V, is given by the equation:
Q=CV ., Eq.1

Dividing both sides of Equation 1 by the time re-
quired to charge and discharge the capacitor (one
period, or T) yields:

Q_CV

T- T Eq.2

By definition, current (I) is the charge per unit time and
1

f= T

Therefore,

I=CVf Eq. 3

The power (P= VI) required to charge and dis-
charge the capacitor is obtained by multiplying both
sides of Equation 3 by V:

P= VI= CV?*f Eq.4

It is standard practice to assume that the capacitor
is charged to the supply voltage (Vcc), so that
P= Vch= CVcczf Eq.5

The total power consumption for CMOS systems
depends upon the operating frequency, the number of
inputs and outputs, the total load capacitance, the inter-
nal equivalent (device) capacitance, and the static
(quiescent) or standby power consumption. In equation
form:

Pa= [CINT FINT + Cioad Fioad] Vcc2 + Iec Ve Eq. 6

The first four quantities are frequency dependent,
and the last is not. This same equation can be used to

" describe the power dissipation of every IC in the sys-
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tem. The total power dissipation is then the algebraic
sum of the individual components.

The relative magnitudes of the various terms in the
equation are device dependent. Note that Equation 6
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Table 1. Types of Input Buffers

BUFFERTYPE ICC MAX.INmA)
A 13
B 0.8
C 0.6

must be modified if all of the internal nodes or all of the
outputs are not switching at the same frequency.

Transient Power

Cypress devices incorporate N-well CMOS in-
verters that can affect the devices’ transient power con-
sumption. In an ideal N-well CMOS inverter, the P-
channel pull-up transistor and the N-channel pull-down
transistor (which are in series with each other between
Vce and Vgs) are never on at the same time, Thus,
there is no direct current path between Vcc and
ground, and the quiescent power is very nearly zero.'

In the real world, when the input signal makes the
transition through the linear region (ie., between logic
levels) both the n-channel and p-channel transistors are
partially turned On. This creates a low-impedance path
between Vcc and Vss whose resistance equals the sum
of the n- and p-channel resistances.

DC or Static Power

In addition to conventional gates, Cypress devices
contain sense amplifiers; input and output buffers; and
bias and reference generators that all dissipate power.
RAMs and FIFOs also have memory cells that dissipate
standby power whether the IC is selected or not.
PROM and PAL products have EPROM memory cells
that do not dissipate as much standby power as a RAM
cell.

Power-Down Options

Five Cypress static RAMs offer a power-down op-
tion that enables you to reduce the devices’ power dis-
sipation by approximately an order of magnitude when
they are not accessed. The power-down technique dis-
ables or turns off the input buffers and sense amplifiers.

Power Dissipation Model
The rest of this application note presents power
dissipation models for various Cypress CMOS products
as well as information on each product’s typical and

worst-case power dissipation. The information is
presented as functions of frequency, Vce, and tempera-
ture.

A general-purpose power dissipation model for all
Cypress ICs appears in Figurel.

To obtain power dissipation data on an IC, you
must isolate the three components of power dissipation
included in Equation 6 by controlling the IC’s inputs.
The standby current (Icc) is measured with the inputs
to the IC at 0.4V or less. Under this condition, the input
buffers and unloaded output buffers draw only DC
leakage currents. All other direct currents derive from
the substrate bias generator, sense amplifiers, other in-

ternal voltage or current references, and NMOS
memory circuits.
At Vin = 1.5V, the input buffers draw maximum

Icc. To find the total input buffer Icc current, you
measure the total current and subtract the quiescent
current. You can then calculate the current per input
buffer by dividing the total input-buffer current by the
number of input buffers.

Input Buffers

Cypress products use three different types of input
buffers. For purposes of illustration, they are referred to
as types A, B, and C. Table 1 lists the buffer types used
in various products.

Figure2 shows schematics and input characteristics
for the three types of buffers. A circle on a transistor’s
gate means that the transistor is a P-channel device.

As Figure2 shows, the input buffers draw essential-
ly zero Icc when Vin is 0.4V or less. This is also true
when Vip is 4V or more, except for type A. In other
words, if the inputs are driven rail to rail, the B and C
input buffers dissipate power only during the input sig-
nal transitions.

Core and Output Buffers

The standby power dissipation of an IC’s core
derives from the substrate bias generator, reference
generators, sense amplifers, and polyload RAM cells or
EPROM cells. This current is measured with Vin = 0V,
so that the input buffers draw no current. Under these
conditions, the output buffers draw only leakage current
and dissipate essentially no power.

Programming either PROMs or PALs stores
charge on the floating gate of an NMOS . transistor,
which increases the transistor’s threshold voltage. This

n
INPUT

v

CORE

. m
»| outrur

INPUTS —fi—»
v

BUFFERS

L

$ Cint

——/—r—» OUTPUTS
v

BUFFERS

Figure 1. Power Dissipation Model
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Figure 2. Three Buffer Types

higher threshold prevents the transistor from turning on
during normal operation; unprogrammed transistors do
turn on. Therefore, unprogrammed PALs and PROMs
draw more current and dissipate more power than
programmed devices.

The output buffers on Cypress products have n-
channel pull-up devices that cause the output voltage
level to reach
VoH = Vec-Vr= 5V-1V= 4V

The capacitance of the output buffers, including
stray capacitance, is typically 10 pF. If
CL = 10 pF, Vou = 4V

Again, using Eguation 3,

Icc) = 40 x 1071¢
for the output buffers.

Current Measurement

Figure3 illustrates the instantaneous current drawn
by a Cypress RAM. The instantaneous power is calcu-
lated by multiplying this current times the constant
supply voltage, Vcc. Most of the power is dissipated
during the access time. This is also true for PROMs and
PALs.

The current measurement unit- in' an  automatic
tester integrates the instantaneous current over the
measurement cycle and arrives at an equivalent average
current. In other words, the average current, I, during
time Tcy equals the area between the instantaneous
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current, i(t), and the X axis during Tcy. Thus, because
the "current pulse" is effectively spread over a longer
time when the frequency is decreased, the average cur-
rent is proportionately lower.

Note that the preceding calculations have not ac-
counted for any DC loads. You must calculate these
separately.

X ADDRESS / DATA X
3 A _/
hax 7

?

k-

[
I} = Quiescent Icc

I; = Average Icc
i(t) = Instantaneous Icc

Figure 3. RAM Icc




Power Characteristics

Table 2. Static RAMs

Buffer | No. No. |Cint|Icc| Icc

Part No. | Type |Inputs|{Outputs (@ |(max

(pF) | (ma) | (mA)
CY7C122/123| A 16 4 24 | 50 | 90
CY7C128 B 14 8 27 |1 59 {120
CY7C147 B 15 1 34 | 28 | 90
CY7C148/149| B 12 1 32145190
CY7C150 B 18 4 20 |1 44 | 90
CY7C161/162| B 22 4 300 13 | 70
CY7C164 B 20 4 300§ 13 | 70
CY7C166 B 21 4 300| 13 | 70
CY7C167 C 17 1 7525|170
CY7C168/169| C 18 4 75 [ 50 | 70
CY7C170 B 18 4 50 | 33| 90
CY7C171/172| B 18 4 100| 27 | 70
CY7C185/186| B 25 8 330| 13 | 100
CY7C187 B 19 1 150| 7 | 100
CY7C189/190| B 10 4 2132190

Product Characteristic Tables

Tables 2 through 5 allow you to calculate the cur-
rent requirements for Cypress products. CINT is the
equivalent device internal capacitance, Icc{(Q) is the
quiescent or DC current, and Iccvax) is the maximum
Icc (as specified on the data sheet) for the commercial
operating temperature range. Conditions are Vcc
5V and Ta = 25°C.

Note that for the 16L8, 16R8, 16R6, and 16R4
PALs, the number of inputs and outputs is user con-
figurable. All the PALSs use type B buffers.

SRAM Calculation Example

To illustrate how to use Tables 2 through 5, con-
sider an example of estimating the typical Icc for the
CY7C169-35 RAM at room temperature (Ta = 25°C)
and Vcc. Assume the duty cycle is 100 percent at the
specified acces time. The procedure shown here calcu-
lates the typical and worst-case Icc with all inputs and
outputs changing and with output loading of 10 pF.

From the RAM product characteristic table:
Number of inputs = 18
Number of outputs = 4
CiNT = 75pF
Icc(Q) = 50 mA
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Because the input buffers on the CY7C169 are type
C, the average current is 0.3 mA. If the input-signal-
level transitions are 4V and the transition times are
2V/ns, the transition time is

Te= A/ 2ns

Vs~
The duty cycle is then
2n955ns = 0.057
Each input buffer thus draws
03mA x 0.057= 00171 mA
If all inputs change, the total transient input buffer
current is
18 x 0.0171= 0.31 mA
To calculate the CVf input buffer current:
I= CVf
CiN= SpF
I= 057mA
V=4V
f= 1/35ns
TOTAL = 18x 0.57= 1028 mA
To calculate the internal CVf current:

I= CVf
CINT = 75pF
I= 1071 mA
V=5V
f= 1/35ns
To calculate the output CVf current:
I= CVf
Cour = 10pF
I= 1.15mA
V= 4v
Table 3. PROMs
Buffer | No. No. [Cint|Icc|Icc
Part No. | Type |Inputs|Outputs (Q |(max
1w (®F) |@ma) | (mA)
CY7C225 B 12 8 32 | 35 {90
CY7C235 B 13 8 35 | 35 | 90
CY7C245 B 13 8 35 | 50 [ 90
CY7C251 C 18 8 43 9.5 | 100
CY7C254 C 18 8 43 | 35 | 100
CY7C261/3/4| C 14 8 60 | 45 [ 100
CY7C268 C 19 1/8 60 | 60 | 100
CY7C269 C 17 1/8 60 | 60 | 100
CY7C281/282| B 14 8 35 | 35 | 100
CY7C291/292] B 14 8 35 | 50 [ 100

[}/Bidirectional pins
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f= 1/35ns
TOTAL = 4x 1.15= 4.6 mA

The quiescent current is 50 mA. The total current
at Tcy = 35nsis: )

Input Transient 0.31 mA

Input CVf 1028 mA
Internal CVf 1071 mA
Output CVf 46 mA
i
Total Icc 759 mA (all inputs/outputs changing)

Note that the worst-case transient current is 25.9
mA. If half the inputs and outputs change, the worst-
case transient cumrent decreases to 12.95 mA, which
gives a total current of 63 mA (typical Icc).

Note also that the input CVf current the the output
CVf current have the same values for a bipolar device.

Worst-, Worst-, Worst-Case Icc

Now consider a procedure for estimating Icc for
worst-case Vcc and low temperature, in addition to all
inputs and outputs changing. Then you can compare the
result with the Icc specified on the data sheet.

Icc is greater at high Vcc, which is 5.5V, or 1.1
times the nominal 5V Vcc. Because the increase in Icc
due to the lower temperature is 3 percent, the total in-
crease is 13 percent. These factors apply to the internal
CVf current (10.71 mA), the output CVf current (4.6
mA), and the quiescent current (50 mA), which
together total 65.31 mA.

Table 4. PALs

Part No. Cint (Icc (Q) | Icc (max)
(pF) | (mA) (mA)
IPALC16L8/R8/R6/R4 40 25 45
DC20G10 50 30 55
PALC22V10 50 40 80
PLDCY7C330 300 42 120

Total Icc = Input Transient Icc

+ Input CVflcc

+ [Internal CVf+ Output CVf+ Icc(Q)Ix 1.13
Icc = 031 + 1028 + [65.31] X 1.13 = 844 mA

This value is approximately 94 percent of the 90

mA specified on the data sheet. Note, however, that the
data sheet Icc maximum does not include the output
CVf current.

Icc-Versus-Frequency Characteristic

The Icc-versus-frequency curves for all Cypress
products have the same basic shape, which is illustrated
by the PAL 16R8 curve in Figure4. The current remains
essentially constant at the quiescent Icc value until the
frequency increases to the point where the capacitances
begin to cause appreciable currents. The location of this
point depends upon the input, intemal, and output
capacitances; the number of inputs and outputs; the
rate at which the inputs and outputs change; and the
voltage levels the inputs and outputs are switched be-

TYEICAL. I VS FREQUENCY FOR PALIGRE
tec VS f ALL INPUTS / OUTPUTS CHANGE
120 Veo=5V, Ty=25°C, V) =0.8V, Vjy=2V /
N
I
V.
100 <
7
~
80 N
E \ler=50pF
z (ourPuri
ENABLED!
8 & AU ]
\
[ WAL
/] * 0.5‘“‘\
40 »
Q) - [ I, ;—4 I ,
L~ 1] CL=0pF|
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Figure 4. Typical Icc vs f
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Table 5. Logic Products

U/Bidirectional pins

Part No. |Buffer| No. No. |Cmvr|Icc| Icc
) Type {Inputs | Outputs | (pF) | () [(max

i (ma) | (mA)|

cyic401 | B | 6 6 | 53|30/ 75
cyrca2 | B | 7 7 |s3|3]|75
cyrc403 | B | 7 | 6 |s3|30]| 75
CY7c404 | B | 8 7 |s3|30|715
CY7C408 B |11 12 | 100 42 | 135
cyica09 | B | 11 | 13 |100| 42| 135
cyrcazn | € | 14 | 12 |190|18 | 80
cyrcsio0 | € | 24 | 1916 | 60 | 30 | 100-
CY7c516 | C | 28 | 16/16 | 60 | 30 | 100
cyrcs17 | € | 28 | 1616 | 60 | 30 | 100
CY3341 B | 6 6 | s3|30] 45
CY7c601 | € | 25 | 19/64 | 950 | 89 | 600
CY7c901 | C | 24| 104 |160| 25 80
cyrcoo | ¢ | 21| 5 |8 |25] 55
cyrco0 | ¢ | 2 | 16 |150|26]| 70
cY7o011 | C | 13 5 |80 |25] 55
CY709101 | € | 36 | 2214 | 70| 30| 60
CY7co116 | € | 22 | 120 |1000] 35 | 150
CY709117 | C | 38 °| 14 |1000| 35 | 150
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tween, For Cypress products, this pomt is in the 1- to
10-MHz range.

The PAL 16R8 devices that were tested to optam
the data for the curve were exercised such that all in-
puts and outputs changed every cycle. Curve A shows
the total Icc for a 50-pF load on each of the eight out-
puts. Curve B shows the total Icc when the outputs are
disabled. The B curve results from the input and the
internal capacitances. In most applications, the actual
operation of the device falls somewhere between the A
and B curves.

You can extrapolate the A and B curves backwards
until they intersect the quiescent current, which occurs
at point C in Figure 4. Point C is approximately 5.6
MHz. This gives you an easy-to-use formula for cal-
culating Icc, For frequencies less than 5.6 MHz: .
Icc = Icc(Q) = 25 mA

For frequencies greater than 5.6 MHz:

Icc = Icc(Q) + 3.5 mA/MHz (all outputs changing)
or . :
Icc = Icc(Q) + 0.5 mA/MHz (no outputs changing)
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Tips for High-Speed Logic Design

This application note provides tips and makes sub-
stantive suggestions for designing high-speed logic cir-
cuits that operate reliably. The tips and suggestions are
organized under the headings:

Noise Considerations
Clock Distribution

Buses and Memories

Care and Feeding of PLDs
PCB Effects

Metastability and Crosstalk

As electronic system clock rates reach ever higher,
logic designers who were engineering 10-MHz, 100-ns-
cycle-time systems are finding themselves working with
systems running at speeds upwards of 20 MHz, with 50-
ns cycle times. These designers are discovering that
adequate techniques for work at 10 MHz are no longer
appropriate at 20 MHz and beyond. At 10 MHz, you
can utilize sluggish and relatively well-behaved LS TTL
logic with"its leisurely set up and hold parameters; long
propagation delays; forgiving output enable and disable
times; and high-output current-drive capacity.

As an alternative, designers turned to faster bipolar
logic families, but found that power dissipation rose
proportionally. To save power and enhance reliability,
today’s designers are changing to- CMOS. components.
Designers are happy to find that CMOS can deliver the
speed they require at the low power levels they desire.

In the quiescent state, CMOS logic
(AC/ACT/FCT) draws three to five orders of mag-
nitude less power than bipolar logic (LS/ALS/AS). At 1
MHz, CMOS logic dissipates about 0.1 mW per gate,
while LS TTL logic dissipates about 2.0 mW per gate.
CMOS technology has truly rewritten the speed/power
rules set forth in the bipolar era.

Plenty of challenges still face the high-speed logic
designer, however. For example, high-performance logic
families are sensitive to system noise and generate noise
themselves. As a result of the effort to make these
devices as fast as possible, they often have anemic out-
put drive capacity. Clock distribution becomes much
more of an issue at high frequencies because skew and
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slow rise times degrade operating margins. As bus
cycles tighten, it becomes increasingly difficult to avoid
bus clashes (multiple devices driving a bus). Very fast
SRAMs and FIFOs require read and write pulse widths
that are very difficult to synthesize using synchronous
logic; hence the appearance of self-timed memory
devices. PLDs have become ubiquitous in modern
board-level designs, but high-speed designers must
carefully consider PLDs’ relatively long propagation
delays and slow switching speeds.

You can no longer think of printed circuit boards
as an ideal electrical interconnect. In the high-speed
realm, you must account for the effects of distributed
capacitance, inductance, and propagation delay on the
PCB. To mitigate the effects of ringing, resistive ter-
mination of critical signals becomes a practical necessity
above 20 MHz. In the days of old, it wasn’t appropriate
to factor loading into propagation delays. Today, con-
servative designers account for loading when calculating
worst-case prop delays and worst-case signal skew.
Heavy capacitive bypassing and low-inductance decou-
pling is essential to minimize switching noise above 20
MHz. )

Metastability, a phenomenon not widely ap-
preciated until recently, is a critical issue in high-fre-
quency systems. It is essential to be able to resolve
asynchronous events quickly and reliably in high-perfor-
mance designs. Finally, crosstalk is a substantial con-
cern with high-slew-rate and noise-sensitive CMOS
logic.

Noise Considerations

High-speed CMOS logic tends to be noisier than
LS TTL for two reasons: CMOS voltage swings are rail-
torail, and small-geometry, dual-layer-metal. CMOS
technology makes possible faster edge rates (2V per ns
and faster).

The classic ground-bounce noise situation arises
when several outputs of a CMOS logic device switch
from High to Low. The simultaneous switching causes a
relatively large sink current from the load capacitance
to flow to ground through the device package induc-
tance. The potential developed momentarily across this
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Figure 1. Maintaining Duty Cycle Symmetry

inductance equals the product of the package induc-
tance and the sink current’s rate of change. This
ground-bounce voltage spikes the Low state held on the
quiescent outputs. The spike can often exceed the input
Low-level maximum - voltage - (0.8V), causing the
downstream logic device to switch erroneously. Both the
chip ground reference and the chip Vcc reference are
spiked, but because more energy is switched through
the ground-lead inductance, it is much more common to
see a problem in a quiescent Low-state output. )

Here -are some procedures that minimize ground
and Ve bounce noise:

1. Pursue any steps that reduce the parasitic induc-
tance between the package and ground and Vcc. These
steps includes using a PCB with ground and V¢ planes
or, at the very least, power distribution elements. Avoid
use of sockets, but do use low-inductance decoupling
and bypass capacitors. On critical parts, use a standard
ceramic decoupling capacitor (0.01 to 0.1 pF) along
with a high-frequency filtering capacitor (approximately
470 pF). The Rogers Corp. Micro/Q 1000 Series high-
frequency, low-inductance caps are optimal for this pur-
pose. Surface-mount packages have lower package in-
ductance than DIP packages. So-called rotated-die
devices with center V¢c and ground pins also have lower
inductance.

2. Whenever possible, design synchronous . citcuits.
The ground bounce produced by an octal register, for
instance, is triggered by the clock. If the register feeds
another registered device, then the noisy output has
until a set-up time before the next clock to settle, When
you must drive an asynchronous signal with an octal
driver, use an output pin close to the package ground
pin. The output pin next to the Vec pin can have as
much as 50% more ground bounce noise than the out-
put pin next to the ground pin.

3. Use various techniques to slow switching or tran-
sition edge rates and, therefore, the sink and source
currents’ rate of change. This can be accomplished with
series damping resistors or by increasing the inductance
or capacitance between the driving device’s output pin
and the receiving device’s input pin. PCB traces exhibit
parasitic ground-path capacitance and inductance that
depend on trace length and topology; ‘these factors are
thus difficult to predict. The most common technique is
to use series damping resistors in the 25 to 35Q range;

Tips for High-Speed Logic Design

33Q is a standard value. Series resistors also limit signal
overshoot and undershoot.

4, Try to avoid runnihg control signals through a
device that drives data and address lines. When using a
10-output PLD such as a 22V10 in an 8-bit bus-oriented
application, for instance, you might be tempted to use
the extra two outputs for control signals. If the eight
data lines switch simultaneously, however, the control
lines will probably be disturbed. Using devices that fea-
ture input hysteresis adds to the noise margin. Input

“hysteresis can typically provide 200 mV of additional
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noise immunity.

Note that mixing logic families can compromise
noise immunity margins. For comparison purposes, the
margin for a specific logic family is the magnitude dif-
ference between the family’s guaranteed input threshold
and the guaranteed output voltage for the High and
Low states:

Vil— Vol
Vih— Von

When possible, use a logic family that can drive
50Q (commercial) transmission lines directly. This
specification is characteristic of devices that can switch
sufficient current to guarantee so-called incident-wave
switching. Switching that occurs on the incident wave is
faster than having to"wait for the reflected wave.

In addition to causing false triggering of
downstream sequential logic and glitches in downstream
combinatorial logic, ground-bounce noise can also
cause registers in the bounced device to "forget" their
stored state. This is due to the momentary disturbance
in the chip’s ground and V¢ reference. The switching of
multiple outputs can also skew the device’s propagation
delay by approximately 200 ps per switched output.
With an octal or 10-bit device, this 1 to 2 ns additional
delay should be included in worst-case timing analyses.

Noise immunity =

Clock Distribution

Adequate clock distribution is essential for 20-MHz
and faster systems because skew can eat up precious
nanoseconds and because high-speed logic devices are
sensitive to clock waveform distortion and slow rise
times. ) .
All physical devices exhibit' an edge-dependent
propagation delay asymmetry; the Low-to-High edge
propagates more quickly than the High-to-Low edge, or
vice versa. For example, the clock-to-Q propagation
delay for a Signetics 74F74 ranges from 3.8 to 6.8 ns
Low to High, and 4.4 to 8.0 ns High to Low. The data
sheet for the Texas Instruments. 74AS1000 NAND
driver specifies a 1-to-4-ns range for both Low-to-High
and High-to-Low edges, but any speafic physical device
shows some asymmetry.

It is possible to maintain duty-cycle symmetry in a
buffered-clock distribution network by cascading two
inverting drivers. The two drivers must both be in the
same package, as shown in Figure 11. Because the two
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drivers are in the same package, their prop delay char-
acteristics track, and the High-to-Low and Low-to-High
differential delays tend to cancel.

Limit the fanout from a clock buffer to eight to 15
devices. Fanout calculations must account for both AC
and DC loading. The AC characteristics for logic com-
ponents are specified at 50 pF of load capacitance and
occasionally at 300 pF of load capacitance. Propagation
delays and output-enable times increase by ap-
proximately 1 ns per each 50 pF of additional load
capacitance. The input capacitance of bipolar logic
families is higher (approximately 10 pF) than that of
CMOS (approximately 5 pF). If the sum of the
capacitance being driven exceeds 50 pF, derate the
driver’s AC characteristics appropriately.

Input current is the important DC electrical char-
acteristic for loading purposes. The driving device must
be able to sink the sum of the Low-level input currents
to which it is connected (Ioi at Voi). The driving device
must also be able to source the sum of the High-level
input currents to which it is connected (Ioh at Von).

The Low-level input current for bipolar logic
families ranges from:-400 to -100 pA, while the Low-
level input current for modern CMOS logic families
ranges from -5 to -1 pA. The High-level input current
for bipolar logic families ranges from 50 to 20 pA, while
the High-level input current for modern CMOS logic
families ranges from 5 to 1 HA.

Because the Ior at Vo for bus drivers is often as
high as 48 mA, and the Ioh at Voh is often as high as -24
mA, input current loading is seldom an issue, except
when driving a parallel (resistor) terminated load. For
example, a 220Q pull-up resistor requires about 22 mA
worst case (Vol = 0V, Ve = 5V), and a 330Q pull-
down resistor requires about 15 mA worst case (Vo
5V, Gnd = OV). Consider using an AC termination
scheme if this additional current cannot be tolerated.

If a single buffer cannot safely supply a sufficient
clock fanout, use parallel drivers (Figure22. When dis-
tributing a clock signal, attempt to load each of the
parallel lines equally. Unequal loading increases the
skew between lines.

Buses and Memories

When you design buses in high-performance sys-
tems, it is important to consider the effects of AC and
DC loading. The input and output capacitance of
CMOS SRAMs, PROMs, and DRAMs ranges from 5
to 7 pF. This capacitance can become a concern with
large memory arrays.

Be especially careful when using SRAM modules,
which might have high input and output capacitances
due to the multiple devices connected to each signal
line. Because the signals that drive large memory arrays
(such as the -address, RAS, CAS, and ‘data lines) tend to
have long PCB traces, it is common practice to series-
terminate these lines to minimize ringing, undershoot,
and overshoot.
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Figure 2. Parallel Clock Drivers

The input load or leakage currents for CMOS
SRAMs, PROMs, and DRAMS is approximately 10 pA,
sink and source. When you use high-output-current bus
drivers (24 mA Tol or greater), DC loading is rarely an
issue.

As system cycle times shorten, it becomes more dif-
ficult to avoid bus clash situations. Bus clash or bus
contention occurs on a shared bus when one three-state
device finishes its output-enable time before a second
device finishes its output-disable time. For a short
period of time, both devices drive the bus. Because the
output stages of memories and logic components can
typically withstand at least 20 mA of current, the excess
current does not shorten the devices’ useful lives. Bus
clash does cause large positive and negative current
changes in the device Vcc and ground paths, however.
The demand for current induces Vcc and ground
bounce noise just like the simultaneous switching situa-
tion previously discussed. Thus, avoid more than 5 ns of
overlap in the worst-case output enable and output dis-
able times.

You can use CMOS components’ low input current
to advantage on buses when hold time is deficient. For
example, consider a CMOS memory connected to a
CMOS octal register. The memory is read, the /OE (or
the /CE) deasserted, and the data clocked into the
register. Ordinarily, the data should be clocked into the
register before /OE is deasserted because the memory’s
worst-case output-disable time could be very short.
‘When the memory is read in this case, however, the dis-
tributed capacitance presented by the register inputs,
‘the PCB trace, and the memory’s own outputs is
charged. Because the memory’s output leakage current
and the register’s input current are very low (5 to 10
MA), this distributed capacitance remains charged for
some time. In effect, the data is held long enough to
make up for the deficient timing. .

High-speed SRAMs and FIFOs have timing re-
quirements that are often difficult to meet using
synchfonous circuits. In such situations, there are
asynchronous’ alternatives to consider. You can use the
delay lines supplied by various manufacturers by com-
binatorially gating the output taps to synthesize the re-
quired signal. Delay lines are typically calibrated by
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comparing the input’s rising edge to the various delayed
outputs’ rising edges; the delay times for the falling
edges are less accurate. If a decoded signal uses falling
edges, make sure that the design can tolerate a few
nanoseconds of inaccuracy.

The Engineered Components Company makes a
family of pulse-generator modules (PGMs), which issue
a precise pulse when presented with a positive-going
edge. The company offers standard PGMs, fast-
recovery PGMs that have a higher maximum repetition
rate, and delayed PGMs, which wait for a specified
period before issuing the pulse. Both delay lines and
PGMs have propagation delays that range from 5 to 10
ns.

Care and Feeding of PLDs

Programmable Logic Devices (PLDs) are exceed-
ingly useful for designing high-performance systems, but
their characteristics and shortcomings must be well un-
derstood. The set-up time for most registered PLDs is
usually just less than the propagation delay. This is be-
cause the signal to be latched must propagate through
the AND array as well as the OR/XOR gate before
reaching the ﬂlp-flop, while the clock is connected
dlrectly from the pin to the fhp flop. Accordmgly, the
hold time for this type of PLD is 0 ns minimum: worst
case and several nanoseconds negative, typically. This
negative hold time implies that the PLD samples the
state of the inputs as they existed several nanoseconds
before the clock’s rising edge. You can take advantage
of this phenomenon when the device feeding the PLD is
hold-time deficient with respect to the PLD clock.

PLD outputs usually do not have the drive capacity
of standard logic. When you use a PLD to generate a
critical signal, such as a FIFO-read or shift-out pulse,
buffer the signal with a fast, hard-driving gate. Bear in
mind, too, that identical equations implemented in the
same PLD can exhibit- different propagation delays due
to different on-chip path lengths. PLD propagation
delays are especially dependent on capacitive loading.

PCB Effects -

The most conservative way to handle PCB mgnal
distortion effects is to consider every substrate intercon-
nect as a transmission line. In practice, this approach
only works when the unloaded signal transition time ap-
proaches the round-trip substrate propagation delay.
_For ordinary PCB 'materials (G-10 fiberglass
epoxy), the round-trip propagation delay is ap-
proximately 0.3 ns per inch. Therefore, for 3-ns transi-
tion times, you should consider any PCB trace longer
than 10 inches as a transmission line.

A transmission line presents a characteristic im-
pedance and has  distributed inductance and
capacitance. You. can minimize ringing on a transmis-
sion line by closely matching the output impedance of
the driving device to the line’s characteristic impedance.
According to the microstrip model, for a 10-mil-wide,
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Table 1. Pull-Up and Pull-Down Values

RESISTOR/ALUES | THEVENINEQUIVALENT
220Q PULL UP 132Q

330Q PULL DOWN

330Q PULLUP 194Q

470Q PULL DOWN

1-0z. copper line 1.5 mils thick over a ground plane
separated by a dielectric of G-10 fiberglass epoxy 62.5
mils thick, the theoretical unloaded characteristic im-
pedance is approximately 130Q. In reality, PCB trace
characteristic impedances can range from 50 to 200Q.
Capacitive loading reduces the characteristic im-
pedance, increases the delay, and slows the rise time on
a transmission line.

The conventional method for reducing reflections
on transmission lines is with some form of termination,
the most common being the so-called Thevenin type.
This termination consists of a pull-up resistor to Vec
and a pull-down resistor to ground. The goal is to
match  the two resistors’ Thevenin equivalent to the
trace’s characteristic impedance.

Table 1 lists common values for the pull-up and
pull-down resistors. Both of the termination pairs shown
in the table pull the line to a logic High of approximate-
ly 3V when the dtiver is disabled. Place the termination
resistors as close as possible to the receiver. Keep in
mind that many CMOS logic components have input
and output clamp diodes to help damp overshoot and
undershoot. .

Metastability

The output of a latch or flip-flop can go into an
undefined or metastable state (neither High or Low)
when the set-up time or hold time for the device is vio-
lated. The metastable condition typically occurs when
an asynchronous signal is ‘being synchronized. It occurs
in all process technologies and is impossible to com-
pletely eliminate,

The two important metastability parameters to con-
sider in design work are the mean time between failures
(MTBF) at maximum. operating frequency and the
average or typical resolution or settling time, Tsw. The
latter is the time the device takes to resolve from a
metastable state to .a stable state. These parameters
and/or the equations for deriving them should be avail-
able from a device’s manufacturer.

Metastability performance is propomonal to a
technology’s Vin-to-Vil slew time. High-speed CMOS
registers such as those found in Cypress PLDs have very
fast slew times and typical settling times that range from
100 to 600 ps, depending on the device type.

By - double-latching asynchronous inputs, you can
dramatically increase a system’s MTBF and reduce the
probability of a metastable event causing system mal-
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functions. When determining the length ‘of time to delay
before clocking the second register, multiply the pub-
lished typical settling time by two or three to create an
extra margin of protection.

Crosstalk

Crosstalk is the undesirable coupling of a transition
on an active line (talker) onto an inactive line (listener).
The crosstalk amplitude is proportional to the talker
edge rates, the physical proximity between signal lines,
and the distance over which the two lines are parallel or
adjacent.

Crosstalk results from two important physical
causes: mutual impedance and velocity differences.
Mutual impedance is due to the mutual inductance and
capacitance between adjacent signal lines and is a trans-
former-like effect. Velocity differences arise when a sig-
nal propagates along a conductor that is in contact with
two materials of differing dielectric constants, such as
fiberglass epoxy and air in PCBs. The wave propagating
at the copper-to-epoxy interface travels slower than the
wave propagating at the copper-to-air interface. A pulse

" develops whose duration is twice the difference in the

1-33

arrival times of the two waves; thus, the magnitude of
the disturbance increases when the length of the paral-
lel or adjacent traces increases.

Due to CMOS’s fast edge rates, crosstalk is a
legitimate concern. You can take the following steps to
reduce forward and reverse crosstalk:

1. Maximize the distance between traces, and mini-
mize the distance over which traces are parallel or ad-
jacent. When possible, make the signals on adjacent
PCB layers perpendicular. Use the power and ground
layers as shields between the signal layers. On two-layer
PCBs, run ground lines between adjacent, parallel sig-
nal lines.

2. Make every other conductor a ground line when
using flat ribbon cable. Protect critical signals such as
clock lines with a dedicated ground strip on PCBs or
with a ground twisted pair on backplanes.

3. Use Thevenin termination of a line to its charac-
teristic impedance to reduce crosstalk amplitude by 50
percent:
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Protection, Decoupling, and Filtering
of Cypress CMOS Circuits

This application note explains how to protect your
ICs with a low-cost zener diode and why it is good in-
surance against inadvertent voltage transients. Also ex-
plained is the reason why decoupling and high-frequen-
cy-filtering capacitors are required. A method is
provided for determining the capacitors’ values.

Zener Diode Protection

Linear power supplies can cause large voltage tran-
sients. When caused by the collapse of a magnetic field,
the transient is negative. When the supply is turned on,
the resulting transient is positive.

Some commercially available laboratory bench sup-
plies behave the same way. When they turn on, they can
over-shoot several volts. When they turn off, lead induc-
tance can cause a negative transient voltage at the Vec
pin. If sufficient energy is available, internal gate oxides
can break down, either destroying or weakening the IC
such that it might fail later.

You can avoid this problem by adding a 20¢ zener
diode (also called a voltage-regulator diode) between
Vee and ground. Connect the diode’s cathode to Vec
and the anode to ground (Figurel). A 400-mW, 62V
IN525 or equivalent is recommended. You can also use
the IN753, a S00-mW, 6.2V zener diode.

If a voltage greater than the zener voltage (6.2V)
occurs on Ve, the diode breaks down, clamping the
voltage to 6.2V and shunting the current to ground (Fig-
ure 2). The diode can be destroyed if the current multi-
plied by the zener voltage exceeds the diode’s power

Vce

ad

Gnd

Figure 1. Zener Diode Connection
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rating. Because zener diodes always fail shorted, they
cause the power supply to "crowbar" and thus protect
the ICs.

A negative voltage on the Vcc line puts a forward
bias on the diode. This turns on the diode, which
clamps the voltage to approximately -0.8V. If the nega-
tive voltage times the current exceeds the diode’s power
rating, the diode fails shorted, as in the reversed-bias
case, and protects the ICs.

High-Frequency Filtering

In addition to the protection offered by zener
diodes,  decoupling and high-frequency-filtering
capacitors are required on high-performance CMOS
circuits. To use these capacitors effectively, you must
understand why they are required.

To realize the fast rise and fall times that Cypress
CMOS integrated circuits are capable of achieving, the
power-distribution system must be able to supply the in-
stantaneous current required when the device outputs
switch from Low to High. The energy converted to cur-
rent is stored as charge on the local decoupling
capacitors . They decouple or isolate the circuit from the
power-distribution system. It is standard practice to use
one decoupling capacitor for each IC that drives a
transmission line and one capacitor for every three
devices that do not.

The PCB trace inductance plus the IC lead induc-
tance can "current-starve" the output circuits, causing

Yz

Figure 2. Zener Diode Characteristic
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Figure 3. Simplified Capacitor Equivalent Circuit

rise-time degradation. Remember that the current
through an inductor cannot change instantaneously.
Therefore, you must minimize any series inductance, in-
cluding the lead inductance of the decoupling
capacitor s.

Decoupling-Capacitor Calculations

To determine the value of the decoupling
capacitor, you must estimate the instantaneous current
required when all the outputs of an IC switch from Low
to High, assuming a reasonable droop of the voltage on
the capacitor. The charge stored on the local decou-
pling capacitor is

Q=CV
Differentiating yields
in= 92 _ c4v
i(n) 4t C at Eq. 1

The characteristic impedance of a typical transmis-
sion line is 50Q. Lines with a heavy capacitive load have
a lower characteristic impedances.

Next, assume that the IC is a nine-output FIFO,
such as the CY7C429. The outputs reach
Vee-Vi= 5V-1V= 4V

Each output thus requires 4V/50Q = 80 mA. Be-
cause the FIFO has nine outputs, it requires a total of
720 mA during the rise times of the outputs.

Solving Equation 1 for C yields

. dt

C=1i e Eq.2
10% =
10! |

)\ ]
1
o \ |
\ ; - [
10° A L //;gpF
10 V ]
e 140 upf 10 PF
I 1 10 10%16° 10*10° 10° 107 10® 10° 10'°
Frequency (Hz)
Z (Ohms)

Figure 4. Capacitor Impedance Versus Frequency
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The last step is to assume a reasonable, tolerable
droop in the capacitor voltage. Assume dV = 100 mV.
Additionally, the signal rise and fall times are 2 ns. Sub-
stituting these values in Equation 2 yields

720% 107 3% 2x 107°
100x 10”3

144x 10°°

0.0144 uF

It is standard practice to use 0.01 to 0.1-pF decou-
pling capacitors. A 0.1-uF capacitor can supply SA
under the conditions assumed in the preceding calcula-
tions. Another way to look at the situation is that a 0.1-
MF capacitor supplies 720 mA of instantaneous current
in 2 ns with only 144 mV of voltage droop across the
capacitor.

Decoupling  capacitors for high-speed Cypress
CMOS circuits should be of the high-K ceramic type
with a low effective series resistance (ESR). Capacitors
using 5 ZU dielectric are a good choice.

C=

High-Frequency Filter Capacitors

The 0.1 to 0.01-uF decoupling capacitors usually do
not provide high-frequency decoupling or filtering.
These capacitors do not behave like capacitors at high
frequencies because their series resonance frequency is
not high enough. This is primarily because of lead in-
ductance in their construction, which is a result of the
capacitor’s relatively large value.

For high-frequency filter analysis, you can use the
simplified equivalent circuit of a capacitor shown in Fig-
ure 3. Rs is the effective series resistance (ESR), L is
the effective series inductance (ESL), and C is the
capacitance.

The impedance of the simplified equivalent circuit

is:
Zc= Rs+ij+m Eq3
. 1
Zc— Rs+][0)L (DC Eq.4
The magnitude of the impedance is
'\/ 2 12
= - — Eq.5
Z R+ [oL wC] q

At the series resonant frequency:

1
oL= o=
or,

“AviLc

At the resonant frequency, Zc = Rs, which is the
minimum impedance.

Figure4 shows how the impedance varies with fre-
quency. The series resistance usually increases as the
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capacitance decreases.- Also as the capacitance
decreases, the inductance typically decreases, which
means that the resonant frequency increases. This .is
usually due to the capacitor’s physical construction.
Note that a surface-mounted capacitor’s lead induc-
tance is at least an order of magnitude less than that of
an axial-lead capacitor.

- The next step in high-frequency filter analysis is to
determine a typical system’s expected high-frequency
components. Begin by assuming that the circuit is driven
by a series of digital pulses with finite rise and fall
times, then perform a Fourier transform on the series to
determine their frequency components.

Fourier Transform of a Periodic Pulse

Figure5 illustrates a periodic pulse of amplitude A,
period T, rise and fall times of tr, and pulse width of Tp,
as measured between the 50-percent-amplitude points.

The approximate frequency-domain transform ap-
pears in Figure 6. The amplitude of the frequency-
domain voltage is a function of the signal’s amplitude
and duty cycle in the time domain. The fundamental
frequency, Fo, is related to the pulse train’s period. The
first harmonic, F1, is of equal energy and is a function
of the pulse width. The second harmonic, Fa, contains
half the energy of Fo and is a function of the pulse rise
time.

The rise and fall times of Cypress’s CMOS and
BiCMOS circuits are 2 ns, by design. If a Cypress PLD
is driving the write- or read-strobe inputs of a
CY7C429-20 FIFO at the maximum frequency of 33.3
MHz (T = 30 ns) with a 10-ns/30-ns-duty-cycle signal
(Tp = 10 ns), the following signal frequencies are
generated:

1 1

Fo= ——= ——— 10,61 MHz
nT  31416x 30x 10°°
A ——
0. 5A11
‘——TP_’I — tr [— t —
T

Figure 5. Periodic Pulse Waveform

Fle L .1
nTp  3.1416x.10% 10°°

1 1
Fp= —= —M8M8M8M8M8Mm
T 31416x 2x 107°
Within the IC, signal rise and fall times can be as
fast as 300 ps (picoseconds), which means that F2 =
1.061 GHz (1,061 MHz).. In some ICs short timing pul-
ses are generated internally, but they are usually longer
than the 300-ps rise time, so the preceding F2 is the
highest harmonic present.

= 31.83 MH:z

= 159.15MH:

Because the IC’s data outputs can normally change
no faster than those of the inputs, the outputs do not
generate additional higher-frequency harmonics.

Parallel the Filter Capacitors

You cannot find a capacitor whose three series
resonant frequencies correspond to Fo, Fi, and Fa. In-
stead, select three separate capacitors with the ap-
propriate resonant frequencies and connect them in
parallel between V¢ and ground, as close to the IC as
possible. The capacitors act as a bandpass filter, shunt-
ing the unwanted, high-frequency signals to ground. The
sum of the capacitors’ values should be greater than or
equal to the capacitance value given by Equation 2. The
total high-frequency filtering capacitance is usually be-
tween 100 and 500 pF. :

Low-Frequency Filter Capacitors

A solid tantalum capacitor of 10 pF is recom-
mended for every 50 to 100 ICs to reduce power-supply
ripple. Place this capacitor as close as physically pos-
sible to where the V¢c and ground enter the PCB or
module.

T,
= £
Ad
O .

Figure 6. Fourier Transform of Periodic Pulse
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Choosing Packages
in High-Density Module Designs

This application note describes the various packages
in which high-density memory modules are available and
reviews some of the application areas where specific
packages find use. Module outline drawings accompany
the text.

You can use high-density memory modules in place
of multiple monolithic ICs to minimjze space, achieve
better performance, and obtain single-device solutions.
These modules are now available in a variety of package
styles, each of which satisfies different needs in high-per-
formance systems. Table 1 summarizes the characteristics
of the different package types.

There are two general module types. The first type
uses plastic-encapsulated ICs mounted on an epoxy-
fiberglass substrate. The monolithic ICs on the modules
can be mounted in SOIC, VSOP, or SOJ packages, which
are small-outline parts with either gull-wing or J-bend
leads. The second module type offers hermetically sealed
LCC (leadless chip carrier) ICs mounted on ceramic sub-
strates.

Modules built on epoxy-fiberglass substrates offer
economic advantages over modules with ceramic sub-
strates. In general, however, ceramic substrates can ac-
commodate more components than epoxy-fiberglass sub-
strates. Further, when assembled using military-grade

Top View
[
|

components, ceramic modules can be used in military ap-
plications. For all applications, the ceramic-substrate
devices have better thermal characteristics than non-
ceramic types.

SIPs

The single in-line package, or SIP, is a vertically
mounted module with a single row of pins along one edge
for through-hole mounting. The pins are on a 100-mil
pitch. Note in Figure 1 that the footprint of this plastic
package is only 0.66 square inches.

SIPs are typically used in low-pin-count applications
and are often used where high component density is re-
quired. These modules’ vertical orientation and accom-
modation of components on both sides can increase com-
ponent density by a factor of four or more over designs
that use monolithics. In addition to meeting space con-
straints, this higher density can also improve memory sys-
tem performance by reducing path lengths from chip to
chip. )

Another chief source of appeal for the SIP module is
fast, easy access to state-of-the-art package technology.
That is, a design’s main circuit board can be implemented
in conventional, high-yield, through-hole technology,
while the system overall achieves superior component

|
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Figure 1. SIP
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Figure 2. Flat SIP

density and high performance by employing fully-tested
modules whose fine-pitch, surface-mount components are
mounted on a multilayer, tight-tolerance substrate.

Flat SIPs

Flat SIPs are virtually identical to SIPs, except that
their single rows of pins have a 90° bend (Figure 2).
Therefore, flat SIPs lie close and parallel to the board on

which they are mounted. Flat SIPs’ advantage is their low
profile; they are typically used where component height
above the main board is constrained. Flat SIPs range in
height from 0.300 to 0.38 inch.

Z1Ps

ZIP modules are similar to SIPs. However, the ZIP
module has pins on 100-mil centers along both sides of

Table 1. Module Package Characteristics

Package| Typical Typical Board Space
Type | Pin Count | Height (in.) | Mil Advantages Disadvantages (sq. in.)
Min | Max | Min | Max FR4 | Cer
SIp 24 |50 |05 |09 |N |Vertical orientation; FR4 or ceramic |Limited pin count 12 |09
FSIP 24 |50 |02 |04 [N |Verylow profile; mechanical Lower density due to 2.7 24
stability; FR4 or ceramic horizontal orientation )
zZIp 24 100 |05 |09 ([N |Vertical orientation; JEDEC standard 12 N/A
: pinouts; pinout compatible with
SIMM
SIMM |24 (100 (0.5 |09 [N |Vertical orientation; socket 12 |N/A
mounting; pinout compatible with
ZIP
VDIP |36 |[104 |05 |095 [Y |Vertical orientation 12 |09
DIP 24 160 10.17 |0.37 |Y |Low profile; excellent mechanical Horizontal 29 29
ruggedness
QUIP (48 [200 Y [Low profile; excellent mechanical’  |Horizontal 29 29
ruggedness; increased number of pins :
QFP 68 144 Y |Surface mount; low profile; excellent |Surface mount 3.1 3.1
mechanical ruggedness;.large technology required;
number of pins in small area horizontal; components
. on one side only
PGA 68 144 Y |Large number of pins in through- ‘Multilayer boards; 29 |29
hole technology; low profile; horizontal; components
excellent mechanical ruggedness on one side only
Notes: Mil entries indicate whether a hermetic, military version is available
Board space is the mother board area that the package occupies when the module carries eight to 28 components

2-2
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Figure 3. ZIP

the substrate (Figure 3). Pins on alternate sides are stag-
gered by 50 mils. The dual row of staggered pins allows a
higher connection density than the SIP, while maintaining
100-mil spacing between adjacent pins. The staggering
provides additional separation for the lead vias and sup-
ports between-lead traces. At the same time, pin count is
doubled over that of SIPs.

Many ZIP modules have a vertical dimension of
0.500 inch maximum. This low profile makes them can-
didates for VME systems, where there is a maximum al-
lowable component height.

SIMMs

Single in-line memory modules, or SIMMs, are also
similar to SIPs, except that SIMMs have no pins for
through-hole mounting (Figure 4). Instead, the module’s
bottom edge effectively acts as an edge connector, which
is part of the substrate material.

Contacts directly opposite each other are connected
together. Some SIMMs have contacts on 100 mil centers;
others have 50-mil centers.

The typical application for SIMM modules requires
socket-mounted components, either for repair or for
upgrades in the field. Some SIMM sockets hold the
SIMM at an angle, which reduces the helght of the
module on the board.

0.125 DIA.
+.001 2 PLCS

Some module devices are available in .both ZIP and
SIMM packages with the same form factor. The pin out is
such that the footprint of some SIMM sockets matches the
footprint of corresponding ZIP modules. This allows sys-
tem prototypes to use socketed SIMMs, and production
systems to use through-hole-soldered ZIPs, with no
change in the motherboard.

Some SIMMs and matching ZIPs have presence-
detect pins, whose unique combination of no-connects or
grounds can be used by external logic to identify the
module’s memory capacity. Thus, the system can deter-
mine the amount of memory present without user input.

DIPs

DIP modules have identical footprints and similar
form factors to standard IC DIPs. The modules are typi-
cally taller than the DIP packages used for monolithics.
Components are mounted on both the top and bottom of
the substrate.

Generally, these modules are used in anticipation of
monolithic devices that will someday fit the same
footprint. DIP modules allow engineers to design-in
monolithic devices that do not yet exist by employing the
modules to meet immediate production needs. Practically,
even after monolithic devices become - available, the
modules generally continue to find utility while initial

 m— ;m

-
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Figure 4. SIMM
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Figure 5. VDIP (a) and HVDIP (b)

production ramp-up of the monolithic devices keeps sup-
plies short.

VDIPs

VDIP modules typically have the largest pin out of
any modules. Similar to ZIPs, VDIPs are vertically
mounted modules with plastic-encapsulated components
and epoxy-encapsulated chips (Figure 5a).

VDIP modules have pins along both sides of the sub-
strate, with the pins on alternate sides aligned. Spacing
along each row and across the module is 100 mils. The
dual row of pins allows a higher connection density than
SIPs, while maintaining 100-mil minimum spacing be-
tween adjacent pins.

Like ZIPs, VDIPs are useful in high-pin-count
devices, where the host board is designed to normal
through-hole design rules. VDIPs help retain the density
advantages of vertical packages, while providing a low
profile.

Ceramic Modules

For harsher environments, several types of modules
are available with ceramic substrates and side-brazed
leads. These modules sometimes have sealed metal lids to
protect directly-mounted IC chips or utilize hermetically
sealed LCC-packaged ICs. Four hermetic packaging styles
are available: HVDIPs, HDIPs, PGAs, and QFPs.

HVDIPs

Hermetic vertical DIPs (HVDIPs) are vertically
mounting ceramic modules with pins along both edges for

through-hole mounting (Figure 5b). Components are her-
metically encapsulated. Used in both low- and high-pin-
count applications, they are especially attractive when
high component density is required on the main board.

As with the plastic VDIP, pins on opposite sides of
the module are aligned, and spacing in both directions is
100 mils.

HDIPs

Hermetic DIP (HDIP) modules have ceramic sub-
strates with the same pin arrangements and footprints as
standard IC DIPs (Figure 6). Hermetic components are
mounted on both sides of the substrate. Hermetic DIP
modules range in.size from 24-pin devices with 300-mil
widths to 60-pin, 600-mil devices to 900-mil special
modules.

The QUIP

The quad in-line package (QUIP, Figure 7) is similar
to the DIP except that the QUIP has a dual row of pins
along the package edge. In-row and row-to-row spacing is
100 mils, with pins. in adjacent rows aligned directly
across from one another. The QUIP is a low-profile pack-
age with excellent mechanical ruggedness and the added
advantage over DIPs of higher pin density for the same
package length.

PGAs and QFPs

Pin grid arrays (PGAs, Figure 7) and quad flat packs
(QFPs Figure 8) are ceramic-substrate packages similar to
those used for monolithic devices, except that the
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The Multichip Family
of Universal JEDEC ZIP/SIMM Modules

This application note describes three Cypress memory
modules, their special features, and how to use the
modules as universal memory building blocks. The three
modules are the CYM1821, CYM1831, and CYM1841,
which provide 512K, 2M, or 8M of static RAM.

The CYM1821, CYM1831, and CYM1841 provide
the versatility to design many different systems with the
same memory modules. The pin out and footprints allow
you to use the same module in 8-, 16-, or 32-bit systems
in ZIP or SIMM form factors using a single board layout.

History

The JEDEC Solid State Products Engineering Council
approved four series of SRAM ZIP/SIMM module pin
outs for balloting1 in December, 1987. The 64-pin
module included definitions for 4 x 16K x 8, 4 x 64K x 8,
and 4 x 256K x 8 generations.

The JEDEC definition established the industry stand-
ard for the mechanical specifications and pin outs of the
three generations of modules (Figure I). The CYM1821,
CYM1831, and CYM1841 follow the JEDEC definition.

Variable Width

The JEDEC pin-out definition includes four chip-
enable pins that each control a byte-wide block of
memory (Figure 2):

«  CS1, on pin 32, enables I/Og through I/O7

« CSy, on pin 31, enables I/Og through I/O15
«  CSs, on pin 34, enables I/O16 through /023
« (S84, on pin 33, enables I/O24 through I/031

Table 1. Memory Configurations

You can use each generation as a x32, x16, or x8
memory block by driving the chip enables as address pins
and connecting the I/O pins in parallel. This scheme al-
lows the memory configurations shown in Table 1.

Variable Depth

The three modules provide additional flexibility in
memory depth. All three are 64-pin modules with com-
patible pin outs. The CYM1821 has four no-connect pins:
29, 30, 35, and 36. Pins 29 and 30 are address pins on the
CYM1831, and pins 35 and 36 are still no-connects. On
the CYM1841, pins 35 and 36 are address pins. This al-
lows the modules to function as memory options in a
design.

The module family’s variable depth is enhanced by
the inclusion of two presence-detect pins: PDo and PD1 on
pins 2 and 3, respectively. These pins provide unique
logic conditions for a system to automatically sense the
amount of memory present, which permits the system to
adapt automatically to the module that is plugged in. The
presence-dectect pins are either tied to ground on the
module or left open, according to the information in
Table 2.

Figure 3 shows a simple circuit that decodes the
presence-detect pins and generates depth-indicator status
signals.

Layout Considerations
The three modules are available in either ZIP or
SIMM form factors. Additional versatility is included in

Table 2. Presence-Detect Pins

Word Width PD1 PDO0
x8 x16 x32 No Module OPEN OPEN

CYM1821 64Kx8 32Kx16 16x32 CYM1821 OPEN GND
CYM1831 256Kx8 128x16 64Kx32 CYM1831 GND OPEN
CYM1821 1Mx8 512Kx16 256Kx32 CYM1841 GND GND

2-7
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ZIP/SIMM Modules

the module footprint to allow ZIP or SIMM modules to fit
into the same board layout. The ZIP pins are arranged in
the same hole pattern as a SIMM socket. If the board
layout fits a SIMM socket, such as the AMP 821825-1, a
ZIP plugs right in. This capability is useful for board

4x256Kx8 4x64Kx8 4x16Kx8

prototyping and testing various memory depths in the
same socket.

Reference

JEDEC Solid State Products Engineering Council,
Committee Letter Ballot JC-42.3-88-9, 16 January 1988.
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Figure 1. 64-Pin SRAM Module Pinout
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Noise Considerations
in High-Speed Logic Systems

This application note explains why ECL is a lower-
noise logic family than TTL or CMOS logic, both inter-
nally at the circuit level and externally at the system level.
Also presented are the implications of ECL for your
design needs.

In state-of-the-art logic system design, clock frequen-
cies of 50 MHz and beyond are not uncommon and give
rise to many noise problems that were not significant in
the past. Due to the nature of TTL/CMOS logic, operating
at these faster clock rates is inherently noisier and requires
high-power output drivers with their associated ground-
bounce problems.

Fortunately, ECL solves these problems. It is built for
speed and is available in a low-power BiCMOS process
technology. Since ECL was designed for high-speed ap-
plications in 1962, a number of design iterations have im-
proved ECL devices. Consequently, it is the premier high-
speed logic family.

ECL’s Internal Advantages

Internally, ECL steers current and compares input
signals to a voltage level instead of switching transistors
on and off over a wide voltage excursion, as do other
logic families. ECL’s small voltage swings and low-cur-
rent switching in signal paths minimize crosstalk and
noise generation (Figures I and 2). ECL generates less
noise switching logic levels due to the smaller dV/dt in
the I = CdV/dt equation, where C is the coupling
capacitance between signal paths, I is crosstalk current, dt
is the rise/fall time, and dV is logic swing.

dt 3.6V

~-0.9V
=17V

ECL
TTL v |

Additionally, built-in temperature and voltage com-
pensation provides constant noise immunity in 100K
devices, so that noise margins are flat. In these devices,
temperature compensation is designed into the DC input
thresholds by voltage regulation. A correction factor
designed into the current source, along with added cir-
cuitry between the output transistors’ bases, make 100K
ECL’s output voltage levels insensitive to temperature.
These corrections rely on opposing positive or negative
temperature-tracking-coefficient circuits. In both 100K
and 10KH ECL devices, voltage compensation is done by
regulating an internal reference voltage, supplying a con-
stant current source, and making both functions inde-
pendent of supply voltage. These compensations result in
a 3x improvement over TTL noise immunity.

Additional anti-noise features include differential
pairs, which prevent large current spikes when switching
logic states, provide clean power supplies, and reduce
ground bounce. Differential paths also cancel internal
parasitic charging currents.

Finally, ECL’s more constant power dissipation — in-
dependent of operating frequency — keeps power-supply
surges to a minimum. Supply current drain is governed by
the constant-current sources that provide operating current
for the differential switches and level-shifting networks.
Thus, ECL’s current drain remains the same regardless of
the state of the switches. The high ratio of ECL noise im-
munity to internally generated noise also contributes sig-
nificantly to reliable system operation.

I=CdV/dt

Crosstalk current I is less for ECL than
TTL due to smaller dV and dt

Figure 1. Effects of Rise and Fall Time
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dt

)3ns
5.0V
(L5ns 2ns 3.6V 50V
3.6V
ECL _ . Y auo’L v dv
TTL v
CMOS

SLEW RATE = dV/dt

RISE/FALL TIME = dt
LOGIC SWING =dV
Therefore, time is saved because the logic swings
are smaller and rise/fall time faster

Figure 2. Effects of Slew Rate

ECL in the System Environment

In the ECL system environment, low-impedance
open-emitter outputs and high current capacity allow you
to use board-level transmission-line techniques that reduce
reflections and decrease roll-off of high-speed rise and fall
times. To understand these system-level advantages, con-
sider that voltage-mode circuits have a High-state output
impedance between 50 and 150Q and exhibit an output-
stepped characteristic. They first reach 50 percent of the
final value, then later reach the final value, which can be
3.5V and above.

In contrast, ECL output impedances are less than 10Q
and ensure a full-valued signal into transmission lines.
The signal only needs to be 800 mV. Outputs are also
capable of supplying 50 mA, which is required to drive
passive terminations. Because ECL gives you the built-in
ability to drive controlled-impedance PCB traces, you can
make tradeoffs among power dissipation, speed considera-
tions, and PCB trace width.

Some ECL devices have skew-free differential or
complementary outputs for common-mode noise rejection
at the receiving end of either board traces or twisted-pair
wire. As mentioned earlier, ECL’s smaller logic transi-
tions lower crosstalk between board- level signal traces, as
well as at the IC level.

.
002

Vo (min) =——

The smaller transitions also prevent the emitter-fol-
lower outputs from generating large current spikes when
switching logic states, unlike TTL totem-pole outputs.
TTL current spikes are also related to I = CdV/dt. For
ECL, C is the capacitive load. TTL ground bounce results
from the current spikes and the inductance (L) between
the board and the device’s pins and bond wires. The
bounce voltage (V) equals -Ldi/dt, which can be severe
(see the Reference) and can cause the chip’s ground to
rise. Because ECL’s. emitter followers provide superior
output current and the lower capacitance of characteristic-
impedance transmission lines, ECL solves the problem of
power-supply droop and spikes when a large number of
transistors change state.

Logic Family of Choice

The factors described here make ECL the logic fami-
ly of choice when designing systems at 50 MHz or greater
clock/data rates. As a percentage of total logic swing,
ECL provides superior noise margin in the system en-
vironment compared to both TTL and CMOS logic.

In a typical TTL/CMOS system, board-level noise
can be 800 mV or higher due to ground bounce and other
switching noise. The Reference explains this effect for
both CMOS and TTL and includes actual measurements

— Vi (min)

-

= ViLmax)

AN
quzzz

OUTPUT VOLTAGE
LEVEL UMITS -

V477444
iz

— Vo min)

— Vo, (max)

- INPUT TRANSITION
REGION LIMITS

Note: VNH and VNL are the High- and Low-level device noise margins. Because ECL system noise is much lower than TTL
system noise, the smaller ECL device noise margins are still better than the TTL margins.

Figure 3. Identifying Specification Limits on Input and Output Voltage Levels
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Noise Considerations in High-Speed Logic Systems

Table 1. System Noise Generated by Logic

Parameter TTL |CMOS | 100K | 10K
HIGH "1" (VNH) (mV) 400 400 140 | 145
LOW "0" (VNL) (mV) 400 | 400 | 145 | 175
Typ. System Noise (mV)| 800 | 800 20 20
Logic Swing 35V sV 900 mV
Percent Noise 228%| 16% 22%

Ipercent Noise = (system noise/logic swing) x 100

of ACL (CMOS) devices. In an ECL system, the noise is
closer to 20 mV. As shown in Table I and Figure 3,
ECL’s overall system or board-level noise is at a much

76.8400 ns

101.840 ns

lower percentage of total signal swing than in TTL/CMOS
systems. ECL is therefore less susceptible to logic errors
at high speeds (Figures 4 and 5).

ECL’s full temperature and voltage compensation
results in relatively constant signal levels and thresholds;
improved noise margins over chip-to-chip temperature and
voltage variations; and a tighter AC window in the system
environment. Another benefit of reduced noise generation
is the improvement in electromagnetic interference (EMI)
and radio-frequency interference (RFI) in ECL systems
versus TTL and CMOS.

Reference
"EDN’s advanced CMOS logic ground-bounce tests,"
David Shear, EDN, March 2, 1989.

126.840 ns
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Using ECL in Single +5V TTL Systems

The advent of very high speed, low-power, ECL-
compatible BiICMOS SRAMs and PLDs is causing an
evolution in high-performance systems. ECL’s inherent
speed and noise improvement is well documented, but
questions and misconceptions concerning the devices
might occur. These questions stem from the fundamental
problems of mixing CMOS logic and bipolar ECL circuits
on the same die and from interfacing ECL devices in
single +5V supply CMOS/TTL systems.

Chip-Level Considerations

At the chip level, it is possible to integrate both ECL
and CMOS logic with negligible noise coupling. This
compatibility is mainly due to the absence of noisy high-
drive output devices between the device’s CMOS sections
and the ECL I/Os.

The combined ECL/CMOS chips exhibit very low in-
terconnect capacitance between devices on-chip, and the
drive requirements are minimal. The devices generate less
noise than occurs between devices at the board level. The
noise magnitude on the chip VEE line equals approximate-
ly 20 mV worst case, in contrast to 800 mV of noise in
typical high-speed, board-level CMOS/TTL designs.

Further, the unique configuration that Cypress Semi-
conductor employs to connect the device ECL circuit
ground (Vcc) and ECL output ground (Vcca) reduces
noise coupling between the internal CMOS circuitry and
the ECL output drivers. Because the devices have a low
overall noise level and employ internal supply decoupling,
both the ECL and CMOS sections of Cypress devices run
successfully on the same power pin.

Board-Level Considerations

At the board level, using ECL-I/O-type devices in »

single +5V TTL systems is possible with off-the-shelf -

level translators. These translators are made specifically to
run standard ECL devices in a psendo-ECL logic mode,
with switching levels pulled up to the range between the
+5V supply and ground.

3-4

ECL normally uses a -5.2V supply for 10K- and
10KH-compatible devices or a -4.8V supply for 100K-
compatible devices. Pulling ECL circuits and memories up
to a single positive 5V level instead of using the normal
supply does not change any performance or absolute-value
logic levels so long as all the ECL device Vcc pins are
tied to +5V, and the device VEE pins are tied to ground.

The translators have separate supply pins and either
separate or common ground pins for the circuit’s ECL and
TTL portions. This feature isolates the noisy TTL supplies
from the ECL section, which runs at much faster speeds
and with tighter noise margins.

ECL-TTL-ECL Translation

The Brooktree Bt501 (10KH ECL compatible) and
Bt502 (100K compatible) octal transceivers and trans-

. lators -perform bidirectional ECL/TTL transfers. These

devices offer the option of supplying +5V only to the
circuit’s ECL portion (Figure 1). This arrangement makes
it possible to design the system with only one power
source and simplifies the task of adding ECL circuitry to a
TTL board.

You can isolate the ECL section from the TTL sec-
tion in much the same way you isolate analog and digital
sections on a mixed-signal board. To isolate the TTL-
generated noise from the ECL +5V supply lines, you must
maintain separate ECL and TTL power lines; you can

TTUDo- DN e

0B et

DR meamd

TILVCC TILGND BCLVEE  BCLVCC

Figure 1. Bt501/502 TTL/ECL Transceiver
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Figure 2. ECL to TTL (a), TTL/NMOS to ECL (b)

have common or separate ground planes. Employ normal
power-supply decoupling for ECL devices.

The Brooktree devices have the advantage of provid-
ing eight sets of transceivers for both translation directions
in one IC package. A disadvantage is speed. The
Bt501/502 devices have maximum propagation delays of
7 ns when translating from TTL to ECL and 11 ns in the
other direction. In some applications this might be too
slow.

For a faster set of translators that run on single 5V
supplies, try the Motorola MC10H350 and MC10H351
(Figure 2). The MC10H350 only translates in the ECL-to-
TTL direction, but it is faster than the Brooktree parts,
with a 5-ns'maximum propagation delay, and includes dif-
ferential inputs. The MC10H351 is the TTL-to-ECL con-
verter, offering a maximum delay of 2.1 ns. These devices
have separate ECL and TTL supply pins, but have com-
mon ground-pin connections.

+5Vde

Figure 3. TTL to ECL

+5Vde

TTL

Figure 4. ECL to TTL

Another method of translation is to use all discrete
components or a combination of discrete and integrated
products. The purely discrete approach speeds up the
translation but introduces the risk that noise from the
TTL-to-ECL sections might feed through the power and
ground connections. You also have to consider the lack of
temperature and/or voltage compensation, which affects
noise margins. .

For translating TTL signals to ECL, use a simple
voltage divider network, whose primary purpose is to
reduce the TTL levels to ECL-level logic transitions (Fig-
ure 3). In the other direction, a high-speed PNP transistor
increases the logic swing to accommodate TTL-logic-level
transitions (Figure 4). .

A faster approach appears in Figure 5, where a dif-
ferential pair consisting of two PNP transistors takes ad-
vantage of the ECL differential outputs. The choice of
transistors greatly influences the propagation delay
through these translators. Motorola manufactures some

+5Vde

MPS3639

Figure 5. ECL to TTL
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Using ECL in Single +5V TTL Systems

very fast RF-type PNP transistors and matched PNP pairs
that can serve well in the circuits shown.

CY10E383/101E383 Full-Duplex Translator

For the ultimate in speed and flexibility, the Cypress
CY10E383/CY101E383 is a new-generation, full-duplex,
TTL-to-ECL: and ECL-to-TTL logic-level translator
designed for high-performance systems (Figure 6). The
CY10E383/CY101E383 has many features to satisfy a
variety of applications.

In the past, leve] translators suffered from having an
insufficient number of channels or supply options. This
caused skew and noise problems that made the use of
high-speed ECL logic levels in TTL systems highly un-
desirable. The CY10E383/CY101E383 contains ten inde-
pendent TTL-to-ECL translators and ten independent
ECL-to-TTL translators for high-speed, bidirectional, full-
duplex data-transmission, mixed-logic, and bus applica-
tions. The CY10E383/CY101E383 is especially well
suited to driving ECL backplanes between TTL system
boards. )

The translator is implemented with differential ECL
I/0 to provide balanced, low-noise operation over control-
led-impedance buses between TTL and/or ECL subsys-
tems. The part features a delay of only 2 ns max from
TTL to ECL and 3 ns max from ECL to TTL, with mini-
mum skew between channels.

The CY10E383/CY101E383 comes equipped with in-
ternal 2-KQ pull-down resistors tied to VEE (ECL supply)
to decrease the number of external components. For sys-
tem testing purposes or for driving light differential loads,
the pull-down resistors are the only termination, thus
eliminating up to 20 external resistors. You can also use
standard ECL terminations with the internal pull-down
resistors and still adhere to standard 10K/10KH and 100K
logic levels. Additionally, the translator contains an ECL
VaB reference voltage output, which you can use to tie
half of the ECL inputs for single-ended operation. -

The device is designed with ample ground pins to
reduce bounce and has separate ECL and TIL
power/ground pins to reduce noise coupling between logic
families. The CY10E383/CY101E383 can operate in
single or dual supply configurations while maintaining ab-
solute 10K/10KH and 100K level swings to be used with
either TTL-type (+5V) or ECL-type (-5.2V) supplies or
both.

The translators are offered in standard 10K/10KH
(10E) and 100K (101E, 100K levels with up to -5.2V
power supply) ECL-compatible versions. The TTL I/O is
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Figure 6. CY10E383 Full-Duplex TTL/ECL/TTL
Translator

fully TTL compatible. The CY10E383/CY101E383 is
packaged in an 84-pin, surface-mountable PLCC.

Reference

Blood, William R., Jr., "Motorola MECL System
Design Handbook," (Motorola Semiconductor Products
Inc., Fourth Edition, 1988.)



BiCMOS TTL and ECL SRAMs
Improve High-Performance Systems

A new BiCMOS process based on clean-slate ap-
proaches to implementing ECL or TTL logic with bipolar,
BiCMOS, and CMOS transistors in single devices is
revolutionizing the speed/density characteristics of
SRAMs. Historically, BiCMOS technologies = were
developed as either CMOS speed enhancers or bipolar
power misers. The resulting BiCMOS processes were
patches on either CMOS or bipolar process flows, and
performance for the complementary bipolar or MOSFET
components was sub-optimal.

In contrast, Cypress’s STAR M2 is a third-genera-
tion, 0.8 BiCMOS technology in which the baseline
process is BiCMOS. In the STAR process, nonvolatile
elements such as polysilicon loads and TiW fuses are easi-
ly incorporated into the baseline process. This results in
high-density SRAMs, high-speed PLDs, and high- densny
EPROMSs/PLDs.

Figure 1 shows a simplified cross section of the
STAR M2 BiCMOS process. This 18-mask, double-poly,
double-metal technology utilizes a thin-epitaxial layer to
achieve NPN F; greater than 10 GHz and CMOS latch-up
immunity. The MOSFETs both use lightly doped drains
for high performance and reliability.

In contrast to the architectures of SRAMs made using
first-generation BiCMOS processes, STAR’s polysilicon

bipolar emitter is the same poly used for MOS gates. This
enhances NPN performance and decouples the NPN from
the poly load module used for 4T SRAM cells. By utiliz-
ing this poly load resistor, STAR allows for an 85-square-
micron memory cell. This third-generation process beats
second-generation BiCMOS  technologies in terms of
product performance, density, and manufacturability.

SRAMs are a key technology driver, and BiCMOS
fills the gap between the power-hungry pure bipolar ECL
and the very high density, medium-speed CMOS. To indi-
cate the performance of the Cypress process, Table 1 sum-
marizes gate delays as a function of logic family and
fanout.

Table 1. Gate Delays

Gate F’l;ll)x‘:n(n]:si’ 1 ps/Fanout
CMOS 110 70
BiCMOS 240 ) 12
ECL 95 30*

*ECL delay varies with the square root of fanout

Figure 1. STAR M2 BiCMOS Process, Simplified

3-7
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Figure 2. Balanced Read/Write Cycle Timing Diagrams

This performance comparison shows that you can use
the gates according to functional capabilities. ECL gates
are fastest. They use the most power, but because they can
drive 50Q loads and have low offset voltages, they are
usually used for /O or other high-drive paths. CMOS
gates’ internal propagation delays are short for small-load
logic functions, but their outputs are less suited for driving
heavy loads. However, the CMOS gates’ small size make
them attractive for memory arrays. BiCMOS gates are
used where medium loading has an effect on speed, such
as for internal logic between I/O and the memory array.

Cypress STAR combines bipolar ECL /O with’

bipolar, BIiCMOS, and CMOS internal functions. This
helps parts such as Cypress’s industry-standard
CY10E474/CY100E474 1K x 4 BiCMOS SRAMs draw
275 mA, while exhibiting world-class access times of 3.5
ns (285 MHz). The STAR process makes possible a low-
power version (190 mA) exhibiting 5-ns access times.

STAR also combines CMOS I/O with the bipolar,
BiCMOS, and CMOS internal functions for TTL com-
patibility and faster.access. For example, a BICMOS TTL
implementation of an industry-standard SRAM such as a
64K common-I/O device has an access time of 8 ns and
runs on 130 mA max., 40 mA standby. The majority of
the power is consumed driving the outputs at fast switch-
ing times. At 40 MHz, the part runs at 100 mA. (These
specifications are for Cypress’s CY7B166 TTL-com-
patible devices.)

3-8

TTL BiCMOS

In a Cypress TTL BiCMOS SRAM (for a basic
layout, see Figure 1 in "A New Generation of BiCMOS
TTL SRAMs"), CMOS provides a small cell size, which.
in turn gives high yields and lower cost than pure bipolar.
Consequently, the memory array consists of pure CMOS
for low power and high density.

For the sake of good frequency response, low offset
voltage, and hlgh gm (Iout/Vin), the sense amp that reads
the memory cell is all bipolar.

Special attention has been given to the read/write
paths to achieve an overall balanced read and write cycle.
Figure 2 shows timing diagrams of the balanced
read/write cycle for a Cypress 8-, 10-, or 12-ns TTL
BiCMOS SRAM. The access time on a read cycle (tRc) is
the same duration as the write cycle (twc), which consists
primarily of write ‘pulse width. Such a balanced cycle
reduces overall design complexity by maintaining a 50-
percent duty cycle for the system timing clocks.

Because the bit-line paths that the sense amp drives
are highly capacitive, the high-drive current and small
ECL-type voltage swings provided by bipolar NPN tran-
sistors is essential for fast access times. Further, the low-
offset feature of a bipolar differential-pair amplifier makes
it possible to resolve small memory-cell output voltages
quickly.

The write amplifier, on the other hand, is BiCMOS,
which can use supply-voltage levels to write the memory
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locations. Additionally, BICMOS’s fanout characteristics
enhances write cycle timing. Other internal logic gates
with highly capacitive nodes, such as output buffers,
decoders, and wordline and write drivers are all BICMOS.
Control functions with small fanouts are CMOS.

The high internal speeds obtained by mixing bipolar,
BiCMOS, and CMOS transistors allows the outputs to
switch more slowly to achieve a given access time. This
reduces noise and ground bounce, making the BiCMOS
SRAMs easier to use.

The I/O architecture for TTL BiCMOS appears in
Figure 3a. T/O circuitry for the TTL devices is CMOS for
compatibility with existing products. However, bipolar
transistors are employed as diodes in conjunction with the
CMOS output transistors to keep output swings within
traditional TTL levels, instead of the full 5V swing typical
of CMOS. This further reduces ground bounce.

On the input side in Figure 3a, the CMOS devices
are labeled M2 and M4. Input clamping diodes are in-
cluded to serve as ESD protection devices and to meet
MIL STD-883C Method 3015 static discharge voltages of
2001V. The inputs meet standard CMOS specifications.

TTL INPUT

m
2

' M1
@""”"% M2
| =T | =

ECL INPUT

The output bipolar transistors Q2 and Q3 drop two
Ve levels (1.6V) to reduce the High-level output swing.
One device is tied base-to-collector as a diode and the
other is the High-level drive transistor. This arrangement
limits the voltage swing to TTL-type levels, which in-
creases speed and limits noise by decreasing the total
dV/dT rate of change in the output swing. The Low-level
pull-down resistor is M18, an N-type MOSFET.

ECL BiCMOS

In ECL BiCMOS SRAMs, a larger percentage of
pure bipolar circuitry is used than in TTL BiCMOS, but
CMOS and BiCMOS are still used extensively. ECL /O
is shown in Figure 3b. The inputs consist of an NPN tran-
sistor used as an emitter follower (Q1) tied to one side of
a differential pair (Q2 and Q3). The output is an open
emitter NPN transistor that can be tied to an external pull-
down resistor to drive transmission lines.

It is not difficult to integrate both ECL and CMOS
logic on a chip with negligible noise coupling. This is
mainly due to the absence of noisy high-drive output
devices between the device’s CMOS sections and the

veeg TTL OUTPUT
=3
Q3
QOuT

— ms

ECL OUTPUT

Out

Figure 3. I/O Architectures
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Figure 5. Waveform Synthesis System

ECL V/Os. Interconnect capacitance between devices on
the chip is very low, and drive requirements are minimal.
Consequently, noise is not generated at the high levels en-
countered between discrete devices installed on a board.
The noise magnitude on the chip Vee line is approximate-
ly 20 mV worst case, rather than the 800 mV encountered
in typical high-speed, board-level CMOS/TTL designs.
With a low overall noise level and internal supply decou-
pling, both the ECL and CMOS sections of Cypress
devices run successfully on the same power pin.

Cypress employs a unique configuration to connect
the device ECL circuit ground (Vec) and ECL output
ground (Vcca). This configuration further reduces noise
coupling between the internal CMOS circuitry and the
ECL output drivers. The configuration also inhibits output
oscillation in response to slow or noisy input signals.

BiCMOS ECL and TTL SRAM Applications

Applications for ECL and TTL SRAMs include
graphics and image processing, waveform generation via
direct digital synthesis (DDS), and fast PP systems.

In video graphics, ECL. memory stores color image
information. In waveform generation and DDS, ECL
memory stores digital representations of analog
waveforms before they are fed to a digital-to-analog con-
verter (DAC).

In a typical raster-graphics video system (Figure 4),
3.5-ns CY100E422 ECL SRAMs are used as color look-
up tables (LUTS) to drive a Brooktree BT108 video DAC.
The SRAMs are interleaved to achieve the necessary
speed and to supply the 8-bit words required for 3D solids
shading. Motorola MC100E155s, which have clock-to-
output delays of 1 ns, are used as 2:1 mux latches.

In operation, read and write addresses and data are
fed to the SRAMs from the octal 2:1 multiplexer/latches,
and the color pixel data from the memories is sent to the
DAC. This path is one of three in which the DAC drives
the intensity of the display’s red, green, or blue (RGB)
electron gun drivers. This system’s 360-MHz speeds are
sufficient to drive 2K x 2K displays.

The waveform synthesis system in Figure 5 can be
controlled by either a microprocessor or a numerically
controlled oscillator (NCO). Another part of the system
writes waveform data to memory. Then the processor
commands an address sequencer, whose output controls
the memory, and the data read out is fed to the DAC,
which outputs an analog waveform. This type of fast digi-
tal waveform synthesis finds many applications in satellite
communications and video and test equipment.

The 8-, 10-, and 12-ns speeds of the TTL 16K x 4
CY7B166 SRAM have improved the throughput of such
systems. The system could also use ECL BiCMOS for in-
creased speed, but the resolution of available high-speed
ECL DAGC: is not as high as available TTL DACs.

For analog-to-digital applications, ECL and TTL
SRAMs are used with high-speed flash A/D converters.
Some of converters have ECL outputs, whose clock rates
range from 20 MHz to 1 GHz. Other converters have TTL
outputs as fast as 25 MHz. In applications such as HDTV,
phased-array radar, digital oscilloscopes, and single-event
digitizers, the SRAMs create high-speed specialty
memories such as self-timed SRAM, pipelined SRAM,
and interleaved SRAM.

Further applications for ECL and TTL SRAMs are
found in high-performance workstations, file servers, and
high-end embedded controllers. Figure 6 shows an ex-
ample based on Mips Computer’s 100K ECL version of a
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Figure 6. RISC System

commercial RISC microprocessor, which has a clock fre-
quency of 67 MHz and is rated in a general-purpose ap-
plication mix at 55 MIPS. The cache and TAG blocks are
implemented using ECL BICMOS SRAMs.

The system uses standard memories to provide two
levels of data cache. The primary caches include 64
Kbytes of storage for instructions and 16 Kbytes for data,
using the fastest 64-Kbit, 8-ns, CY100E494 SRAMs.
Cache control is part of the integer unit. With primary 8-
ns caching, the R6000 CPU can fetch both an instruction
and a data word every cycle, instead of having to wait
several cycles for main memory to keep pace. The slower
512-KByte secondary cache is made up of 20-ns devices.

A general-purpose cache-TAG implementation using
standard ECL memories (Figure 7) uses two Cypress 1K
x 4 CY100E474 ECL SRAMs (3.5 ns max access time).
Two Motorola MC100E107 quint XOR/XNOR gates (800
ps max prop delay D to F) perform the compare function.
The speed of the SRAMs and logic correspond to a 4.5 ns
address to match comparison time. Note that the outputs
of ECL PLDs or logic are wire ORed to save one addi-
tional component. )

Alternatively, one CY100E302 (16P4) ECL PLD
could be programmed to implement the 8-bit compare

function in approximately 3 ns and save board space.
Other memory sizes (e.g., 16K x 4) could be used to in-
crease depth, and word width could be optimized by cas-
cading devices.

Figure 8 shows the critical path for a TTL 80386-
based cache system with a two-phase clock. The path con-
sists of a DRAM controller implemented in a gate array,
address generation configured in PLDs, cache SRAM, and
cache TAG. Table 2 shows how the speed of cache tag
and cache RAM affects path speeds.

Table 2. Path Speeds for 80386 Cache

Bus Cycle Time (MHz)

Device 33 40 50
Gate array 17.5 - 15.0 12.0
TTL PLDs 75 7.0 5.0
Cache RAM enable 15.0 12.0 10.0
Cache TAG 20.0 15.0 13.0
Total 60.0 50.0 40.0
+ 2-phase clock 30.0 25.0 20.0
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As bus cycle times decrease because of faster uP BiCMOS SRAM. It is an 8-, 10-, and 12-ns device with
clocks, the speed of the cache TAG and cache RAM be- internal decoding to enable easy memory expansion
come very important in achieving path speeds. For today’s without sacrificing speed. Figure 9 shows how to use four
TTL pPs, BICMOS TTL SRAM implementations reduce devices to create an 8-, 10-, or 12-ns 64K X 4 memory
access times to meet cycle time requirements. An example and a 32K X 8 memory. Additional configurations are

is shown in using the Cypress CY7B160 16K X 4 TTL also easily implemented using no external decoding.
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PLCC and CLCC Packaging
for High-Speed Parts

The semiconductor industry is constantly searching
for package options that enhance the capabilities of high-
performance devices. For fast device performance with
minimal ground bounce, electrical characteristics must in-
clude low inductance and capacitance from external pin to
die bond-wire pad. A package should also furnish good
thermal characteristics for reliability over extended
temperature ranges.

Other major properties sought after are low cost, as
well as standardized outline/pin configurations for com-
patibility, ease of manufacturing, and handling throughput.
The package must also work with surface mount technol-
ogy and have a small footprint to save board space.

The package that best meets all these requirements is
the PLCC (plastic leaded chip carrier). In the past, utiliza-
tion of PLCCs was not practical for high-power, bipolar
devices. However, the advent of low-power bipolar and
BiCMOS ECL-compatible SRAMs and PLDs now
provides the opportunity for high-volume usage. As
manufacturers switch from bipolar to BiCMOS, the lower
power dissipation of high-density ECL SRAMs and com-
plex PLDs promise to give PLCC packages a bright fu-
ture. For military applications and extended temperature
environments or for devices with higher power dissipa-
tion, you can substitute the CLCC {(ceramic leaded chip
carrier). . :

The PLCC has many desirable qualities:

»  Suitable for surface mounting with J-type leads

»  Small footprint to save board space

» Low inductance and capacitance for high speed with
little ground-bounce

»  Good thermal characteristics for reliability over
temperature range

»  Ease of manufacturing and handling for production
throughput

»  Low cost compared to CERDIP, flatpack, LCC

+  Standard package outline and pin-configuration com-
patibility

The PLCC’s J-type surface-mount leads have the ad-
vantage over gull-wing leads, which are susceptible to

fatigue. J leads also enhance handling ease in test and
burn-in fixtures. The PLCC’s 1-pF capacitance compares
favorably with the 3 and 6 pF for plastic DIPs and
CERDIPs, and inductance is equally impressive: 2 nH
versus 6 and 11 nH for plastic DIP and CERDIP. Unlike
flatpacks, PLCCs are available in standard tooling. PLCCs
come in a variety of pin configurations, from 18 to over
200 pins, versus a maximum of 40 pins for plastic DIPs.

The Ceramic Leaded Chip Carrier

For high-temperature environments and high-power
devices, you can make use of the ceramic leaded chip car-
rier (CLCC, Y package), which can also be surface
mounted. The Y package has the same footprint and J
leads as the PLCC (Figure 1) and works well for the
faster PLDs and SRAMs.

If you do not know system temperature in the early
stages of a design, you can substitute the Y package for
the PLCC and vice versa, so long as the device’s die junc-
tion temperature does not exceed 150°C. The Y package is
slightly more expensive than the PLCC, but with a ther-

" mal resistance from junction to ambient (©14) of 35°C/W

at 500 LFPM, the Y package can dissipate heat more effi-
ciently. .

Reliability

Cypress’s bipolar and BiCMOS products in PLCC
and CLCC packages go through extensive burn-in and
testing at elevated temperature to guarantee package in-
tegrity. Cypress strongly recommends S00-LFPM system
forced air flow but guarantees reliability in systems with
or without the flow if the ambient air does not cause the
junction temperature (T7) to exceed 150°C.

The PLCC’s ©ja is approximately 45°C/W. The
SRAMs have power dissipation that ranges from 780 mW
max for the CY100E422L-5 up to 1097 mW max for the
CY10E474L-5. This dissipation results in junction
temperature rises from 35 to 49°C. The 16P4-type PLD
(CY100E302L-6) has a temperature rise of 39°C, and the
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16P8-type PLD (CY10E301L-6) has a temperature rise of
47°C. The CLCC package’s ©ja equals 35°C/W for
temperature rises of up to 55°C (CY10E474-3).

Finding Chip-Level Junction Temperature

The following relationship determines chip-level
junction temperature for the PLCC package:
Ty =AT + Ta
where
AT = Pp X ©1A
and
©1A = O1C + OCs + Osa

To calculate worst case junction temperature (T1) use
maximum supply VEE and Igg for power dissipation and
maximum TA for the temperature range of interest. For
the 10K/10KH CY10E301L in a PLCC, for example,
device IEg = 170 mA max and VEE = 5.46V max for Pp =
928 mW. Add 15 mW per output for a total output Pp =
120 mW. Therefore, the total Pp = 1048 mW.

For a PLCC, ©14 = 45°C/W at 500 LFPM, and ©jA =
64°C/W for still air.

- For a CLCC, ©ja = 35°C/W at 500 LFPM, and @1A

= 54°C/W for still air.

Because
Tr = total Pp X O1A + TA
and

Ta = 75°C worst-case commercial temperature range, for
the PLCC:

Ty = (1.048 W)(45°C/W) + 75°C = 122°C at 500 LFPM
Tr = (1.048 W)(64°C/W) + 75°C = 142°C in still air

This calculation is for absolute worst-case data sheet
conditions. The bumn-in temperature used by Cypress (T1)
is much higher than the device will ever see in a system.
Note that most systems will not run at worst case due to
guard-banding. For this reason, use VEENOM = 5.2V or
4.5V and IgeNoM = (IEEMAX)(85%) for nominal-condition
calculations.

Real-World Values

Obviously, most systems do not operate at the worst-
case conditions. Therefore, Figures 2 through 5 show
graphs over different operating conditions to determine
failures in time (FITs) and mean time between failure
(MTBEF) for a typical system or in a worst-case scenario.
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The graphs are based on a linear method of interpret-
ing the failures observed at burn-in and indicate the long-
term reliability of Cypress devices. You can use the
graphs to determine MTBF and FITs for any Cypress
device in any package after calculating the appropriate
AT.

The X-axis on the graphs indicates junction tempera-
ture. These values are determined by adding the AT to
ambient temperature, as described earlier. As an example,
Figures 2 and 3 note the following critical points for a
CY10E301L ECL PLD under three different operating
conditions:

* Point A'— 10K/10KH typical data sheet conditions:
25°C ambient, nominal VEg and Igg, 50Q2 loads, 500
LFPM air flow, Ti = 64°C, FITs = 7, MTBF =
18,000 yrs.

« Point B — 10K/10KH typical operating conditions:
55°C ambient, nominal Vgg and Igg, 50Q loads, 500
LFPM air flow, T1 = 94°C, FITs = 45, MTBF = 2800

s,

. g’:)int C — 10K/KH absolute worst-case conditions:
75°C ambient, 5.46 V max and 170 mA max, 50Q
loads, 500 LFPM air flow, Ty = 122°C, FITs = 225,
MTBF = 525 yrs.

The activation energy used for the MTBF and FITs
information is 0.7 eV. This is an average number for die-
surface-related defects, such as metal and oxide pinholes,
etc.,, but is very conservative for silicon defects or
mechanical interfaces to packages. The number is usually
1.0 eV. A small change here results in a significant
change in MTBF or FITs. A change to 0.8 eV equates to a
33% reduction in FITs rate or a 50% increase in MTBF.

The Packages of Choice

The PLCC and CLCC are accepted as the packages
of choice by many manufacturers of high-speed devices.
Motorola Semiconductor uses the PLCC as the only pack-
age for the company’s very high speed ECLINPS ECL
logic family, which stands for "ECL in picoseconds" and
is pronounced "eclipse.” This family has set-up times and
propagation delays in the sub-nanosecond range, with
power dissipation of over 1W. Fully compatible with
Cypress SRAMs and PLDs, the ECLINPS family includes
many 10K, 10KH, and 100K standard logic gates, build-
ing blocks, and transceivers.
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A New Generation of BICMOS
High-Speed TTL SRAMs

This application note profiles the Cypress CY7B166
family of TTL-IVO 64K SRAMs, which are ushering-in a
new era of high-performance memory devices. These are
the world’s fastest BICMOS RAMs, with address access
times as low as 8 ns.- Arranged in 16Kx4 and 8Kx8 ar-
chitectures, the devices are functionally equivalent to their
mdustry-standard T’I'L-compauble CMOS counterparts;
there is no difference in /O logic-level min/max
specifications. In addition, on-chip features provide supe-

X-PRE-DECODER
X-DECODER

rior ground-bounce characteristics and faster propagation
delays than is possible with rail-to-rail output swings.

BiCMOS Technology

BiCMOS technology employs CMOS inputs for com-
patibility with existing products and bipolar on-chip bus
interconnects and sense amplifiers to speed the internal
access timing. The resulting throughput improvement al-
lows more time for the outputs to slew load capacitance.

CMOS

BiCMOS

| GUTPUT BUFFER |

Y-INPUT BUFFER

Figure 1. 64K TTL SRAM Circuit Technology
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BiCMOS High-Speed TTL SRAMs

o |5V

TTL CMOS INPUT

veea
g2
@3
QouT
—K ma
TTL BiCMOS OUTPUT

Figure 2. CY7C166C BiCMOS Family I/0O Architecture

Further, BICMOS uses both CMOS and bipolar transistors
on the outputs to optimize drive capability.

Figure 1 shows how the parts of the memories are
partitioned by technology. On the outputs, two bipolar
transistors drop two Vpe levels (approximately 1.6 V) to
reduce the High-level output swing. One device is tied
base to collector as a diode, and the other is the High-
level drive transistor. Both transistors cause the output to
conform to standard TTL logic levels (not CMOS rail-to-
rail). This output structure appears in Figure 2. The diode
is the bipolar transistor Q3, and Q2 is the High-level drive
transistor. M18 is an output Low-level pull-down MOS-
FET (n-type). Keeping the output from swinging to the
power supply rail saves time when changing states, as
shown in Figure 3.

Figure 2 also shows the SRAM’s input structure. The
CMOS devices are M2 and M4. The input structure in-
cludes bipolar-type input clamping diodes, which act as
ESD protection devices and meet MIL-STD-883C Method
3015 static discharge voltages of 2001V. The inputs ad-
here to standard CMOS specifications. The outputs in-
clude the same diodes and are an improvement over
CMOS-type diodes. The diodes also clamp transmission-
line reflections in mis-matched board traces.

dt

Compatibility and Improvements

To reduce ground-bounce noise problems associated
with full-swing, high-speed CMOS devices—and TTL
parts to a lesser degree—the CY7B166 SRAMs include
an internal supply-bypass capacitor between the power
supply pin and the ground pin. In parallel with this
capacitor, an inductor of equal value to package lead in-
ductance cuts in half the overall inductance associated
with output-swing ground bounce. Both the capacitor and
inductor decreases the magnitude of the bounce on the
output-logic swing’s falling edge.

In conclusion, to illustrate BiCMOS compatibility
and improvements, Figure 4 shows /O waveforms for
BiCMOS and CMOS devices. These waveforms show that
no compatibility problems arise when substituting
BiCMOS-type TTL devices for CMOS parts in a new or
existing TTL-I/O system. On the contrary, upgrading from
a CMOS 64K TTL-VO SRAM to Cypress’ BiCMOS
device family increases speed and noise immunity and
decreases noise generation, for an overall system
improvement.

15V

CMOS

Y4ns

3ns

4V

dv

3.8V | 5.0V

SLEW RATE = dv/dt

RISE/FALL TIME = dt

LOGIC SWING = dv

THEREFORE TIME IS SAVED BECAUSE THE
LOGIC SWINGS ARE SMALLER

Figure 3. Speed Increase from Reduced Logic Swing
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Figure 4. CY7B166 BiCMOS Output vs 64K TTL CMOS Output
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Access Time vs Load Capacitance
for High-Speed BiCMOS TTL SRAMs

This application note provides a technique for analyz-
ing a system’s load capacitance and shows how to deter-
mine access time (Taa) degradation. You can also deter-
mine other output-related specifications such as tDOE
using this method. :

The BiCMOS process has made available a new
generation of 8-, 10-, and 12-ns TTL-I/O-compatible
SRAMs. In the past, the most significant speed barrier in
SRAMs was the propagation delay through the device.
This delay is now becoming quite small. Consequently,
the time the device takes to slew the output load
capacitance is a substantial portion of overall delay and
must be understood to determine optimum system timing.
The techniques presented here can thus help you maxi-
mize your system’s throughput.

Although many TTL and CMOS components are
specified for 30- to 50-pF drive requirements, the actual
characteristics of modem high-speed systems are quite
different. In a system environment using good transmis-
sion lines and termination techniques, the drive require-
ment depends on the characteristics and length of the
transmission lines, the number of succeeding device pack-
ages, and where devices are physically distributed along
the line. For testing purposes, however, you can ap-
proximate the effective capacitance seen at the output of
high-speed SRAMs as a lumped capacitance connected
directly to the output. This lumped value is from 10 to 30
pF in most board-level systems.

The graph in Figure 1 represents the additional ac-
cess time requirements for various lumped-output-

DELTA taa
(ns)

64K TTL BiCMOS SRAM

pF)

Figure 1. Normalized DELTA Taa vs Load Capacitance
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Access Time vs Load Capacitance for BiCMOS SRAMs

3X Allenuslion

1/0, ]—1—;\&/\6—:
20pF 50N

SCOPE

CTEST SETUP

Figure 2. Test Load to Determine Taa vs CL

capacitance values. This graph applies to the CY7B160,
CY7B161, CY7B162, CY7B164, CY7B166, CY7B185,
and CY7B186. Data is shown for the falling edge only
because this edge is effected most by load capacitance.
The graph is normalized to 20 pF and can be used for all
speed grades. For the -8 devices with no capacitive load,
for example, the Taa is 6.9; at 20 pF it is 8 ns; and at SO
pF itis 8.8 ms.

Pulse Generator

Power Divider (optional)

The setup used to get the values in Figure 1 ap-
proximates 50Q terminated transmission lines and is
shown in Figure 2. To avoid loading the output, a 100Q
resistor is put in series with the termination resistor. This
adds a 3X attenuation factor but does not alter the results.

Using the following measurement techniques and a
reasonable number of device loads, you can derive any
system’s characteristic capacitance. This allows load ad-
justment to optimize time degradation to keep address ac-
cess to a minimum. You can also use this technique to
determine other specifications that depend on output rise
and fall time, such as tDOE.

Measuring Load Capacitance

Now that the capacitance’s effect on the device speed
is known, the 20-pF approximation can be used to deter-
mine Taa. This requires a method for measuring the sys-
tem load capacitance. A simple method is to use time-
domain reflectometry (TDR), which determines
capacitance on a transmission line by measuring the pulse
reflection the capacitance causes.

The TDR test system (Figure 3) consists of a fast
pulse generator and oscilloscope with SOQ terminated in-
puts. The oscilloscope’s channel A measures the reflected
voltages, and channel B measures the setup of rise time,
logic swing, and pulse width. A single device or a critical

HP 80824 or
Equivalent
N[
Vee ‘
DEV]
GND EVICE

Cable A
Zo = 50N ()} Channel A
DIGITIZING
OSCILLOSCOPE
HP54120 OR
EQUIVALENT
Cable C
Zo = 500 () Channel B
Dynamic
Tesat
Board

Figure 3. Test Setup for TDR Capacitance Measurement

3-24



== 2 Cirress

Access Time vs Load Capacitance for BICMOS SRAMs

== SEMICONDUCTCR

Pulse Width = &0 ns

L/
/ 90%
50%

10%

tr = 2 ns S

Vih = +30V
\ 0%

Vil = 404 V

Figure 4. Setup Pulse on Channel B (nothing in the path)

path with various loads can be measured to determine
dynamic capacitive loading.

. Note that although the length of cables A and C is
not critical to the measurement, the time it takes the pulse
to traverse cable B must be much greater than the pulse’s
maximum rise time. This ensures that reflections are
measured after the pulse has stabilized and not during a
transition. Also note that the test point is any input or out-
put to a PCB transmission line or device and that outputs
must be forced to a Low state to be measured.

Figure 4 shows the setup pulse on channel B with no
device or board in the path. The setup waveform cor-
responds to the SRAM’s output characteristics. Figure 5
shows an example reflection, indicating the AV reflected
voltage measurement and position on cable B.

You can determine capacitance values from the test
data using the following equation:

where AV = Maximum reflected voltage at channel A, t =
Rise time of incident pulse, Zo = 50Q, V1 = Logic swing
of incident pulse

The equation includes the 2X attenuation factor intro-
duced by the test circuit.

Measuring Capacitance Values Exactly

The line capacitance along with the load capacitance
found using Equation 1 determine the total capacitance
and time delay added to the access time. Two ways to
determine the additional delay are to calculate the extra
time and add the result to the no-load access time or cal-
culate the load capacitance and use the graph in Figure 1.

These approximations for total capacitance are ade-
quate in most situations, but you can also measure actual
line and load capacitance using a high-frequency LCR

Cp= 4(tn(AV) Ea. I meter. Usually this equipment is unavailable and/or ex-
D= ZoV1 4 pensive due to the frequency range needed to get an ac-
curate measurement.
100% Zone
0% Zone
AV = Maximum
l 2X length Reflecled
[~ of Cable B “1 Voltage

Figure 5. DELTA V Reflected Voltage Measurement
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- Access Time vs Load Capacitance for BiICMOS SRAMs

Another approach is to determine the transmission
line’s capacitance per foot by analyzing the line’s charac-
teristics based on the type of line and board construction.
A typical 50Q microstrip line has approximately 35 pF/ft.
(3 pF/in.) based on the equation:

0o 1017 x 107(0.45e + 0.67*> a2

0= Zo PEA. 4
where Zo = 50Q and er = 3 for G-10 fiberglass-epoxy
PCBs

The distributed load and line capacitance interact for
an overall transmission-line propagation delay equivalent
to:

(0.5)
tpa= 1.017(e,)(°~5>[1 + %] 7

where Cp = Distributed capacitance
This line length and load-dependent delay can be

added to the no-load (0 pF) access time from Figure I to
derive system timing. For example, for a 3-in. microstrip
transmission line (Co = 35 pF/ft.) with a 12-ns device
driving one load (5 pF), the total delay is:
taa @20 pF— 1.1 ns = 12.ns — 1.1ns

=109ns

= No-load access time

Eq. 3
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5 (0.5)
tpa = 1.017(3)(05’[1 + 55—] nsf,

3in.
= it
= 1.88 134 X i
=047 ns
taa total = 0.47 ns + 10.9 ns
=114ns )
Another way to determine delay is from the overall
load capacitance, including line and distributed load:
Cp\©®-9
Ciout co(1 + Co) Eq.4
where Ciotal = Total line capacitance
You can use Ciotal to determine the additional access
time from the graph in Figure 1. For example, for a.3-in.
5092 microstrip transmission line (Co = 35 pF/ft.) driving
one load (Cp = 5 pF/ft.), the total capacitance is:
Com=35 9B [14 2 x 200
total = ft.( +3 5) Zin.
=9.35pF
Using the graph, the access time decreases by 0.41
ns, for an access time of 11.6 ns. If the line is 6 in. long
with two loads, the total capacitance is* 19.8 pF, for an
increased access time of 11.95 ns. Using Equation 3 gives
11.4 ns and 11.9 ns for the two examples.
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Without an External Decoder

32K x 8 RAM CONFIGURED WITH FOUR CY/B160s
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Figure 1. 32Kbitx 8
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An internal decoder with four chip-enable in-
puts helps designers retain the 8/10-ns access times
of the CY7B160 16K x 4 BiCMOS SRAM in mul-
tiple-chip memory configurations. Without this
capability, denser memory arrays require external
logic, which adds 3 or more nanoseconds to the
access time. This application note describes how to
use the 16K x 4 SRAM to create 64K x 4, 32K x
8, or 64K x 8 memories without an external
decoder.

In the x4 configuration, only one Cypress
CY7B160 is active at a time. In the x8 configura-
tions, two chips are active at once. Devices that are
deselected power-down to less than 40 mA of
standby current from a maximum operating current
of 120 mA.

Figures 1, 2, and 3 show how two additional
address lines, connected to the memories’ chip-
enable (CE) inputs, permit multiple-SRAM con-
figurations without using an external decoder. You
can use a fifth chip-enable input to power-down all
devices.

The decoder works without external logic be-
cause two of the CE inputs (/CE2 and /CE3) are
active Low, and two (CE4 and CES) are active
High. When any CE pin is pulled out of its active
state, the chip is deselected. Any CE pin can
deselect and power-down the device independently
of the other CE pins.

1991 Electronic Design. Reprinted by per-
mission.
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BiCMOS TTL SRAMs
Improve MIPS R3000 and R3000A Systems

This application note analyzes the speeds required for
the cache SRAMs used in RISC systems. The focus here
is on the R3000/R3000A RISC processor architecture
from MIPS Computer Systems Inc.

One of the goals of RISC-type machines is to execute
one instruction per CPU cycle. To achieve this goal, RISC
processors employ a compact and unified instruction set, a
deep instruction pipeline, and careful adaptation to op-
timizing compilers. However, these benefits can be
rendered useless without an efficient cache memory sys-
tem composed of fast SRAMs.

R3000/R3000A
RISC MICROPROCESSOR

ADDRESS

INSTRUCTION
CACHE
CY7B184/166

ADDRESS

MAIN NEMORY

Figure 1. R3000/R3000A System with
High-Performance Cache
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Design Overview

A block diagram showing the memory components of
an R3000A cache system appears in Figure 1. The
memory system is designed for maximum bandwidth by
utilizing separate instruction and data caches and an exter-
nal write buffer for main memory. The high-speed cache
is physically close to the processor and holds instructions
and data that are repetitively accessed by the CPU; this
reduces the number of times that slow main memory must
be utilized.

The R3000 can handle up to 256 Kbytes in 64K
entries. The processor provides cache control, which is
direct mapped. The processor also provides tag control to
verify that the correct data is read from cache. The con-
troller can refill multiple words when a cache miss occurs.

With separate data and. instruction caches on the same
bus the processor can access or write data and instructions
at the CPU’s cycle rate. The separate cache architecture
for instruction and data memory means that each are alter-
nately accessed during each CPU cycle. This makes cache
access time equal to half the cycle-time clock period.

As the processor speed increases from 25 MHz for
the R3000 to 33 and 40 MHz for the R3000A, the time
allowed for instruction and data fetches from cache
memory decreases. The clock period is 30 ns for the 33-
MHz system and 25:ns for the 40-MHz system. This
leaves 15 ns to access and/or read/write data for the 33-
MHz system and only 12.5 ns for the 40-MHz system

To- further illustrate the cache timing, a sample read
critical path in a 64-Kbyte cache system appears in Figure
2. Path 1 is the access time from the R3000 through the
373A latch and into the CY7B166 SRAMs, Path 2 is the
time it takes data to be ‘valid after an IRd signal is
received from the R3000.

The external latch between the R3000A and the
cache address inputs provides part of the pipelining used
in the R3000 system and also minimizes loading between
the addresses of cascaded memories and the R3000. This
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Figure 2. Data and Instruction Cache Critical Paths

extra device causes the memory’s access time to become
critical, however.

As shown in Figure 3, data is fetched from the data
SRAM (path 2 for data cache) while the address for the
instruction SRAM is set up (path 1 for instr. cache).
During the next half cycle, the opposite operation is per-
formed. This arrangement allows use of shared pins on the
processor, which save up to 64 1/O lines; however, bus
bandwidth requirements are doubled. You must therefore
keep signal lines short and loading as low as possible to
minimize capacitance.

For a 40-MHz system, critical path 1 in Figure 2 in-
cludes 3.9 ns for a 74PCT373A latch, which leaves only
8.6 ns for the memory, board trace, and address set-up.
’Fortunately, memory access can overlap into the read
cycle by 3 ns. Path 2 for a read cycle includes the time it
takes the R3000 to send the IRd signal to the CY7B166,
the CY7B166 OE-Low-to-data-valid time (tpoEg), and the
R3000’s data set-up time. The set-up time for the 40-MHz
R3000A is 4 ns, and the read signal takes 3 ns to
generate. This leaves only 5.5 ns for tpog and for slewing
the output load capacitance.
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Table 1 lists the time constraints for critical paths 1
and 2 for different system speeds. This data indicates that
fast SRAMs are essential to keep up with the 33- and 40-
MHz processors. Fortunately, BICMOS processes now fill
this need with 8-, 10-, and 12-ns TTL-I/O-compatible
SRAMs with reduced internal propagation delays and im-
proved driving capability.

CY7B166 16K x 4 BiCMOS SRAM

The CY7B166 SRAM is optimized using a BiCMOS
process to achieve 12-, 10-, and 8-ns access times. Bipolar
and . CMOS technology combines to speed-up critical
paths and boost output drive (see the block diagram in
Figure 1 of "A New Generation of BiCMOS TTL
SRAMs"). CMOS technology reduces memory array size
and keeps power to a minimum, while bipolar technology
speeds-up critical paths.

BiCMOS technology allows the inputs to be CMOS
for compatibility with existing products, while the on-chip
bipolar bus interconnects and sense amplifiers speed the
internal access timing to allow more time for the outputs
to switch. On the outputs, two bipolar transistors drop two
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Table 1. Delays Through Two Critical Paths

PARAMETER | 25 MHz 33 MHz 40 MHz
P
A | WAV R3000 15 ns 1ns 1ns
T | ted 373A 5.5 ng 42ns 39ns
H
tAA CY7B166 12 ng 10 ns 8ns
Al
csg_EESS 20 ns ) 15 s 12.% ng
TIME
1IRO\R300CA | 50ns | 375nms| 3125 ns
P
A |woECyzBies| 6ns | Sns 4ns
T
H tDS R3000/A 6ns 485 ns 4ns
BOARD
2 DELAYS* 30 ns 1.75ns 1.375 ns
READ
CYCLE 20 ng 1505 | 1258
TIME
[comrenn | o |
Board delays are critical as speed inCreases.
time needed by the SRAM can overlap the path cycle
time by 3 ns to make up for loss in board delays.

33MHzCLOCK | 15ns

40 MHz CLOCK 125ns

Ve levels (approximately 1.6V) to reduce the High-level
output swing. One transistor is tied base-to-collector as a
diode and the other transistor is the High-level drive tran-
sistor. Both transistors cause the output to conform to
standard TTL-type logic levels (not CMOS rail to rail).
(See Figure 2 in "A New Generation of BiCMOS TTL
SRAMSs" for a diagram of this output structure.) The diode
is the bipolar transistor Q3, and Q2 is the High-level drive
transistor. M18 is an output Low-level pull-down MOS-
FET (n type). Keeping the output from swinging to the
power supply rail saves time when changing states and
makes the ramp rate slower (as shown in Figure 3 of "A
New Generation of BICMOS TTL SRAMs").

The CY7B166’s input side includes CMOS devices
M2 and M4. Input clamping diodes are also included to
provide ESD protection and meet MIL-STD-883C Method
3015 static discharge voltages of 2001V. The inputs meet
standard CMOS specifications.

To reduce ground-bounce noise problems associated
with full-swing, high-speed CMOS devices — as well as
TTL parts to a lesser degree — the CY7B166 incorporates
an internal supply-bypass capacitor between the power
supply pin and the ground pin. The device also includes
an inductor, whose value equals that of the package lead
inductance, in parallel with the bypass capacitor to cut the
overall inductance associated with output-swing ground
bounce in half, Both the capacitor and inductor decrease
the magnitude of the bounce on the falling edge of the
output logic swing.

Substituting BiCMOS type TTL devices for CMOS
parts in a new or existing TTL-/O system creates no
compatibility problems. Upgrading from a CMOS 64K
TTL SRAM to Cypress’ BiCMOS family of devices in-
creases speed and noise immunity, while decreasing noise
generation for overall system improvement,

RISC UP CLOCK

F‘ADDRE$BUS r| | 'Djl

PATH 1

DATABUS

Il D

PATH 2

Figure 3. Cache Interleaved Instruction/Data Timing
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Memory and Support Logic
for Next-Generation ECL Systems

This application note describes the characteristics and
use of ECL-I/O technology. Available for many years, this
technology is now breaking into' mainstream applications
due to innovative process technologies. The high power
requirements and low device density that once banished
ECL to high-speed niche markets are fading with ad-
vanced technology and circuit designs. Table I shows
how performance and power utilization are evolving.

As system clocks pass 50 MHz, it becomes hard for
TTL to provide the necessary low-noise drive capability
for fast rise times, and ECL becomes essential. Happily,
new BiCMOS SRAMSs, gate arrays, and improved bipolar
PLDs combine ECL /O speed with higher density and
lower power requirements.

A bipolar ECL implementation of an industry-stand-
ard PLD such as the 16P4, for example, draws a modest
220 mA (max), while exhibiting propagation delays of 3
ns (333 MHz). These specifications are for Cypress’s
CY10E302 and CY100E302 10KH- and 100K-compatible
devices. Low-power (170 mA) versions with 4-ns
propagation delays are also available.

ECL and BiCMOS

BiCMOS combines bipolar ECL I/O with both
bipolar and CMOS internal functions. This helps parts
such as Cypress’s CY10E474/CY100E474 1K x 4 static
RAMs draw only 275 mA, while exhibiting access times
of 3.5 ns. Low-power (190 mA) versions exhibit 7-ns ac-
cess times.

This performance is based on new approaches to
combining ECL and CMOS in single devices. Historical-
ly, BiCMOS technologies were developed as either
CMOS speed enhancers or bipolar power misers. The
resulting BiCMOS processes were based either on CMOS
or bipolar process flows, and performance for the com-
plementary bipolar or MOSFET components was less than
optimal.

In contrast, Cypress’s STAR M2 process is a third-
generation, 0.8t BiCMOS technology in which the
baseline process is BiICMOS. (See Figure 1 in "BiCMOS
TTL and ECL SRAMs Improve High-Performance Sys-
tems" for a simplified cross section of the STAR M2
BiCMOS process.) The STAR process utilizes a modular
architecture. That is, polysilicon loads, TiW fuses, or
other non-volatile elements are easily incorporated into
the baseline process. This results in high-density SRAMs,
high-speed PLDs, or high-density EPROMs/PLDs, respec-
tively.

The STAR M2 process is an 18-mask, double-poly,
double-metal technology that utilizes a thin epitaxial layer
to achieve excellent production performance for NPNs (F;
greater than 10 GHz) and CMOS latch-up immunity. The
MOSEFETs use lightly doped drains for high performance
and reliability.

Unlike first-generation BiCMOS processes, which
were limited to SRAMs, STAR’s polysilicon bipolar emit-
ter is the same poly used for MOS gates. This enhances
NPN performance and decouples the NPN from the poly

Table 1. ECL Families

Parameter 10KH 100K ECLPS™ Cypress STAR™
Ext. Gate Delay (ps) 500 400 500 500
Flip-Flop (MHz) 250 400 800 800
Gate Power (mW) 25 30 8 3
Speed(X)Power (pJ) 25 12 24 0.6
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load module used for 4T SRAM cells. Use of.this poly
load resistor allows for an 85-square-micron memory’ cell
and small die size.

The advantages of the STAR M2 process over
second-generation BiCMOS technologies include higher
product performance and greater density and manufac-
turability.

Applicafions for ECL and BiCMOS ECL

" Applications for ECL PLDs and SRAMs include
graphics and image processing, waveform generation, and
direct digital synthesis (DDS). In the case of video, ECL
memory stores images. In waveform generation and DDS,
ECL memory stores digital representations of - analog
waveforms before feeding the information to a digital-to-
analog converter (DAC).

In both image and waveform applications, PLDs are
used for address generation/decoding, data manipulation,
and clocking schemes/timing control. These functions pre-
viously had to be either built discretely with ECL gates or
added onto the DAC or memory on the same die. How-
ever, high-speed video DACs (greater than 125 MHz) use
bipolar process technology, which does not lend itself to
high density due to power dissipation problems. It is
easier to implement the functions in ECL" PLDs and
BiCMOS SRAMs.

For analog-to-digital conversion, ECL PLDs work
with high-speed flash- A/D converters' (ADCS) ‘that have
ECL outputs. These converters’ clock rates range from 20
MHz up to 1 GHz. Applications include HDTV, phased-
array radar, - digital * oscilloscopes,  and single-event
digitization. Here, PLDs help create high-speed specialty
memories such as “self-timed SRAM, pipelined SRAM,

" and intetleaved SRAM. ’ -

Using the design shown in Figure 1, you can imple-
ment a’ fast digital oscilloscope to- display analog
waveforms on a PC. The flash ADC contains a string of
comparators that split the signal into a digital "ther-
mometer” code. From there the digital codes are usually
decoded into_8 bits, which are Tatched ‘on the outputs
every- clock period. The flash A/D. converter feeds
BiCMOS SRAMs, which can be interleaved for maximum’

ADC at top speeds. After the memory is full, you can load
the data at a slower rate to a PC or digital oscilloscope for
manipulation and/or measurements in software.

Instead of using the ECL PLD to implement the
SRAMs’ address sequencer, it might once have been
necessary to incorporate the sequencer as part of the
memory chip or use discrete logic. Neither approach was
satisfactory, in the one case because of power dissipation
and in the other because of the speed limitations imposed
by multiple levels of discrete logic.

Further applications for ECL PLDs and SRAMs are
found in high-performance workstations, file servers, and
high-end embedded controllers. In fact, the next genera-
tion of high-end workstations will require ECL support
logic. Figure 2 shows an example based.on Bipolar In-
tegrated Technology’s 10K-ECL version of Sun Microsys-
tems Inc.’s SPARC processor. In this 80-MHz SPARC
implementation, based on Bipolar Integrated Technology’s
ECL SPARC chip, cache-and tag memories use BICMOS
SRAMs and the cache control, memory management unit
(MMU), and cache data path (CDP) are implemented with
ECL PLDs. )

The BIT system is bipolar and consists of the main
integer unit (IU), a floating-point coprocessor interface
chip, a multiplier and accumulator floating point chip set,
and a register file chip. The IU can handle off-chip cache
of almost any size with complementary sets of 30Q cache
address drivers to split the cache into two banks. This
minimizes trace length, reduces noise, and improves cycle
time. The 4K or 64K BiCMOS ECL SRAMs implement
the cache memory and reduce system power dissipation.
The IU has.a 12.5-ns cycle time and provides a Data
Ready clock signal that allows a 15-ns cache access time.
This access time makes up for trace propagation delays.
The design can use SRAMs with access times from 3 to
12 ns, depending on the required cache size and power
requirements; these SRAMs can easily keep up with the
IU, as can the 3-ns PLDs.

Designing with ECL
Because ECL PLD propagation delays are as short as

3 ns, and output rise/fall times are in the sub-nanosecond

speed. The PLDs are programmed as address decoders

and counters to change the ECL SRAM’s address location
every clock period. Similar to the way a cache memory

works, the memory stores the digital information from the
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region, you must adhere to strict system layout guidelines.
ECL speed and noise performance are enhanced with cor-
rect transmission-line design and power-supply bypassing
techniques. The underlying objectives are to minimize the
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Figure 2. 80-MHz SPARC Implementation

capacitive loading that slows data, prevent ringing and
reflections from impedance mismatch, and minimize volt-
age drops that add system noise and reduce noise margin.
ECL-I/O circuits achieve the best possible match to
transmission lines for maximum energy transfer. The out-
put stage consists of a low-impedance, open-emitter tran-
sistor that can effectively drive different values. of trans-
mission-line Zo with the addition of a pull-down termina-
tion resistor. The pull-down resistor is also necessary for
operation of the output transistor and can serve a dual role
as the transmission-line termination. ECL input pins are
connected to a transistor’s high-impedance (DC) base,
which appears as a small capacitive load to a properly ter-
minated transmission line.
It is always a good idea to use transmission lines, but
they are essential when line propagation delay to the
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receiving end and back again is greater than or equal to
the signal’s rise time. Basic calculations for different
etched circuit board (ECB) lines appear in Figure 3, along
with an equation for propagation delay through the trans-
mission line. Table 2 lists common values for the
dielectric constant,

Stripline is used in multi-layered boards and between
ground planes; it consists of a trace buried between
ground/power planes. The stripline calculations assume
that W/(H - T) is less than 0.35 and that T/H is less than
0.25. Single and composite microstripline is used on the
top and/or bottom of single- or double-ground boards; it
consists of a trace on the surface, with the ground or
power plane buried.

Other common high-speed practices are to use equal
line lengths from device to device and rounded corners on
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Table 2. Common Values for Dielectric Constant

- Material &
Duroid 2.56
Quartz 3.78

G-10 (FG Epoxy) 4.7
Alumina 9.7
Silicon 11.7
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traces. Component lead lengths should be short, with sur-
face-mount passive and active components used as much
as possible.

Terminations

Transmission-line terminations must match the line’s
characteristic impedance to minimize reflections. The ter-
mination is usually also used as the pull-down resistor for
the open-emitter ECL outputs. These outputs allow Zo
values from 50 to 150Q. This means that ECL can accom-
modate 75Q video systems as well as 50Q communica-
tions systems. Some ECL outputs even allow 25Q trans-
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Table 3. ECL Output Transistor Power
and Terminating/Pull-Down Resistor Power -

Dissipation in
Terminating ECL Output Terminating
Resistor Value Transistor Resistor
©) (mW) (mW)
Parallel Termination
150 5.0 43
100 75 6.5
75 10 8.7
50 15 13
Thevenin Termination
82130 | 15 | 140
Series Termination
2K 25 77
1K 49 154
680 72 226
510 9.7 30.2

mission lines to drive doubly terminated 50Q bus lines in
backplane applications.

Figure 4 shows the types of terminations with cal-
culations. The different options have tradeoffs that in-
clude routing, power dissipation, loading, and ease of use.

The parallel termination (Figure 4A) is simple: The
terminating resistor at the far end of the transmission line
equals the line’s Zo. In reality, the line and R: always
exhibit some mismatch caused by the ECL device’s input
capacitance.  This termination offers the fastest perfor-
mance and lowest power dissipation, but requires an addi-
tional power supply for the termination resistor (Rt).

An advantage of paralle]l terminations over series ter-
minations (Figure 4C) is that you can use the former with
ECL loads distributed along the length of the transmission
line. This is because the parallel termination is installed at
the transmission line’s receiving end and absorbs most all
reflections.

The Thevenin equivalent (Figure 4B) of the parallel
termination (called the Thevenin termination) requires two
resistors but needs no separate supply because the ter-
mination relies on the system power bus. Although this
feature is convenient for small systems, the Thevenin ter-
mination draws 11 times more power per termination than
does the parallel termination.

The series termination is potentially the most power-
efficient. It matches Zo by means of a resistor (Re) in
series with the driving ECL gate’s output impedance,
which is 10Q in STAR devices). Instead of totally
preventing any reflections at the far end of the line, the
series termination allows pulses to be reflected by the
high impedance there, absorbing them when they are
reflected back to the near end.
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The series termination’s efficiency depends on the
value of RE. The power dissipated by a small Rg can ex-
ceed the power dissipated in the parallel termination. A
large RE can slow negative-going transitions because the
input capacitance of the following gates (typically 4 pF)
are being charged through the resistor. A large RE can
also reduce noise margins.

Note that, in this case, RE does not have to equal the
transmission-line impedance. Table 3 shows a tabulation
of ECL output transistor power and Rg power dissipation.

Because the series termination is installed at the near
end of the transmission line, only lumped loads can be
used. Distributed loads cause problems because the full
value of the pulses are seen only at the far end of the line
and not along the length of the trace, as with the parallel
and Thevenin terminations.

Typically, you can have up to 10 lumped loads at the
end of the line. Thus, you must choose Rg to supply
enough current to drive the loads. However, you must also
consider the voltage drop in the series terminating resistor.
One way to minimize dissipation is to make the series ter-
mination drive two or more lines with lumped loads in
parallel (as in Figure 4c).

Measurements

After prototyping transmission lines and terminations,
you can make waveform measurements on a sample board
to uncover any mismatches. Simple time domain reflec-
tometry (TDR, Figure 5) can show the position of discon-
tinuities or mis-matches along the line and the type of
reactance or termination needed to correct them. Discon-
tinuities, such as gate input capacitances distributed along
the line, appear as small glitches on the output waveform.
The reflection’s amplitude is proportional to the
capacitance. You can therefore calibrate the test setup
using a series of standard capacitances. Also, test equip-
ment with TDR capability, which simplifies measure-
ments, is available from HP.

Interfacing and Prototyping

With the increased use of ECL in new and next-
generation systems, many connector and cable companies,
such as W. L. Gore & Associates, are offering controlled-
impedance coax ribbon cable and wrappable coax cable
for prototypes and final design.

Although most ECL system prototyping is done on
PC boards, alternatives exist. ECL and mixed-TTL/ECL
wire-wrapping boards with extensive ground planes are
available from MUPAC Corporation. You can use wrap-
pable coax on these boards between signal pins, with ad-
ditional connections to adjacent ground pins.

Programming ECL PLDs

Cypress’s current ECL PLDs are bipolar devices with
proven TiW fuses. This means that, unlike the company’s
erasable CMOS PLDs, the ECL PLDs are one-time fuse-
programmable. You can program the devices using Data
I/0, Stag, and Logical Devices PLD programmers; you
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can also use Cypress’s QuickPro II. Development
software, including simulation models, is available from
Data I/O (ABEL) and Logical Devices (CUPL).
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RAM I/O Characteristics

This application note describes the function and I/O
standards of Cypress high-speed static RAMs. Manufac-
tured using a speed-optimized CMOS technology, these
RAMs meet and exceed the performance of competitive
bipolar devices, while consuming significantly less power
and providing superior reliability. While providing identi-
cal function, the RAMs exhibit slightly different input and
output characteristics, which permit you to improve over-
all system performance.

Product Description

The five parts represented in Figure 1 constitute three
basic devices of 64, 1024, and 4096 bits. The CY7C189
and CY7C190 feature inverting and non-inverting outputs,
respectively, in a 16 x 4-bit organization. Four address
lines address the 16 words, which are accessed via
separate input and output lines. Both of these 64-bit
devices have separate active-Low select and write-enable
signals.

The 256 x 4 CY7C122 is packaged in a 22-pin DIP,
and features separate input and output lines, both active-
Low and active-High select lines, eight address lines, an
active-Low output enable, and an active-Low write
enable.

Both the CY7C148 and CY7C149 are organized as
1024 x 4 bits and feature common pins for data input and
output. Both parts have 10 address lines, a single active-
Low chip select, and an active-Low write enable. The
CY7C148 features automatic power-down whenever the
device is not selected, while the CY7C149 has a high-
speed, 15-ns chip select for applications that do not re-
quire power control.

This family of high-speed static RAMs is available
with access times of 15 to 45 ns with power in the 300- to
500-mW range. These RAMs are designed from a com-
mon core approach and share the same memory cell, input
structures, and many other characteristics. The outputs are
similar, with the exception of output drive and the com-
mon I/O optimization for the CY7C148 and CY7C149.

For more detailed information on these products, refer to
the Cypress Data Book.

Generic I/0O Characteristics

Input and output characteristics fall generally into
two categories: when the area of operation falls within the
normal limits of Vcc and Vss plus or minus approximate-
ly 600 mV, and abnormal circumstances, when these
limits are exceeded. Under normal operating conditions,
inputs switch between logic Zero and logic One. This ap-
plication note considers operation in a positive-True en-
vironment, and therefore a One is more positive than a
Zero.

The RAMs provide TTL-compatible I/O. Therefore a
One is 2.0V, while a Zero is 0.8V. To be considered a
One, the input of a device must be driven greater than
2.0V, but not exceeding Vcc + 0.6V. To be considered a
Zero, the input must be driven to less than 0.8V, but not
less than Vss - 0.6V.

Output characteristics represent a signal that drives
the input of the next device in the system. Because the
RAM levels are TTL compatible, you can assume that the
VL and ViH values of 0.8V and 1.0V referenced above
are valid. )

In consideration of noise margin, however, driving
the input of the next stage to the required ViL or VIH is
not sufficient. Noise margins of 200 to 400 mV are con-
sidered more than adequate. Thus, an adequate VoH is
24V and VoL is 0.4V, providing a noise margin of 400
mV.

Because the driven node consists of both a resistive
and a capacitive component, output characteristics are
specified such that the output driver is capable of sinking
IoL at the specified VoL, and capable of sourcing IoH at
VoH. Because the values of IoL and IoH differ depending
on the device, these values are shown in Table 1.

Outputs have one other characteristic to be aware of:
output short-circuit current (Ios). This is the maximum
current that the output can source when driving a One into
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Figure 1. RAM Block Diagrams

Vss. You need to be aware of Ios for two reasons. First,
the output should be capable of supplying this current for
some reasonable period of time without damage. Second,
this is the current that charges the capacitive load when
switching the output from a Zero to a One and will con-
trol the output rise time.

Because memories such as these are often tied
together, you also need to consider the output charac-
teristics when the devices are deselected. All of the RAMs
in the family feature three-state outputs; when deselected
the outputs are in a high-impedance condition that does
not source or sink any current. In this condition, as long
as the input is driven in its normal operating mode, a
three-state output appears as an open, with less than 10
A of leakage. Thus, to any other device driving this
node, the output does not exist.
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Technology Dependencies and Benefits

Some of the products described in this application
note were originally produced in a bipolar technology.

~ They have since been re-engineered in NMOS technology,

and Cypress has now produced them in a speed-optimized
CMOS technology.

Both technology dependencies and benefits associated
with each technology relate to the design of input and out-
‘put structures. When you use these products, you should
know about these characteristics and how they can benefit
or impede a design effort.

One of the most obvious factors is that both NMOS
and CMOS device inputs are high impedance, with less
than 10 pA of input leakage. Bipolar devices, however,
require that the driver of an input sink current when driv-
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Table 1. DC Parameters

. CY7C122 | CY7C148/9 |CY7C189/90
Parameters Description Test Conditions . " Units
_ Min. | Max. | Min. | Max. | Min. | Max.
VoH Output High Voltage Vce = Min,, IoH = -5.2 mA 24 24 24 A%
VoL Output Low Voltage Vcce = Min, IoL = 8.0 mA 04 04 04 | V
ViH Input High Voltage 21 |Vec| 20 | Vcc| 20 {Vec | V
VIL Input Low Voltage 30| 08 |30 08 |-30( 08 | V
I Input Low Current Vcc = Max., VIN = Vss 10 10 10 | pA
Jhize Input High Current Vce = Max., VIN = Vee 10 10 10 | pA
IoFF Out([;ilitgguzr;’ent VoL < Vour < VoH, TA=Max. | -10 | +10 | -10 [ +10 | -10 | +10 | pA
Tos Output Short-Circuit | Ycc = Max,, 0°C < Ta < 70°C -70 -90 -275 | mA
Current Vour = Vss, -55°C < Ta < 125°C -80 90 -350 | mA

ing to VIL, but appear as high impedance at Vi levels.
This is because the input of a bipolar device is the emitter
of a bipolar NPN-type device with its base biased posi-
tive. The bias (1.5V) establishes the point at which the
input changes from requiring current to be sourced to
presenting a high impedance. This switching level is the
reason that AC measurements are done at the 1.5V level.

Although NMOS and CMOS device inputs do not
change from low to high impedance, great care is taken to
balance their switching threshold at 1.5V. This allows you
to consider only capacitive loading for MOS device
fanout, while bipolar has both a capacitive and DC com-
ponent.

The other input characteristic that differs between
bipolar and MOS is the clamp diode structure, which ex-
ists in both MOS and bipolar. However, in MOS devices
that use bias generator techniques (all high-speed MOS
devices), the diode does not become forward biased until
the input goes more negative than the substrate bias gen-
erator plus one diode drop. Because the bias generator is
usually at about -3V, this factor removes the clamping ef-
fect.

CMOS/NMOS/Bipolar Input Characteristics

Although NMOS, CMOS, and bipolar technologies
differ widely, the IO characteristics are the TTL deriva-
tives that have been covered above and are documented in
Table 1. With the exception of the differences in input
impedance between MOS and bipolar devices, all three
technologies are used to produce TTL-compatible
products.

Another group of devices provide a true CMOS inter-
face, where signals swing from Vss + 1.5V, In addition,
loads are primarily capacitive: Only devices produced in a
CMOS technology are capable of behaving in this man-
ner. CMOS devices can, however, handle both TTL and
CMOS inputs.

Devices such as the ones described in this application
note have input characteristics such as those depicted in
Figure 2. While operated in the TTL range, these devices
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perform normally. Operated in full CMOS mode, the
devices save power because the current consumed in the
input converter decreases as the input voltage rises above
3.0V or falls below 1.5V. Because the input signal is in
the 1.5V-to-3.0V range only when transitioning between
logic states, the power savings in a large array with true
CMOS inputs can be significant. With input signals on
over half of the pins of a device, significant savings in a
large system can be realized by using CMOS input volt-
age swings even in TTL systems.

Although this application note does not directly deal
with the AC characteristics of high-speed RAMs, the
input and output characteristics of these devices have a
great deal to do with the actual AC specifications. Con-
ventionally, all AC measurements associated with high-
speed devices are done at 1.5V and assume a maximum
rise and fall time. This eliminates the variations associated
with the various usage configurations (as a figure of merit
when testing the device), but does not mean that you can
ignore these influences when designing a system.

Maximum rise and fall time is usually included on
every data sheet. For the products referred to in this ap-
plication note, a 10-ns maximum rise and fall time is
specified for all devices with access times equal to or
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greater than 25 ns. All devices with access times less than
25 ns have a 5-ns maximum rise and fall time.

The AC load and its Thevenin equivalent in Figure 3
represent the resistive and capacitive load components that
the devices are specified to drive. With either of these
loads, the device must source or sink its rated output cur-
rent or its specified output voltage. The capacitance stres-
ses the ability of the device output to source or sink suffi-
cient current to slew the outputs at a high enough rate to
meet the AC specifications.

The high-impedance load is a convenience to testing
when trying to determine how rapidly the output enters a
high-impedance mode. The resistive divider charges the
capacitance until equilibrium is reached. Allowing for
noise margin, testing for a 500 mV change is normal. By
using a smaller capacitance than normal, you can make
the change occur more quickly, allowing a more accurate
determination of entry into the high-impedance state.

Switching-Threshold Variations

Along with input rise and fall times, switching-
threshold variations can affect the performance of any
device. Input rise and fall times are under your control
and are primarily affected by capacitive loading or the
driver and bus termination techniques. Switching
threshold is affected by process variations, changes in
Vcce, and temperature. Compensation of these variables is
the responsibility of the manufacturer, both at the design
stage and during the manufacture of the device. Combined
threshold shifts over full military temperature ranges and
process variations average less than 100 mV. This trans-
lates directly to ViL and ViH variations that track well
within the noise margins of normal system design, par-

ticularly because the VoL and Vor changes track to the
same 100 mV.

Electrostatic Discharge

Because of extremely high input impedance and rela-
tively low breakdown voltage (approximately 30V), MOS
devices have always suffered from destruction caused by
ESD (electrostatic discharge). This problem has had two
effects. First, major efforts to design input protection cir-
cuits without impeding performance have resulted in MOS
devices that are now superior to bipolar devices. Second,
care in handling semiconductors is now common practice.

Interestingly enough, bipolar products that once did
not differ from ESD have now become sensitive to the
phenomenon, primarily because new processing technol-
ogy involving shallow junctions is in itself sensitive. MOS
devices are in many cases now superior to bipolar
products. A sampling of competitive bipolar and NMOS
64-bit, 1-Kbit, and 4-Kbit products reveals breakdown
voltages as low as £150V and greater than 2001V,

The circuit in Figure 4 protects Cypress products
against ESD. The circuit consists of two thick-oxide field
effect transistors wrapped around an input resistor and a
thin-oxide device with a relatively low breakdown voltage
(approximately 12V). Large input voltages cause the field
transistors to turn on, discharging the ESD current harm-
lessly to ground. The thin oxide transistor breaks down
when the voltage across it exceeds 12V; this transistor is
protected from destruction by the current limiting of Rp.

The combination of these two structures provides
ESD protection greater than 2250V, the limit of available
testing equipment. Repeated applications of this stress do
not cause a degradation that could lead to eventual device
failure, as observed in functionally equivalent devices.

TTLTO

[ A CMOS
" W l CONVERTER
. »
: | * THIN OXIDE
| 1 TRANSISTOR
<
Rsus 3 Rsus
*Thick Oxide Field Transistor L.
**Substrate Diode = Vsus = =

Figure 4. Input Protection Circuit
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Figure 5. CMOS Cross Section and Parasitic Circuits

'CMOS Latch-Up

The parasitic bipolar transistors shown in Figure 5
result in a built-in silicon-controlled rectifier (Figure 6).
Under normal circumstances the substrate resistor RSuB is
connected to ground. Therefore, whenever the signal on
the pin goes below ground by one diode drop, current
flows from ground through -Rsus, forward biasing the
lower transistor in the effective SCR. If this current is suf-
ficient to turn on the transistor, the upper PNP transistor is
forward biased, which turns on the SCR and normally
destroys the device. :

Two possible solutions are to decrease the substrate
resistance or add a substrate bias generator (Figure 7).
The bias generator technique has several additional
benefits, such as threshold voltage control, which in-
creases device performance. The bias generator is thus
employed in all Cypress products. Also used are guard
rings, which effectively isolate input and output structures
from the core of the device and thus decrease the substrate
resistance by short-circuiting the current paths. )

Vee

[ OUTPUT I
PIN —

Figure 6. Parasitic SCR and Bias Generator

4-5

Latch-up can be induced at either the inputs or out-
puts. In true CMOS output structures such as the ones pre-
viously discussed, the output driver has a PMOS pull-up
resistor that creates additional vertical bipolar PNP tran-
sistors, which compound the latch-up problem. Additional
isolation using the guard ring technique can solve this
problem at the expense of additional silicon area. Because
all the devices of concern here require TTL outputs, the
problem is totally eliminated through the use of an NMOS
pull-up resistor.

Inducing Latch-Up for Testing Purposes

Exercise care in testing for latch-up because it is typi-
cally a destructive phenomenon. The normal method is to
power the device under test with a current-limited supply,
so that when latch-up is induced, insufficient current ex-
ists to destroy the device. Once this setup exists, driving
the inputs or outputs with a current and measuring the
point at which the power supply collapses allows non-
destructive measurement of latch-up characteristics.

In actual testing, with the device under power, in-
dividual inputs and outputs are driven positive and nega-

10
1.0
. =
el
0.1
2 /
« 0.01
g l
=
0.001 t
0.0001
0.00001! - - T 5 0

Vgg -V

Figure 7. Bias Generator Characteristics
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Figure 8. Input V/I Characteristics

tive with a voltage. The current is measured at which the
device latches up. This provides the DC latch-up data for
each pin on the device as a function of trigger current.

Measuring. the latch-up characteristics of devices
should encompass ranges of reasonable positive and nega-
tive currents for trigger sources. Depending on the device,
latch-up can occur at sink or source currents as low as a
few milliamperes to as high as several hundred mil-
liamperes. Devices that latch at trigger currents of less
than 20 to 30 mA are in danger of encountering system
conditions that cause latch-up failure.

Competitive Devices

Although few devices compete directly with the
Cypress devices: covered in this application note, the
latch-up characteristics of the closest functionally similar
devices were measured. The results show devices that
latch-up at trigger currents as low as 10 mA all the way to
devices that can sustain greater than 100 mA without
latch-up. The Cypress devices covered in this application
note can sustain greater than 200 mA without incurring
latch-up, which is far more than it is possible to encounter
in any reasonable system environment.

Eliminating Latch-Up in Cypress RAMs

The latch-up characteristic inherently exists in any
CMOS ' device. ‘Thus, rather than change the laws of
physics;, semiconductor manufacturers design to minimize
latch-up effects over the operating environment that the
device must endure. The environmental variables include
temperature, power supply, and signal levels, as well as
process; variations.

Several techniques are employed to eliminate the
latch-up phenomenon. One approach is to move the trig-
ger threshold outside the operating range so that the volt-
age level never approaches this threshold. This can be
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Figure 9. Output V/I Characteristics

done using low-impedance, epitaxial substrates and/or a
substrate bias generator.

The use of a low-impedance substrate increases the
undershoot voltage required to generate the trigger current
that causes latch-up. A substrate bias generator has two
effects that help to eliminate latch-up. First, by biasing the
substrate at a negative (-3.0V) voltage, the parasitic
devices cannot be forward biased unless the undershoot
exceeds -3.0V by at least one diode drop. Second, if un-
dershoot is this severe, the impedance of the bias gener-
ator itself is sufficient to deter enough trigger current from
being generated. ‘

The bias generator has one additional noticeable char-
acteristic: It effectively removes the input clamp diode.
This is due to the anode of the diode connecting to the
substrate that is at -3.0V. Therefore, even though the
diode exists, as shown in Figure 4, DC signals of -3.0V
do not forward-bias the diode and exhibit the clamp con-
dition. The benefits of the bias generator are apparent in
higher noise tolerance, as substrate currents due to input
undershoot do not occur.

Figures 8 and 9 represent the voltage and current
characteristics of the devices discussed in this application
note. Figure 8 is characteristic of an input pin, and Figure
9 an output pin in a high-impedance state. In Figure 8, the
input covers +12V to -6V — well outside the +7V to -3V
specification.

Figure 4 helps explain these characteristics. When the
input voltage goes negative, the thin-oxide transistor acts
as' a forward-biased diode, and the slope of the the curve
is set by the value of Rp. As the input voltage goes posi-
tive, only leakage current flows. The output characteristics
in Figure 9 show the same phenomenon, except that, be-
cause this is not an input, no protection circuit exists and
therefore no Rp exists. An equivalent thin-film device acts
as a clamp diode that limits the output voltage to ap-
proximately -1V at -5 mA.
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Understanding Dual-Port RAMs

This application note examines the evolution of
multi-port memories and explains the operation and
benefits of Cypress’s dual-port RAMs. :

A dual-port RAM is a random-access memory that
can be accessed simultaneously by two independent en-
tities. In digital ICs, this implies a dual-port memory
cell that can be accessed at the same time using two
independent sets of address, data, and control lines.

A Brief History of Multi-Port Memories

The first multi-port memories were probably used
in the CPU of the first computers. Many two-operand
instructions are efficiently implemented using dual-port
registers for the operands and the result.

For example, consider Equation 1, which describes
a typical two-operand operation in the ALU (arithmetic
logic unit) of a CPU:

(C)=(A)[OPERATOR ] (B) Eq.1

A and B could be either the operands (i.e., the
data) or the addresses of the operands, in which case
the data could be either in memory or in registers. In
any case, Equation 1 describes two pieces of data, A
and B, being operated upon by the OPERATOR and
the results designated as C. C could also be the data, a
register, or a memory location. OPERATOR could be
arithmetic or logical.

The Combinatorial ALU

The 74181 was the first integrated circuit ALU. In
this IC, the 4-bit operands, A and B, are operated upon

3 (ADDRESS)
16 NORD X 4-BIT
A (ADDRESS| NASTER FLIP PLOPS o INSTRUCTION
vE
o +3 s § e
__.’! 4ot HE v '_
LATEM LATEN
3 (4
4-31T ALY 1e
a——
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Figure 1. **901 Dual-Port Memory (Simplified)

according to a 4-bit command; the result, C, is output.
The chip also provides a carry-in input, a carry-out out-
put, and A = B outputs. A mode-control pin selects
either logical or arithmetic operations. The 74181 is
combinatorial; no storage is provided.

Early computers used the contents of a memory
location as one operand and an accumulator in the
CPU as the second operand. The results were usually
stored in the accumulator.

Bringing the Registers On Chip

The 67901 was the first 4-bit slice that brought 16
4-bit registers onto the chip. The MMI 67901 was
second-sourced by AMD and became the 2901. At one
point, five vendors offered this industry-standard
bipolar ALU. The Cypress CMOS CY7C901 is the
highest-performance, TTL-compatible, 4-bit slice that is
form, fit, and functionally equivalent to the original 901.

The 16-word deep, 4-bit wide register array is func-
tionally equivalent to a 16 x 4 dual-port memory. Four
A address lines and four B address lines select the con-
tents of two of the 16 registers, whose outputs are ap-
plied to transparent latches. The latch outputs are then
applied to 3:1 multiplexers, whose outputs drive the
ALU inputs. The ALU outputs can be sent off chip,
entered into a temporary register (Q), or written back
into the register file, thus replacing one of the operands.
This architecture is shown in the CY7C901 block
diagram in the Cypress data book.

CY7C901 Dual-Port Memory Operation

A simplified CY7C901 block diagram appears in
Figurel. The device’s A and B addresses select the con-
tents of two registers, whose outputs are applied to two
4-bit latches. When the clock (CP) is High, the latch
outputs- follow their data inputs (i.e., are transparent).
When the clock is Low, the ALU outputs are written
(WE) into the register array at the location specified by
the A or B addresses, depending upon the instruction
being executed. A Low on the clock causes the data in
the latches not to change, so that the ALU outputs are



Understanding Dual-Port RAMs

stable when they are wntten ‘back into the reglster ‘

array.

Note that the CY7C901 does not perform the
three-port function described by Equation 1. In the
CY7C901, the C operand equals either the A or B
operand, depending upon the instruction being ex-
ecuted. In fact, the A and B addresses can be the same.
An old programming trick is to Exclusive-OR the con-
tents of a register with itself, which clears the register.

Additionally, the CY7C901"s dual-port memory
does not use a dual-port memory cell. This type of cell
is not required because the CY7C901 does not need the
ability to simultaneously write independently to two
separate memory locations.

Dual-Port Memory Using Single-Port RAM

Before the dual-port memory cell existed, designers
created dual-port RAMs from single-port RAMs by ad-
ding a multiplexer between the RAM and the two en-
tities that shared the RAM. Figure2 illustrates a block
diagram of such an arrangement. Two processors, MP1
and MP2, share the RAM. If each processor has access
to the RAM half the time, the resource is shared equal-
ly and is said to be allocated accordmg to a fairness
doctrine.

This time division multiplexing assures that there is
no contention for the RAM. However, performance suf-
fers if the RAM’s -access time does not equal 1/2 or less
of the processors’ clock period,  assuming - that the
processors are clocked from the same source,

For example, consider two processors clocked from
the same 25-MHz source, for a period of 40 ns. Because
the processors are closely coupled, only one operating
system is in memory. In this case, the maximum access
time of the dual port has to be 20 ns or less. The
highest-speed dual-port RAM available has a 25-ns ac-
cess time. Therefore, each processor suffers a worst-
case 20% performance degradation.

Dual-Port RAM Applications

The first’ applications for dual-port memories were
for CPU register files. Dual-port RAMs can also serve
as data or instruction cache memories. However, the
largest usage of dual-port RAMs is in communications,
which includes the exchange of -data between proces-
sors, processes, and systems.

" Virtual Dual-Port RAM

Communication between systems does not require
physical - dual-port RAMs. Instead, a conventional RAM
memory is partitioned into virtual data-storage areas
(buffers), -usually to store at least two -data packets.
These buffers are shared between:the communications
controller and the intelligent element that assembles the
packets- and stores them (usually .a microprocessor).
The communications - controller "can also be a
microprocessor. It reads the data from memory, con-
verts the data from parallel to serial form, encodes the
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Figure 2. Dual-Port Memory Using Single-Port Ram

data, converts the data to analog form, and sends the
data out over the communications channel on the trans-

‘mit side. If the system contains only one processor, the

data buffers are not shared, and the system needs
neither a virtual nor a physical dual-port RAM.

Control information associated with each data buff-
er tells the communications controller the number of
words in the buffer and the starting address of the data
in the buffer. The control information resides in one or
more memory locations whose addresses have been pre-
viously agreed upon by the two processors.

This simple software-based buffer example requires
a second level of control —a mechanism or procedure
that prevents the two microprocessors from getting in
each other’s way. In other words, the system needs a
procedure control mechanism.

Another way of analyzing this requirement intro-
duces the concept of data ownership. Say, for example,
that processor A assembles and stores messages and
thus owns the data while performing these tasks.
Likewise, the communications processor B owns the
data while performing its tasks. The procedure control
mechanism amounts to a technique for transferrmg data
ownership between processor A and B.

In large systems, where many processors perform
many different operations, the processing of the infor-
mation is called a job or a procedure. The procedure is
divided into many tasks, which can be performed by dif-
ferent processors. The tasks can either be scheduled
and assigned by a processor dedicated to that task or be
performed by any available processor. These alterna-
tives are referred to as autocratic and egalitarian sys-
tems, respectively. The term egalitarian implies that the
processors are treated equally. In either case, the
processors must have access to a shared memory loca-
tion used for message passing.

Synchronizing  sequential  processes . is  the
comerstone of concurrent programming, which applies
to multi-tasking, single-processor systems; distributed-
processor networks; and tightly-coupled multiprocessor
systems. )

Message Passing

In the two-processor system under consideration,
synchronization can be achieved by using a lockword or
lockvariable. The lockvariable can apply either to data
(as in this example) or to executable instructions.

The. lockvariable is a location in shared memory
that is operated upon using two synchronization primi-
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tives: LOCK (v) and UNLOCK (v), where (v) is the
location operated upon. These are simple binary switch
operations. If a processor wishes to lock or own a criti-
cal section of code or data, the processor indivisibly sets
the lockvariable if testing shows the lockvariable to be
zero. If the lockvariable is not zero, then the operation
is repeated until the lockvariable is zero. To unlock the
critical section, a processor sets the lockvariable to zero
and continues.

Most modern - processors  have indivisible
read/modify/write instructions, also called test and set
(TAS) instructions. In Reference 1, however, E. W,
Dijkstra shows that lockvariables can be implemented
without using a read/modify/write instruction. And in
Reference 2, he develops the semaphore, a technique for
managing a queue of tasks waiting for a resource. Lock-
variables surround or bracket semaphores and thus pro-
vide entry and exit control on a mutual exclusion basis.

Typical TAS Instruction

The current example assumes that the processors
have a TAS instruction. A typical TAS instruction
operates as follows: Read, test, and set to X. The ad-
dressed memory location is read, and if its contents are
zero, the value X is written into that location. If the
contents are not zero, the contents are returned to the
processor, and the value in the memory location is not
disturbed.

The usual convention is that a value of zero in the
lockvariable means that the resource associated with it
is available. A non-zero value means that another
processor temporarily owns the resource and that the
resource is not available. After performing the task as-
sociated with the lockvariable, the processor sets the
lockvariable’s value to zero. The system is initialized
with all lockvariables set to zero.

In the current example, processor A performs a
TAS operation on the lockvariable and, finding the
lockvariable zero, sets the lockvariable to a one. This
tells processor B that the message is in the process of
being assembled in the memory buffer area and is not
ready to be transmitted. Processor A then assembles the
message. After the message is assembled, processor A
clears the lockvariable, sends a message to processor B
saying that the message is ready to be transmitted, and
gives the data’s location and the number of bytes to be
sent. Processor B reads the message from processor A
and performs a TAS operation on the lockvariable;
finding the lockvariable zero, processor B sets it to a
two. This tells processor A that the message is in the
process of being transmitted. Processor B then trans-
mits the message and clears- the lockvariable. Processor
B sends processor A a message that the transmission
task has been completed. After receiving the message
from processor B, processor A performs a TAS opera-
tion on the lockvariable; finding the lockvariable zero,
processor A concludes that the message has been suc-
cessfully transmitted.

Note that this procedure does not require the use
of a dual-port RAM. The procedure does require each
processor to perform a TAS instruction, clear the lock-
variable, and send a message to the other processor.
Sending a message implies writing to a location in
shared memory. To know that a message is waiting, the
processor receiving the message must either read the
memory location periodically (referred to as polling a
mailbox) or the act of writing to the mailbox must
generate an interrupt to the receiving processor. The in-
terrupt-driven altemnative is usually preferred because
the receiving processor does not have to waste time in a
polling sequence.

Dual-Port RAM Cell History

The first dual-port RAM ICs to use a dual-port
RAM cell were the Synertek SY2130 and SY2131, intro-
duced in 1983. These products are organized as 1024
words of 8 bits and use n-channel, double-polysilicon
technology to achieve 100-ns access times. The SY2130
has an automatic power down feature controlled by the
chip enables, and the SY2131 does not. The smaller
(512 X 8) SY2132 and SY2133 were similar but unsuc-
cessful.

The original dual-port RAMs include two mail-
boxes for message passing. When written to from one
port, a mailbox generates an interrupt to the opposite
port. Additionally, on-chip arbitration logic generates a
busy signal to the loser when both left and right ports
address the same memory location. If the loser was at-
tempting to write, the write is suppressed.

Most of the dual-port RAMs on the market today
are functionally equivalent to the original Synertek
products. The "new features” added to several dual-port
RAM products by Motorola and Integrated Device
Technology (IDT) include dedicated semaphore
registers. These semaphores are unnecessary, however,
and the products that use them do not have second
sources.

The SY2130 was second-sourced by IDT in 1984
and Advanced Micro Devices (AMD) in 1985. IDT also
doubled the density to 2K X 8 and called the new part
the IDT7132. Due to pin limitations (48 pins), the inter-
rupt functions were deleted.

The AMD part (Am2130, 1024 X 8) had at least
three logic errors. A busy-going-active indication failed
to reset the interrupt when both ports addressed the
same mailbox location. Additionally, busy going inactive
failed to retrigger the address transition detection cir-
cuitry at all locations. And finally, when contention oc-
curred and both ports were attempting to write, the
losing port was not: prevented from writing. The data
sheet for this device does not explicitly state these con-
ditions, but they must occur for the device to make logi-
cal sense (more on this later).

In 1985 IDT added slave companion parts to the
company’s dual-port family. The IDT7140 (1024 X 8) is
the slave to the IDT7130, and the IDT7142 (2K X 8) is
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the slave to the IDT7132. The slave device provides
word-width expansion. Busy is an input to the slave
from the master, and the slave contains no arbitration
logic. One master can drive many slaves. This arrange-
ment avoids the classic deadly embrace problem. This
arrangement avoids the classic deadly embrace problem
described in the next section.

The Deadly Embrace

The deadly embrace can occur when two masters
are connected in parallel to make a wider word. If the
left and right port addresses match, and the left and
right port chip enables then become active to both chips
at approximately the same time, it is possible to have
one port of one master lose and the opposite port of the
other master also lose. In other words, if an address
match occurs and both ports are enabled during a small
time window, or aperature of uncertainty, the dual-port
RAM cannot determined which port wins or loses.

Under these conditions, if the corresponding left
and right port busy pins are connected together, both
ports of both masters are active (Low). This condition
occurs because the busy outputs are open drain, and the
loser pulls the node Low.

This condition is the simplest example of the deadly
embrace. So far as the external world is concerned,
both ports are busy, and the system remains locked up
indefinitely, with each port waiting to be released by the
other. Each master’s arbiter section thinks it has lost
the arbitration and is waiting to be released by the
other. .

In general, the deadly embrace occurs under two
conditions: a processor requires one Or more resources
to perform a task, and one or more of the required
resources is temporarily owned by another processor,

which requires one of more of the same resources to
perform its task.

For example, if processor A owns resource X and
processor B owns resource Y, and both resources are
required to accomplish the task, a stalemate occurs.in
which each processor waits for the other to relinquish
the required resource. This is the simplest example. The
concept extends to n processors and m resources.

The solution to the deadly embrace depends upon
whether the system is autocratic or eglitarian, the tasks’
priorities, etc., and is beyond the scope of this discus-
sion. In the case of dual-port RAMs, however, the solu-
tion is simple: Do not cascade two masters in width; use
a master and a slave.

The Cypress Dual-Port RAM Family

Table 1 lists the members of the Cypress dual-port
RAM family. The package designator D26 stands for
600-mil ceramic DIP, and P25 stands for 600-mil plastic
DIP. The 48-pin ceramic leadless chip carrier (LCC) is
designated as L.68. The 52-pin packages are designated
as L69 for ceramic LCC and J69 for plastic LCC
(PLCC).

Note that the interrupt function is not available at
the 2048 X 8 level in a 48-pin package. This is due to
pin limitations. At the 2-Kbyte level, each port requires
an additional address pin for the address’s most sig-
nificant bit.

‘The M/S column in Table 1 indicates whether the
device is a master or slave. The difference between
these devices is that the masters have arbitration logic
and the slaves do not. The busy signals are outputs from
the master and inputs to the slave. (The ramifications of
this are examined later.)

Table 1. The Cypress Dual-Port RAM Family

Package Options
Configuration] Part Number M/S 48-pin Dual In-Line Pkg 48-pin 52-pin Square
Square
' Ceramic Plastic LCC LCC PLCC
1KX8 CY7C130 M D26 P25 - L68 - --- ---
CY7C131 M L69 169
CY7C140 S D26 P25 L68 --- -
CY7C141 S 169 169
2KX8 CY7C132 M D26 P25 L68
CY7C136 M L69 169
CY7C142 S D26 P25 L68 —
CY7C146 S L.69 169
Note: The Interrupt function is not available at the 2KX8 level in a 48-pin package

410
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Figure 3. Dual-Port RAM Block Diagram

Cypress Dual-Port RAM Operation

A simplified block diagram of the Cypress dual
port RAM appears in Figure3. The device interface in-
cludes three types of signals: address, data, and control.
There are two sets of these signals: those of the left port
and those of the right port. Each signal has either the
subscript L or R to designate left or right, respectively.

The address pins are designated AQO through A9
(1024 X 8) and AO through A10 (2048 X 8), where AQ
is the least significant bit (LSB) and A9 or A10Q is the
most significant bit (MSB). The address pins are
unidirectional inputs to the device; their states specify
the memory location to be read from or written into.

The data pins are designated /OO0 through V07,
where /00 is the LSB and I/O7 is the MSB. The data
pins are bidirectional; their states represent either the
data to be written or the data to be read.

The control pins are chip enable (CE), read/wrme
(R/W), and output enable (OFE). Two flags are also
provided, INT and BUSY; both have open-drain out-
puts and require external pull-up resistors. A Low on
the chip enable input allows that port to become func-
tional. Data is either read from the internal dual-port
RAM array or written into it, depending upon the state
of the read/write signal; a Low initiates a write opera-
tion, The three-state data output drivers are enabled by
a Low output enable.

When one port writes to a pre-determined mailbox,
an interrupt to the other port is generated. When the

(OPEN BRAIN) Wi

LEFT SIDE WRITE

INTERRUPT TO RIGHT SIDE

RIGHT SIDE READ

RIGKRT SIDE
ADDRESS

RIGHY SIDE WRITE

(OPER DRAIN)

INTL

Figure 4. Interrupt Logic
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interrupted port reads that memory location, the inter-
rupt is reset.

When both ports address the same memory loca-
tion and both chip enables are active (Low), contention
occurs for that address. An arbitration is then per-
formed, and ownership of the memory location is as-
signed to the winner. An active (Low) busy signal
notifies the loser of the arbitration.

Dual-Port RAM Functional Description

An important aspect of the Cypress dual-port
RAMs is their interrupt logic. A simplified logic
diagram of this logic appears in Figure4, with the chip
enables deleted. A port’s chip enable must be asserted
for the port to either read from or write to any location,
including the mailboxes. Note that you can use the mail-
box locations as conventional memory by not connecting
the interrupt line to the appropriate processor.

The upper two memory locations (7FF and 7FE for
2K x 8; 3FF and 3FE for 1K x 8) can be used for mes-
sage passing. The highest memory location serves as the
mailbox for the right processor. When the left processor
writes to this mailbox, the interrupt (request) to the
right processor, INTR, goes Low. When the right
processor reads its mailbox, the flip-flop is reset, and
INTR goes High.

The second highest memory location serves as the
mailbox for the left processor. When the right processor
writes to this mailbox, the interrupt (request) to the left
processor, INTL, goes Low. When the left processor
reads its mailbox, the flip-flop is reset, and INTL goes
High.

Note that each port can read the other port’s mail-
box without resetting the associated flip-flop. If your ap-
plication does not require message passing, leave the
appropriate pin open. Do not connect a pull-up resistor
to the pin, and do not connect the pin to the processor’s
interrupt request pin.

Note that the active state of the busy signal
prevents a port from setting the interrupt to the winning
port. Additionally, an active busy signal to a port
prevents that port from reading its own mailbox and
thus resetting the interrupt. These operations are
ramifications of the data-ownership concept.

If both ports address the same memory location at
the same time, the master performs an arbitration, so
that one port wins and the other loses. Because each of
the two ports can be in either the reading or writing
state, there are four possible combinations of ports and
states (Table 2).

Both Ports Reading

If both ports read the same location at the same
time, you would assume that both ports should read the
same data. This is true for all dual-port ICs. When ar-
bitration occurs as a result of contention in a Cypress
dual-port RAM, the port that wins the arbitration gets
temporary ownership of the memory location. The
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Table 2. Functional Operation of Dual-Port Masters

OPERATION RESULTOF OPERATIONAFTER ARBITRATION (MASTER)
CASE__| LEFTPORT |RIGHTPORT AMD _ CYPRESS and IDT
1 READ READ BOTH PORTS READ |BOTH PORTS READ
2 READ WRITE LOSER WRITES, WINNER IF |LOSER PREVENTED FROM
READING, MIGHT HAVE |WRITING. IF LOSER IS
CORRUPTED DATA AND |READING AND PORTS ARE
3 WRITE READ NOT KNOW IT ASYNCHRONUS, DATA
. — — READ MIGHT NOT BE VALID

losing port can read the memory location but is told
that it lost the arbitration by the busy signal.

To guarantee data integrity in a multiprocessor sys-
tem, it is standard practice to apply the concept of data
ownership. This ownership can apply to executable
code, data, or control locations in memory. The control
locations in memory can be associated with a resource,
such as a printer, tape drive, disk drive, or communica-
tions port.

One Port Reading, the Other Writing

In the AMD dual-port RAM, the losing port is not
prevented from writing. In the Cypress and IDT
devices, the losing port is prevented from writing. All
dual-port RAMs assert a busy signal to the losing port,
so that this port can tell that the data might be cor-
rupted.

In the Cypress dual-port RAMs, the losing port is
prevented from writing so that the data cannot be .cor-
rupted. Busy is asserted to the losing port, so that the
port can tell that its read or write operation might not
have been successful.

Both Ports Writing

In the AMD dual-port RAMsS, both are allowed to
write. Busy is asserted to the losing port, indicating that
the data might be corrupted. However, the winning port
is not told that the data it just wrote might be corrupted
by the writing of the losing port. This situation can
cause system errors.

In the Cypress and IDT dual-port RAMs, the
losing port is prevented from writing, so that the data
cannot be corrupted. Busy is asserted to the losing port,
indicating that its write operation was unsuccessful.

Arbitration Logic

FigureS shows the arbitration logic used in Cypress
dual-port RAM masters. The arbitration logic has three
functions: to decide which port wins and which loses if
the addresses are equal simultaneously; to prevent the
losing port from writing; and to provide a busy signal to
the losing port. i .
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The arbitration logic consists of left and right ad-
dress equality comparators with their associated delay
buffers; the arbitration latch formed by the cross-
coupled, three-input NAND gates labeled L and R; and
the gates that generate the busy signals.

Operation With Unequal Addresses

When the addresses of the right and left ports are
not equal, the outputs of the address comparators
(nodes A and B) are both Low, and the outputs of the
gates labeled L and R (nodes C and D) are both High.
This condition forces both Busy signals High and both
Write Inhibit signals High. The arbitration latch does
not function as a latch.

Left Port Camped on an Address

Next, consider the condition where the left-port ad-
dress and chip enable are quiescent, and the right port
address changes to an address equal to that of the left
port. Nodes A and B are initially Low.

Because the right-port address does not go through
the delay buffer, the output of the right-address com-

ADDRESS(L) — ADDRESS(R)
Y DELAYY
- d ->

LEFT RIGHT

ADDRESS IADDRESS

EQUAL EQUAL

COMPARATOR  |COMPARATOR

CE(L) A B CE(R)

BUSY(L) BUSY(R)

WRITEINHIBIT(L) WRITEINHIBIT(R)
Figure 5. Arbitration Logic
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parator (node B) goes High before node A goes High
by a delay interval, d. The delay must be greater than
the delay through the R gate, so that when node B goes
High, node D goes Low, causing node C to remain
High. CE(R) and CE(L) are both High; they are the
inverse of the chip enable inputs. Node D going Low
causes the output of the BR gate to go Low, which tells
the right port that the memory location it just addressed
belongs to the left port. A write-inhibit signal is also
generated that prevents the right port from writing into
the addressed memory location.

In summary, when the right port addresses a
memory location that is already being addressed by the
left port, a delay occurs that equals the sum of the
propagation delays of the right-address comparator, the
R gate, the BR gate, and the output driver (not shown
in the diagram). Then the busy signal to the right port is:
asserted. Nodes A, B, and C are now High, and node D
is Low. BUSY is asserted to the right port.

Due to the symmetry of the arbitration logic, the
device operates the same when either the right or left
ports are camped on an address.

Right and Left Addresses Equal Simultaneously

In the general case, it is possible to have both ports
access the same memory location simultaneously, unless
this is guaranteed not to occur by the design of the sys-
tem. When nodes A and B go from Low to High at ex-
actly the same instant, the arbitration latch settles into
one of two states and determines which port wins and
which port loses. The latch is designed such that its two
outputs are never Low at the same time. It also has a
very fast switching time.

The dual-port RAM imposes a minimum time dif-
ference between either of two events: the two .chip
enables going from inactive to active and the two sets of
addresses going from mismatch to equal. If the events
are close together in time, the probability of each port
either winning or losing the arbitration is approximately
equal. This parameter is called port set-up time for
priority and -is abbreviated as tps on the data sheets.
The specified value is 5 ns. (Note, though, that Cypress
product engineers have measured tps at room. tempera-
ture and nominal V¢ (SV) and found a value of ap-
proximately 200 ps.) In other words, if one port addres-
ses a memory location 5 ns before the other port, the
first port is guaranteed to win. If not, the result of the
subsequent arbitration is unpredictable.

Other Key Busy Parameters

Several other key parameters are specified with
respect to the busy signal. For example, Busy Low from
address match, tBLA, is the maximum time it takes busy
to go Low, as measured from the time the two port ad-
dresses are the same. This is the time from an address
match until the losing port is notified that it has lost the
arbitration. Obviously, the sooner this occurs the better.
If the value of tgLA is greater than the memory cycle
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Figure 6. Busy Timing

time, another cycle must be added to detect the condi-
tion, which can severely reduce performance. This time
is less than the minimum cycle time for all speed grades
of all Cypress dual-port RAMs.

Another parameter, Busy High from address mis-
match, tBHA, is the maximum time it takes busy to go
from Low to High, as measured from the time the two
port addresses do not match until the busy signal goes
High. - The comments of the preceding paragraph also
apply here:

- “The next two parameters are similar to the preced-
ing two. The difference is that the chip enable controls
the busy signal. The parameters are Busy Low from CE
Low, taLc, and Busy High from CE High, tsHc. Both of
these parameters are less than the minimum cycle time
for all speed grades of all Cypress dual-port RAMs.

Busy High to valid data, tgpp, is the maximum time
it takes the data to become valid to the losing port after
Busy goes away. This parameter’s value equals the ad-
dress access time, tAA, because a read cycle is initiated
to the losing port when its Busy signal transitions from
Low to High. An action by either port can cause the
busy transition. The winning port can either change its
address or-deassert its chip enable.

To illustrate the last two parameters, Figure 6
shows the timing for the right port performing a write
operation and the left port asynchronously moving to
the same address and attempting to perform a read
operation. -The first parameter of interest is tpDD,
which is the maximum time between the stabilization of
the data to be written by the winning port and that same
data becoming valid at the outputs of the port that
received the Busy The second parameter of interest is
twpD, which is the maximum time between the High-to-
Low transition  of the winning port’s -write strobe and
the data becoming valid at the outputs of the port that
received the Busy.

It is possible for the losing port to read either the
old data, the new data, or some random combination of
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the two under these circumstances: the two ports are
operating  asynchronously (i.e, with independent
clocks), and the conditions illustrated in Figure6 occur
(winning port writing and losing port reading). If the
read occurs early with respect to the write, old data is
read. If the read occurs late with respect to the write,
new data is read. And, if the read occurs at the same
time the data is changing from old to new, the data read
is not predictable. However, all is not lost. There are
two general solutions. Both use the fact that the busy
signal is asserted to the losing port, telling the port in
this instance that the data it is reading might not be
valid.

One solution is to use the High-to-Low transition
of the busy signal to the losing port to generate an inter-
rupt to the processor (or state machine) so that opera-
tion can be repeated. The drawback of this technique is
that a snapshot of the states of the losing port’s address
lines and read/write line must be taken, so that the
processor can tell what load/store operation caused the
interrupt. Taking this snapshot requires latches or flip-
flops for the data and control logic for doing the sam-
pling, and the technique uses up an interrupt line. The
processor must also be able to read the sampled data
later.

A second solution is to use the Low level of the
Busy signal to the losing port to prompt one of three
types of delays: delay the reading of data until the data
becomes valid, which occurs an access time after the
Low-to-High transition of Busy; insert wait states until
Busy goes High; or stretch the clock until Busy goes
High. Any of these methods probably require less
hardware and control logic than the preceding ap-
proach. Use of these methods does mean that the Busy
signal must eventually go from Low to High. This hap-
pens when the winning port either changes its address
or deasserts its chip enable. For this reason, as well as
for system noise immunity and power-saving considera-
tions, it is recommended that blocks of addresses be
decoded, to generate chip enables for the dual-port
RAMs.

Because the losing port has no control over the
winning port in the general case, however, a question
arises: What can the losing port do to successfully read
the data just written, assuming the winning port does
not change its address, write, or chip-enable signals?
There are two possible operations:

1. Change an address line to a different address,
then change back to the original address. This toggles
the busy signal to the losing port.

2. Change the state of the chip enable. This also
toggles the busy signal to the losing port. :

Address Trénsition Detection

Why does changing the address or chip enable
allow a losing port to read data successfully? All
Cypress dual-port RAMs, both masters and slaves, use
a circuit design technique called Address Transition
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Figure 7. Simplified ATD Sequence

Detection (ATD) to improve performance and reduce
power dissipation.

ATD improves performance by equilibration of dif-
ferential paths, pre-charging critical nodes, and forcing
the outputs to a high-impedance state. Equilibration
and pre-charging bias critical nodes to voltage levels ap-
proximately in the mid-point of the small-signal operat-
ing range; when the data is sensed, it takes a shorter
amount of time to transition to the Zero or One level.
Forcing the outputs to their high-impedance states im-
proves speed slightly, but more importantly, the techni-
que reduces output switching noise by eliminating crow-
bar current and separating the output current into two
pulses instead of one.

* ATD minimizes power consumption because it
turns on power-hungry circuits only when they are re-
quired. Slightly over 50 percent of a RAM’s circuits are
linear, and approximately 70 percent of the power is
dissipated in the sense amplifiers during a read opera-
tion. When the RAM is operating at its ‘maximum fre-
quency, the ATD circuits are constantly triggered, so
the power savings are minimal. At lower speeds or
smaller duty cycles, however, the power savings are sig-
nificant.

A diagram representing a typical ATD sequence is
illustrated in Figure7. The event that triggers the ATD
sequence for either port is the transition of any address,
chip-enable, or read/write signal. Equilibration and pre-
charging are performed next, followed by either turning
on the sense amplifiers and latching the data (read
operation) or pulling the BIT and BIT lines to the re-
quired levels (write operation) at the “addressed loca-
tion. The master clock pulse lasts from 7 to 11 ns,
depending upon temperature, supply voltage, and the
distributions of IC processing parameters. At the end of
the pulse, the data is latched and the appropriate cir-
cuits are turned off.

Master Stand-Alone Operation

Figure8 presents a block diagram of a system using
two 8-bit microprocessors, the Cypress CY7C132. dual-
port RAM, static RAM, and EPROM. The address
lines of each microprocessor are decoded to generate
the chip enables to the dual-port RAM, the SRAM, and
the EPROM. Note that pull-up resistors are required
on the -interrupt requests to the microprocessors and
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Figure 8. Typical 8-Bit Microprocessor

the busy signals, which go to the microprocessors’ wait
inputs.

Slave Word-Width Expansion

The block diagram in Figure9 shows how to inter-
connect a CY7C132 (2K x 8) master and a CY7C142
(2K x 8) slave to form a 16-bit-wide word. The diagram
does not show the interfaces to the processors or the
connections for the interrupt signals. As previously ex-
plained, the interrupt outputs are not available at the
2K X 8 level in the 48-pin DIP due to pin limitations. In
the LCC and PLCC packages, the interrupt outputs are
available from both the master and the slave devices.
You can use either one. You do not have to tie the cor-
responding interrupt pins of the master and the slave
together.

Delaying the Write Strobe

In width expansion, the write signals to the slave
devices must be delayed by an interval at least equal to
tBLA, which is the time required for the master to assert
the busy signal to the slave after an address match. The
delay prevents the slave data at the address in conten-
tion from being overwritten. Both the write and read

cycle times must be increased by this amount of time. In

equation form:

twC = tPWE + (BLA

where the delay must be at least equal to tBLA.
Note that if you add more slaves to make a wider

Eq.2

‘word, (e.g., 24 or 32 bits) the delay elements’ outputs

can connect directly to the write-strobe inputs. Addi-
tional delay elements are not required.

Slave Stand-Alone Operation

Some applications might require that you give one
port permanent and absolute priority over the other.
You can easily do this by implementing the memory
using only slave dual-port RAMs. The Busy input to the
priority port must be tied High by either connecting it
directly to Vec or to Vec through a 10-KQ pull-up resis-
tor, You can -connect the -ow priority port’s Busy input
to the high-priority port’s read/write input.

In this configuration, the busy (read/write) signal to
the lower-priority port always prevents the port from
writing when the high-priority port is writing to any
location. The data of the Lower priority port is over-
written when the two ports operate asynchronously, the
lower-priority port is writing, and the higher-priority
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port simultaneously writes. This is not a very elegant
solution because the Busy input to the low-priority port
is not qualified by comparing the addresses of the two
ports or their chip enables. However, this approach sug-
gests how the slave dual-port RAMs can be used with
external arbitration logic. The busy inputs can be used
by control logic or under program control to dynarmcal-
ly change the port priorities.

If the lower-priority port is read only, you carn tie
its Busy input High by either connecting it directly to
Vee or to Ve through a pull-up resistor.

Dual-Port Design Example

The following design example illustrates the
methodology to follow when designing with Cypress
dual-port RAMs. In this example, a dual-port memory
is used for message passing and bus snooping for many
bus masters on a 32-bit-wide system bus. -The dual-port
RAM: s interface to a'32-bit system bus on the right side
and a 16-bit processor on the left side. From the right
port, the memory appears as 8K 32-bit words, and from
the left port the memory appears as 16K 16-bit words.

The memory has the following characteristics:

1. The memory location corresponding to address -
zero for both ports is the same.

2. The data read from and written to the memory
from both ports is in the same order. Thus, DO of the
right port corresponds to DO of the left port. Addition-
ally, D16 of the right port appears as DO of the left port
in address location 2048.

3. The minimum cycle time is 35 ns.

4. To conserve power, blocks of addresses are -
decoded to generate the required chip selects.

5. The CY7C132 and CY7C142 dual-port RAMs
are used. Part-of the design task is to specify the num-
ber of masters and slaves reqmred and the way they
must be interconnected. -

6. The appropriate Busy sxgnals must be generated
to the correct port when contention occurs.

7. All possible mailbox locations that can be used
for message passing are used.

8. The right port signals are ARO ..ARI12,
DRO..DR31, CER, and BusyR. The left port signals are
ALO...AL13, DL0..DL15, CEL, and BusyL.

A simplified logic diagram of the memory appears
in Figure10. A total of 16 2K X 8 dual-port RAMs are
required. The devices labeled MA (master, bank A)
through MD (master, bank D) are CY7C132 masters.
The devices labeled SU (slave, upper half-word) and SL
(slave, lower half-word) are CY7C142 slaves. The
memory consists of four masters and twelve slaves,
along with the required control logic.

From the right port The memory is configured as
8K 32-bit words, with a master controlling three slaves.
The one-of-four decoder labeled RB (right bank)
generates . chip-enable signals for each bank of 2K 32-bit
words. Data is written (sampled) on the bus side, and
the only reads performed are from the mailbox
locations. .. . »

A general-purpose, right-port, control-logic block
generates control signals that conform to the timing
diagram shown in Figurell. The diagram does not show
the generation of the output-enable control signals, but
they are similar to the RB decoder signals. If your ap-
plication does not require message passing to the right
port, you can tie the right-port output-enable pins of all
of the dual-port RAMs directly to Vec.
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Figure 9. Expansion (2K x 16) With Slave
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From the left port, the memory is configured as
16K 16-bit words. For this organization, you might think
that the slave dual-port RAMs in the second column
from the right in Figure 10 should be masters. If this
were the case, however, you would have to defeat the
arbitration logic in them when the right port addressed
the same address; this would add logic, reduce the
speed, and complicate the design. Therefore, this design
uses a combination of left-bank decoding (LB, 1-of-4
decoder ) and upper-lower 16-bit word decoding (UL, 1

of 8 decoder) to cause the bank master to arbitrate
when the right port is addressing the same bank as the
left port (more on this later).

Right-Port Operation

For purposes of this discussion, "word" refers to the
32-bit word at the right-port system-bus interface. At
the 16-bit processor interface, the 32-bit word is
referred to as either the lower half word (right-port bits
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Figure 10. Logic Diagram for Dual-Port Example
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Figure 11. Dual-Port Timing for Example

0 through 15) or the upper half-word (right-port bits 16
through 31).

The bank-selection process employs the chip
enables. Specifically, the 1-of-4 RB decoder decodes
the four combinations of the upper two right-port ad-
dress-bus signals and- generates four active-Low chip
enables to each bank of four dual-port RAMs. Bank A
contains addresses O through 2047, bank B contains ad-
dresses 2048 through 4095, bank C contains addresses
4096 through 6143, and bank D contains addresses 6144
through 8191. In other words, bank A addresses 0 to
2K, bank B 2K to 4K, bank C 4K to 6K, and bank D 6K
to 8K.

The lower 11 right-port address lines, AR(0:10),
are connected to the AQ through A10 right-port address
pins of all the dual-port RAMs.

Figurell does not show the generation of the write
strobe, but does show the signal’s timing. The write
enable is applied directly to all the masters in parallel,
then buffered, and then applied to all the slaves. The
minimum propagation delay of the buffer must be at
least as large as tBLA, which is the time required for the
master to assert the busy signal to the slaves after an
address match occurs.

Note that all the right-port output-enable pins are
connected together. These pins should be driven if
reading is required; otherwise connect them to Vec.

The open-drain busy outputs of the right port
masters must be pulled up to Ve using resistors. A
value of 330Q is recommended. The master busy out-
puts connect to all the right-port slave busy inputs for
each bank.

For the data bus interface, the /O pins of each
RAM column connect to their respective /O pins on
each bank. This OR-tie connection is- allowed because
the bank-selection chip enable causes the output buffers
of the un-selected banks to go to the high-impedance
state.
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Left-Port Operation

The 1-0f-4 decoder labeled LB performs bank
selection for the left port. The upper two left-port ad-
dress lines, AL13 and AL12, decode bank-select chip-
enable signals for the four masters only. Bank A cor-
responds to addresses O through 4095, bank B cor-
responds to addresses 4095 through 8191, bank C cor-
responds to addresses 8192 :through 12,287, and bank D
corresponds to addresses 12,288 through 16,383.

To perform upper and lower half-word selection,
the 1-of-8 decoder labeled UL decodes the upper three
right-port address signals. The decoder then generates
eight chip-enable signals with a resolution of 2048. The
chip enables connect to the slaves’ chip-enable and out-
put-enable pins (2048 resolution) and to the masters’
output enable. Because the master chip-enable resolu-
tion is 4096, the master arbitrates for two blocks of 2048
16-bit half words.

The lower eleven left-port address lines, AL(0:10),
connect to left-port address pins AO through A10 of all
the  dual-port RAMs.

At the 16-bit interface, writing is only required if
the left port wishes to send a message to the right port.
Otherwise, you can connect the left-port write pins of
all the dual-port RAMs to Vec.

To implement the left-port data bus interface, the
left port’s data I/O pins are connected together in the
same manner as those of the right port for all RAMs in
the same column. In addition, to multiplex a 32-bit data
word to a 16-bit half word, the least-significant bytes
and the most-significant bytes of each 2048-word group
are connected ‘together. The UL decoder that controls
the left-port output enable performs the selection.

If you use the masters’ interrupt pins, pull them up
to Ve through a 330Q resistor and connect them to the
processor interrupt-request input. You can leave the
slaves’ interrupt pins unconnected.

If the control signal connections from their source
to the dual-port’ memory. constitute electrically long
lines, they might require proper termination to avoid
voltage reflections due to impedance mis-matches.
Refer to the application note "Systems Design Con-
siderations When Using Cypress CMOS Circuits" in this
book for further information:
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Using Dual-Port RAMs Without Arbitration

This application note offers several ways to imple-
ment dual-port RAMs to facilitate communication be-
tween processors. The applications covered include com-
munication with general-purpose processors; video and
radar equipment; digital sigﬂal processors; and bit-slice
Processors.

The most common apphcanon for dual-port RAMs is
to provide a high-speed memory resource that can be
shared between two processors in a system. Figure 1 il-
lustrates how the two processors communicate by passing
data and commands via the shared memory. Both proces-
sors benefit by having access to the dual-port RAM be-
cause it is mapped just like any other memory device on
the board.

Fast, local access to the shared memory eliminates
the need to arbitrate for and access the system bus, when
reading or writing a common resource area such as a
shared memory card. In fact, many multiprocessor em-
bedded-control systems implement dual-port RAMs for
interprocessor communication and eliminate the system
bus entirely. Removing the burden of a system bus, which
only exists to hook the processors together, reduces the
complexity of the system as well as the part count and
power consumption.

Dual-Port Overview

Incorporating dual-port RAMs into a design such as
the dual-processor example is straightforward. But it is
important to consider the case of an address contention or
busy situation that can arise when both processors simul-
taneously attempt to access the exact same location.

Cypress dual-port RAMs have several mechanisms
that simplify simultaneous access. The simplest approach
to resolving contention is to use the dual-port RAM’s
Busy output lines. Both right and left ports provide a Busy
output signal. The arbitration logic inside the dual-port
RAM activates Busy when the logic senses a match be-
tween the left and right address lines. Assertion of Busy
indicates that both ports have attempted to access the
same location in the RAM.

In the case of a dual-processor system, these signals
can easily be gated with the processor’s local Wait signal
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to generate a hold to the microprocessor until Busy is
deasserted. Adding an occasional wait state to a
microprocessor generally has no effect on the overall sys-
tem performance.

Gating the Wait line and generating a hold to the
processor resolves the logical problem of simultaneous ad-
dress conflicts but does not address the system-level is-
sues that can cause the conflicts. The two-processor ex-
ample serves to illustrate a common underlying cause of a
Busy state. Say that processor A attempts to read an array
of data that was generated by processor B, but the system
contains no mechanism to alert processor A when the data
is ready or valid. Therefore, processor A might be updat-
ing a RAM location while processor B is reading the same
address or vice versa.

This lack of overall synchronization or interprocessor
communication can manifest as stale data.or incomplete
arrays of data in the shared memory. In a few cases, stale
or incomplete date is tolerable, but in most cases it is
fatal.

Locking a processor or processors out of specific
memory areas until data is available guarantees that
processors never receive stale data. To implement such
address-space restrictions, you must provide a level of ac-
cess protection above the basic gating-of-Busy technique.
In most cases, you must add external hardware that sig-
nals the processors when new data is available or when

DUAL PORT
P'°‘_‘:f'°' ADDRESS - RAM ADDRESS P'°'_’;f’°'
DATA DATA
PEL.A— LN
INTERRLPT INTERRLPT
PR a L NPT S

Figure 1. Dual-Processor Communication
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Table 1. CY7C132 Interrupt Line Usage

Function, Result
Write to left Address 7FFh Asserts Int_right
Read from Right Address Removes Int_right
7FFh
Write to Right Address Asserts Int_left
7FEh
Read from Left Address Removes Int_left
7FEh

permission is granted to access a certain area of the dual-
ported device.

Interrupts serve well as a simple means of alerting or
synchronizing interdependent system elements that pass
data via a shared memory. Cypress dual-port RAMs pro-
vide interrupt outputs to simplify the task of interrupting
or signaling the processors; this relieves you of the need
to create your. own interrupt mechanism. Assertion and
deassertion of these interrupt lines is accomplished by per-
forming write and read operations to special locations
within the dual-port RAM. Table I lists the read and write
operations.

The data word written to in these devices, 3FEh and
3FFh, can be used as a status word or semaphore. This
word is presented to the data bus during the read opera-
tion of an interrupt removal cycle. The status word
provides additional system-level information that aug-
ments the hardware interrupt signal by passing along some
meaning with the actual interrupt event. More simply, the
interrupt line alerts the processor that some action is re-
quired, and the status word provides additional informa-
tion about exactly what happened or what needs to be
done. :

The actual meaning of the status byte is defined by
the system designer. Generally, the status byte is used to
indicate that data is ready, to lock a processor out of a
specific range of addresses, or to prompt a processor for
new data. Using the interrupt, along with status informa-
tion, is an easy way of avoiding busy conditions by

_synchronizing processes or restricting address spaces via
software.

You now have two main options for dealing with
simultaneous address situations: Use Busy in a strictly
hardware solution, or couple interrupts with status words
for a software solution. Regardless of your preference for
a hardware or software approach, Cypress dual-port
RAMs provide all signals and functions necessary to en-
sure a simple and effective system solution that maintains
data integrity and system sanity.

Using Dual-port RAMs Without Arbitration

Wait states and interrupts are a good solution for sys-
tems with microprocessor-like elements that are not af-
fected by an occasional wait state. However, a much
broader class of systems and applications cannot tolerate
any type of data flow interruption or busy condition, Typi-
cally, these systems are dedicated function units that are
rigidly pipelined and operate on continuous or nearly con-
tinuous streams of data.

A high-speed video processor is a good example of a
system whose elements cannot be wait-stated due to the
requirement that a data word or pixel be processed in
every clock cycle. The block diagram in Figure 2 shows a
video data transform or look-up table.

This implementation uses a very common dual-
banked or "ping-pong" RAM to realize a look-up-table
translation function (Figure 3). A continuous stream of
video data drives the address lines of RAM bank 0. The
output or transformed data of bank 0 flows downstream to
the post-processor units. Meanwhile, as continuous video
data flows through RAM bank 0, the transform table of
bank 1 is updated by a processor element, without inter-
fering with the video data flow.

Dual banks make it impossible for a busy condition
or address conflict to exist, because each system element
essentially has its own discrete dedicated RAM. The
processor finishes updating the look-up table, then swaps
RAM banks by toggling the bank-select line. The PAL
then changes the state of the buffer-enable signals, which
redirects the data flow pattern of the two RAM banks.

The ping-pong arrangement is effective, but the im-
plementation is very costly in terms of real estate. The

Video Address RAM Data N\, Transformed
Data Da BUs A Di Bus Da —/ Data Out
> tBank 0)
RA
Processor .
Adgress A N Procegsor
us / Data Bus
tBonk 1)

Figure 2. Video Look-Up Table
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Table 2. Dual-Port vs. Ping-Pong RAM

Device Qty Power (mA) Size (Sq.in.)
FCT244 6 15 04
FCT245 2 10 04
PAL16L8-D 1 180 04
20nsx8 RAM 2 140 0.52
Total 11 570 4.64
CY7C142-35 1 120 15

design requires at least 11 very high speed devices, using
standard static RAMs.

Replacing the buffers, logic, and SRAMs with a
single dual-port RAM (Figure 4) simplifies the design
substantially. Video data utilizes the device’s. left port,
while the processor communicates with the right port.
Having two ports eliminates the need for any type of data
and address steering buffers. During processor update
cycles, however, there remains the problem of simul-
taneous address accesses and busy conditions.

RAM segmentation eliminates the possibility of a

busy conflict and provides the key to implementing a

dual-banked RAM within a single dual-port RAM. A
single inverter segments the RAM. The Bank_select sig-
nal from the processor drives the left address port MSB,

FCT374]

|

Video Data Address_Buso

Ran_Bank Seleot

CY;CHZ
Duaf Port Ran
1d5o, 1 M--u) ALO:9) DL(0:7) Datg i :z'u:-a:m
Ran_Bank. ALc10)
Seldot -
T—RAL
“E.L
e
————— —
n ¢ ——) RVR
g i R DRU0: 7 e B 187318"
ARC1OY
[ i — T )

Figure 4. Video Lookup with Segmented Dual-Port
RAM

and the Bank_select signal’s inverse drives the right MSB.
The dual-port RAM is now segmented into two 1K ad-
dress spaces that do not overlap. The RAM appears as two
totally separate RAMs, as it did in the ping-pong im-
plementation. Again, because the left address can never
equal the right address due to the opposite state of their
MSBs, a busy condition is not possible.

Using a dual-port RAM does more than simplify the
design. Table 2 shows the tremendous savings in real es-
tate and power consumption. Specifically, a single dual-
port device reduces the board area by 68 percent and
reduces the power consumption by almost 80 percent. In
terms of MTBF, system reliability benefits greatly from

FCT244] rcr.m\ Brensgarred
ta Out

Data_Buso
—

CPU_Addre8s._BUs /

FCT245]

) CPU.Data
7

oS0

Ran_Bank_Select

CPU_Write

CPU_Read

aud/\ll
onito

FeT244]

Address_Busl|

L

tBonk 01

Data_Busi

FCT244)

Figure 3. Ping-Pong RAM Array
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Figure 5. Data Descrambler

having fewer components and significantly lower power
dissipation. )

The multitude of buffers and transceivers that steer
data and address signals in a ping-pong memory array
take up relatively large amounts of board space as well as
adding to the data propagation delay. The latter forces you
to use very high speed RAMs. Dual-port RAMs do not
suffer from the burden of buffer delays and can therefore
operate at significantly lower speeds.

Handling Video or Radar Data

Many types of high-speed data-processing applica-
tions can benefit form the use of dual-port RAMs. For
example, high-speed video or radar data is often trans-
mitted in nonsequential or cross-interleaved order. The
receiver must first descramble or reorder the data before
the data can be used. Again, the incoming data stream
cannot be stopped in the event of an address contention.

Figure 5 shows that a dual-port RAM is an ideal
solution for this type of problem. Incoming data is written
into the RAM’s left port in the received order. The pixel
counter provides sequential addresses to the left side of
the dual-port RAM and increments after each pixel. At the
end of the first line, the counter reaches terminal count
and initiates a bank toggle via a T-type flip-flop. After the
banks switch, the new data is accessible via the right port.

A FIFO stores the reordering sequence and thus
drives the right port’s address lines to read-out the stored
video data. PROMs and counters can also implement the
descrambling function, but this approach requires more
parts and is much less flexible. Using a FIFO eliminates
the need to generate addresses for the reordering sequence
table. The CPU initializes the descrambling FIFO at boot
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Figure 6. CPU/Pipelined Processor Interface

up. Initialization is only required once because the FIFO
utilizes its retransmit function (described in the CY7C429
FIFO data sheet), unless the data ordering changes. Be-
cause this design implements the dual-port RAM as a seg-
mented memory, you can ignore the problems caused by
address contention.

For DSPs and Bit-Slice Processors

Interfacing a system’s CPU to a high-speed, pipelined
digital signal processor or bit-slice processor is another
common system interface problem. Coefficients and com-
mands must be passed to the pipelined processor, and
final results read back by the CPU. Dual banks of RAM
are often furnish a solution because they provide a shared
memory space that both system elements can use without
address contention,

Because the machines involved are rigidly pipelined,

they cannot easily be stopped or interrupted. Thus, a

single, segmented, dual-port RAM (Figure 6), or several
dual-port RAMs in parallel with no additional glue logic,
provides a simple, cost-effective solution to this problem,

If two banks of data are too restrictive, you can seg-
ment the dual-port RAM into multiple address spaces by
restricting more of the upper-address-line pairs. This
scheme allows the processor to easily and quickly com-
municate with the pipeline processor without using large
amounts of real estate and power.
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Using Cypress SRAMs to Implement 386 Cache

Because the 80386 is the most commonly used 32-
bit microprocessor available today, this application note
discusses some 386 cache implementations that take ad-
vantage of special features offered by Cypress’s SRAM
products, This application note does not offer a broad
treatment of cache memories, however, and it assumes
that you have a fundamental understanding of cache
memories and the terminology associated with them.

Mainframe computers have used cache memories
for several years. Desktop systems did not require
caches until the advent of 32-bit microprocessors, such
as the 80386, that run at clock frequencies of 20 MHz
and above. A cache allows you to make full use of the
microprocessor’s available throughput. This is because
the processor’s bandwidth is greater than the bandwidth
available from commonly available DRAMs.

In a memory hierarchy, a cache is a small, fast
memory placed between the processor and main
memory. A cache stores the most often. used data and
instructions to avoid accesses to main memory. Because
of speed requirements, a cache is usually implemented
with fast static RAM. The goal, then, is to implement
the memory subsystem such that the processor’s effec-
tive average access time approaches that of the cache,
while the memory subsystem’s cost per bit approaches
that of the main memory.

Computer programs exhibit temporal and spatial
locality, which make cache memories possible. Tem-
poral locality refers to a program’s tendency to re-refer-
ence the elements referenced in the recent past. Loops,
temporary variables, and stacks are examples of con-
structs that conform to this property. Spatial locality
refers to a program’s tendency to access a portion of
the address space in the neighborhood of the last refer-
ence. Sequential program execution and repeated ac-
cess to array variables are examples of this property.

In addition to discrete cache implementations,
several VLSI cache controllers are available today for
the 80386. This application note describes two of the
most popular: the Intel 82385 and the Chips and Tech-
nologies 82C307. A discrete cache implementation using
Cypress products is covered first.

Discrete Implementation

You can implement a cache memory without using
a VLSI cache controller. This discrete approach has the
advantage of allowing you to custom tailor the cache
subsystem to your specific requirements instead of
being limited by a VLSI cache controller’s capabilities.
You can implement a low-cost cache subsystem or a
cache with higher performance characteristics than can
be achieved with today’s VLSI cache controllers.

The discrete approach also has drawbacks. It
makes high-speed caches more difficult to implement
due to the delays incurred by discrete ICs input and
output ‘buffering, as well as trace delays introduced by
the printed circuit board: Discrete solutions can also in-
crease board-space and power requirements, and trans-
mission line and noise effects become a more significant
problem.

Figure 1 shows a block diagram of a simple, 64-
Kbyte, direct-mapped, write-through cache. You can
implement the control logic in programmable logic or a
gate array (which are not detailed here). The cache tag
or directory into the cache data is implemented in the
CY7C150 1K X 4 resetable SRAM. The CY7B185 8K X
8 SRAM serves as the cache data RAM. CY7C408A 64
X 8 FIFOs are used as write buffers, which reduce the
number of processor stalls in the write-through cache.

This example assumes that no memory references
are made above 1 Gbyte. Thus, only the lower 30 ad-
dress bits of the 80386 are used. Because the tag direc-
tory has 1K entries, and the data cache is organized as
8K X 32, the line size for this example is eight words or
32 bytes.

The 80386 supports two modes of local bus opera-
tion: pipelined and non-pipelined. With address pipelin-
ing enabled, the processor puts the address of the next
memory access on the bus during the current access.
This effectively gives the memory subsystem an extra
clock cycle to decode the address. This approach has
two drawbacks, however. First, entering pipeline mode
incurs an additional wait state. Wait states also occur
during branches, after periods when the processor’s
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Figure 1. A Discrete Cache Implementation’

pre-fetch queue is full, and after another bus master,
such as a DMA controller, relinquishes the local bus to

the processor. The second drawback is that the address

and ‘some of the control signals must be externally
latched, ' requiring additional ‘board space and com-
plexity. Thus, for simplicity and increased performance,
the 80386’s address plpehmng feature is disabled in this
example

 During ‘memory read accesses, address bits §
through- 14 ‘index one of the entries in the tag RAM.
Simultaneously, address bits 2 through 14 access the
data RAM. After time taa of the tag RAM, the address
tag appears at the comparator inputs. This tag is
qualified by the valid bit and compared with 80386 ad-
dress bits 15 through 29. The matx;h output is fed to the

424

cache control logxc If a match is found, and the cache
line.is valid (ie., a read hit occurred), the cache RAM;s
supply data to the 80386, and the cache control logic
asserts /386 RDY. If a match is not detected, or the
cache line; is mvahd (i.e., a read miss occurred), the out-
put enable of the cache RAMs is de-asserted, and a
main memory access is initiated. The cache control
logic causes the cache line to be updated from main
memory. The control logic then updates the valid bit
and supplies the requested data as well as /386_RDY to
the processor.

This cache 1mp1ements a wnte-through ‘no-write-al-
locate policy. Therefore, for. write hits, both the cache
RAM and main memory are updated before the 386
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Table 1. Worst-Case Timing Calculations with the
82385

CALE : 82385 Cache Address Latch Enable
CS(3:0)# : Cache Select 3:0

COEA#,COEB# : Cache Output EnaBles A,B
WEA#, WEB# : Cache Write Enables A,B

Read Timing
| taA (max) non-pipelined mode |
4 CLK2 periods = 4 x 15 ns 60 ns
CALE valid from CLK2 (max) -15ns
386 data set up time (max) - 5ns
tAA (max) 40 ns
COE(A B, CS(3:0)# to Data Valid
4 CLK2 periods = 4 x 15 ns 60 ns
CS(3:0)# valid from CLK2 -25ns
386 data set up time - 5ns
COE(A,B)#, CS(3:0)# to data valid 30 ns
tOE (max)
2 CLK2 periods = 2 x 15 ns 30 ns
COE(A,B)# active from CLK2 (max) -15ns
386 data set up time (max) - Sns
tOE (max) 10 ns
Write Timing
WEA#, WEB# pulse width (min) 20 ns

can continue execution. On write misses, only main
memory is updated.

Write buffers between the processor and main
memory improve write performance. During write
cycles, the processor writes to the write buffers, and the
cache control logic updates main memory as a back-
ground task. While main memory is updated, the
processor can continue executing as long as it executes
read hit cycles or write cycles and as long as the write
buffer has room. After a read miss, the processor halts
until the write buffer has been completely flushed to
main memory. Otherwise, the processor might access
stale data from main memory.

The write buffers are implemented with Cypress
CY7C408A 64 X 8 FIFOs. This device features speeds
up to 35 MHz. It is deep enough that a full write buffer
condition seldom occurs, and its output enable makes
external three-state devices unnecessary.

The CY7C150 SRAM has two features that are
beneficial in cache tag applications. First, access time is
very fast. This product is available with a taa as fast as
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10 ns. This speed is important, because the tag logic can
prove to be the critical speed path in the design.
Second, the CY7C150 has a memory reset function that
allows the contents of the entire tag to be flushed within
two memory cycles. Therefore, a cache flush operation
can be performed much faster than if the processor had
to invalidate the tag RAM on a line-by-line basis.

The CY7B185 SRAM is fabricated in Cypress’s
high-performance BiCMOS process and is organized as
8K X 8. The device is available with access times as fast
as 10 ns and comes with a variety of packaging options.
This part’s X 8 width allows you to implement the en-
tire data cache with only four devices.

Cypress provides a wide variety of memory width
and depth configurations, all available with fast access
times. You can thus implement the configuration that
best suits your specific design requirements.

82385 Implementation

The 82385 is a VLSI cache controller offered by
Intel that is specifically designed to work with the
80386. The device supports a 32-Kbyte cache and can
be configured to operate in direct mapped or two-way
set-associative modes by strapping the 2W/D# pin. Ap-
pendix A provides information for strapping the 82385.

The CY7C184 cache RAM connects directly to the
Intel 82385 and 80386 with no external glue logic. You
can configure the CY7C184 as a 2 X 4K X 16-bit device
for set-associative implementations or as an 8K X 16
device for direct-mapped implementations.

During read misses, the 82385 invokes the 80386’s
pipeline mode to reduce the miss penalty. Therefore,
the processor’s address must be externally latched. The
CY7C184 contains address latches, eliminating the need
for discrete latches. Using discrete 4K X 4 SRAMs to
implement the two-way set-associative configuration
would require 18 ICs for the data cache and address
latches. Only two CY7C184s can implement the same
function in a space-saving 52-pin PLCC package.

The CY7C184 is configured by strapping the
MODE pin High for set-associative operation or Low
for direct-mapped operation. In set-associative mode,
address bit A12 is a Don’t Care and should be external-
ly grounded. Figures2 and 3 show the connections for
two-way set-associative and direct-mapped modes,
respectively.

Table 1 illustrates some worst-case timing calcula-
tions for a 33-MHz system. As the CY7C184 data sheet
shows, the -25 part meets or exceeds all the worst-case
requirements. For the 33-MHz configuration, there is
no difference in the 82385 timing specifications for set-
associative and direct-mapped operation. Therefore,
set-associative operation is recommended, because it
yields higher hit rates. For some lower-speed grades of
the 82385, the timing is less stringent for direct-mapped
operation. Therefore, slower, less-expensive cache can
be implemented for direct-mapped operation. Thus, you
must make a price/performance decision.
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82C307 Implementation

The 82C307 is a combination cache/DRAM con-
troller offered by Chips and Technologies. The device is
part of a chip set designed to offer a high-performance
IBM PC/AT-compatible system with a minimum num-
ber of components. Because the 82C307 has a two-way
set-associative  cache-mapping  policy, strap the
CY7C184 MODE pin High for proper operation.

The cache organization for the 82C307 is
2 X 4K X 32 bits. Two CY7C184s implement the entire
data cache. The 82C307 also makes use of the
CY7C184’s built-in address latches when pipelined
mode is required. The 82C307 has a programmable fea-
ture that allows either chip select or output enable to be
supplied to the cache data RAM. This feature should
always be programmed to generate a chip select when
using the CY7C184. Figure 4 illustrates how to use the
CY7C184 with the 82C307. The Chips and Technologies
82C306 is used to latch the 80386 byte enables.

Table 2 illustrates some worst-case read timing cal-
culations for a 25-MHz system in both non-pipelined
and pipelined modes. As the CY7C184 data sheet
shows, the -25 part meets or exceeds the worst-case re-
quirements for non-pipelined mode, and the -45 part
does the same for pipelined mode. Again, you must
make a price/performance decision based on these op-
tions.

PCB Layout Considerations

As with any high-speed system, you must pay care-
ful attention to the layout phase of a 386 cache project.
The following rules of thumb help reduce noise
problems and radiated EMI. A multilayer board with
both power and ground planes is strongly recom-
mended. Power and ground planes provide good, low-
inductance paths for the power connections to the
devices on the PCB. These paths help minimize ground
bounce and other noise problems. Sandwiching power
or ground planes between signal layers greatly improves
the circuit board’s noise characteristics. Ground-loop
currents are minimized, which reduces capacitive and
inductive signal coupling. A maximum center-to-center
spacing of 8 mils between signal and power layers is
recommended.

Good high-frequency decoupling on power and
ground connections is very important for reliable high-
speed -operation. High-frequency bypass capacitors with
NPO or X7R dielectrics are recommended. These
devices store charge and supply. instantaneous power
required by the active devices on the PCB. For the
CY7C184, one 0.1-uF and one 0.01-uF capacitor are
recommended per device. Surface-mount capacitors are
preferred because of the lower lead inductance these
devices exhibit. Additionally, you can place surface-
mount devices on the back of the PCB in the center of
the device they are intended to decouple. This place-
ment reduces the inductance between the capacitor
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Table 2. Worst-Case Timing Calculations with the
82C307

CRD(1:0)# : 307 Cache Read 1:0

Read Timi
| !AA (max) non-pipelined mode |
4 CLK2 periods = 4 x 20 ns 80 ns
CRD(1:0)# from CLK2 (max) - 12ns
386 data set up time (max) - 7ns
tAA (max) 61ns
tOE {max) non-pipelined mode

1.5 CLK2 periods = 1.5 x 20 ns 30 ns
CRD(1:0)# active from CLK2 (max) -12ns
386 data set up time - 7ns
tOE (max) 11 ns

tAA (max) pipelined mode
6 CLK2 periods = 6 x 20 ns 120 ns
CRD(1:0)# from CLK2 (max) -12ns
386 data set up time (max) - 1ns
taa (max) 101 ns

tQE_(max) pipelined mode |
3 CLK2 periods = 3 x 20 ns 60 ns
CRD(1:0)# active from CLK2 (max) -12ns
386 data set up time (max) - 7Tns
tOE (max) 41 ng]

leads and the active device’s power and ground connec-
tions.

Avoid sockets whenever possible because of the
extra inductance introduced. If sockets are necessary,
high-quality sockets with gold-plated contacts are
recommended.

Pay careful attention to the routing of traces. In
general, traces should be kept as short as possible to
reduce transmission-line effects. Point-to-point connec-
tions are recommended, as opposed to stubbed or tree-
type connections. The latter causes discontinuities in
the transmission line, which create reflections. Instead
of 90° bends, traces should be curved; or use two 45°
bends. This helps reduce EMI.

Critical signals, such as clocks and control lines,
should be routed first. Whenever possible, keep these
signals on the same layer, becausé vias cause transmis-
sion-line discontinuities. Routing these signals on the
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inner layers reduces radiated emissions. To minimize
transmission-line effects, keep these traces to a maxi-
mum of six inches in length. To minimize crosstalk, a
center-to-center minimum spacing of 16 mils is recom-
mended for critical traces.

The signal quality of the system clock is a very im-
portant consideration. Pay careful attention to clock
loading and skew. For high-speed clocks, it is usually
recommended to supply each clock input from a
separate driver. The clock drivers should be in a
monolithic package, such as a hex inverter, so that clock

oW
<>»0®
(725 (=]

skew is minimized. Keeping clock traces approximately
the same length also helps minimize clock skew.

Series damping resistors in the 10 to 27Q range
might be required on clock traces to achieve good sig-
nal quality. If so, use as low a value as possible, Ex-
perimentation determines the optimal value.

Once control lines have been routed, address and
data lines can be routed. These signals are somewhat
less critical, because some settling time is  usually
provided in the worst-case timing. However, these sig-
nals should still be routed point to point, and trace
length should be minimized.

Appendix A
Strapping Information for Different Steppings of the Intel 82385

Intel manufactures different versions (steps) of the 82385 cache controller. For example, the C step activates the
output enables to the cache RAMs whenever the write enable signals are asserted. Step B, on the other hand, inhibits
OE# while WE# is Low. Step SB, one of the new revisions, allows you to control the state of the OE# output - during
write cycles. Cypress recommends that pin A14 be tied Low; then OE# is de-asserted during write. There are two

reasons for this:
»  Although the 7C183 three states its outputs (tHZWE =

15 - 20 ns) after WE# is asserted, even if the OE# input is

active, the write pulse width (tPwg) in some systems might not be long enough to satisfy the tsp requirement after

tHzwE is satisfied.

«  Assuming tpwE is long.enough to satisfy tsp, you must contend with another problem After the 7C183 three states
its outputs, the noise caused by its buffers drives the Vi level to 3V. In other words, any inputs less than 3V might
not be recognized as a High level. If you want. to avoid this condition, pull OE# High 10 ns before asserting WE#.
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Pin-Out Compatibility Considerations
of SRAMs and PROMs

This application note discusses the non-electrical
parameters of pin-out and programming involved in
finding socket-compatible second sources for PROMs.
Included here is an example of a verified conversion
from the Motorola 68764 to the Cypress 7C264, a
PROM conversion that is not address-line compatible.

An SRAM Comparison

To understand how to choose second-source
PROMs, consider a comparison with the process of
choosing second-source SRAMs. Ignoring the AC/DC
characteristics, finding a second source for an SRAM is
relatively simple. So long as the power, ground, control
(chip select, read, write), address, and data lines are on
the same pins, the devices should be compatible.
Specifically, on SRAMs, the address and data lines need
not be numbered identically between the two devices for
them to function identically in the same socket. As an
example, on several Cypress SRAMs, the address pin
numbering is not the same as some of our competitors.

Consider a simplified example that illustrates why
address pin numbering is not a problem: Assume you
have a new device, the 2-bit x 4-location SRAM shown
in Figurel. Note that the inferior pin-out chosen by the
Brand "X" 2 x 4 assigns addressline 2 (A2) to pin 1,
while the superior pin-out used by the Cypress device
has Al at pin 1, etc.

Assume that your engineering staff designed an in-
frared scanning-pattern-recognizing toaster oven using
the Brand "X" SRAM, working only from the device’s
data sheet. Just as your company is about to ramp into

Cypress Brand "X"
2x4 2x4
1 A1 D13 1 A2 D2|3
2{a2  Dp2|4 2|a1 Di1}4

volume production, Brand "X" sends out an End Of
Life notice on the 2 x 4, because the company is con-
verting all of its capacity to making DRAMs.

At this point, because you have no desire to lay out
a new PCB, take a look at how the Cypress and Brand
"X" SRAMs would look in your design (Figure2). In the
figure, yP designates a microprocessor interfacing to
the SRAM. The important thing to notice in Figure2 is
that the data read from an address generated by the
microprocessor is the same as data written to the same
location earlier. With an SRAM, any inconsistency be-
tween the address and data line numbering does not
matter because the data read is the same as the data
previously written,

To illustrate the point further, suppose that you
writt a value of 1 (UP:D2,D1 = 0,1) at location 2
(UP:A2,A1 = 1,0). If you read location 2, you obtain
the value 1 that was written, because the address
presented to the SRAM during the read is the same as
the address for the previous write. Similarly, the data
read is in the same bit order as presented during the
previous write to the location. So far as the system is
concerned, the two SRAM devices are compatible.

Although not significant to the system, the devices
differ in where they internally store the data. In the

Brand "X" Board

UP-—-A2- o1 |A2 D2

UP--Al--—m2| Al »Y [ p— Dl--uP

Brand "x" Board with Cypress 2 x 4

uP-—-A2--rem--1 | Al D1

i S E—— ) )V 73] PR ) —— uP

Figure 1. Example 2x4 Simplified SRAMs

Figure 2. Example System with 2x4 SRAMs
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Cypress device, the uP address of 2 (UP:A2,A1 = 1,0)
actually stores the data at SRAM location 1
(Cypress:A2,A1 = 0,1). The Brand "X" RAM physically
stores the data at address 2.

The address translation is transparent to the pP,
however. Because the same location is accessed for the
subsequent reads, the difference in address numbering
between the two devices does not matter to the system.
Similarly, any numbering difference on the data lines
does not matter either. All writes and reads are
generated in your system; thus, so'long as the address
and data lines are on the same pms, dlfferences in the
numbering do not matter.

Second-Sourced PROMs

For PROMS, the scenario becomes slightly more
complex. Because you program PROMS using a
programmer that is separate from the system in which
they are used, it is more difficult to substitute PROMs
that do not have the same address- and/or data—pm num-
bering.

Assume, for example, that the high-tech toaster

oven’s 2 x 4’s are PROMS. If you program each location

with data, you find that the Cypress device does not
work properly when used inthe Brand "X"-designed
socket. In this case, the PROM programmer puts the
data at location 2, and the board reads this data when
the microprocessor requests the data at location 3. Addi-
tionally the data bits are swapped on this read. What a
mess! It becomes apparent that it is easiest to replace
this PROM with a device that has the same address- and
data-line numbering.

There are methods that allow you to use the Cypress
2 x 4 PROM in the Brand "X" socket, however. The ob-
jective in trying to make the Cypress PROM work in the
foreign pin-out socket is to have the system read the
same data as when the Brand "X" device is used. In the 2
x 4 example, you encounter two problems: mismatches in
the numbering of address lines and data lines.

Correcting Data-Line Mismatch

First consider the data-line mismatch. As it stands,
data programmed in as bitl,bit2 is read as bit2,bitl. You
could fix this problem by swapping the printed traces for
D1 and D2. Unfortunately, this would also disallow the
use of the Brand "X" device.

If you could internally swap the data bits
programmed into the Cypress device, they would be in
the correct order when read. You can, in fact, swap the
data bits in the Cypress device through several means.
First, you might modify your programming adapter such
that D2 and D1 are swapped when programming the
part. Then when the device is read, you get the bits in
the same order as presented by the Brand "X" device.
This is not a recommended method of solving the prob-
lem, because modifying programmers tends to make the
manufacturer of the programmer unhappy.

52
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1) Brand "X" 2 x4 :Bit2,Bit1
2) Programmer (Cypress) : Bit 1, Bit 2
3) Cypress2x 4 :Bit 1, Bit2

4) System Board uP :Bit2,Bit1

Figure 3. PROM Bit Swapping with Programmer

A second method of solving this problem is to alter
the binary image of the PROM contents such that bits
D1 and D2 are swapped in a file on your computer’s
disk; this altered binary image file is then used to pro-
gram the Cypress PROM. This approach is less likely to
cause damage than modifying a programmer, but re-
quires some skill in altering the binary file.

Finally, the easiest solution to this problem is to
trick the PROM programmer into swapping the bits for
you. If you set your programmer for the Cypress device
type, read a programmed Brand "X" device into memory,
then program the Cypress part with the image in
programmer memory, the bits are swapped for you.

You can see how this bit swapping works by examin-
ing Figure3. The bits in the Brand "X" device are stored
in the order Bit2,Bitl —the same order in which the
toaster’s UP reads them. When you set the programmer
to read the Cypress part, the data lines are logically
swapped from the Brand "X" ordering. Thus, when you
read the Brand "X" part, the data bits are swapped as
shown.

When the Brand "X" part is removed from the sock-
et, and the Cypress device is plugged in and
programmed, the bits are programmed into the Cypress
part in this same "reversed" order. When you place the
Cypress part into your board, the bits are swapped again
due to the difference in numbering between the Cypress
part and the board layout and the pP gets the data in
the correct order.

Correcting' Address-Line Mismatch

" The second problem in substituting PROMs is the
difference in address-line numbering. You can resolve
this problem in exactly the same manner as the data
swap problem. By simply setting the programmer to the
Cypress device type, reading the Brand "X" part, then
programming the Cypress part, any addressing differen-
ces are solved. The location of data words are swapped
to allow for the difference in pin-outs, just as the bits
were swapped in the data-line mismatch.

Working with PROM Programmers
Many programmers allow you to read a device dif-
ferent than the part selected, complaining only during
programming if the device types do not match. With
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PIN Cypress 7C264 Motorola 68764
21 A10 Al12
19 All A10
18 Al2 All

Figure 4. Cypress 7C264 vs. Motorola 68764 Pin-out

such a programmer, carrying out the procedures to con-
vert a PROM should not present a problem.

Some programmers, however, do not allow you to
read a device if it is different from the part selected.
These programmers prevent the conversion method
from working. Fortunately, the Cypress CY3000 Quick-
Pro programmer does permit use of the conversion
method. Cypress Field Applications Engineers, sales of-
fices, and distributors can use their QuickPro program-
mers to generate a Cypress master PROM that you can

use as a source for copying with uncooperative
programmers.

Conversion Example

As an example of a PROM conversion, consider
the Motorola 68764 8K x 8 PROM. It has a similar pin-
out to the Cypress CY7C264, with the exception of ad-
dress lines 10, 11, and 12.

To program a Cypress CY7C264 to work properly
in a socket designed to accept the Motorola device, use
this procedure:

Invoke the Cypress QuickPro or other appropriate
programmer and select the Cypress CY7C264 as the
device to be programmed.

Place the Maqtorola part in the programmer adapter
socket and read the device. Optionally, write the device
contents to a disk file.

Place a Cypress CY7C264 in the programmer adapter
socket, and program the part. Optionally, you can read
the contents of the disk file as the source for program-
ming.

The programmed device now works in the socket
designed for the Motorola part.

5-3
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Introduction to Diagnostic PROMs

This application note provides a basic understanding
of the concept of a diagnostic PROM, as well as a brief
introduction to possible applications.

Beginning with a short tutorial on system diagnostics,
this application note presents the reason for incorporating
diagnostics into a design and the special testability
problems associated with sequential designs. The concept
of shadow-register-based diagnostics is presented, and the
benefits of this approach are outlined.

Next, a description of diagnostic' PROMs is given.
This covers the similarity of diagnostic PROMs to stand-
ard registered PROMs, as well as the fundamental opera-
tion of a diagnostic PROM. Next is a description of the
Cypress CY7C268 and CY7C269 8K x 8 diagnostic
PROMs. An application example is also included.

Introduction to System Diagnostics

As electronic systems continue to grow in size, func-
tion, and complexity, it is becoming increasingly difficult
to test them and determine their reliability, as well as to
service the end product in the field. One way to simplify
the task of testing electronic systems is to design some
form of testability into the system.

Controllability and observability are the key points of
testability. These two qualities are easily obtained for a
combinatorial system in which the outputs are strictly a

INPUTS —/ | — e LTI
COMBINATORIAL
Locic
R STATE
REGISTER ouTPUTS

A
INTERNAL STATE FEEDBACK 4 CLK

7" SEQUENTIAL SYSTEM

Figure 1. Simple Sequential Machine
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function of the current inputs. Test vector methods are
easily devised and implemented for combinatorial sys-
tems. But, for a sequential system, in which the outputs
are a function of both the current inputs and the previous
state(s), controllability and observability can be lost due to
lack of access to the internal states of the machine. Conse-
quently, building testability into a system means being
able to control and observe all possible states of the system.

Consider the simple sequential machine in Figure 1.
Access to internal states is either denied or difficult to ob-
tain. The obvious way to add testability to this system is
to permit access to these internal states.

One way to gain this access is through addition of a
diagnostic shadow register, as shown in Figure 2. Obser-
vability is effected by adding a serial data output path
(SDO) to allow shifting internal state information out of
the system. Controllability is gained by permitting a serial
data input path (SDI) to set the state of the internal
registers. As a result, relatively simple test vector methods
can be used to test the system.

INPUTS <] ”* ——b OUTPUTS
COMBINATORIAL
LoGIC
STATE
. 7> qurputs
MUX REGISTER
A A

PCLK
| INTERNAL STATE FEEDBACK

MOODE J l
DCLK SERIAL DATA QUT (SDO)

SERIAL DATA iN (SDI)
SEQUENTIAL SYSTEM

SHADOW
REGISTER

PaN

Figure 2. Simple Sequential Machine
with Diagnostic Capability
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Figure 3. Complex Sequential Machine

Consider, for example, the complex sequential
machine shown in Figure 3. This system would be virtual-
ly impossible to test in the current configuration because
you cannot control or observe the machine’s internal
states. To increase this machine’s testability, observability
must be added at points 01, 02, and 03. If this were ac-
complished, you would be able to observe the internal
states of the machine. Additionally, controllability must be
added at points C1, C2, and C3. This would allow you to
set the internal states of the machine.

This controllability and observability can be attained
by adding shadow registers, as depicted in Figure 4. The
result is a complex sequential machine with a high degree
of testability. As a result of these actions, simple test vec-
tor methods can now be used to fully test the machine.
For instance, the state of the register at point C1 can be
set, the machine can be clocked through some known
number of cycles, and the state of the machine can be
observed at points 01, 02, and 03.

Knowing what state the machine should be in at a
specific time at each observation point (the machine’s
"known-correct” state) can be compared with the observed
machine state. This comparison determines if the machine
is functioning correctly, and if it is not, which "machine
primitive" is not functioning correctly (fault detection).

Note that this approach to sequential design also per-
mits testing to see what the machine would do if a glitch
caused a jump into an unused state. This capability makes
the design task of forcing the machine back into a known
state much less complex.

The real advantage of this approach is that it requires
no changes in architecture, minimal hardware changes,
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and results in a minimal (5 - 10 percent) area penalty
when integrated into existing integrated circuits.

Diagnostic PROMs

Diagnostic PROMs are a relatively minor migration
from standard registered PROMSs. A block diagram of a
diagnostic PROM appears in Figure S. The addition of
diagnostic capability to a registered PROM includes the
addition of:

Shadow register

‘Multiplexer

MODE pin

SDI (Serial Data In) pin

SDO (Serial Data Out) pin

Diagnostic clock

The shadow register is dynamically configured, based
on the value of the mode signal. If the mode is set to input
data to the PROM, the shadow register is configured as
serial-in, parallel-out; if you want to extract information
from the PROM, the shadow register is configured as a
parallel-in, serial-out.

The shadow register thus serves two purposes. First,
it can be configured to serially receive state information
that will appear at the outputs during the next cycle. This
feature allows you to preset a condition to be sent through
the part of the system fed by the PROM,; i.e., you can
insert state information into the system. This feature adds
controllability to'the system.

The second purpose that the shadow register serves is
to allow you to transfer state information from the register
and to serially shift that data out of the PROM. This fea-
ture adds observability by allowing you to observe the
state of the PROM’s pipeline register at any given time.
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Figure 4. Complex Sequential Machine with Diagnostic Capability

Including the features listed above in a registered
PROM can therefore add testability to any system. Note
that this increase in function is effected without loss of
other desirable registered-PROM - features, such as
programmable initialization, programmable output enable,
etc.

Cypress Diagnostic PROMs

Cypress Semiconductor manufactures two diagnostic
PROMs: the CY7C268 and CY7C269. These 64K-byte-

wide diagnostic PROMs are manufactured in CMOS for
an optimum speed/power tradeoff, .

Both PROMs contain an edge-triggered pipeline
register and on-chip diagnostic shift register. Both PROMs
can withstand 2001V ESD. Both PROMs are produced in
Cypress’s EPROM-based process, which allows testing
for 100-percent programmability. Both PROMs are avail-
able in PLCC/LCC and dual-inline packages, and both
PROMs are available in ‘a windowed package for
reprogrammability.

.
'
[} - :
— l—{ i
STATE o COMBINATORIAL .
OUTPUTS }'1 LOGIC MUX REGISTER |+ OUTPUTS
. t , A ? >
[ S .
SHADOW
MoDE > REGISTER
Fa¥
SERIAL DATA IN (SDI) —1 DCLK L—» SERIAL DATA OUT (S00)

Figure 5. Diagnostic PROM Block Diagram
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Table 1. CY7C268 Pin Functions

JRrvS— Name | /O Function
Ao~ A2 |::> PROGRAMMABLE ARRAY
Ao-A12| 1 |[Address Input
s}
, ¥ ! 00-O7 | O |Data Lines
wor—y| [ L uamesmo x| ENA | I |Synchronousor
Asynchronous Output Enable
PCLK — 5y 8 — .
CONTROL 1 INIT I |Asynchronous Initialize
R—s 0% »|  PROG. INITIALIZE WORD N
R 8-8iT oucnostic (€SP | MODE | I |Sets PROM to Operate in
RTT — _l' 8 BIT PIPELINE REGISTER l—b SHIFT REGISTER Ly, spo Pipelined or Diagnostic Mode
5] 8 DCLK | I |Diagnostic Clock (Used to
] y Clock the Shadow Register)
PCLK | I |Pipeline Clock (Used to
8 Clock the Output Registers)
4 SDI | 1 |Serial DataIn (Used to
0= 07 Serially Shift Data into the
Diagnostic Register)
SDO | O |[Serial Data Out (Used to
Serially Shift Data Out of the
Figure 6. Condensed Block Diagram of the CY7C268 Diagnostic Register)
Table 2. CY7C268 Operational Modes )
Data Flow Description |  Mode ENAl! SDI SDO DCLK PCLK
Normal Operation!!) L HL DataIn SDO - Rising Edge
Shadow to Pipeline!! H HL X SDI - Rising Edge
Pipeline to Shadow H L L SDI Rising Edge -
Data In to Shadow H H L SDI Rising Edge -
Shift Shadow Reg.!!] L HL DataIn SDI Rising Edge -
No Operation'! H HL - H SDI Rising Edge -
Note: 1. For the asynchronous-enable operation, data out is enabled on the first Low-to-High clock transition after E is
brought Low. When E goes from Low to High (enable to disable), the outputs go to the high-impedance state after a
propagatlon delay if the asynchronous enable was programmed. If the synchronous enable was selected, a Low-to-High
transition is required.

The CY7C268 features full diagnostic capacity and is
available in 32-lead PLCC/LCC or 32-pin 0.5-inch DIPs.
The CY7C269 features limited diagnostic capability and is
available in 28-lead PLCC/LCC or 28-pin 0.3-inch DIPs.

For an in-depth description of the PROMs’ functions,
refer to the data sheets. The following discussion briefly
describes the diagnostic functions available in each
device.

CY7C268

A condensed block diagram of the CY7C268 appears
in Figure 6. Table 1 lists the pin names and functions of
the CY7C268.
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Note that full diagnostic capability is realized through
the use of four control signals: SDI (Serial Data In), SDO
(Serial Data Out), MODE, and DCLK (diagnostic clock).
Including both DCLK and PCLK ensures that serial data
can be shifted into or out of the diagnostic register while
the PROM is operating in normal pipeline fashion. As a
result, the CY7C268 has three p0551ble modes of opera-
tion:

e Normal (pipelined)
» Diagnostic
+  Pipelined and diagnostic simultaneously

Table 2 summarizes the operatlonal modes of the

CY7C268.
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A=A - ADDRESS DECODER
0= M2 PROGRAMMABLE ARRAY

Table 3. CY7C269 Pin Functions

8} l—————— Name | /O Function
A 4
—bl DIAGNOSTIC MUX l Ao-A12| I |Address Input
MODE — . 00-07 | O ‘|Data Lines
84 L
£ CONTROL Y El | I |[Enable or Initialize
E/T—" "locic —} PROG. INITIALIZE WORD L — soi
~ BIT DIAGNOSTIC ineli i i
CLOCK = »| 8- 87 PiPELINE REGISTER | 8 ST REGISTER |, spo Clock | I Elllzzlllcne and Diagnostic
8l 8 MODE | I {Sets PROM to Operate in
. 1 : Either Diagnostic or
. Regular Pipelined Mode
8 SDI I |Serial Data In
8
SDO | O |[Serial Data Out
Op =07 -

Figure 7. Condensed Block Diagram of the CY7C269

CY7C269

A condensed block diagram of the CY7C269 appears
in Figure 7. The CY7C269 has reduced diagnostic func-
tion relative to the CY7C268. The CY7C269 is ideal for
applications requiring limited diagnostics with a premium
on board-space conservation, This PROM is available in
28-pin, 300-mil DIPs (windowed or opaque) and in 28-
lead PLCC/LCC packages. The pin names and functions
of the CY7C269 are listed in Table 3.

Note . that limited diagnostic capability is realized
through inclusion of three diagnostic signals: MODE,
SDI, and SDO. Because there is only one clock, the
regular and diagnostic modes are mutually exclusive.
Table 4 summarizes the operating modes of the
CY7C269.

Design Example

As an example of using diagnostic PROMs, consider
the complex sequential machine presented earlier. This
machine could be easily implemented using CY7C268s or
CY7C269s, as shown in Figure 8. Note that the block
labeled "diagnostic control” could consist of PLDs,
PROMs, a sequencer, or a small microcontroller. Choos-
ing between the CY7C268 and the CY7C269 is based on
the complexity of the diagnostic function required. For
full diagnostics that can function simultaneously with
regular pipelined operation, use the CY7C268. For an ap-
plication where limited diagnostic capability is required —
perhaps only a function at power-up or some other well-
defined time — use the CY7C269.

Table 4. CY7C269 Operating Modes

1. The E or I function is selected during programmmg

ly, as _programmed

Data Flow Description Mode EJl Clock SDI SDO
Normal Operation L [11,12] Rising Edge X HighZ
Shadow to Pipeline H L Rising Edge L ‘ SDI
Pipe or Bus to Shadow H L Rising Edge H SDI
Shift Shadow H H 'Rising Edge | ~ Dataln SDO
Notes: _

2. If I is selected, the outputs are always enabled. If E is selected, the outputs are enabled synchronously or asynchronous-

3. If I is selected, the outputs are always enabled. If E is selected, during:diagnostic operation the data outputs remain in
the state they were in when the mode was entered. When enabled, the data outputs reflect the outputs of the pipeline
register. Any changes in the data in the pipeline register appear on the output pins.
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Interfacing the CY7C289 to the AM29000

This ‘application note describes how to use high-
speed Cypress CY7C289 PROMs to design an instruc-
tion memory system with virtually zero wait states for a
33-MHz AMD AM29000. The design includes 1 Mbyte
of CY7C289 PROMs in addition to the interface cir-
cuitry used to support processor bursts. A logic
schematic and the equations for the PLDs used in the
memory interface are included.

Traditionally, PROMs have been much slower than
RAMs. System designers used PROMs only for the
boot process, immediately transferring the information
into RAMs once power-up was complete. This ineffi-
cient solution wasted a considerable amount of board
space, but system performance was generally con-
sidered more important. :

. The need for this tradeoff is now evaporating.
Cypress PROMs have narrowed the speed.gap between
RAMs and PROMs to almost nothing. The CY7C289
PROMs use a fast-column-access architecture to
produce on-page access times of just 20 ns (for
registered mode) at a 512-Kbit (64K x 8) density. This
architecture takes advantage of the burst mode feature
common in many current microprocessors. Because
most 32-bit processors burst just 16 bytes in a wrap-
around fashion, the burst mode accesses fall within a
single page of the CY7C289 PROMs. Thus, each access
in a burst to the PROM is always completed in 20 ns.

Even with a processor that generates bursts consid-
erably longer than 16 bytes, the CY7C289 can supply all
the data in a burst from a single page. An excellent ex-
ample of this capability is the 29000 instruction memory
design described in this application note. Even though
29000 bursts can be up to 1 Kbyte long, the memory
design described here never requires a wait state during
a processor burst. Wait states are only required during
an initial access, and the maximum wait in a 33-MHz
system is just two clock cycles.

Figurel displays a block diagram of the instruction
memory system design for the 29000. The design has
three basic blocks: the 29000 microprocessor, the con-
trol logic, and 1 Mbyte of CY7C289 PROM.
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CY7C289 PROMs

The CY7C289 is one of four new 64K x 8
reprogrammable PROMSs offered by Cypress Semicon-
ductor. Two of these PROMSs, including the CY7C289,
feature the unique fast-column-access architecture. On
these devices, the PROM array is divided into 1024
pages that are each 64 bytes long. Any consecutive ac-
cess to the same CY7C289 page requires just 20 ns to
complete. If an access crosses an internal PROM page,
the device delivers data within 65 ns. To indicate an in-
ternal page crossing to the external circuitry, the
CY7C289 generates a WAIT\ signal.

Along with the unique array = architecture, the
CY7C289 provides a variety of programmable features
to simplify the memory interface. Among these
programmable  features is the ability to capture the
input address with on-chip registers or latches.

If you select the address latch option, the address
flows into the PROM during the active portion of the
ALE signal and is captured when ALE is deasserted
(the ALE signal’s polarity is programmable). This op-
tion is- appropriate for most CISC processors, which
supply a valid address after the system clock’s rising
edge. The ALE option can improve system perfor-
mance by allowing the PROM to capture the address as
soon as it becomes available, as opposed to waiting for
the system clock’s next rising edge. The drawback to the
address ‘latch option is that external logic might be re-
quired to generate the ALE signal.

If you select the CY7C289°s registered option, the
address at the input is captured at the CLK input’s
rising edge. The advantage of the registered mode is
that the memory interface is often simpler. This con-
figuration is particularly useful when interfacing to
RISC processors. Most of these processors generate ad-
dresses around “the rising edge of a system clock,
making it easy to capture the address with the CY7C289
input registers. (See the application note, "Interfacing
the CY7C289 to the CY7C601.")

Another important CY7C289 feature is the ability
to program the polarity of two chip selects (CS1 and
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Figure 1. AM29000 Instruction Memory Block Diagram

CS2), which facilitates automatic bank selection for up
to four banks of PROM. Proper use of the chip selects
also allows you to extend the PROM page’s length
beyond 64 words when using multiple banks of PROM.
This capability improves the system’s performance by
effectively increasing the size of a page in the
CY7C289s (more on this later).

Here is a complete list of the programmable fea-
tures available on the CY7C289:

* The input address can be either registered at
CLK'’s rising edge or latched by the ALE input.

+ You can program the address set-up and
hold window.

¢ You can program the WAIT output’s polarity.

*  You can program the ALE input’s polarity.
- The WAIT output can be generated off the

falling or rising edge of CLK for the registered-
mode CY7C289.
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*  You can program the polarity of both chip

selects (CS1 and CS2).

You can set each of these options by appropriately
programming a reserved PROM location. Therefore,
the devices are configured at the same time the array is
programmed.

AM29000 Microprocessor

The 29000 is a 32-bit general-purpose microproces-
sor used mainly in embedded controller applications.
The version used in this design operates at 33 MHz—
the highest-speed 29000 currently available. The
processor’s pipelined RISC. architecture attempts to ex-
ecute an instruction in every clock cycle. To do this, the
29000 relies heavily on burst-mode accesses.

The 29000 contains three buses, one each for ad-
dress, data, and instruction. During a normal access, the
three-bus architecture behaves essentially like a two-bus
system (address and data), because the dedicated in-
struction and data buses must wait for the shared ad-
dress bus. In burst mode, however, only the initial data
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Figure 2. Control Logic for the 29000 Instruction Memory

or instruction address is sent to the corresponding
memory space, and the task of incrementing the address
is left to the interface circuitry. Thus, during burst, both
the data and instruction buses can operate simul-
taneously without having to wait for the shared address
bus. In: other words, a 29000 in burst mode can fully
utilize the separate data and instruction bus
architecture. . :
Although- the 29000 achieves maximum throughput
during bursts, AMD did impose a limit-on a burst’s
length: - The 29000 only: performs bursts within a 1-
Kbyte boundary. Therefore, an 8-bit counter suffices to
increment the burst-addresses. Note that a 29000’s max-
imum burst length depends on where it begins. For ex-
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ample, if a burst begins four words before the end of a
1-Kbyte boundary, the burst can at most be four words
long.

Control Logic

The memory interface logic required for this design
is detailed in Figure2 and appears symbolically in Figure
3. In addition, PLD ToolKit source code for the PLDs
used in the control logic appears in Appendices A
through D.

Referring to the block diagram in Figure 1, note
that the interface circuitry performs two primary func-
tions. One is to generate -all necessary interface signals,
and the other is to increment the instruction address to
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support processor bursts. The hardware required to im-
plement the interface consists of two SSI devices (a
74F74 and a 74F112) and four small PLDs. The 22V10
PLD is a 15-ns version, while the remaining three PLDs
(one 16R4 and two 16L8s) have a maximum propaga-
tion delay of S ns.

Memory Interface

The 29000 has a few peculiarities that affect the
memory system design. For example, the instruction bus
is unidirectional. The 29000 can only READ from in-
struction memory. This limitation makes it difficult to
use RAMs for instruction memory, because there is no
mechanism to load the instructions into the RAMs to
begin with, but the nonvolatile nature of PROMs makes
them ideal for this application.

One way to use RAM for the instruction memory is
to trick the 29000 into thinking it is writing to data
memory (the data bus is bidirectional), but route the in-
formation back to the RAMs in instruction memory.
Implementing this memory subsystem requires two 32-
bit 2:1 multiplexers on the data and instruction buses, in
addition to the associated glue logic necessary to con-
trol the transfer. To use the memory subsystem, the sys-
tem copies the instruction information (from boot
PROMs located elsewhere on the board) onto the data
bus and subsequently into the RAMs on the instruction
side of memory. This solution is' costly, wastes board
space, and slows system operation by adding multi-
plexer delays into both the instruction- and data-bus
paths.

A much better solution is to use PROMs in the in-
struction memory. Because they are nonvolatile, the in-
struction information is programmed into the device
prior to assembling the system, eliminating the extensive
logic needed to write to the instruction bus. Further,
with the CY7C289’s high speed, the system has no need
for shadow RAMs. The resulting circuit occupies much
less board space than the RAM-based version and
provides better system performance. Moreover, lessen-
ing the number of components improves the circuit’s
reliability.

Another unusual 29000 feature is the processor’s
ability to suspend bursts to instruction memory. At any
time during an instruction burst, the 29000 can suspend
the sequence by deasserting the burst request signal
(IBREQ\). The instruction memory must respond by
discontinuing its operation while the IBREQ\ signal is
inactive. When the processor reasserts IBREQ\, the
memory system must resume from the point at which
the burst was suspended. Note that because the 29000
does not send a new address at this point, the interface
logic has to remember the address at which the proces-
sor suspended the burst. An instruction burst is not
complete until the 29000 asserts the instruction request
signal (IREQ\) and sends a new address. The interface
logic described in this design fully supports suspended
bursts.
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PROM Configuration

In this application, 16 CY7C289 PROMs constitute
a 1-Mbyte instruction memory, distributed in four
banks. The CY7C289s’ 22-ns access time (in latch
mode) allows on-page accesses to complete in a single
clock cycle at 33 MHz. Proper use of the programmable
chip selects ensures that all burst accesses fall within
the same PROM page and never require a processor
wait cycle.

The CY7C289s are configured with address latches
to take full advantage of the 29000’s mid-clock address
release. Latch mode minimizes the number of wait
cycles during a single access or during a burst’s first ac-
cess. The set-up and hold window for the address
latches should be programmed to minimize the hold
time required after latch close. This setting is critical to
proper-operation of the address increment circuitry.

The CY7C289s’ chip selects are programmed on a
bank-to-bank basis, such that each bank has a unique
polarity combination of CS1 and CS2. This arrangement
permits PROM bank selection without external address
decoding. The other applicable programmable features
on the CY7C289 are the polarity of the WAIT\ and
ALE signals. In the design implemented here, WAIT\
is active Low and ALE is active High.

Address Connection Scheme

For the most part, the placement of the CY7C289
PROMs in this design is straightforward. However,
there are two important memory design features that
bear clarification. The first is ‘the address connection
scheme used for the CY7C289 PROMs. In Figure 3’s
display of the address input to the CY7C289s, notice
that the addresses fed to the PROMs are not entirely
sequential. This non-sequential addressing scheme is
used with the chip selects to extend the effective PROM
page length to 1 Kbyte, and thus achieve no-wait-state
burst performance.

To understand how this is done, consider some in-
ternal details of the CY7C289. In this PROM, the
lowest six address inputs (AO - AS) designate a specific
byte within a 64-byte internal PROM page. Inputs A6 -
A15 select one of 1024 PROM pages. When any of the
inputs at pins A6 - Al5 changes, a new page is selected,
and the CY7C289 asserts the WAIT\ output.

You can think of the CY7C289’s chip selects (CS1
and CS2) as additional address inputs in a multi-bank
memory system. Like AO - AS, changes at these inputs
do not result in an internal CY7C289 change. With four
banks of PROM, you have a total of 8 address bits (A0
- A5, CS1, and CS2) that do not affect the internal
PROM page, as opposed to just 6 (AO - AS) when using
one bank of PROM. The 8 bits of on-page addresses
translate into a PROM page length of 256 words, or 1
Kbyte, which equals the 29000’s maximum possible
burst.

The schematic in Figure 3 reveals how this page-
lengthening scheme is implemented. Note that all the
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Figure 3. AM29000 Instruction Memory Design

outputs from the control logic (O2 - O9) connect to
CY7C289 inputs that do not cause &4 page change (A0 -
A5, CS1, and CS2). The lowest address connected
directly from the CPU to the PROMs is A10. The 29000
is guaranteed never to change A10 - A31 during a burst,
because this would constitute crossing a 1-Kbyte bound-
ary. All the addresses that can change during burst con-
nect to A0 - AS, CS1, and CS2; thus, the CY7C289
never crosses an internal page—and never causes a wait
state—during a 29000 burst. The chip selects in this
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design effectively quadruple the PROM page length, al-
lowing a-greater percentage of single accesses and-all
burst accesses to finish within a single clock cycle.

To make the extended page useful, note that you
need ‘to locate sequential code on the same PROM
page. Because this- design extends each PROM page
across all four banks, you must segment code into page-
length blocks; this is analogous to using interleaved
DRAMs. Because each CY7C289 PROM has a 64-byte
internal page, your code must be separated into 64-
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word blocks. In other words, place the first 64 words of
code in bank 1, the next 64 words in bank 2, and so on.
You can accomplish this segmentation with a simple
program.

Using the WAIT\ Signal

The second memory design issue that bears
clarification is the connection of the CY7C289’s WAIT\
signal. The CY7C289 asserts this signal when the input
address crosses an internal page boundary (at least one
of the inputs A6 - A1S changes). WAIT\ tells the 29000
that the PROMs need an additional clock cycle to
deliver the requested instruction.

Note in the schematic in Figure 3 that only one
WAIT\ output connects to the control logic. This is be-
cause all the PROMs examine the same upper-order
address inputs to determine if an internal page has been
crossed. Therefore, only one PROM is required to
identify a page crossing and assert the WAIT\ signal,
even if the chip selects (CS1 and CS2) are deasserted at
the time. The only time the PROM does not generate
WAIT\ is when the chip enable signal (CE\) is inactive
during an address change.

Burst Counter

The 22V10 and the two 16L8s support the 29000’s
burst mode capability. The 22V10 implements an 8-bit
loadable counter, which loads a new address from the
29000 when the IREQ\ signal is asserted. On each sub-
sequent clock rise in which IBREQ\ is active, the
22V10 increments the current address and delivers the
result to a multiplexer. Note that the clock to the 22V10
is not the system clock. The 16R4 generates a special
counter clock that properly times the loading of the
counter and halts the count during a suspended burst.

The pair of 16L.8s are utilized primarily as two
high-speed multiplexers. Each 16L8 implements a 4-bit
2:1 multiplexer that selects the instruction address from
the 29000 or the counter. During an initial access
(IREQ\ Low), the 16L8s feed the processor address to
the instruction memory. When the 29000 is bursting, the
counter address is routed to the PROMs.

Signal Generation

The primary function of the remaining interface
logic (the 16R4, 74F74, and 74F112) is to generate the
necessary system control signals. These signals include
the instruction ready signal (IRDYV) to the 29000 and
the address latch enable signal (ALE) for the PROM:s.
The IRDY\ input to the 29000 halts the processor when
accessing slower memory. Based on the WAIT\ output
from the CY7C289s, the. interface  circuitry deasserts
IRDY\ when the PROM requires more time to com-
plete an access. Because this design never requires a
wait during a burst access, the control logic simply
holds IRDY\ Low while a burst is in progress. For the
PROM interface, IRDY\ is only used during a single
access or during a burst’s initial access.
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The ALE input controls the input of addresses to
the CY7C289s. The CY7C289’s latch mode takes full
advantage of the 29000’s mid-clock address release and
minimizes wait states during the initial access. The
drawback to latch mode is that an ALE signal must be
generated externally. In this design, the 16R4 creates
ALE based on the input clock, IRDY\, WAIT\, and
IBREQ\. The remaining signals generated by the 16R4
control the burst counter logic implemented in the
22V10 and the 16L8s.

Note that most of the logic displayed in Figure2 is
required regardless of the memory device you choose.
Implementing the burst-counter interface to the 29000
requires the 22V10, both 16L8s, and a portion of the
16R4. Thus, only the two SSI components and part of
one 16R4 are needed to create the appropriate com-
munication signals between the 29000 and the CY7C289
PROMs.

System Timing

Figures 4 and 5 illustrate the communication be-
tween processor and memory that supports burst mode
and inserts wait states. The 29000 generates the instruc-
tion request (IREQ\) and instruction burst request
(IBREQ\) signals to initiate instruction accesses. To
begin an access, the 29000 asserts IREQ\ and places a
valid address on the address bus a maximum of 12 ns
after CLK’s rising edge. If this is the beginning of an
instruction burst, the processor asserts IBREQ\ no
more than 10 ns after the system clock’s falling edge. At
each subsequent rising edge of CLK, the 29000 samples
the instruction ready (IRDY\) input before reading
data. Therefore, by deasserting IRDY\, the external
memory system can hold the CPU until an access is
completed.

When the access is finished, the memory system
must assert IRDY\ at least 10 ns before CLK’s next
rising edge. The data must appear on the bus at least 4
ns before CLK’s rising edge.

No-Wait Timing
The control logic in this design generates IRDY\
based on the WAIT\ output from the CY7C289
PROMs and the IREQ\ and IBREQ\ signals from the
processor. During a single access or a burst’s first ac-
cess, the interface automatically inserts one wait cycle
due to the 29000’s late delivery of valid address; com-
pleting a single access without a wait state would re-
quire a 12-ns PROM access time. The interface inserts
the wait state by deasserting IRDY\ in the cycle in
which IREQ\ was asserted. In the scenario illustrated
in Figure 4, this access falls on the same page as the
previous PROM access and therefore does not generate
a WAIT\. The interface logic asserts IRDY\ in the fol-
lowing. cycle, and data is delivered prior to CLK’s next
rising edge. The CY7C289 PROMs’ 22-ns on-page ac-
cess time is well within the 44-ns window that results

from the single inserted wait state.
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Once the initial access is delivered, the memory can
complete each burst access within a single cycle. The
control logic therefore keeps IRDY\ asserted as long as
the IBREQ\ signal from the CPU is active. In Figure4,
note that the- 29000 temporarily deasserts IBREQ\—the
method the processor uses to suspend an instruction
burst. In response, the instruction memory suspends
data delivery until the IBREQ\ is reasserted.. When
IBREQ\ reasserts, the data is delivered from -the point
at which the burst was suspended, as illustrated in the
timing diagram in Figure4.

To govern the operation of the instruction PROMs,
the control logic generates the address latch enable sig-
nal (ALE), also shown in Figure4. In this design, the
ALE input is programmed as active High. Thus, when
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the ALE input is active, the latch is transparent, and the
address at the input flows into the PROM. On the tran-
sition of ALE from High to Low, the PROMs latch the
address and ignore further changes to the address while
ALE is Low. .

In this design, the ALE input remains active (open)
until a burst sequence begins. During a burst, the ALE
signal advances the counter and controls the loading of
the counter address into the PROM. Because ALE'’s
falling edge increments the count, the PROM’s address
inputs change only after the address latch closes.

Note in the schematic in Figure 3 that the 16R4
generates the clock input to the AM29000. This clock
arrangement ensures that the ALE and CPUCLK sig-
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nals track each other and are as closely synchronized as
possible.

PROM Wait Timing

If WAIT\ is asserted during a single access or
during the initial access of a burst, the control logic in-
serts one additional wait cycle (Figure 5). This wait
cycle occurs if a PROM address crosses a page bound-
ary; the WAIT\ signal is then asserted a maximum of 21
ns after the address is loaded. The control logic dis-
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played in Figure2 uses this WAIT\ output’s falling edge
to send an additional wait signal to the 29000. This wait
signal is created by keeping the IRDY\ signal High for
one additional cycle.

As shown in Figure 5, this added wait provides a
total of 74 ns for the PROM to complete the access. An
access that involves crossing an internal PROM page
actually requires only 65 ns. Note once again that after
the initial data has been delivered, all subsequent burst
accesses are delivered within a single clock cycle.
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Appendix A. PLD Toolkit Source Code for the 16R4

C16R4;
{ Norman Taffe
Cypress Semiconductor
April 23, 1990 .
Control Logic for CY7C289 PROM interface to the AMD 29000. }
CONFIGURE
{inputs}
CLK, CLKIN, RESET, IREQ, WAIT, INLOAD, WAITOUT, DIBREQ, KILL, OE(node= 11),

{outputs}

IRDY(node= 12), ALE, PRESET, CLRIK, DKILL, DIREQ, COUNTCLK, CPUCLK,

EQUATIONS;
'PRESET = < sum> !INLOAD & 'RESET;
IDIREQ = < sum> !IREQ & 'RESET;

!ALE = < oe>
< sum> !DIREQ & !WAITOUT & !CLKIN & !RESET
# IDIBREQ & !WAITOUT & !CLKIN & 'RESET;

ICPUCLK = < oe>
< sum> !CLKIN & !CLKIN & !CLKIN & !CLKIN
# 'CLKIN & !CLKIN & !CLKIN & !CLKIN;

IIRDY = < oe>

sum> WAIT & 'WAITOUT & 'DIBREQ & 'RESET
# WAIT & 'WAITOUT & 'PRESET & 'RESET
# IWAITOUT & IDIBREQ & !DKILL & 'RESET
# IWAITOUT & !IPRESET & !DKILL & !RESET
# ICLRJK & 'RESET; '

A

ICLRIJK = < sum> !'PRESET & WAITOUT & !RESET;
ICOUNTCLK = < oe>
< sum> 'WAITOUT & DIBREQ & PRESET & CLRJK & DIREQ
# CLKIN & 'WAITOUT & PRESET & CLRIJK;

{DKILL = < sum> !CLRJK & 'RESET;
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Interfacing the CY7C289 to the AM29000

Appendix B. PLD Toolkit Source Code for the Upper 16L8

Control Logic for 285/9 PROM interface to AMD 29000. }

CONFIGURE;

{inputs}

RESET, IREQ, KILL, ALE, A2, A3, A4, A5, C2, C3(node= 11),
DIBREQ(node= 16), C4, CS,

{outputs}

O2(node= 12), 03, 04, OS5, CE(node= 19),

EQUATIONS;
102= < oe>
< sum>
#
#
#
#
#
103 = < oe>
< sum>
#
#
#
#
#
104= < oe>
< sum>
#
#
#
#
#
105= < oe>
< sam>
#
#
#
#
#
ICE = < oe>

'RESET & !A2

IREQ & KILL & ALE & !A2
RESET & !ALE & !C2
RESET & KILL & !C2
RESET & IREQ & !C2

1A2 & !C2;

'RESET & !A3

IREQ & !KILL & ALE & !A3
RESET & !ALE & !C3
RESET & KILL & !C3
RESET & IREQ & !C3

1A3 & IC3;

IRESET & !A4

TREQ & 'KILL & ALE & !A4
RESET & !ALE & !C4
RESET & KILL & !C4
RESET & IREQ & !C4

1A4 & 1C4;

'RESET & !A5

IREQ & KILL & ALE & !AS5
RESET & !ALE & !C5
RESET & KILL & !C5
RESET & IREQ & !C5

1AS & !C5;

< sum> !IREQ # !DIBREQ;
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Appendix C, PLD Toolkit Source Code for the Lower 16L8

{ Norman Taffe
Cypress Semiconductor April 23, 1990
Control Logic for 285/9 PROM interface to AMD 29000. }

CONFIGURE;

{inputs}

RESET, IREQ, KILL, ALE, A6, A7, A8, A9, C6, C7(node= 11), C8(node= 17), C9,

{outputs}

O6(node= 12), 07, 08, 09, ALEBAR,

EQUATIONS;

106 =

107 =

108 =

109 =

< oe>
< sum> [RESET & !A6
# 'IREQ & KILL & ALE & 'A6
# RESET & !ALE & !C6
# RESET & KILL & !C6
# RESET & IREQ & !1C6
# 1A6 & !C6;

< oe>
< sum> !RESET & !'A7
# MREQ & XILL & ALE & !'A7
# RESET & !ALE & !IC7
# RESET & KILL & !C7
# RESET & IREQ & !C7
# 1A7 & IC7;

< 0e>
< sum> RESET & !A8
# IREQ & 'KILL & ALE & !A8
# RESET & !ALE & !C8
# RESET & KILL & !'C8
# RESET & IREQ & !C8
# A8 & !C8;

< oe>
< sum> IRESET & !A9
# IREQ & !KILL & ALE & !A9
# RESET & !ALE & !C9
# RESET & KILL & !1C9
# RESET & IREQ & !C9
# 1A9 & IC9;

IALEBAR = < oe>

< sum> ALE;
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‘Appendix D. PLD Toolkit Source Code for the 22V10

Cypress Semiconductor

April 25, 1990

8-bit counter for AMD?29000 PROM interface. }

CONFIGURE;

{inputs}

CLK,A2,A3,A4,A5,A6,A7,A8 A9 KILL,IREQ,

{outputs}

O9(node= 14),08,07,06,05,04,03,02,Q1(noreg),

EQUATIONS;
Q1
109

< 0e>

< sum> !KILL & !IREQ;

<sum> 02& 03& 04& 05& 09& 08 & 07 & 06 & Q1

O I LR T I

108 := < oe>
< sum>

oo o 3 o R H R H kR

102 & 109 & Q1
103 & 109 & Q1
104 & 109 & Q1
105 & 109 & Q1
109 & 106 & Q1
109 & 107 & Q1
109 & 108 & Q1

A2& A3 & A4 & AS5& A6 & AT & AB & A9 & Q1

1A2 & 1A9 & Q1
1A3 & A9 & Q1
1A4 & 1A9 & Q1
A5 & 'A9 & 'Q1
1A6 & 'A9 & 1Q1
1A7 & A9 & Q1
1A8 & A9 & !Q1;

02&03&04&05&08& 07&06& Q1

102 & '08 & Q1
103 & 108 & Q1
104 & 108 & Q1
105& 108 & Q1
108 & 106 & Q1
108 & 107 & Q1

A2& A3 & A4 & AS& A6 & AT & AB & Q1

1A2 & 'A8 & Q1
A3 & 'A8 & Q1
1A4 & 1A8 & Q1
1AS & !AB & Q1
1A6 & 'A8 & Q1
A7 & A8 & IQ1;
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Appendix D. PLD Toolkit Source Code for the 22V10 (cont.)

107 := < oe>
<sum> 02&03& 04 & 05& 07& 06& Q1
102 & 107 & Q1
103& 107 & Q1
104 & 107 & Q1
105 & 107 & Q1
107 & 106 & Q1
A2& A3 & A4 & A5 & A6 & A7 & Q1
1A2 & 1A7 & Q1
1A3 & 1A7 & 1Q1
1Ad4 & A7 & Q1
1A5 & 1A7 & Q1
1A6 & A7 & 'Q1;

$HoH 3 o ¥ IR

106:= < oe>
<sum> 02& 03&04& 05& 06& Q1
102 & 106 & Q1
103 & 106 & Q1
104 & 106 & Q1
105 & 106 & Q1
A2 & A3 & A4 & A5 & A6 & Q1
1A2 & A6 & Q1
1A3 & 1A6 & Q1
1A4 & A6 & Q1
1AS & 1A6 & 1Q1;

3 o W H B H R

105:= < oe>
<sum> 02& 03 & 04 & 05 & Q1
102 & 105 & Q1
103 & 105 & Q1
104 & 105 & Q1
A2 & A3 & Ad & A5 & Q1
1A2 & 1A5 & Q1
1A3 & 1AS5 & 1Q1
1A4 & 'AS & 'Q1;

o HoH H K

104 :

< 0e>

< sum> 02& 03 & 04 & Q1
102 & 104 & Q1

103 & 104 & Q1
A2& A3 & A4 & 1Q1
1A2 & 1A4 & 1Q1

1A3 & 1A4 & 1Q1;

3o H R

[

103:= < oe>
<sum> 02&03&Q1# !102&!103&Q1# A2& A3& Q1

# 1A2 & 1A3 & 1Q1;

102

< 0e>
<sum> 02 & Q1 # A2& !1Q1;
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Interfacing the CY7C289 to the CY7C601

This application note describes how to use high-
speed CY7C289 PROMs to design an instruction
memory for a 40-MHz CY7C601 RISC processor. The
design features 1 Mbyte of PROM and requires no in-
terface circuitry. Utilizing a unique fast-column-access
architecture, the CY7C289 supplies data in a 40-MHz
system with only occasional wait states. A schematic of
the design is included at the end of this application
note.

Because microprocessor performance improve-
ments have outpaced access-time advances in high-den-
sity memory devices, system designers have resorted to
memory interleaving and high-speed SRAM caches to

‘more fully utilize a processor’s performance capability.

In embedded control applications, the alternative has
been to compromise system performance by slowing
every processor access to PROM memory with wait
states or by using PROMs only for the boot process and
running instruction code from SRAMs. The necessity
for faster, nonvolatile memory in high-performance em-
bedded applications has prompted Cypress to design
high-speed PROMs that you can easily interface to a
variety of microprocessors.

Using the CY7C289, high-speed embedded ap-
plications can run code directly from PROM and
eliminate the extra board space, cost, and logic required
to transfer code into "shadow" RAMs. To achieve this
level of performance, the CY7C289 PROMs employ an
innovative architecture that accentuates local speed.
The memory array is split into 64-byte pages that allow
on-page access times of just 20 ns in a 512-kbit (64K x
8) PROM. This performance equals that of the fastest
static RAMs at similar densities. SRAM-like perfor-
mance, combined with the non-volatility of EPROM
technology, makes these devices ideal for high-perfor-
mance embedded control applications.

Another important CY7C289 feature is the
availability of on-chip address registers. The CY7C601
memory design presented in this application note is an
example of the address registers’ usefulness. Like many
RISC architectures, the CY7C601 delivers its address
and memory signals unlatched prior to the ‘system
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clock’s rising edge. Ordinarily, you must latch these sig-
nals externally with several 74F74s or the like. However,
the CY7C289’s on-chip registers capture the address
bits at the system clock’s rising edge. This feature, as
well as the CY7C289’s automatic WAIT-signal genera-
tion, allow for a straightforward connection between the
memory and the processor.

Figurel displays a block diagram of the instruction
memory system design for the CY7C601. As the
diagram shows, the design has only two major com-
ponents: the CY7C601 32-Bit RISC Processor and one
Mbyte of CY7C289 PROM.

CY7C289 PROMs

The CY7C289 is part of a high-density (512K),
high-speed CMOS PROM family offered by Cypress
Semiconductor. The CY7C289, along with another of
the family members, features a unique fast-column-ac-
cess architecture. The PROM array is arranged into
1024 pages, each 64 bytes long. Consecutive accesses to

‘the same page require only 20 ns to complete, When an

access crosses a page within the PROM, the data is
delivered in 65 ns. The 7C289 generates a WAIT signal
to alert external circuitry of an off-page access.

The CY7C289 emphasizes fast local accesses—
within a 64-byte page. The principle behind the
CY7C289 derives from a statistical approach to perfor-
mance improvement. Many microprocessors linearize
memory access requests because of on-chip cache
burst-fill modes or instruction pre-fetch queues, in ef-
fect localizing the instruction fetch sequences. In the
CY7C289, Cypress uses the fast-column-access architec-
ture to improve local performance and take advantage
of instruction stream linearity and locality. Fast access is
possible when' consecutive PROM retrievals are within
the current page.

When a memory cycle requests data that is not on
the current page, the chip must power up the correct
page. Because processor code tends to be linear in na-
ture, though, PROM accesses usually fall on the same
PROM page and therefore require only 20 ns to
complete.
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Figure 1. Block Diagram of CY7C601 Memory Design

Along with the unique array architecture, the
CY7C289 simplifies system design by providing the on-
chip logic necessary to generate a WAIT signal. This
signal is used to automatically insert microprocessor
wait states during an off-page access.

To simplify the memory interface with a variety of
microprocessors, the CY7C289 contains a rich set of
programmable features. For example, you can latch the
input address with the ALE input or register the ad-
dress at CLK’s rising edge. The CY7C289 provides a
programmable bit to select between latched and
registered address - inputs. The default is registered in-
puts, which samples the address on CLK’s rising edge
and captures the address in the address register. This
configuration suits most RISC processors, which
generate addresses around the system clock’s rising
edge.

When in LATCH mode while the ALE pin is ac-
tive, the PROM recognizes any address changes and

latches the address into the address registers on the
user-defined edge of ALE. This option is particularly
useful when interfacing with CISC processors (see Ref-
erence). Most CISC processors generate a valid address
some time following the system clock’s rising edge. In-
stead of waiting for the next rising clock edge (and
sacrificing performance), you can capture the address
immediately using the ALE input. The drawback to
LATCH mode is that it might require external interface
circuitry. If you do select the ALE function, you can
define the ALE signal’s polarity, with the default being
positive. :

To eliminate external bank decoders, the CY7C289
includes two programmable chip selects (CS1 and CS2).
The polarity of these inputs is user programmable,
facilitating automatic bank selection of up to four banks
of PROM. The programmable chip selects provide an
additional advantage for multibank PROM designs. If
you arrange them correctly, you can effectively extend
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the length of the CY7C289 pages from 64 to as many as
256 words. This extension improves system performance
by increasing the likelihood of on-page PROM accesses
(more on this feature later).

The CY7C289 includes these programmable fea-
tures:

1. You can either register the input address at
CLK’s rising edge or latch the address using the ALE
input.

2. You can program the address set-up and
hold window.

3. You can program the WAIT output’s polarity.

4. You can program the ALE input’s polarity.

5. You can generate the WAIT output from CLK’s
falling or rising edge for the registered-mode CY7C289.

6. You can program the polarity of both chip
selects (CS1 and CS2).

Each of these options is set by appropriately
programming a reserved PROM location. Therefore,
the devices are configured at the same time the array is
programmed. .

CY7C601 Microprocessor

The CY7C601 is a 32-bit general-purpose
microprocessor that offers extremely high performance
for embedded controller applications. The system
described in this application note, for example, operates
at 40 MHz. The CY7C601 is Cypress’s CMOS im-
plementation of Sun Microsystems’ SPARC (Scalable
Processor Architecture). This architecture achieves 29
MIPS by executing most instructions in a single clock
cycle.

A CY7C601 architectural feature that affects the
memory interface is an internal pipeline. To achieve an
instruction execution rate approaching one instruction
per clock cycle, the CY7C601 uses a four-stage instruc-
tion pipeline. All four stages operate in parallel, work-
ing on up to four different instructions at a time. The
stages are:

1, Fetch—The processor sends out the instruction
address to fetch an instruction.

2. Decode—The instruction is placed in the instruc-
tion register and decoded. The processor reads the
operands from the register file and computes the next
instruction address.

3. Execute—The processor executes the instruction
and saves the results in temporary registers.

4. Write—The processor writes the result to the
destination register.

A basic single-cycle instruction enters the pipeline
and completes four cycles later. Normally, once the
pipeline is full, an instruction is executed during every

clock cycle. The existence of the instruction pipeline af-

fects the memory interface (as described in the System
Timing section of this application note). Otherwise, the
memory interface design is straightforward.

PROM Configuration

In this application, four banks (16 CY7C289s) of
PROM are used to provide 1 Mbyte of memory. Like
most RISC architectures, the CY7C601 sends out valid
address information immediately preceding a rising
clock edge (and removes it soon afterward). Thus, the
CY7C289s are configured in registered mode. The on-
chip address registers capture the input at CLK’s rising
edge and ignore all unclocked address changes.

The chip selects on the CY7C289s are programmed
on a bank to bank basis. Each bank is programmed with
a unique polarity combination of CS1 and CS2 to per-
mit PROM bank selection without external address
decoding.

The other programmable features relevant to this
design involve the CY7C289’s WAIT signal. For com-
patibility with the CY7C601, the WAIT signal should be
active Low and generated with respect to CLK’s falling
edge.

PROM Interface

Because this design involves no glue logic, the
CY7C289 PROM’s circuit connections are relatively
straightforward. The CY7C601 communicates with ex-
ternal memory via a 32-bit address bus and a 32-bit
data/instruction bus. Note, in Figure2, however, that the
addresses fed to the PROMs are not entirely sequential.

The reason for the nonsequential addresses lies in
the way the CY7C289 is organized. To improve the
system’s performance, the CY7C289 chip selects (CS1
and CS2) are used to extend the effective PROM page
length to 256 32-bit words (1 Kbyte). To understand
how this is done, consider that the CY7C289’s lowest six
address inputs (AO - AS5) designate a specific byte
within a 64-byte internal PROM page. The CY7C289
uses inputs A6 - Al5 to select one of 1024 PROM
pages. When any of the inputs at pins A6 - Al5 chan-
ges, a new page is selected and the CY7C289 asserts the
WAIT\ output.

You can think of the CY7C289’s chip selects as ad-
ditional address inputs in a multibank memory system.
As with AQ - AS, changes at the chip select inputs do
not result in an internal page change.

With four banks of PROM, you have a total of 8
address bits (A0 - A5, CS1, CS2) that do not affect the
internal PROM page, as opposed to just 6 (AO - AS)
when using one bank of PROM. The 8 bits of on-page
addresses translate into a PROM page length of 256
words or 1 Kbyte.

The schematic in Figure 2 reveals how this page-
lengthening scheme is implemented. Note that the
lowest 8 address bits from the CPU (A2 - A9) connect
to the CY7C289 inputs that do not cause a page change
(AQ - AS, CS1, CS2). The lowest address that connects
directly from the CPU to the PROMs is A10. The chip
selects in this design have effectively quadrupled the
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PROM page length, allowing a greater percentage of
PROM accesses to complete within a single clock cycle.

Note that the extended-page-length feature of this
design affects the software that runs on the system. To
make the extended page useful, sequential code needs
to be located on the same PROM page. In this design,
where each PROM page extends across all four banks,
code must be segmented into page-length blocks. This
situation is analogous to interleaving DRAMs. Because
each CY7C289 PROM has a 64-byte internal page, the
users’ code must be separated into 64-word blocks. In
other words, place the first 64 words of code in bank 1,
the next 64 words in bank 2, and so on. A simple pro-
gram can accomplish this segmentation.

Another design issue that bears clarification is the
connection of the WAIT\ signal generated by the
CY7C289. This signal is asserted when the input ad-
dress crosses an internal page boundary on the PROMs.
WAIT\ connects directly to the CPU’s Memory Hold A
(MHOLDA\) and Memory Data Strobe (MDS\) in-
puts to tell the CY7C601 that an additional clock cycle
is required to deliver the requested instruction from
PROM. In the schematic in Figure2, only one WAIT\
output is connected to the CY7C601. This is because all
16 PROMs examine the same upper-order address in-
puts to determine if an internal page has been crossed.
Therefore, only one PROM is needed to assert the
WAIT signal when an off-page access is detected. It is
important to note that the PROM will not generate
WAIT\ if the chip enable signal (CE\) is inactive when
the address changes. This ensures that when the CPU
addresses some other portion of memory, such as
RAM, the internal PROM page does not change, and a
WAIT\ signal is not generated.

CY7C601 Interface

As shown in Figure2, the instruction memory inter-
face requires only two control inputs (MHOLDA),
MDS\). MHOLDA\ freezes the clock to the instruc-
tion pipeline during a cache miss (for systems with
cache) or when accessing a slow memory, such as the
65-ns page-miss operation in the CY7C289. Whenever
the CY7C289 generates a WAIT\ signal, MHOLDA\ is
asserted and the instruction pipeline is frozen. The
processor freezes with the next instruction’s address on
the address bus. MHOLDA\ must be presented to the
CY7C601 at the beginning of each processor clock cycle
and be stable during the processor clock’s falling edge.

The other control signal, MDS), signals the proces-
sor when slow or missed (cache-miss) data is ready on
the bus. The signal must be asserted only while the
processor is frozen by either MHOLDA\ or Memory
Hold B (MHOLDB\). Assertion of MDS\ enables the
clock to the on-chip instruction register during an in-
struction fetch and effectively strobes the valid data into
the CPU.

System Timing

This section provides a brief description of the
CY7C601 timing interface to the CY7C289 PROMs.
The timing diagram in Figure3 illustrates a typical com-
munication sequence between the CPU and the
PROMs.

The memory interface’s timing depends on whether
or not the access is on the same page as the previous
access. The case where an internal PROM page is
crossed is illustrated in the left side of Figure3. Ad-
dress 1 (displayed as Al) is an access to PROM that
causes an internal page change. WAIT\ is asserted by
the CY7C289 to freeze the processor until the PROMs
can deliver valid data. Note in Figure3 that WAIT\ is
not asserted until the next processor cloek cycle. This
delay is possible, using either MHOLDA\ or
MHOLDB), because of the CY7C601’s pipelined ar-
chitecture. The delay allows memories or interface logic
more time to examine the address and determine if a
wait state is required.

The processor samples MHOLDA\ on the proces-
sor clock’s falling edge. An active MHOLDAL\ indicates
that the address in the previous clock cycle requires at
least one wait state to complete. However, as shown in
Figure3, by the time MHOLDAL is detected active, the
processor has already read the data corresponding to
Al. Reading this false data is perfectly acceptable due
to the CY7C601’s internal instruction pipeline. The
CPU has the time to invalidate the erroneous data
before it reaches the execution stage. The MDS\ signal
strobes in the correct data when the data becomes
available.

The CY7C289s are configured to generate the
WAIT\ signal with respect to CLK’s falling edge to en-
sure proper operation of the wait-state mechanism. If
the rising-edge option were selected, it is possible that
the WAIT\ signal would be generated too early by the
PROMs. Consequently the CY7C601 would recognize
an active level on MHOLDA\ during the first cycle and
invalidate the data from the bus cycle prior to the
PROM access. Generating the WAIT\ signal from the
falling edge ensures that the CPU does not detect the
hold until the access’s second cycle.

Another important aspect of the memory
interface’s operation during a PROM page change is
that WAIT\ connects directly to MDS\ as well as to
MHOLDA\. This arrangement causes MDS\ to be as-
serted for two clock cycles instead of just one, but this
does not affect the system’s operation. Although the
CY7C601 copies data erroneously during the first cycle
of MDS\, the erroneous data is overwritten with valid
data in the next cycle. This approach works because
MHOLDA\ remains asserted and does not allow the
internal pipeline to advance until the correct data ar-
rives. The advantage to feeding WAIT\ directly into
MDS\ is that it avoids the use of any external logic for
the memory interface.
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Figure 3. Memory Interface Timing

Figure 3 -also displays some of the speed require-
ments that must be met in the instruction memory inter-
face. In the case of an internal page change, the
CY7C289 PROMs require two wait cycles to complete
an access. The 40-MHz CY7C601 requires 2 ns of data
setup time before the system clock’s rising edge. This
sequence results in ‘a total of 73 ns available for the
memory to return valid data. The CY7C289 meets this
requirement with the 65-ns off-page access time.
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The relatively trivial timing of sequential accesses
falling on the same PROM page is illustrated in the
right portion of Figure 3. The PROM latches A2 into
the on-chip registers at CLK’s rising edge and delive
data a maximum of 20 ns later. '

Reference

For information on using the CY7C289 in latched
mode, see the application note entitled "Interfacing the
CY7C289 to the AM29000."
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Why Use a PLD?

ASICs (Application Specific Integrated Circuits)
are one of the fastest growing segments of the semicon-
ductor market for good reason. In addition to increas-
ing packaging density and reducing board real estate by
integrating SSI/MSI logic functions, ASICs reduce
power requirements, improve reliability, and provide
product secrecy.

ASICs include several different types of devices:
full-custom - devices, standard cells, gate arrays, and
PLDs. Full-custom devices offer the greatest degree of
integration, but they are expensive, and the develop-
ment cycles can be on the order of nine months to a
year. Full-custom designs are justified only for very
large volume applications.

Standard cell devices can be turned around much
more quickly (in about four months) and cost less than
full-custom devices. However, the level. of integration,
and thus the speed, are lower than with the full-custom
product.

Gate arrays offer even less dense integration, but
because only two metal masks must be fabricated, the
design turnaround can be as short as six weeks. One
drawback of all these ASICs is that the design logic
must be set at the start of the fabrication cycle. If the
design changes, the whole product cycle must start over.
In addition, because each device is application specific,
you must watch inventory very carefully to make sure
that just enough of each device is ordered to meet
demand.

An alternative to custom or semicustom devices is
the PLD (Programmable Logic Device). Although
PLDs do not offer the same level of integration as the
other ASICs, the board-space reduction is still sig-
nificant. The reduction factor is application dependent
and ranges from 4:1 and 10:1 for smaller PLDs (20 to
24 pins) to 75:1 for high-density/pin-count devices such
as the LCA or MAX families. Additional benefits in-
clude reduced parts inventory, faster design and turn-
around times, and simplified timing considerations.

Because a PLD is sold as a "generic" array of logic,
customized by the user, you can use the same PLD in
many different applications, spanning any number of
projects. Cypress’s PLDs are based on EPROM tech-

nology, thus making them EPLDs, which are erasable
using an ultraviolet light source. You can make design
changes at any point in the product cycle more easily
than you can with other ASICs. The design cycle of a
moderately complex PLD can be a week or less, and
after the one-time purchase of a good development
software package and programmer, the parts are rela-
tively inexpensive. PLDs simplify logic timing because
all logical functions take approximately the same path
through the device. Thus, the same propagation delays
apply to all device outputs (more on this later).

PLD Technology

All Cypress EPLD families except the CY7C360
family utilize the familiar sum-of-products architecture.
You can implement Boolean transfer functions of this
form by programming the AND array whose output
terms feed a fixed OR array. This scheme can imple-
ment most combinatorial logic functions and is limited
only by the number of product terms available in the
AND-OR array. PLDs come in a variety of different
sizes and with additional architectural features such as
flip-flops.

TTL PLDs use a fuse as their programmable ele-
ment, During the manufacturing process, fuses are built
into all the connections between input pins and product
terms. All unwanted connections are then blown during
the programming process. Bipolar products are
programmed using 20V pulses from 50 ps to 100 ms
long. These 100- to 300-mA pulses blow unwanted
fuses. Fuses are blown one at a time so that the heat
generated does not damage or weaken the IC. Because
of the high currents required, bipolar PLDs have to be
programmed one at a time. Because physical fuses are
blown, you can program these devices only once.

In contrast, the Cypress CMOS EPLD family uses
an EPROM cell instead of fuses. This structure allows
Cypress to functionally test and then erase all devices
prior to packaging, thus facilitating 100-percent
programming yields. The EPROM cell used by Cypress
serves the same purpose as the fuse used in most
bipolar PLD devices. Before programming, the AND
gates (product terms) are connected via the EPROM
cells to both true and complement inputs.
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You program the EPROM cells using high-voltage
pulses that produce 50 mA of programming current.
Eight cells are programmed at a time. Because the cur-
rent is lower than with bipolar PLDs, you can program
10 to 20 devices in parallel. When you program an
EPROM cell, you disconnect that input to an AND gate
(or product term). Programming alters the transistor
cell’s threshold so that no conduction can occur, which
has the effect of disconnecting the input from product
terms. This process equates to blowing a bipolar
device’s fuses, except that exposing the EPLD to
ultraviolet light returns the cell’s threshold to normal,
effectively erasing the device. Selectively programming
EPROM cells enables you to implement the desired
logic function.

Cypress also offers the highest performance silicon
PLDs that are available in ECL and BiCMOS technol-
ogy. Aspen Semiconductor Corporation, a Cypress sub-
sidiary, has developed a series of bipolar ECL PLDs
using an advanced process that incorporates proven Ti-
W fuses, and a BiCMOS process that incorporates
CMOS and ECL. These devices achieve maximum
input-to-output propagation delays of 3 to 6 ns.

PLD Notation and Fuse Maps

The Cypress Data Book and PLD ToolKit Manual
provide logic diagrams for Cypress parts. These logic
diagrams employ a common logic convention that is
easy to use (FigureI). In this convention, an X repre-
sents an unprogrammed EPROM cell used to connect
an input term (a vertical line) to the input of the AND
operation (a horizontal line). A missing X means that
the EPROM cell on that connection has been
programmed or disconnected. This convention does not
imply that the input terms are connected on the com-
mon line that is indicated; rather, the input terms are
being wire-ANDed. Figure2 shows a further extension

AB
&MC= A&B&C

Figure 1. PLD Logic Notation

Il e
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n

I1—
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of this convention that illustrates the implementation of
a simple transfer function. Figure3 shows the traditional
representation of the same function.

Figure 4 shows the logic diagram for the
PALCI16L8. As mentioned earlier, all vertical lines in
the array are connected to an array input. These inputs
come from the input pins and the bidirectional /O pins.
Each horizontal line is a wired-AND function, or
product term, which is either connected to an output
driver’s output enable or acts as one of seven inputs to
an OR gate that connects to the output driver.

An EPROM lies at each intersection of an input
and product term. These cells are numbered, starting
with O as the top left fuse, increasing to the right, and
then down. Thus, in Figure 4, cell 0 is the intersection
between pin 2, noninverted, and the output-enable
product- term for pin 19. Cell 32 is the intersection be-
tween pin 2, noninverting, and the first product term for
pin 19. The numbering proceeds until cell 2047, which is
the intersection of pin 11, inverted, and the seventh
product term for pin 12.

A fuse map represents a PLD’s fuse array in
software. A fuse map is an array of binary digits, ar-
ranged so that each digit corresponds to a cell in the
device. For the PALCI16L8 pictured in Figure 4, this
array is 32 x 64. If a fuse is to be programmed, or dis-
connected, the corresponding digit is a 1. If the fuse is
to be left intact, the corresponding digit is a 0. Because
a virgin device has all cells conducting, or un-
programmed, its fuse map is all 0s. A product term, or
horizontal line, of all zeros, is logically false because it is
the AND of each input’s true and complement. A
product term of all 1s has no conducting path because
all fuses are programmed, and thus nonconductive. This
programming allows the product term to stay con-
tinuously at an asserted state.

(11&/12)
+(/118&12)

Figure 2. Transfer Function in PLD Logic Notation

118/12)
+(/11&12)

Figure 3. Conventional Schematic of Transfer Function in Figuré 2
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Figure 4, The 16L8 Block Diagram.

The official, standardized version of a fuse map is
called a JEDEC map. This map can contain various in-
formational fields and/or comments in addition to the 1s
and Os. Figure5 shows the JEDEC map that implements
the function shown in Figures 2 and 3. Each number
starting with L in the leftmost column represents the
first fuse number in that row. An N denotes a note or
comment. QF precedes the total number of fuses in this
device—QF2048 in this example. FO means that the fuse
default is 0, or unprogrammed. GO specifies an un-
programmed security fuse, whereas G1 denotes a
programmed security fuse (more on this later). C
precedes a checksum value for the file. An * specifies
the end of a field. A JEDEC file can also contain test
vectors, which are not shown here.

For more information on the JEDEC Standard,
refer to "JEDEC Standard No.3-A, Standard Data
Transfer Format Between Data Preparation System and
Programmable Logic Device Programmer” available
from: .
Solid State Products Engineering Council
2001 Eye Street N.W.

Washington, DC 20006

Most PLD design packages compile the design and
translate. it into a JEDEC map. The map is then
downloaded  to the programming hardware, which
programs the device(s) accordingly.
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Figure 5. A 16L8 JEDEC Map.

First-Generation PLDs

The first PLDs were strictly combinatorial logic
with three-state outputs, like the PALC16L8. Then D
flip-flops, a clock input, and internal feedback were
added, allowing a single PLD to implement sequential
logic or state machines. The 16L8, 16R4 (four
registered outputs), 16R6 (six registered outputs), and
16R8 (eight registered outputs) became industry-stand-
ard parts.

Testability was a problem in some of the earlier
devices. Because a blank device had all fuses intact, out-
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put enables were all turned off, configuring all device
pins as inputs. This scheme made it difficult to test
blank devices and to check whether the fuses could be
blown without actually blowing any of them. .

To -get around these problems, a phantom array
was added to the device. The 16L8, for example, has
256 additional bits in its phantom-atray. These bits are
used to test the PLD functionally and verify dynamic
(AC) operation after the chip is packaged, without
using the normal array. The phantom array is so named
because it does not function in regular operating mode.
The device must be in a special mode to access the
phantom array.

The phantom array is usually programmed and
verified as part of the final :electrical test procedure
during the manufacturing process. This procedure
verifies both the PLD programmability and function.
Cypress’s EPLDs are programmed, tested, and then
erased before they are packaged. You can also use the
phantom array as part of incoming inspection.

Another feature of today’s PLDs is register
preload, which loads data into the registers of
registered devices for testing purposes. This arrange-
ment greatly simplifies and shortens the testing proce-
dure. You can use this feature to check illegal state
resolution —a state machine’s ability to pass from an ac-
cidental illegal state to a legal one. Preloading is ac-
complished by applying a super-voltage (usually in the
range of 12 to 14V) pulse of at least 100-us duration to
a specific pin, while holding a second pin at VIH. The
super voltage acts as a write strobe, which clocks data
applied to the /O pins into the corresponding registers.

A security fuse has also become a standard PLD
feature. In addition: to writing a fuse map into a device,
any good device programmer can read a device’s fuse
map. This capability tends to negate the PLD’s ad-
vantage of hiding proprietary logic from observers. But
if you do not want your PLDs to be read by a program-
mer, you can program the security bit, which discon-
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nects the lines used to verify the array. In a Cypress
EPLD, the security EPROM cell is designed to retain
its charge longer than any of the other cells in the array.

The Programmable Macrocell

The basic 20-pin PLDs of the past still had some
limitations. For instance, they provided no way to con-
trol output-pin polarity without doing DeMorgan opera-
tions on the logic equations. Quite often the DeMorgan
version has too many product terms to fit in such as
device, even after several hours of reduction using a
logic-optimization program. '

Another -drawback is that you have to stock a
variety of the basic 20-pin PLDs and/or their 24-pin
equivalents to get the best fit for a given-design. Often
extra registers are left unused when ‘the design is
finished.. Even though these PLDs tend to be pin
limited, the pins associated with the extra registers end
up being wasted because you .cannot use them for any-
thing else.

The 24-pin 22V10 overcame earlier limitations and
revolutionized PLDs by introducing the programmable
macrocell (Figure 6). The programmable macrocell al-
lows you to select one of four output configurations:
combinatorial - inverting, combinatorial noninverting,
registered inverting, and registered noninverting. You
can use the "output” pin as an input or for bidirectional
T/O if you specify the macrocell as combinatorial,

Each of the 22V10’s ten I/O pins have all four con-
figuration options. You select the option using two
fuses, or cells, identical to those in the array. These .20
bits (two for each of ten macrocells) appear at the bot-
tom of the fuse map that represents the array.

Another innovation of the 22V10 is that some pins
have a larger sum of products than others—an ap-
proach called variable product term distribution. In-the
22V10, /O pins have sums from eight to 16 product
terms wide. This variable distribution accommodates
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applications such as D flip-flop counters, where several
outputs require a large number of product terms.

The 22V10 offers yet another improvement over
PLDs such as the 16R8, which powers up with all
registers in the reset state. The only way you can change
this is by clocking in new data. The 22V10 avoids this
problem by adding two extra product terms. One sets
all registers, the other resets all registers. Because the
set and reset are each a product term, they can be
programmed to be the AND of any array input(s). For
additional flexibility, the set is designated as a
synchronous operation, and the reset is asynchronous.

Because of the 22V10’s versatility, it has become
something of an industry standard. It is available in
TTL, CMOS, and GaAs. Many companies have intro-
duced similar architectures with slightly different fea-
tures. For example, the Cypress PLDC20G10 uses a
similar macrocell that adds the capability to choose be-
tween a product-term output enable and a pin-control-
led output enable. To make the PLDC20G10 faster and
less expensive than the 22V10, Cypress has reduced the
array to nine product terms per IO macrocell and
removed the set and reset product terms.

Another device introduced around the same time
as the 22V10 is the 20RA10, which targets asynchronous
registered applications. Like the 22V10, the 20RA10
has I/O pins with programmable polarity bits. You can
configure the 20RA10’s I/O pins as registered or com-
binatorial, but not with dedicated fuses. Instead, each
I/O pin has a sum of four product terms that connects,
through a polarity switch, to the D input of a flip-flop.
Each of these flip-flops has dedicated product terms
connected to its clock, set, and reset functions. When
both the set and reset of a flip-flop are asserted (High),
the flip-flop becomes transparent, thus making the out-
put combinatorial.

In addition, the 20RA10 has an unusual output-
enable scheme. Pin 13 is inverted and ANDed with an
output-enable product term. If pin 13 is High, all /O
pins are at high impedance. The 20RA10 also offers a
synchronous register preload in operating mode. When

PRELOAD
(FROM PIN 1)

OE PTERM

pin 1 goes Low, any data driven onto an ¥/O pin is
latched into the corresponding flip-flop. An 20RA10’s
1/O pin is illustrated in Figure7. This device’s flexibility
and asynchronous nature make it ideal for bus-arbiter
and interrupt-controller applications.

Second-Generation PLDs

The architectural features introduced by the 22V10
greatly enhance PLD flexibility, but this device still has
some limitations. It offers only D-type flip-flops, for ex-
ample, which are cumbersome for applications such as
counters. Further, each flip-flop and its feedback still
use a pin, even if the flip-flop’s output is not needed
outside the PLD. Bidirectional, registered pins cannot
be implemented. High-speed applications often require
flip-flops outside the PLD’s inputs to latch data because
propagation delays impose relatively long set-up times
for output flip-flops.

Cypress solves all these problems with the
CY7C330. In addition to the output registers on the I/O
pins, each pin except power and ground has an input
register with a choice of two clocks. This input macro-
cell makes the 28-pin CY7C330 ideal for pipelined con-
trol and high-speed state machine applications.

Another CY7C330 feature is its ability to emulate T
and JK flip-flops—a useful alternative in counter
designs. In each I/O macrocell, the sum of products
from the array drives one input of an exclusive-OR
(XOR) gate. The second input to the XOR gate is
another product term. This gate’s output connects to
the D input of the output flip-flop in the macrocell (Fig-
ure 8), If the flip-flop’s Q output is fed back and con-
nected to the single product term driving the XOR gate,
the sum-of-products acts as the T input of a T flip-flop.
The macrocell can also emulate a JK flip-flop in this
way, using the relation T = J!Q + KQ. If you require a
D flipflop, you can use the XOR gate to control
polarity.

Close examination of Figure 8 reveals two paths
into the array. The first is a multiplexer that selects
feedback from either the output register or the input

OUTPUT ENABLE
(FROM PIN 13)

CLOCK PTERM

RESEY PTERM

SET PTERMN !
SUM OF m .
To 1/0 PIN
PRODUCTS - l v e
rn
: co o S o sl
TO ARRAY —

Figure 7. The 20RA10 Macrocell.
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register’s Q output. This multiplexer is called the feed-
back mux. The inputs to the second path, called the
shared input mux, are the Q outputs of input registers
belonging to adjacent I/O macrocells. This path allows
you to feed back the Q output of a macrocell’s output
register, and still utilize the pin associated with that
macrocell as an input. You can do this for six of the 12
I/O macrocells. If you need more registers for an ap-
plication, the CY7C330 contains four additional buried
registers. These registers are identical to ‘the output
register portion of the I/O macrocell, except they are
not connected to any pin. ‘ )
Just as the CY7C330 can be considered as an ex-
tended, enhanced version of the 22V10, the CY7C331
represents an extension of the 20RA10.-The 20RA10
has many of the same limitations as the 22V10, with the
additional limitation that the sum of products is only
four product terms wide. The CY7C331 has 12 /O
macrocells. In addition to the 20RA10-like output flip-
flops, the CY7C331 has identical flip-flops in the input
path. As in the 20RA10, each flip-flop has a product-
term-controlled clock, set, and reset. If the set and reset
product terms are both asserted, the flip-flop becomes
transparent. The 20RA10 polarity fuse has been
replaced in the CY7C331 by an XOR gate, which has as
inputs the sum of products and a dedicated product
term. Thus, you can control the output’s polarity or
have the flip-flops emulate T or JK flip-flops, as in the
CY7C330. The CY7C331 macrocell appears in Figure 9
Like the 22V10 and CY7C330, the CY7C331 has
variable-product-term distribution with sums from four
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to-12 product terms wide. The CY7C331 borrows the
shared input mux and output enable schemes from the
CY7C330. The CY7C331 does not support the
20RA10’s operating mode preload, but you can preload
the CY7C331’s registers using a super voltage.

The CY7C331 is designed especially for self-timed
applications such as high-speed I/O. interfaces. The
device supports self-timed designs with programmable
clock inputs, well-controlled internal timing relation-
ships, and ultra-fast metastable resolution. No other
PLD has this self-timed capability.

Another PLD architectural trend is to put
registered inputs in combinatorial devices. These PLDs
generally serve in sophisticated decoding applications,
where the address or data is only stable for a short time.

In the past, an MSI chip with latches or flip-flops
was used to capture transient data, and the latched data
fed into a PLD. Now PLDs such as the CY7C332 fea-
ture an input macrocell that you can program as com-
binatorial, registered, or latched. You have a choice of
two clocks, and you can program the clock polarity as
well.

The CY7C332 VO macrocell (Figure 1I) incor-
porates. the input macrocell and a combinatorial output
path, The latter includes a variable sum of products that
drives one input of an XOR gate; a dedicated product
term drives the XOR’s other input. An output-enable
mux allows a product term (pin 14) to control the out-
put enable. This combinatorial output path can act as
an input to the programmable-input register/latch, thus
allowing you to create state machines.
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High-Density PLDs

Because of its low power consumption, CMOS can
achieve higher integration than can bipolar tech-
nologies. Several manufacturers are taking advantage of
this fact to produce very high density PLDs. The
CY7C342, for example, is a 68-pin member of the new
MAX family and contains 128 flip-flops and over 1000
product terms. Up to 256 additional latches can be con-
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figured using expander product terms. Each of these
product terms is called a logic array block (LAB). The
CY7C342 contains eight LABs, which connect together
via a programmable interconnect array (PIA).

The CY7C342 macrocell (Figurel2) contains a sum
of three product terms driving one input of an XOR.
The other XOR input is a dedicated product term. The
XOR drives a programmable flip-flop, which you can
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configure as a D, T, JK, or SR flip-flop or as a latch.
The flip-flop has asynchronous set and reset product
terms. It also offers a choice of asynchronous clock
product term or a synchronous clock. Alternatively, the
macrocell provides a combinatorial path.

The CY7C342’s block diagram appears in Figure
13. In addition to a high level of integration, the device
is fast. Its typical clock frequency equals SO MHz. This
combination of density, speed, and flexibility allows the
CY7C342 to replace over 50 standard TTL devices.

PLD Software Packages

Parts as sophisticated as the MAX chips require
equally sophisticated design software.  The
MAX+PLUS software offers schematic capture,
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state machine syntax, Boolean algebra entry, logic
reduction, synthesis and fitting, and timing simulation.
Similar packages that support a variety of devices are
available from Data /O, MINC, and several CAD
software vendors.

More conventional support is available from IS-
DATA’s LOGIC, Data I/O’s ABEL, and Logical
Devices’” CUPL. These packages offer Boolean equation
entry and logic reduction, as well as various higher-level
language constructs, state machine syntax, and simula-
tion. All these packages cover a variety of devices from
several vendors.

Cypress offers a support package called the PLD
ToolKit. This software supports all Cypress PLDs, with
the exception of the MAX devices.
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CMOS PAL Basics

This application note provides a basic description of
the Cypress CMOS PAL C devices, including their ar-
chitecture and design, the technology used in their fabrica-
tion and programming, and how their reliability is guaran-
teed. The PAL C devices are functionally equivalent, pin
compatible, and superior in performance to their bipolar
counterparts.

This application note also furnishes information on
the design techniques that Cypress uses on all products to
eliminate latch-up and improve ESD (electrostatic dis-
charge) protection.

PAL Definition

The functional structure of a PAL (programmable
array logic) consists of a programmable AND array,
whose outputs feed into a fixed OR array. The pertinent
parameters are the number of inputs, the number of out-
puts, the number of factors (width) in the AND array, and
the width of the OR array. The Boolean equation imple-
mented by a PAL is a sum of products, or minterm form.

The first PALs included only combinatorial logic.
Then someone realized that adding latches (D flip-flops),
a clock input, and internal feedback made it possible to
implement a programmable, sequential state machine in a
single package. Three-state outputs, the "security fuse,”
flip-flop initialization, and testability were added later.
Today, you have many PAL options to chose from.

Applications and User Benefits

PALs are used to replace SSI/MSI chips and glue
logic, primarily to increase packaging density. A single
PAL is the functional equivalent of many SSI ICs (up to
200 - 500 equivalent gates). Therefore, when you use
PALs to replace standard logic gates, the resulting reduc-
tion in PC card area is significant. The reduction factor is
application dependent and varies between 4 to 1 and 10 to
1. That is, one 20- or 24-pin PAL (in a 0.3-inch DIP)
replaces between four and 10 14-pin ICs. Secondary
benefits include reduced parts inventory, reduced power,
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higher reliability, faster design and turnaround time,
product secrecy, and equal (matched) propagation delays
through the AND-OR array.

PALs give you more functions and, more important-
ly, more interconnections within a single IC. This affects
the reliability of your designs. Studies have proven that
system reliability is inversely proportional to the number
of interconnections among system elements. However, the
reliability of ICs is not a function of their complexity.

The failure rate of mature ICs in volume production,
during their useful life — the nearly horizontal part of the
bathtub-shaped curve —is 0.1 percent per 1000 hours.
This figure has remained essentially constant over the last
20 years, in spite of the fact that circuit complexity has
increased by more than two orders of magnitude.

IC manufacturers have put more functions and inter-
connections in a single package, which results in a system
with fewer components and, therefore, higher reliability.
A definite benefit to you.

Programming

A ramification of using PALs is that they must be
programmed. You can either design and build a program-
mer or buy a commercially available one for $4,000 to
$10,000 from one of a dozen or so companies.

The programming process puts stress on the PAL,
especially if fuses are blown. Bipolar PROMs have his-
torically used fuses; the same technology has been applied
to bipolar PALs.

All of the connections in a PAL are made during the
wafer fabrication process. Then the unwanted connections
are "unmade” by blowing fuses during the programming
process. The first fuse materials were nichrome com-
pounds and suffered from reliability problems. If the right
amount of energy was not used to blow the fuse, the
residue ash could become conductive over a period of
time (100 - 500 operating hours) and the fuse could
"regrow." These problems have been corrected, and
materials such as platinum, silicide, and polysilicon are
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currently used for the fuse material. However, the
programming technique is the same: blowing fuses.

Bipolar PALs are programmed using 20V pulses last-
ing from 50 ps to 10 ms and carrying from 100 to 300
mA. One fuse is blown at a time, primarily because so
much heat is generated that blowing more than one could
either permanently damage the IC or stress it so much that
it could fail later. In fact, some programming algorithms
take into account the physical locations of the fuses and
avoid sequentially blowing fuses that are physically close
to each other; this prevents excessive localized heating of
the chip. Because of the high currents required, bipolar
PALs are not "gang" programmed, as are EPROMs.

Programming Cypress CMOS PALs

Cypress PALs are programmed by storing charge on
the floating gate of a FAMOS (Floating Gate Avalanche
Metal On Oxide) transistor in an EPROM cell. Thus,
during programming Cypress PALs are stressed sig-
nificantly less than fuse programmable PALs. In addition,
every cell is programmed, tested and erased as part of the
manufacturing process. This 100-percent testing guaran-
tees a-100-percent programming yield to you, which is
impossible to guarantee with bipolar PALs.

The storage mechanism is well understood. Products
using it have been in volume production for the past 15
years. Numerous reliability studies have been performed
by many independent organizations and all have con-
cluded that the technology is reliable.

Cypress PAL C devices are programmed using 13.5V
pulses lasting from 100 ps to 10 ms, during which 50 mA
of current exist. Eight bits are programmed at the same
time and, because of the lower currents required, 10 to 20
devices can be gang programmed in parallel.

Before programming, AND gates or product terms
are connected via EPROM .cells to both true and comple-
ment inputs. Programming an EPROM cell disconnects an
input from a gate or product term. Selective programming
of these cells enables a specific logic function to be im-
plemented. PAL C devices are supplied in four functional
configurations: 1618, 16R8, 16R6, and 16R4. These func-
tional variations offer you the choice of combinatorial as
well as registered paths to implement logic functions.

Cypress PAL C devices are fabricated using an ad-
vanced 0.8 N-well CMOS technology. The use of proven
EPROM technology to achieve memory non-volatility,
combined with novel circuit design and a unique architec-
ture, provides you with a superior product in terms of per-
formance, reliability, testability, and programmability.

Cypress PAL Functions

The variations of PAL C functions available appear
in Table 1. The 16L8, for example, is purely com-
binatorial and consists of eight groups of seven-input
AND gates; each group can have up to 32 possible inputs:
One of the AND gates in each group enables the output
driver, so that the other seven AND gates each feed one
OR gate, whose output is inverted.
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The 16R8 is similar to the 16L8, except that the out-
puts are latched using D flip-flops (with a common clock),
the inputs to the eight OR gates are the outputs of eight
AND gates, and the three-state output drivers are enabled
by a common enable input.

All PAL C devices are manufactured using the same
masks, except for the metal mask.

Refer to the PAL C data sheet for a more detailed
description of the other members of the family. The 16R4,
16R6, and 16R8 have four, six, or eight registered outputs
with feedback.

Register Preload

In registered devices, the preload function loads data
into the internal register for testing purposes. This sig-
nificantly simplifies and shortens the testing procedure.

Loading is accomplished by applying a supervoltage
(13.5V) pulse of at least 100 ps duration to pin S as a
write pulse while pin 11 is held at Vg and data is applied
to pins 12 through 19.

Security Function

The security function prevents the contents of the
regular array from being electrically verified. This enables
you to safeguard proprietary logic. The EPROM technol-
ogy prevents the state of the cell from being visually as-
certained.

The security function is implemented by program-
ming an EPROM cell that disconnects the lines that are
used to verify the array. This cell has been designed to
retain its charge longer than any of the other cells in the
array. .

Arrays

There are 2048 EPROM cells in the regular PAL
array that are used to select up to 32 inputs for eight
groups of seven-input AND OR gates and up to 32 inputs
for eight AND output enable gates. In normal usage, no
more than 16 inputs are connected to any AND gate, be-
cause connecting both a true and a complement input of
the same signal to the input of an AND gate results in a
constant Low output.

The PALs have an additional 256 bits in a phantom
array that are used to test the PAL functionally. These bits
also serve to verify dynamic (AC) operation without using
the normal array and after the PAL chip is packaged.

The phantom array is programmed and verified as
part of the final electrical test procedure during the
manufacturing process. You can use it as part of an in-
coming inspection to verify programmability as well as
operation. Three input pins are used to verify operation of
the phantom array. One (pin 2) has a worst-case (longest
physical length) propagation delay path through the
regular array.

You program the phantom array in the same manner
as the regular array. Both are addressed as byte arrays for
programming. The normal array has 256 bytes to program
and the phantom array has 32 bytes.
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Programming the PAL C EPROM Cell

A schematic of the two-transistor EPROM cell used
in all PAL C devices appears in Figure 1. Conventional
EPROMs use one transistor per cell. The transistor’s
design is a compromise between being able to program
(write) rapidly and read. Cypress uses a two-transistor cell
that enables the PAL C devices to achieve superior perfor-

mance because the read and write transistors are op-
timized for their respective functions. The cell measures
204 by 6.7u. Note that the selection gates, the floating
gates, and the sources of both transistors are connected
together.

In the unprogrammed state, the read transistor has a
threshold voltage of approximately 1V and the program
transistor, approximately 3.5V.

Table 1. PAL C Selection Guide

Commercial Parts
Generic A fco
Part Logic Output Enable Outputs Icc mA)| D (@s) | ts (os) ms)| **
Number L |STD|-25|-35}|-25|-35|-25] -35
(8) 7-wide AND-OR- (6) Bidirectional I A
16L8 Invert Programmable (2) Dedicated 451 70 1251 35
16R8 (8) 8-wide AND-OR  [Dedicated Registered Inverting 45170 | - | - |20 (30|15} 25
(6) 8-wide AND-OR |Dedicated - |Registered Inverting : 1 :
16R6 2) 7-wid e 4570 |25 135{20|30|15]( 25
%gR?Inve it Programmable  |Bidirectional
(4) 8-wide AND-OR  |Dedicated Registered Inverting .
16R4 1(4)7-wide e 45170 |25 {3520 |30{15]|25
AND-OR-Invert Prograxmngblg Bidirectional
. Programmable
(10) 8-wide AND-OR- |Programmable L2 .
20610 |3 with MACRO or Dedicated Bldx'recuonal or 55 1253515 3Q 15| 25
Registered
(10) variable AND- Programmable
22V10  |OR-Invert with " |Programmable  |Bidirectional or 55190 (253515301525
MACRO Reigistered
Military Parts
Generic ' Icc tpD (ns) ts (ns) tco@s) | +
P Logi E i
Niier ogic  |OutputEnable  Outputs (A} 541 25| .30]-40-20[-25]-30|-40 |-20{ -25]-30 |0
(8) 7-wide (6) Bidirectional v
16L8 AND-OR-Invert Programmable (2) Dedicated 70 |20 INAI30 (40| -- [NA| -} - | -- |[NA} - | -
(8) 8-wide - . Registered
16R8 AND-OR Dedicated Inverting 70 | - |INA| -- | - |20 |NA|25|35|15|NA|20 |25
(561)m8-}v(;§e _ IDedicated ﬁe‘iﬁﬁl‘ged
16R6 (2)7Wide , = - 70 | 20 {NA{ 30 40 [20.{NA| 253515 |NA[20 |25
AND-OR.-Invert Progrmnmable Blduecqonal
(4! I)ms'_"gge Dedicated %;g;rsttgged i . _
16R4 2 Towide . T 70 | 20 [NA |30 (40 |20 [NA| 25|35 15 |NA[20 (25
I(AIEID-VZ)IR-Inve 1t [Programmable |Bidirectional : '
(10) 8-wide v Programmable _
20G10 |AND-OR-Invert [Programiable |Bidirectional or | 80 |NA| -- | 30 | 40 [NA} -- | 25| 35 [NA| -- [ 2025
with MACRO Registered
(10) variable Programmable . -
22V10 |AND-OR-Invert |Programmable |Bidirectional or | 100 [NA| 25 | 30 | 40 [NA| 20 | 25 | 35 |[NA| 20 | 20 |25
with MACRO Registered
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Figure 1. PAL EPROM Cell Schematic

To program the cell, you raise the input line (A) to
15V, which causes charge to be stored on the floating gate
of the program transistor. This in turn causes the program
transistor’s threshold to increase to approximately 7V. Be-
cause the floating gates of both transistors are connected
together, the threshold of the read transistor increases by
the same amount (7 - 1 = 6V).

To read from the cell, you raise the input line (A) to
S5V. If the cell has been programmed, this voltage is not
sufficient to turn on the read transistor. However, if the
cell has not been programmed, the read transistor turns on.

Under this condition, the current through the read transis-
tor is 120 to 150 pA — approximately an order of mag-
nitude greater than that used in a conventional EPROM
cell. The larger current is required to achieve the specified
performance.

Operational Overview

The PAL operates in two basic modes: PAL and Pro-
gram. In the PAL mode, either the regular array or the
phantom array can be used along with the data inputs to
determine the state of the outputs. In the Program mode,
either the regular array or the phantom array can be
programmed using the eight outputs (pins 12 - 19) as data
inputs and pins 2 - 9 as address inputs.

Table 2 illustrates the various modes of operation for
the PAL C 20 Series devices. The modes are decoded by
high-voltage-sensitive on-chip circuits. You can go from
any of the modes to any other mode. Note that the normal
data output pins (12 - 19) serve as data input pins for
programming.

Programming

Tables 3 and 4 indicate how the regular and the phan-
tom arrays are addressed. The regular array is addressed
as a 256-word (8 X 32-bit) memory. The phantom array is

Table 2. PAL C 20 Series Operating Modes

Pin Name Vep |PGM/OE| Al A2 A3 Ad AS D7-D0
Pin Number (1) (11) 3) 4) (5) (6) ) (12-19) Notes
Operating Modes

PAL X X X X X X X  {Programmed Function | 3,4
Program PAL Vpp Vpp X X X X X {Dataln 3,5
Program Inhibit Vrp Vinp X X X X X |HighZ 3,5
Program Verify Vpp ViLp X X X X X |Data Out 3,5
Phantom PAL X X X X X Vpp X  |Programmed Function | 3,6
Program Phantom PAL Vpp Vpp X X X X Vpp |Dataln 3,7
Phantom Program Inhibit | Vpp Vinp X X X X Vpp |High Z 3,7
Phantom Program Verify | Vpp VILP X X X X Vpp |Data Out 3,7
Program Security Bit Vpp Vpp Vep X X X X |HighZ 3
Verify Security Bit X X Note 8| Vpp X X X |HighZ 3
Register Preload X X X X Vpp X X |Dataln 3,9
Notes: ) 7. Address inputs occupy pins 2 through 9 inclusive; for
1. Vpp = 13.5 £0.5V, Ipp = 50 mA, Vccp = 5 £0.25V, both programming and verification, see programming

Vidp = 3V, ViLp = 0.4V,

Measured at 10 and 90% points.

Vss < X < Vcep.

All "X" inputs operational per normal PAL function.
Address inputs occupy pins 2 through 9 inclusive; for
both programming and verification, see programming
address Tables 3 and 4.

All "X" inputs operational per normal PAL function
except that they operate on the function that occupies
the phantom array.

Lk

address Tables 3 and 4. Pin 7 is used to select the
phantom mode of operation and must be taken to Vpp
before selecting phantom program operation with Vpp
on pin 1.

The state of pin 3 indicates whether the security func-
tion has been invoked. If pin 3 = VoL, security is in
-effect. If pin 3 = Von, the data is unsecured and can
be directly accessed.

For testing purposes, the -output latch on the 16RS,
16R6, and 16R4 can be preloaded with data from the
appropriate associated output line.
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selected using the same addresses as columns 0, 1, 2, Table 4. PAL C Series Input Term Addresses
and 3, but with pin 7 at Vpp (as shown in Tables 2 and -
4). : Input Term Addresses
For ecither the normal or phantom array, the . . Addre
product terms are addressed in groups of cight, as = | Imput Bmfu-y SSes
shown in Table 3. There is a one to one correspondence |  Term Pin Numbers
between the data to be programmed and the DO - D7 Numbers 9 8) @) (6) )
inputs and the product terms, as modified modulo 8, by 0 v v v v v
the address on pins 2, 3, and. 4 (Figure 2). In other ILP ILP ILP e | VILP
words, a One on DO corresponds to deselecting the 1 Viee | Vie | ViLe | Ve | Viap
product term input at input line 0 and product term 0. Vi vV vV
A One on D1 corresponds to de-selecting the product 2 Ve we | Vi HP 1Le
term input at input line 0 and product term 8, etc. 3 Vir | Vip | Viee | Vioe | Viap
One method of programming the array is to pro- 4 viee | Viee. | Ve | Vor | Viee
gram and verify the bits corresponding to the first 5 v v v v v
product term address, then increment a counter that : P | YUP | YIHP | VILP | YIHP
generates the OR gate addresses (pins 2, 3, and 4), then 6 Vie | Ve | Viee | Vigp | ViLp
program and verify the second row of Table 3, and con- Y VIH
tinue this process eight times until all 64 product terms 7 Ve | Vop | Vige 1P IH,P
associated with input line 0 have been programmed and 8 Vie | Viap | Voe | Vo | Vip
verified. To select the second (1) input term, address 9 viee | Ve | Viee | Ve | Vimp
pins 6, 7, 8, and 9 are held Low (as before) and pin 5 = 0 v v v Ve | Vo
High. The preceding sequence is then repeated 31 more ILP | VIHP | VILP | VIHP | VILP
times, incrementing pins 5 through 9 in a binary se- 11 Vip | Vigp | ViLe | Ve | Viap
quence to program and verify the entire array. The : vV
other members of the PAL C family are programmed in 12 Ve | VP | Vige | Ve ILP
an identical manner. 13 Vi | Vmp | Vigp | ViLe | Ve
Figure 3 shows a simplified block diagram of a 16L8 14 Vip | Vimp | Vige | Vinp | Viee
PAL C. Fi 4 shows th thod of amming and
ey igure 4 shows the method of progr g an 5 Vi | Vige | Vige | Ve | Vi
16 ViHp | Vip | ViLp | Vop | Ve
. Table 3. PAL C 20 Series Product Term Addresses 17 Viap | Viee | Ve | Ve | Vime
Product Term Addresses 18 Vip | Vite | Vip | Ve | Viee
Binary Addre 19 ViHP | Vi | ViLp | Vikp | ViHP
wary 5 20 Vinp | Ve | Ve | Voe | Viee
Pin Numbers Line Number 21 Vip | Vip | Vimp | Ve | Ve
@3] e 22 Viwp | ViLe | Vige | Vine | ViLe
Vie| Ve | Vi | 0 | 8 | 16| 24|32 [40] 48] 56 B Vine | Vie | Vie | Vi | Vi
, Lp| e o , 4 VP | Vip | Ve | Vie | Ve
VILP| VILp | ViHp| 1 | 9 | 17|25|33 (41|49 | 57 25 Vip | Ve | Vie | Vie | Ve
ViLp|Vinp| Ve | 2 [10 |18 |26 |34 | 42|50 58 2% Vinp | Viap | Vi | Ve | Vie
- B 27 Vmp | Vinp | ViLe | Viap | Vinp
ViLe|Vine|Vinp | 3 |11[19]27|35(43 [ 51 ( 59 +— . -
. 28 Ve | Vip | Vinp | Vire | Ve
ViHP| VILp | VILP | 4 |12 /2012813644 |52 60 29 Vigp | Viap | Ve | Ve | Viep
Viap| ViLe ['Vinp| 51312129 |37|45|53| 61 30 Vigp | ViHp | Vinp | Viwp | Ve
: —— r—
Vinp|Viap | Vie | 6 | 14 | 2230 38 | 46 | 54 | 62 31 | Ve | Ve | Ve | Ve | Ve
- - PO Ve | Vie | Ver X X
Vine| Vi | Vinp | 7 |15 (23|31 |39 |47 |55|63 P1 Vie | Ve | Ve | X X
D0|D1|D2 (D3 D4 |D5|D6|D7 P2 Viep | Voe | Ver | X X
Programmed Data Input 3 Ve | Ve | Ve X X
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Figure 2. Functional Logic Diagram of PAL C 16L8A
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Programming Operation

In a PAL C device, pins 5 - 9 are decoded (Table 4)
in a one of 32 decoder, whose outputs correspond to the
inputs labeled 0 -31 in Figure 2. For programming, 15V is
applied to the bottom of the word line through a weak-
depletion-mode device. The EN (enable) signal to all of
the three-state drivers is Low, which prevents the normal
PAL input signals from driving the word lines during
programming. The DO - D7 inputs (pins 19 - 12) drive the
program transistors (0, 8, 16, 24, etc.) as selected by pins
2, 3, and 4 (Table 3). To disconnect a word line from a bit
line, the program transistor is forward biased, which in-
creases the threshold of the read transistor.

Verify Operation

To verify the programmed cells, the device must go
from the Program PAL mode to the Program Inhibit mode
to the Program Verify mode. This is accomplished by
reducing the voltage on pin 11 to Vigp (3V) and then to
ViLp (0.4V). Inside the device (Figure 4), the voltage
changes disable the 1-of-32 decoder, bring the EN signal
Low, and put 31 of the 32 input term lines at OV. The line
being verified is at 5V. The input address lines (pins 2
through 9) do not need to change when going from Pro-
gram to Verify mode. : :

Because the Ones that were programmed cause the
thresholds of the R transistors to increase, these transistors

do not turn on during Verify mode. The unprogrammed .

transistors do turn on, however; the. complement (inverse)
of the data programmed is thus read during verify.

Regular (Normal) PAL Operation

The PAL implements the programmed function when
no supervoltages are applied to any of the pins. During
regular PAL operation, the 1-of-32 decoder and the DO -
D7 decoder are disabled, the EN signal is High, and all 32
input term lines are at 5V. Under these conditions, the

data at the PAL C input pins is applied to all 64 of the
product term lines. If any of the P transistors (16 per
product term line) have not been programmed, they turn
on and pull the lower input of the corresponding sense
amplifier (SA) to 2V or less. Because this voltage is lower
than the reference (Vref), the sense amplifier’s output is
Low.

The reference is an unprogrammed EPROM cell that
tracks the same process, voltage, and temperature varia-
tions that affect all the cells in the array. The reference is
approximately 3V at room temperature and nominal Vcc
(5V).

Phantom PAL Operation

The PAL is in the Phantom PAL operation mode
when a supervoltage (Vpp = 13.5V) is applied to pin 6.
The phantom array is programmed as shown in Figure 2.
When the device is' in Phantom PAL mode, you can
measure the worst-case propagation delay from the pin 2
input to the outputs (pins 12 through 17). The truth table
for the phantom array appears in Table 5.

Reliability

Reliability is designed into all Cypress products from
the beginning by using design techniques to eliminate
latchup and improve ESD and by paying careful attention
to layout. All products are tested for all known types of
CMOS failure mechanisms.

Failure mechanisms can be either classified as those
generic to CMOS technology or those specific to EPROM
devices. Table 6 lists both categories of failures, their
relevant activation energies, Ea in electron volts, and the
detection method used by Cypress. In both cases, the
mechanisms are aggravated by HTOL (high temperature
operating life) tests and HTS (high temperature storage)
tests.

PIN :
1 PROGRAM »{ 1 OF 32 DECODE.
——>| LoGC | (PROGRAM ONLY)
Vep | &HV.
32 P FEEDBACK | ¢
PROGRAM 14 BuUFFERs €
PINS I S
5-9 INPUT
~—/5—>] BUFFER —> AND s
& HV. EPROM SENSE - s
CELL AMPLIFIERS ! OUTPUT
PINS ARRAY B g —> Sawvi o>
12=19 INPUT 7XB=56 NOR DRIVERS -
BUFFER «—p| 2048 REG. . GATES
8 & HY. 256 PHANTOM _ 1219
. ZY A —
PINS 1OF 8 21 oF
-4 DECODE
—z/—> INPUT s PROGRAM
3 BUFFER PAL/PROGRAM REFERENCE
& HV. »|  voLtacE FOR SENSE
SELECT AMPLIFIER

Figure 3. 16L8 Device Simplified Block Diagram
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Table 5. Phantom Array Truth Table

Inputs Outputs

Pin{ 2 |314119|18|17]16[15|14{13]12
ool [ X|X|t1t]|1]1]|]1]1]1
1701 (X{X|0|0|O|O[O][O
011 [|X]110|X|{X[X|X[|[X]|X
011 ({X[Oo0|1]X|X|X|X|X|X

Specific EPROM failure mechanisms include charge
loss, charge gain, and electron trapping. Thermal energy
and field emission effects accelerate charge loss.

Thermal charge loss failures usually occur on random
bits and are often related to latent manufacturing defects.
In many instances a dramatic difference between typical
and worst-case bits are observed. Field emission effects
are generally detected as weakly programmed cells. The
high voltages used to program a selected bit might disturb
an unselected bit as a result of a defect.

Charge gain is due to electrons accumulating on a
floating gate as a result of bias or voltage on the gate.

PINSS5=-9 |

This results in a reduced read margin. The effects of this
mechanism are generally negligible.

Electrons might become trapped in the gate oxide
during programming and cause diminished reprogram-
mability. For one-time-programmable devices, this failure
mode has little significance. This is because Cypress PAL
C devices are programmed only three times: twice during
manufacture and once by the customer.

HTOL Testing

High temperature operating life test (or burn-in)
detects most generic CMOS failure mechanisms. Units are
placed in sockets under bias conditions with power ap-
plied and at elevated temperatures for a specific number
of hours. This test weeds out the "weak sisters" that would
fail during the first 100 to 500 hours of operation under
normal operating temperatures. HTOL tests are also used
to measure parameter shifts to predict and screen for
failures that would occur much later.

HTS Testing

High temperature storage tests are used to thermally
accelerate charge loss. These tests are performed at the

1 OF 32 DECODER
(INPUT TERMS)

>

< 5:
1 CORRESPONDS TO

INPUTS 0,1 OF FIG. 2

— AL
T _L ;‘
PAD T0 L
CMOS

b INPUTS | VRer I
PINS 2-9 FOR NORMAL OPERATION ONLY
Vee DO - D7
DECODE
FOR PROGRAM
e ¢+—ii| P ONLY
| l D>
! el
i —1i| R 7
—— 1 OF 16 PARRS
PRODUCT TERMS P A
LINES

T

5Y FOR NORMAL AND VERIFY OPERATIONS
15V FOR PROGRAMMING

Figure 4. Programming Method

6-17



CMOS PAL Basics

7.

wafer level and under unbiased conditions. Both pass/fail
data as well as shifts in thresholds are measured. For a
more detailed discussion of charge loss screening, -see the
References. .

The generally accepted screening method for iden-
tifying charge loss is a 168-hour bake at 250°C. This cor-
relates with more than 220,000 years of normal operation
at 70°C using a failure activation energy of 1.4 ev. The
sample size chosen guarantees that at least 99 percent of
the units will not fail during their useful operating life.

Initial Qualification

The process in general and the PAL C design specifi-
cally was qualified using HTS (bake) at 250°C for 256
hours, in conjunction with an HTOL test at 125°C for
1000 hours.

In the qualification process, four wafers were erased
using ultraviolet light, and the linear thresholds of the
cell’s read transistors measured at 25 sites on each wafer.
The wafers were then programmed, and the linear
thresholds measured and recorded.

The wafers were alternately baked at 250°C and the
linear thresholds measured and recorded at 0.25, 0.5, 1, 2,
4, 8, 16, 32, 64, 128, and 256 hours. The number of
device hours was therefore 100 x 256 = 25,600.

The results of this process revealed that the average
threshold reduction due to charge loss was 0.66V. The
range was 8 to 10 percent of the average initial threshold
of 7.7V. This reduced threshold is more than 4V above
the sense amplifier voltage reference. There were no
failures.

If the charge loss failure activation energy is assumed
to be 1.4 ev, the HTS time of 256 hours at 250°C trans-

lates to 438,356 years of operation at 70°C. This time
translation was computed using the industry-standard Ar-
thenius equation, which converts the time to failure
(operating lifetime) at one temperature and time to another
temperature and time.

To summarize the results:

Sample size: 100

Device hours: 25,600

HTS conditions: 256 hours at 250°C

Average initial threshold: 7.7V

Average threshold decrease: 0.66V

Standard deviation: .12

Lifetime (1.4 ev): 438,356 years at 70°C

These results confirm that the data retention charac-
teristics of the EPROM cell used in all Cypress PALs and
PROMs guarantees a minimum operating lifetime of
438,356 years for activation energies of 1.4 ev.

Production Screen

Units from the same population were assembled
without being subjected to HTS and were subjected to an
HTOL of 150°C for 1000 hours. The units were tested at
12, 24, 48, 96, 168, 336, and 1008 hours and the measure-
ments recorded. Variations in the thresholds of the
EPROM cells were measured and correlated to the units
tested in the HTS test to determine a maximum acceptable
rate of charge loss. This data allows Cypress to guarantee
data retention over the devices’ normal operating lifetime.

PAL C Advantages Over Bipolar PALs

The most pertinent data sheet parameters of Cypress
PAL C devices are compared with those of representative
bipolar PALSs in Table 1. The supply current and propaga-

Table 6. Generic CMOS Failure Mechanisms

Mechanism Activation Energy (eV) Detection Method
Surface charge 0.5t 1.0 HTOL, Fabrication monitors
Contamination 1.0to 14 HTOL, Fabrication monitors
Electromigration 1.0 HTOL
Micro-cracks - Temperature cycling
Silicon defects 0.3 HTOL
Oxide breakdown 0.3 High-voltage stress, HTOL
Hot electron injection - LTOL (low-temperature operating life)
Fabrication defects -- Bum in
Latchup - _High-voltage stress, burn in, characterization
ESD -- Characterization
Charge loss 08to14 HTS (high-temperature storage)
Charge Gain (oxide hopping) 0.3 t0 0.6 HTOL
Electron trapping in gate oxide -- Program/erase cycle

Table adapted from "An Evaluation of 2708, 2716, 2532, and 2732 Types of U-V EPROMs, Including Reliability and Long
Term Stability." Danish Research Center for Applied Electronics, Nov. 1980.
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Figure 5. Input Protection Circuit

tion delay specifications are compared under identical test
conditions. The output current sinking specifications are
also identical. Cypress PAL C devices are clearly superior
to bipolar PALs.
The lower power advantage of the PAL C results in
several benefits:
« Lower capacity power supplies, which therefore cost
less
¢ Reduced cooling requirements
« Increased long term reliability due to lower die junc-
tion temperatures
You can further reduce the power dissipation by driv-
ing the PAL C inputs between 0.5V or less and 4V or
more. This reduces the power dissipation in the input
TTL-to-CMOS buffers, which dissipate power when their
inputs are between 0.8 and 3V.

PAL C Technology

The PAL C devices’ 0.8, double-layer-polysilicon,
single-layer-metal, N-well, CMOS technology has been
optimized for performance. Careful attention to design
details and layout techniques has resulted in superior-per-
formance products with improved ESD input protection
and improved latch-up protection.

The circuit shown in Figure 5 is used at every input
pin in all Cypress products to provide protection against
ESD. This circuitry withstands repeated applications of
high voltage without failure or performance degradation.
This is accomplished by preventing the high ESD voltage
from reaching the internal transistors’ thin gate oxides.

The circuit consists of two thick-oxide field transis-
tors wrapped around an input resistor (Rp) and a thin-
oxide gate transistor with a relatively low breakdown volt-
age (12V). Large input voltages cause the thick-oxide
transistors to turn on, discharging the ESD current to
ground. The thin-oxide transistor breaks down when the
drain-to-source voltage exceeds 12V. This transistor is
protected from destruction by the current-limiting action
of Rp. Experiments confirm that this input protection cir-
cuitry results in ESD protection in excess of 2000V.

Latch-up

Latch-up is a regenerative phenomenon that occurs
when the voltage at an input or output pin is either raised
above the power supply voltage potential or lowered
below the substrate voltage potential, which is usually
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ground. Current rapidly increases until, in effect, a short
circuit from Vec to ground exists. If the current is not
limited, it will destroy the device, usually by melting a
metal trace.

The CMOS processing used to fabricate both N- and
P-channel MOS transistors also inherently creates
parasitic bipolar transistors —both NPNs and PNPs.
Latch-up is caused when these parasitic transistors are in-
advertently turned on.

So long as the voltages applied to the package pins of
the CMOS IC remain within the limits of the power supp-
ly voltages (usually O to 5V), the parasitic bipolar transis-
tors remain dormant. However, when either negative vol-
tages or positive voltages greater than the Ve supply volt-
age are applied to input or output pins, the parasitic
bipolar transistors might turn on and cause latch-up.

Figure 6 shows a cross section of a typical CMOS
inverter using a P-channel pull-up transistor and an N-
channel pull-down transistor. Also shown is .an N-channel
output driver that is isolated from the CMOS inverter by a
guard ring (channel stopper). The latter is necessary to
prevent parasitic MOS transistors between devices. P+
guard rings surround N-channel devices, and N+ guard
rings surround P-channel devices. The parasitic SCR
(PNPN) and bias generator appear in Figure 7, which
does not show the output driver schematic.

For latch-up to occur, two conditions must be satis-
fied: The product of the betas of the NPN and PNP tran-
sistors must be greater than one, and a trigger current
must exist that turns on the SCR.

Because the SCR structure in bulk CMOS cannot be
eliminated, the task of preventing latch-up is reduced to
keeping the SCR from turning on. If either Rwen or Rsub
equal 0, the SCR cannot turn on. This is because the base
and emitter of the PNP transistor are tied together and
thus the base/emitter junction cannot be forward biased;
and the base/emitter junction of the NPN cannot be for-
ward biased because the base is connected to ground.
Note, however, that the NPN can be turned on by a nega-
tive voltage on the output pin if the right end of Rsub is
grounded.

Preventing Latch-Up

The traditional cures for latch-up include increased
horizontal spacing, diffused guard rings, and metal straps
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to critical areas. These solutions are obvxously opposite to
the goal of greater density.

A brute-force approach that has been successful in
reducing latch-up has been to increase the conductivity of
the N well and the substrate. Changing the well conduc-
tivity is unacceptable because it affects the characteristics
of the P-channel MOS transistors. Using an epitaxial layer
to reduce the substrate resistivity (Rsub) isalso unaccep-
table because the price per wafer with a P+ epi-layer is
approximately three times the cost of the industry-stand-

ard 5-inch, 50Q per square, P- wafer.
: Cypress uses several design techniques in addition to
careful circuit layout and conservative. design rules to
avoid latch-up.

Conventional CMOS technology uses a P-charnel
MOS transistor as a pull-up device on the output drivers.
This has the advantage of being able to pull the output
voltage High to within 100 mV of the positive voltage
supply. However, this is of marginal value when TTL

compatibility is required. In addition, the P-channel pull-
up transistor is sensitive to overshoot and introduces
another vertical PNP transistor that further compounds the
latch-up problem. Cypress uses N-channel pull-up transis-
tors that eliminate all of these problems and still maintain
TTL compatibility. )

Cypress is the first company to use a substrate bias
generator with CMOS technology. The bias generator
keeps the substrate at approximately -3V DC, which ser-
ves several purposes.

The parasitic diodes shown in Figure 5 cannot be for-
ward biased unless the voltage at an input pin is at least
one diode drop more negative than -3V. This translates
into increased device tolerance to undershoot at the input
pins caused by inductance in the leads. If the undershoot
is larger than 3V, the output impedance of the bias gener-
ator itself is sufficient to prevent trigger current from
being generated.

The same reasoning applies to negative voltages at
the output pins (Figure 7). To turn on the NPN transistor,
the voltage at the output pin must be at least one VBE
more negative than -3V.

To protect the core of the die from free-floating holes
and stray currents, Cypress uses a diffused collection
guard ring that is strapped with metal and connected to
the bias generator. This provides an effective wall against
transient currents that could cause mis-reading of the
EPROM cells.
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Are Your PLDs Metastable?

This application note provides a detailed description
of the metastable behavior in PLDs from both circuit and
statistical viewpoints. Additionally, the information on the
metastable characteristics of Cypress PLDs presented here
can help you achieve any desired degree of reliability.

Metastable is a Greek word meaning "in between."
Metastability is an undesirable output condition of digital
logic storage elements caused by marginal triggering. This
marginal triggering is usually caused by violating the
storage elements’ minimum set-up and hold times.

In most logic families, metastability is seen as a volt-
age level in the area between a logic High and a logic
Low. Although systems have been designed that did not
account for metastability, its effects have taken their toll
on many of those systems.

In most digital systems, marginal triggering of
storage elements does not occur. These systems are
designed as synchronous systems that meet or exceed their
components’ worst-case specifications. Totally synchronous
design is not possible for systems that impose no fixed
relationship between input signals and the local system
clock. This includes systems with asynchronous bus ar-
bitration, telecommunications equipment, and most I/O in-
terfaces. For these systems to function properly, it is
necessary to synchronize the incoming asynchronous sig-
nals with the local system clock before using them,

Figure 1 shows a simple synchronizer, whose
synchronous input comes from outside the local system.
The synchronizer operates with a system clock that is
synchronous to the local system’s operation. On each
leading edge of this system clock, the synchronizer at-
tempts to capture the state of the asynchronous input. Fig-
ure 2 shows the expected result. Most of the time, this
synchronizer performs as desired.

SYRCHRONIZER

Figure 1. Simple Synchronizer
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Figure 2. Expected Synchronizer Qutput

Digital systems are supposed to function properly all
the time, however. But because there is no direct relation-
ship between the asynchronous input and the system
clock, at some point the two signals will both be in transi-
tion at very nearly the same instant. Figure 3 shows some
of the synchronizer’s possible metastable outputs when
this input condition occurs. These types of outputs would
not occur if the synchronizer made a decision one way or
the other in its specified clock-to-output time. A flip-flop,
when not properly triggered, might not make a decision in
this time. When improperly triggered into a metastable
state, the output might later transition to a High or a Low
or might oscillate.

When other components in the local system sample
the synchronizer’s metastable output, they might also be-
come metastable. A potentially worse problem can occur
if two or more components sample the metastable signal
and yield different results. This situation can easily cor-
rupt data or cause a system failure.

Such system failures are not a new problem. In 1952,
Lubkin (Reference I) stated that system designers, includ-
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ing the designers of the ENIAC, knew about metastability.
The accepted solution at that time was to concatenate an
additional flip-flop after the original synchronizer stage
(Figure 4). This added flip-flop does not totally remove
the problem but does improve reliability. This same solu-
tion is still in wide use today.

Recovery from metastability is probabilistic. In the
improved synchronizer, the first flip-flop’s output might
still be in a metastable state at the end of the sample clock
period. Because the flip-flops are sequential, the prob-
ability of propagating a metastable condition from the

take anywhere from an additional few hundred
picoseconds to tens of microseconds to reach a valid out-

" - put level. The amount of additional time beyond tco, max

second flip-flop stage is the square of the probability of

the first flip-flop remaining metastable for its sample
clock period. This type of synchronizer does have the
drawback of adding one clock cycle of latency, which
might be unacceptable in some systems.

As system speeds increase and as more Systems util-
ize inputs from asynchronous external sources, metas-
tability-induced failures become an increasingly sig-
nificant portion of the total possible system failures. So
far, no known method totally eliminates the possibility of
metastability. However, while you cannot eliminate
metastability, you can employ design techniques that
make its probability relatively small compared with other
failure modes.

Explanation of Metastability

In a flip-flop, a metastable output is undefined or os-
cillates between High and Low for an indefinite time due
to marginal triggering of the circuit. This anomalous flip-
flop behavior results when data inputs violate the
specified set-up and hold times with respect to the clock.

In the case of a D-type flip-flop, the data must be
stable at the device’s D input before the clock edge by a
time known as the set-up time, ts. This data must remain
stable after the clock edge by a time known as the hold
time, th (Figure 5). The data must satisfy both the set-up
and hold times to ensure that the storage device (register,
flip-flop, latch) stores valid data and to ensure that the
outputs present valid data after a maximum specified
clock-to-output delay tco_max. As used in this application
note, tco_max refers to the interval from the clock’s rising
edge to the time the data is valid on the outputs. In most
cases, tco_max equals the maximum tco found in data
sheets, as opposed to the average or typical tco value.

If the data violates either the set-up or hold specifica-
tions, the flip-flop output might go to an anomalous state
for a time greater than tco_max (Figure 5). The outputs can
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Figure 4. Two-Stage Synchroniier
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required for the outputs to reach a valid logic level is
known as the metastable walk-out time. This walk-out
time, while statistically predictable, is not deterministic.

" Figure 6, from Reference 2, shows the variation in
output delay with data input time. The left portion of the
graph shows that when the data meets the required set-up
time, the device has valid output after a predictable delay,
which equals tco. The middle portion of the graph indi-
cates the metastable region. If the data transitions in this
region, valid output is delayed beyond tco_max. The closer
the input transitions to the center of the metastable region,
violating the device’s triggering requirements, the longer
the propagation delay. If the data transitions after the
metastable region, the device does not recognize the input
at that clock edge, and no transition occurs at the output.
As given in Reference 3, you can predict the region tw,
where data transitions cause a propagation delay longer
than t, from the formula:

- (‘ ~teo )
tw=tcoe - 1

Eq.1
where T depends on device-specific characteristics such as
transistor dimensions and the flip-flop’s gain-bandwidth
product.

Figure 7 shows another way of looking at metas-
tability. A flip-flop, like any other bistable device, has two
minimum-potential energy levels, separated by a maxi-
mum-energy potential. A bistable system has stability at
either of the two minimum-energy points. The system can
also have temporary stability — metastability — at the
energy maximum. If nothing pushes the system from the
maximum-energy point, the system remams at this pomt
indefinitely.

A hill with valleys on either side is another bistable
system. A ball placed on top of the hill tends to roll
toward one of the minimum-energy levels. If left undis-
turbed atthe top, the ball can remain there for an indeter-
minate amount of time. As this figure indicates, the char-
acteristics of the top of the hill as well as natural factors
affect how long the ball stays there. The steepness of the
hill is analogous to the gain-bandwidth product of the flip-
flop’s input stage.
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Figure 5. Triggering Modes of a Simple Flip-Flop
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Causes of Metastability

Systems with separate entities, each running at dif-
ferent clock rates, are called globally asynchronous sys-
tems (Reference 4). The entities might include keyboards,
communication devices, disk drives, and processors. A
system containing such entities is asynchronous because

signals between two or more entities do not share a fixed-

relationship.

Metastability can occur between two concurrently
operating digital systems that lack a common time refer-
ence. For example, in a multiprocessing system, it is pos-
sible that a request for data from one system can occur at
nearly the exact moment that this signal is sampled by
another part of the system. In this case, the request might
be undefined if it does not obey the set-up and hold time
of the requested system.

When globally asynchronous systems communicate
with each other, their signals must be synchronized. Ar-
bitration must occur when two or more requests for a
shared resource are received from asynchronous systems.
An arbiter decides which of two events should be serviced
first. A synchronizer, which is a type of arbiter with a
clock as one of the arbited signals, must make its decision
within a fixed amount of time.. A device can synchronize
an input signal from an external, asynchronous device in
cases such as a keyboard input, an external interrupt, or a
communication request.

Care must be taken when two locally-synchronous
systems communicate in a globally-asynchronous environ-
ment. A synchronization failure occurs when one system
samples a flip-flop in the other system that has an un-
defined or oscillating output. This event can distribute
non-binary signals through a binary system (Reference 5).

In synchronizers, the circuit must decide the state of
the data input at the clock input’s rising edge. If these two
signals arrive at the same time, the circuit can produce an
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Figure 6. Output Propagation vs. Data Transition
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Figure 7. Graphical View of a Bistable System

output based on either decision, but must decide one way
or the other within a fixed amount of time,

Attacking Metastability

The design of synchronous systems is much different
than the design of globally-asynchronous systems. The
design of a synchronous digital system is based on known
maximum propagation delays of flip-flops and logical
gates. Asynchronous systems by definition have no fixed
relationship with each other, and therefore, any propaga-
tion delay from one locally-synchronous system to the
next has no physical meaning.

Two different methods are available to produce local-
ly-synchronous systems from globally-asynchronous sys-
tems. The first method involves' creating self-timed sys-
tems. In a self-timed system, the entity that performs a
task also emits a signal that indicates the task’s comple-
tion. This handshaking signal allows the use of the results
when they are ready instead of waiting for the worst-case
delay. Such handshaking signals allow communications
between locally-synchronous systems.

The advantage of the self-timed method is that it per-
mits ‘machines to run at the average speed instead of the
worst-case speed. The disadvantages are that a self-timed
system must have extra circuitry to compute its own com-
pletion signals and extra circuitry to check for the comple-
tion of any tasks assigned to external entities.

Petri Nets, data flow machines, and self-timed
modules all use the self-timed method of communication
among locally-synchronous systems. Self-timed structures
do not completely eliminate metastability, however, be-
cause they can include arbiters that can be metastable.
Most systems do not include self-timed interfaces due to
the additional circuitry and complexity.

The second method of producing locally-synchronous
systems from globally-asynchronous systems is the simple
synchronizer. This is the most common way of com-
municating between asynchronous objects. The metas-
tability errors that might arise from these systems must be
made to play an insignificant role when compared with
other causes of system failure.

Many metastability solutions involve special circuits
(References 6 and 7). Some of these solutions do not
reduce metastability at all (Reference 13 and &). Others,
however,” do reduce metastability errors by pushing the
occurrence of metastability to a place where sufficient
time is available for resolving the error. Most of these cir-
cuits are system dependent and do not offer a universal
solution to metastability errors.

The easiest and the most widely used solution is to
give . the synchronizing circuit enough time to both
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Figure 8. Two Phases of Metastability

synchronize the signal and resolve any possible metastable
event before other parts of the system sample the
synchronized output. This solution requires knowledge of
the metastable characteristics of the device performing the
synchronization.

Many semiconductor companies have developed cir-
cuits such as arbiters, flip-flops, and latches that are
specifically designed to reduce the occurrence of metas-
tability. Although these parts might have good metas-
tability characteristics, they have very limited application.
The circuits can only function as flip-flops or arbiters and
do not have the flexibility of PLDs. Cypress Semiconduc-
tor has designed the flip-flops in the company’s PLDs to
be metastable hard. This allows you to use Cypress PLDs
in a wide range of systems requiring synchronization.

Circuit Analysis of Metastability

Many authors have written papers detailing the
analysis of metastability from a circuit standpoint (Refer-
ence 5, 7,8, 9,10, 11, and 12). In Reference 11, for ex-
ample, Kacprzak presents a detailed analysis of an RS
flip-flop’s metastable operation. He states that a flip-flop
has two stages of metastable operation (Figure 8).

During the initialization phase, the Q and Q outputs
move simultaneously. from their existing levels to the
metastable voltage Vm, which is the voltage at which
Vq = Vq.

The second or resolving phase occurs when the out-
puts once again drift toward stable voltages. Once a flip-
flop has entered a metastable state, the device can stay
there for an indeterminate length of time. The probability
that the flip-flop will stay metastable for an unusually
long period of time is zero; however, due to factors such
as noise, temperature imbalance within the chip, transistor
differences, and variance in input timing. During the
second phase of metastability, for very small deviations
around the metastable voltage, Vm, the flip-flop behaves
like two cross-coupled linear amplifier stages that gain
Va = Vq - Vq. When the gain of the cross-coupled loop
exceeds unity, the differential voltage increases exponen-
tially with time. ) )
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The length of time the flip-flop takes to resolve can-
not be exactly determined. The probability that the flip-
flop will resolve within a specific length of time, how-
ever, can be predicted. This probability depends on the
electrical parameters of the flip-flop acting as a linear
amplifier around the metastability voltage. The solution
(Reference 11) to the differential voltage Vq(t) dr1v1ng the
resolving phase is given by

(t—to)

Va(t)=Va(to)e = Eq.2

where T depends directly on the amplifier gain and
capacitance, and where Va(to) represents the differential
voltage at some time to. You can use this equation to
determine the length of time that the output voltage will
take to drift from the metastable voltage Vi to a specified
voltage difference V4.

Horstmann (Reference 5) states that a flip-flop, like
any other system with two stable states, can be described
by an energy function with two local energy minima
where P(x) = 0 (Figure 9). Any bistable system has at
least one metastable state, which is an unstable energy
level within the system and represents the local maximum
of the energy function. The system’s gradient can be rep-
resented by a force, F(x), that is zero at stable and metas-
table states (inflection points of the energy function).

Figure 10 shows a simplified first-order model of an
RS flip-flop used to predict and visualize metastability. A
flip-flop energy transfer curve (Figure 11) shows the
relationship between the two outputs. The two stable
states are local energy minima of the system. The metas-
table state, M, is a local energy maximum and Tepresents
an unstable state with loop gain near M that is greater
than one.

Figure 12 show the trigger line for the first-order ap-
proximation of the flip-flop. The dashed line RS repre-
sents the device’s normal trigger line, which does not fol-
low the transfer curve because, during triggering, the feed-
back loop has not been established. If at varying points
along the trigger line the feedback loop is re-established,
the nodes of the device follow the curves that lead to the

P(x),F(x)
F(x)7
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Figure 9. Energy/Force Function of a Bistable System
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line So - S1. Once on this line, the circuit exponentially
drifts toward stability at either So or Si, depending on
which side of the line Q = Q the feedback loop was re-es-
tablished. The curves are solutions to the first-order model
circuit equations for the device shown in Figure 10.

When the feedback loop is restored near the line
Q = Q, the system moves toward the unstable state M and
can take an indefinite amount of time to exit from this
metastable state. You can see this from the graph by
noticing that So and Sy are equally likely solutions for
system stability from M. Once the feedback loop is re-es-
tablished, the system exponentially decays toward M and
then exponentially grows toward So or S1.

Figure 13 shows the system’s possible trigger events
using the implied time scale of the state-space curves. The
solution of these simplified first-order equations indicates
that the fastest metastable resolution time occurs when the
circuit’s gain-bandwidth product is maximized.

Flannagan (Reference 12), in an attempt to maximize
the gain-bandwidth product, solves simplified flip-flop
equations to determine the phase trajectory near the
metastable point. His results, which are supported by other
authors, indicate that p and n devices with equal
geometries produce the optimal gain-bandwidth product
for metastable event resolution.

Statistical Analysis of Metastability

To begin the analysis of metastability, assume that
the flip-flop’s probability of resolving its metastable state
does not depend on its previous metastable state. In other
words, the metastable device has no memory of how long
it has been in a metastable region. The analysis of metas-
tability also assumes that the flip-flop’s probability of
resolving its metastable state in a given time interval does
not depend on the metastable resolution in another disjoint
time interval. The probability that a metastable event will
resolve in a given interval (0,t) is only proportional to the
length of the interval.

These assumptions yield an exponential distribution
that describes the probability that the flip-flop resolves its
metastability at a time t. The exponential distribution has
the form

f(x)=pe P* Eq.3
where p is the expected value of metastability resolution
per unit time (settling rate).
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Figure 10. First-Order Flip-Flop Approximation
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Figure 11. Energy Transfer Diagram of Simple RS
Flip-Flop

Using this equation and given that the flip-flop was
metastable at time t = 0, the probability of a metastable
event lasting a time t or longer is

P(metxlmet;=0)=rue_”'d=e-“' Eq.4
t

The next part of the analysis involves the probability
that the flip-flop is metastable at time t = 0. This part of
the analysis assumes that the probability that the data tran-
sitions in a given time interval depends only on the length
of the interval. A Poisson process with rate fq describes
the probability of the data transitioning at a time t:

e T4t t)*
p(x)=———x(,fd ) Eq.5
where x is the number of transitions.

If a data transition within a bounded time interval, W,
of the clock edge causes a metastable condition, the ex-
pected number of transitions of this Poisson process with
rate fq in time interval W is

Voutl
- s° qQ —> / RS
.
S, PO
1
PM
P1
Yy, \
>
3
W 4
Q-a -S.;
Vout2

Figure 12. Energy Transfer Curves showing Trigger
Paths
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E(X)=Y,
x=0
Because this expected number of transitions is the
same as the probability that the flip-flop is metastable at t
= 0, the equation for the probability at t = 0 is
P(meti=0 )=faW Eq.7
Using Equations 5 and 7, the probability that a given
clock cycle results in metastability that lasts at most a
time t is
P(mety) =P (mets|met=0)P (met1=0)
=faWe M

xe VW wy*

x! =faW

Eq.6

Eq.8

Substituting t—l— for p allows this variable to be ex-
w

pressed as a settling time constant of the flip-flop. Further,
a synchronization failure for a given clock cycle exists
whenever a metastable event lasts a specified time (tr) or
longer. Using these two substitutions, the probability that
the flip-flop is metastable in a given clock cycle is:
=t

P (fail 1 clock)=fdWet,, Eq.9

- Because the data transitions are independent, the
number of failures in n clock cycles has a binomial dis-
tribution with an expected number. of failures:

E (fail n cycles ) =n P (fail 1 cycte ) Eq. 10
Assuming a sample clock frequency, fc, that repre-
sents the number of clock cycles, n, per unit time, the ex-
pected number of failures per unit time is
-ty
E (fail unittime)=fcfaWe tn Eq. 11
Assuming that all data transitions are independent
and that the clock has a fixed period, the mean time be-
tween failures (MTBF) is
t
1 ™
E (fail unit time ) fcfd w
where MTBF is a measure of how often, on the average, a
metastable event lasts a time tr or longer.

MTBF =

Eq.12

Figure 13. Timé Scale Showing Trigger Paths
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Metastability Data

Egquation 12 shows a strong resemblance to Equation
2 that is based on the predictions of the first-order circuit
analysis of an RS flip-flop. In fact, the metastability
resolving time constant, tsw, is directly related to the vari-
able 1, which is based on the flip-flop’s gain-bandwidth
product. -

The device-dependent variable W depends mostly on
the window of time within which the combination of the
input and clock generate a metastable condition. This
parameter also depends on process, temperature, and volt-
age levels. The MTBF equation is usually plotted with tr
(the resolving time allowed for metastable events) on the
X axis and the natural log of the MTBF plotted on the Y
axis (Appendix). Because the metastability equation is
plotted on semi-log paper, the graph of tr vs In(MTBF) is
a line described by the equation
ln(MTBF):-:—'——ln(fcde) Eq. 13

SW.

Graphically, the parameter tsw is 1/slope of the line

on this graph. The equation for tsw from the graph is

£ oy = tr1i—tr2
" "In (MTBF 1)-In (MTBF 3) /

To determine how often, on the average, a given
synchronizer in a system will go metastable (MTBF), you
must know the two device-specific parameters W and Tsw,
which should be available from the manufacturer. Table 1
lists these values for Cypress PLDs. Additional values you
need are the average frequency of both the system data
and the synchronizer clock and the amount of time after
the synchronizer’s maximum clock-to-Q time that is al-
lowed to resolve metastable events.

For example, consider the method for determining the
MTBEF for a Cypress PALC22V 10 registered PLD used as
a synchronizer in a system with the following charac-
teristics:

W =0.125 ps

tsw = 190 ps :

fc = system clock frequency = 25 MH.

fa = average asynchronous data frequency = 10 MHz

In addition to these values, the PLD’s maximum
operating frequency, fmax, is taken directly from the data
sheet. The frequency is specified as the internal feedback
maximum operating frequency. It is calculated as

Eq. 14

1
fmax— tcf+t.r —416MH2
where tcf is the clock-to-feedback time. If the data sheet
does not specify tcf, you can use tco as tef’s upper bound.
Using fmax, you calculate the amount of time that a
metastable event is allowed to resolve, tr, with

Now you enter these values into the MTBF equation,
making sure to keep all units in seconds:
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Figure 14. Intermediate Voltage Sensor
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ety

MTBF =
fcde

16x10°s
e ~12
190%x10” %5

T 25x10% 'x20x10% " 1x0.125x 10~ %s
=59.7%103%5=189x 10 27year.s'=AImo.vt forever

If the operating frequency of the system, fc, is simply
changed to 33.3 MHz,

6x107s
_ € 190x10%
333x10% 1 x20x 10% 1% 0.125x 10~ 125
=623x10°%s
the system fails, on the average, about every 19,700 years

— still beyond the system’s normal lifetime.
And if fc is changed to fmax (41.6 MHz),

0x10 %
_ € 190x 10~ 25
41.6x10% 1 x20% 1055~ 1x 0,125 x 10~ 25

MTBF

MTBF

the system fails, on the average every 9.62 ms.

A 16-ns difference in resolve time, tr, results in al-
most 36 orders of magnitude difference in MTBF. Ob-
viously, accurate data is needed to design a system with a
high degree of reliability without being overly cautious.

Characterization of Metastability

Many authors (References 6, 8, 9, 10, 11, and 12)
have performed numerous experiments on circuits to
predict the likelihood of device metastability. These re-
searchers have used several testing theories and apparatus

vopo

METSATAR

1
I
)
T

Figure 15. Output Proximity Sensor
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DELAY

Figure 16. Late Transition Sensor

that can be classified into three basic types (Reference
14).

Intermediate voltage sensors constitute the first type.
Two voltage comparitors determine whether the output
voltage, Q, lies between two given voltages. The fixture
produces an error output if Q has a level that is neither
High nor Low, hence metastable. Figure 14 shows an in-
termediate voltage sensor.

The second type of apparatus uses an output
proximity sensor to determine if the Q and Q outputs have
approximately the same voltages, which would indicate
that the device is metastable. Figure 15 shows an output
proximity sensor.

The last type of apparatus uses a late-transition sensor
to test for metastability. Note that if one or more gates
separate the sensor from the metastable signal, the metas-
tability might not be detected. The test circuitry must infer
the occurrence of metastability by some other means. Fig-
ure 16 shows an example of a late-transition sensor. The
sample input is detected at time ti, then at a later time tp.
If these two signals disagree, the device under test was
metastable at t1.

Information from Manufacturers

Many semiconductor companies provide metastability
data on their parts. However, most companies do not
present the data in a format the engineer can use. They
either present inconclusive and incomplete data or they as-
sume the engineer can use the data without further ex-
planation. Few companies compare their devices with
similar devices to provide correlation between comparable
devices.

PLD manufacturers provide little data largely because
of a fear that telling the design community that devices
can fail in synchronizing applications will cause designers
to use a competitor’s parts, The truth: No company can
provide a device that is guaranteed not to become metas-
table if used as a synchronizer. At a given operating fre-
quency, with a given asynchronous input, and given
enough time, the device becomes metastable.

Cypress provides you with data you can use to build
a system to any given level of reliability when using
Cypress PLDs. Cypress has performed numerous tests and
collected extensive data on Cypress PLDs, as well as
PLDs from other companies. This data gives you a
perspective of the parts that are best suited for a specific
application. Specific data on the metastability charac-
teristics of Cypress PLDs is found in this application note
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STATE
SYNCHRONIZER REGISTERS
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Figure 17. Metastability Test Circuit

in the "Test Results" section. Metastability data collected
by Cypress for other companies’ PLDs is available upon
request. '

The Test Circuit

Cypress uses a test that falls into the category of the
late-transition detection. Directly measuring the outputs of
the flip-flop in a PLD are impossible due to the additional
circuitry that lies between the flip-flop and the outside
world. The metastability detection circuitry must, instead,
infer the flip-flop’s state.

Figure 17 shows the metastability test circuit imple-
mented in each test PLD, This circuit allows the PLD
under test to effectively test itself. The device under test
will both produce and record metastable conditions.

Figure 18 is a state diagram showing the operation of
the device. During normal operation, the two flip-flops’
outputs (F1, F2) transition between states Si and Sa,
depending on the synchronizer’s state. During normal
operation, the Exclusive-OR on these outputs produces a
High. This indicates either that metastability has not oc-

SYNCH = X, F1/FR2 = 11

$3

SYNCH = X, F1/F2 = 11

SYNCK « 0, F1/F2 ~ 01 m SYNCHN = 0, F1/F2 = 01

ERROR# = 1

curred within the device or that metastability that has oc-
curred has resolved before the next clock cycle.

If a metastable event cannot resolve before the next
clock cycle, the state machine move to states S3 or S4. In
this case, the state flip-flops have interpreted the signal
from the synchronization register differently; Exclusive-
ORing this signal produces a Low at the device’s output,
indicating that unresolved metastability has occurred.

This test circuit does not catch all metastable events.
Specifically, it does not record metastable events that
resolve before the next clock cycle. But metastability
causes an error only when it has not resolved by the time
the signal is needed. The Cypress tests thus reveal the in-
formation designers need to know: how often metas-
tability creates an error in the system.

The test circuit also includes the ability to check the
maximum operating frequency of the device under test
(Figure 19). At each clock edge, the first register’s output
toggles. When the device reaches its maximum operating
frequency, the PLD array cannot resolve the changing sig-
nal fast enough to produce a valid output. At this speed,
one register might resolve the signal correctly and one
might not, or both might produce invalid signal resolu-
tions. In any case, when Exclusive-ORing the state T1/T2
of the two maximum-frequency testing registers results in
anything other than a High, the part’s maximum operating
frequency is exceeded.

The Test Board

A four-layer printed circuit board with two signal
planes, a ground plang, and a power plane is used to per-
form the metastability measurements. Using this four-

SYNCH = X, F1/F2 = 0O

YECH = 0, FL/F2 = 01

s4

I

x|

SYNCH = X, F1/F2 = 11

SYNCN = 1, F1/F1 = 10

P\ - IRROR$ = 1 ~
SYNCH = 2, F1/F1 = 10 SYNCH = 1, F1/F1 = 10

ERRORS = O

SYNCH = X, F1/F2.= 00

SYNCH = X, F1/F2 = 00

Figure 18. Metastability Testing State Diagram
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layer board gives a quiet testing environment with reli-
able, repeatable results. Figure 20 shows a block diagram
of the test board, with the complete schematic shown in
Figure 21, The device under test (DUT) is decoupled with
0.01-uF and -100-pF capacitors. The test circuit is
designed to fit all industry-standard and Cypress-
proprietary PLDs. The socket allows DUT pins 1, 2, and 4
to serve as clock pins. Pin 3 is the device’s asynchronous
input. The ERROR condition is located on pin 27 of a
28-pin device, and the FAIL condition is on pin 20. Two
additional outputs, F1 and Fj, monitor the state of the
metastability test circuit flip-flops.

All inputs and outputs connect with BNC connectors
located around the board. The clock line, which is ter-
minated with a 50Q resistor to match the coax input im-
pedance, is buffered with a 74AS04 and isolated from
other signals by a ground trace. The input line is also ter-
minated with a 50Q resistor and buffered with a 74AS04.
Four PLDs drive a four-digit LED display that counts
metastability occurrences.

After going Low in response to a metastable event,
the ERROR signal automatically transitions High again at
the next system clock. This Low-to-High pulse produces a
clock to the input of the first PLD, which in turn incre-
ments the display of metastable events. When a digit
reaches 9, the next occurrence of metastability generates a
cascade signal to the next higher digit.

In this way, the test board can record a maximum of
9,999 metastable events. If a metastable event is received
at 9,999, all LEDs switch to E, indicating that an overflow
condition occurred. A reset button resets all counters and
initializes the DUT.

Test Setup

Figure 22 shows a block diagram of the test setup
used for metastability testing. Two independent pulse gen-
erators (Hewlett-Packard 8082As) produce the CLOCK
and the ASYNC_IN signal to the test board. A Tektronix
DAS9200 logic analyzer records metastable events. A
2465 CTS digital oscilloscope with frequency counter ac-
curately determines the DUT’s maximum operating fre-
quency and the ASYNC_IN and CLOCK frequencies.

Test Procedure

Cypress has tested all its PLDs of 28 pins or less. The
fastest speed grades of each device type were tested be-
cause these devices have the best metastable resolution
time and thus make the best synchronizers. Several parts
from each device type were tested to ensure an average

> ]

Figure 19. Maximum Operating Frequency Test " -
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metastability characteristic for that product. Where pos-
sible, parts from different date codes were selected to
eliminate variations among different wafer lots.

Testing for a specific device starts by creating the
equations used to program the device. Figure 23 lists the
equations for programming the 22V10. All devices were
tested using bit maps produced by the PLD ToolKit, ex-
cept for the CY7C344. The MAX+PLUS development en-
vironment was used to produce a design file for this
device.

Each part is programmed, then tested for its maxi-
mum operating frequency, fmax. By attaching the FAIL
output to the oscilloscope and observing the clock fre-
quency at which the device started to malfunction (FAIL
going Low periodically), the maximum operating frequen-
cy for that part is determined. fmax indicates the maximum
rate at which metastability measurements can be taken
with accurate results. Above this frequency, metastable
events are indistinguishable from errors caused by exceed-
ing fmax. .

To determine each device’s metastability charac-
teristics, measurements are taken of the number of metas-
table events that occurred in a given time interval for
several different clock and data frequencies.

Equation 13 can be used to describe the graph of the
metastability characteristics of the device:

1n(MTBF)=:j—1n(fcde)

The slope of the line, tsw, can be determined only by
forcing the Y intercept of the graph (In(fcefaW)) to a
constant value when using Equation 14:

oy tr1—tr2
¥~ In (MTBF 1 }—In (MTBF 2)

Note that tsw is a constant, device-specific parameter.
Because W is also a constant, device-specific
parameter, it is only necessary to hold the product fcfq
constant to make In (f¢fd4 W) constant. The independent
variable tr is varied by changing fc to produce changes in
the dependent variable In(MTBF). Decreasing the frequen-
cy fc from its fmax value increases the metastable resolu-
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Figure 20. Metastability Test Board Block Diagram

F2

MAXINUM FAILS

FREQUENCY
TESTING




i

Are Your PLDs Metastable?

tion. time, tr, and decreases the probability that a metas-
table event will last longer than tr.

As fc is decreased below a certain limit, the MTBF
becomes too large to measure accurately. A metastable
event occurring every minute is chosen as the upper limit

for MTBF measurements. The range of clock rates: for.

metastability testing is then between fmax and the metas-
table-event-per-minute clock rate. Between these two
rates, a selected frequency constant (fcfd) ensures that no
point in this range has a clock frequency less than twice
the data frequency. This is because a data signal that tran-
sitions more than once per clock period cannot be effec-
tively sampled.

After determining this constant, data is taken from
several test points within the test range by varying fc and
fa. The data at each test point is averaged among all test
devices, and the equation for the line through these points
is determined using a linear regression analysis. The cor-
relation between the line and the data points verifies that
the metastability equation accurately describes the test
data. From the calculated results, the constants W and tsw
are extracted.

Test Results

Table 1 and the Appendix list the results of the metas-
tability analysis of Cypress PLDs. Table 1 also lists the
maximum data book operating frequency, fmax; the metas-
tability equation constants, W and tsw; the metastability
resolve time, tr, required for a 10—year MTBF; and the
process for that part.

You can use this data to determine the maximum
metastability resolve timie (tr) that you must use in a sys-
tem to yield a givén degree of reliability. The graphs and
constants (W and tsw) can be used with any speed grade
of the device, but it is suggested that the fastest speed
grade of the specific' PLD ‘be used for optimum
synchronizer performance. These graphs indicate the time
(tr) and the device’s minimum clock period that must be
used to produce a desired degree of reliability.

For example, to determine the operating parameters
of the Cypress PALC22V10-20 from Table 1 when using
the device as a synchronizer, determine the desired
MTBF. With a 10-yr (315 x 10 6 s) MTBEF, for instance, a
synchronization failure will occur once every 10 years on
the average. The maximum operating frequency (fmax)
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Figure 21. Metastability Test Board Schematic
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Figure 22. Metastability Test Setup

il

from the PALC22V 10’s data sheet is 41.6 MHz. From this
information, you can determine the minimum time (tr)
beyond the device’s minimum operating period that must
be added for metastability resolution:

t,
ety

fefaW
tr=tsw(In(MTBF)+In(fcfaW))

£r=(0.190% 10 2s) [In (315x 10 %)

+1In(41.6x 105x41.6x 106 % 0.125 x 10 ™12) ]
=473 ns
This analysis assumes that the clock, fc, operates at
fmax (41.6 MHz) and that the average asynchronous data
frequency is no more than half the clock frequency. The
latter condition ensures effective data sampling by the
synchronizer. f4, as explained in the section "Statistical
Analysis of Metastability," represents the rate at which the
data changes state. fg is twice the average frequency of
the asynchronous data input because, during any given
asynchronous data period, the asynchronous data changes
state twice: once from Low to High and again from High
to Low. Because either of these state changes can cause a
metastable event, fq must be set to twice the average
asynchronous data frequency when determining the worst-
case MTBF.
Due to the real-world uncertainty in factors such as
trace delays and the skew in clock generators, 5 ns is used

MTBF =

€0.190x10"° s
37.0x 105 1 x 37.0 x 105 1 x 0.125 x 10™ %¢

=157%x10%=49.7 yrs

Another example focuses on the CY7C330-50 used
as a synchronizer in a system whose output registers are
clocked at an f; of 35.7 MHz, and the data has an average
frequency of 10 MHz. The MTBF for this device used as
a synchronizer is calculated by first determining the
metastable resolution time, tr, allowed for synchronization.
The maximum operating frequency of the part is specified
in the Cypress Data Book as

1 R

teottis
where tco in this case specifies the clock-to-feedback
delay, and ts specifies the set-up time of the output
registers. tr is calculated with the equation:’

1 1 1 1

MTBF =

fmax=

8 ns

With this result, the MTBF is
9

8x10 s

€0.290x10 "5

357 %105 1 % 20.0 x 105 1 x 1.02 x 10™ 125

=131%x10% s=41.6 yrs _

This equation uses the same values for W and tsw
with this 50-MHz device as with the 66-MHz device
listed in Table 1. As stated previously, the constants listed
in Table 1 are valid for all speed grades of a specific
device. Also note that the 10-MHz average data frequency
is doubled to produce the frequency of data transitions, fq.

MTBF

Table 1. Metastability Characteristics of Cypress PLDs

DEVICE Fmax (MHz) W (s) tsw (S) tr for 10yr MTBF Process
PALC16R8-25 28.5 9.503E-12 S15E-9 14.68nS PROM1
PALC20G10-20 41.6 3.73E-12 v .173E-9 4.91nS PROM1
PALC20RA10-15 333 2.86E-12 216E-9 5.87nS - PROM2
PALC22V10C-10 90.0 8.08E-15 S47E-9 13.0nS BICMOS
PALC22V10B-15 50.0 55.76E-12 261E-9 8.15nS PROM2
PALC22V10-20 41.6 125E-12 .190E-9 4.73nS PROM1
CY7C330-66 66.6 1,02E-12 .290E-9 8.12nS PROM2
CY7C331-20 312 .298E-9 .184E-9 5.91nS PROM2
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The last example illustrates how to use a Cypress
PALC22V10C-10 as- a synchronizer. For -a 10-year
MTBEF, assuming the maximum fc from the Cypress Data
Book and f4, the required t; is

tr=(0.547%x10 %) [In (315% 10 s)
+1In(909%10%x90.9x 106 % 8.08 x 10 ™15)]

=13.0ns

Using this result, the synchronizer’s maximum
operating frequency is reduced from 90.9 MHz to

1 ) 1
f c= 1 = -
——tt
fmax
" Two-Stage Synchronization
As explained earlier, you can use.a second register in
series to perform two-stage synchronization (Figure 4).
This is accomplished by feeding the output of the first

synchronization register to the input of the second
synchronization register. In PLDs, this method is common

=41.6 MHz

1
900 Mila +13.0ns

C22V10;
{

Cypress Semiconductor

Revision: 06/28/90

These are the equations to perform metastability testing on the PALC22V10
H

CONFIGURE;

{CLOCK input on pin 1}
{Asynchronous input signal}

CLOCK,
ASYNC_IN(node=3),

RESET(node=5), {RESET signal}
TSYNC(node=15), {Synchronization for Fmax }
T1(node=17), {State node for Fmax}
T2(node=18), {State node for Fmax}

FAIL(node=16),
SYNC(node=19),

{Fmax indication}
{Synchronization for Meta test}

F1, {State node for Meta test }
F2, {State node for Meta test }
ERROR, {Metastable Event indication}
EQUATIONS;
/ISYNC = <sum> ASYN