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Preface

Obijective

The objective of this text is to provide training material for com-
munications engineers in the transmission field. Specifically, it is
designed to serve as the text for a one-year basic course of 64 class-
room hours in transmission systems design. An evolving version of
this course has been taught for many years by Members of the
Technical Staff as part of the in-house continuing education program
for technical employees of Bell Telephone Laboratories.

The background assumed is an MS degree in electrical engineering
or in a closely related field, but the course is intended to accommodate
participants with a considerable range of prior training, and many
students with backgrounds in physics, mechanical engineering, and
other disciplines have completed the course without undue difficulty.
A few pre-course introductory lectures in terminology and the gen-
eral concepts of telecommunications have been found useful.

Plan of Text

In this edition, broadly useful basic information has been separated
from specific system applications to a much greater extent than in
earlier editions. Thus, the first eleven chapters, about one-third of
the total, are devoted to this fundamental material. It is recognized
that there is some risk of student frustration in the consequent delay
in getting to applications, especially in what is advertised as a design
course, but it is felt that the risk is more than offset by the advantages
of a more orderly development of the subject.

The first three chapters describe the environment in which trans-
mission systems operate, establish basic definitions and terminology,
and describe the methods by which the transmission objectives for
the message channels are established. Chapter 4 deals with voice-
frequency transmission. Chapters 5 through 11 treat the methods of

\4
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processing signals into forms suitable for transmission over high-
frequency lines, the characteristics of multiplexed speech signals,
and the major impairment mechanisms of noise, nonlinearities, and
crosstalk. At present, and for at least the next several years, voice
signals will continue to make up the bulk of the traffic. Therefore,
these chapters emphasize voice signal transmission even though other
messages, such as data and PICTUREPHONE @®, are becoming in-
creasingly important. ‘

Following this essentially introductory material are three major
sections on systems applications, divided according to the principal
modes of transmission in use today, i.e. analog AM, analog FM, and
digital. The text concludes with a discussion of some special tech-
niques and more detailed treatments of the characteristics of video
and wideband data transmission.

The presentation throughout is firmly based on the realities of
current practice. The authors and editors are fully aware that the
students” will be designing transmission systems for the future, but
experience suggests that these are most likely to be realized by the
advance and evolution of present techniques rather than by a whole-
sale discarding of these methods. It is also necessary to recognize
that, to be useful, any new system must be compatible with the
enormous existing plant. The approach to system design therefore
is based on what is in actual use, or what has a very high probability
of use in the relatively near future.

State of the Art

Despite the seeming conservatism of the last statements, trans-
mission design is moving rapidly in new and exciting directions.
Over the last decade a complete generation of systems based on dis-
crete solid state devices has been designed, manufactured, and placed
in service. So complete has been the revolution from the electron
tube technology of the 1940s and early 1950s that hardly a tube
can be found in the new systems. Even the last holdouts, the higher
power transmitting stages in microwave radio systems, may soon
be replaced by bulk effect solid state devices.

We are now beginning to see the first widespread use of thin film
tantalum and monolithic silicon integrated circuits. Circuits an order
of magnitude more complex than those in use a few years ago and
components with precision previously unattainable are becoming
available in inexpensive and reliable devices. There is no doubt that
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we are at the start of a new generation of systems as different from
those based on discrete solid state devices as they in turn differed
from the old electron tube systems. As always, when such basic
changes occur, the great challenge lies not in designing just some-
what better or less costly versions of the old systems, but in exploiting
the opportunities presented by the new devices to realize systems that
would be completely impractical without them.

Acknowledgments
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Chapter 1

Transmission System Environment

A transmission system in its simplest form is a pair of wires con-
necting two telephones. More commonly, a transmission system is
a complex aggregate of electronic gear and the associated medium,
which together provide a multiplicity of channels over which many
customers’ messages and associated control signals can be transmitted.

In general, a call between two points will be handled by connecting
a number of different transmission systems in tandem to form an
overall transmission path or connection between the two points. The
way in which these systems are chosen and interconnected has a
strong bearing on the characteristics required of each system. This
is true because each element in the connection will degrade the mes-
sage to some extent. It follows that the relationship between per-
formance and cost of a transmission system cannot be considered in
terms of that system alone but must also be viewed with respect to
the relation of the system to the building up of a complete connection.

To provide the service which permits people or machines to talk
together at a distance, the telephone system must supply the means
and facilities for connecting the particular customer stations at the
beginning of the call and disconnecting them when the call is com-
pleted. Switching, signaling, and transmission functions are in-
volved. The switching function includes identifying and connecting
the customers to a suitable transmission path. The signaling function
involves supplying and interpreting the control and supervisory sig-
nals needed to perform this operation. The transmission aspect,
which is the concern of this text, deals with the transmission of the
customer’s message and these control signals.

The design of new transmission systems is constrained by the fact
that they must be compatible with an existing multibillion dollar

1



2 Transmission System Environment Chap. 1

plant and by the fact that they must perform a number of functions,
such as transmission of signaling information and transmission of
various messages, e.g., telephone, narrowband and wideband data,
telephoto, or television. Thus, the solution of design, manufacturing,
and operations problems for a specific system will generally require
knowledge of other systems in the telephone plant, both existing
and planned. Moreover, it is necessary to design systems having good
performance with very high reliability and simple maintenance pro-
cedures, and to provide equipment which will verify the performance
by tests made on a routine basis.

1.1 TELEPHONE SERVICE

Connection Description

A connection may involve merely voice-frequency transmission be-
tween telephones through a single end (central) office, or it may
involve a multiplicity of links including several offices, voice-frequency
paths, and carrier systems.

The telephone set converts acoustic energy into an electrical analog
signal. The set also converts a received signal to its acoustic form.
In addition, it generates supervisory signals (on-hook and off-hook)
and the address information used by the switching system to estab-
lish connections.

The customer loop provides a path for the two-way speech signals
and the ringing, switching, and supervisory signals. Since the tele-
phone set and customer loop are permanently associated, their com-
bined transmission properties can be adjusted to meet their share
of the message channel objectives. For example, the greater efficiency
of an improved telephone set compensates for increased loop loss and
thus permits longer loop lengths or use of finer gauge wire.

The small percentage of the time (of the order of 10 per cent during
busy hours) that a customer loop is used has led to the consideration
of line concentrators for introduction between the customer and the
central office. The concentrator allows many customers to share a
limited number of lines to the central office. The line from the con-
centrator to the central office is, in effect, a trunk. The essential differ-
ence between a loop and a trunk is that a loop is permanently associ-
ated with a particular customer, whereas a trunk is a common usage
connection.
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FiG. 1-1. Intercity customer-to-customer telephone connection.

Trunks of various types are used to interconnect end offices and
toll centers. A direct interoffice trunk connects one end office to
another end office; a tandem trunk connects an end office to an inter-
mediate or tandem office; and a toll-connecting trunk connects an end
office to a toll office. In toll transmission language, toll-connecting
trunks are also described as terminating trunks.

Up to the point where the signals are connected to intertoll trunks
in the toll office, the message and supervisory signals may be handled
on a two-wire basis (the same pair of wires is used for both directions
of transmission), or on a four-wire basis (separate transmission paths
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for each direction). At the toll office after appropriate switching and
routing, the signals are generally connected to intertoll trunks by
means of a four-wire terminating set, which splits apart the two
directions of transmission so that the long-haul transmission may be
accomplished on a four-wire basis. Through these intertoll trunks,
the signals are transmitted to remote toll-switching centers (which
in turn may be connected by intertoll trunks to other switching
centers) and ultimately reach the recipient of the call through a
toll-connecting trunk, an end office, another four-wire terminating
set and local switching equipment, and a final customer loop, as
indicated by Fig. 1-1.

In the present toll-switching plan there are five ranks or classes
of switching centers. The highest rank is the regional center. The
lowest rank, called the end office, is the telephone exchange in which
the customer loops terminate. The chain of switching centers and an
illustration of how a call might be routed is shown in Fig. 1-2. The
order of choice at each control center is indicated in the figure by the
numbers in parentheses. In the example, there are ten possible routes
for the call, only one of which requires the maximum of seven inter-
mediate links (toll trunks in tandem, excluding the two terminating
links at the ends of the connection). Note that the first choice route
involves two intermediate links. In many cases a single direct link,
which would be the first choice, exists between the two toll centers.

The types of facilities that might be involved in various connections
can be seen by reference to Fig. 1-3. The simplest connection would
be a call between telephone sets 1 and 2, both working out of end
office 1, in which no trunks would be involved. An interoffice call
between sets 1 and 3 in city A would use two trunks, the connection
being made via a tandem office. These trunks could be either voice-
frequency circuits, possibly equipped with repeaters, or carrier cir-
cuits which combine a number of telephone channels into a single
wideband channel.

Next, consider a call originating at telephone set 1 in city A and
reaching telephone set 4 in city E. The path begins at a customer loop
working into end office 1. From there it uses a toll-connecting trunk
to the toll center. Between city A and city E there are a number of
routes. If the two cities have a high community of interest, there
would be direct trunks between them. Figure 1-3 shows that in this
case the two cities are linked by N carrier.* An alternate route, which

*Different types of carrier systems are identified by letter designations. Many
of these types are discussed in later chapters.
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F1G. 1-2. Choice of routes on assumed call.

happens to employ K carrier, is also shown, via a primary center.
Out of this primary center (class 3) there might be direct, high-usage
trunks on O carrier to city E. Alternatively, use would be made of
final trunks* to a sectional center (class 2) at city C, from which
connection might be made to city E through another primary center.
These latter trunks might be provided by a coaxial carrier system
or a microwave radio system.

*In this instance, final has the connotation that these trunks are the last means
chosen to get the message through, not being used unless all other circuits are
busy. Very often, however, the final route is the only one provided; in that case
it is, of course, the first choice.



o

= End office
(class 5)

= Toll center
(class 4)

= Primary center
(class 3)

= Sectional center
(class 2)

> OO

For clarity in this diagram, nonstandard symbols are used for the end offices.

See Fig. 1-2 for standard usage.

Transmission System

Environment

= Tandem office

= Telephone set

City A
f
o l2 o I |
: EO 2 p———— X —ro
o——-—: X EO 3 —o :
T ™
\ N Vo
x \ N\ 0o
# VN )
\ N\ [ ‘
ﬁiﬁ? VYA }x
\ @ To other
°'|_‘ EO1 g——=%— central
g \\ -\\ "\ offices
ST
/ <
\ x \ I ) o‘;‘&
// \ \ : Sy
yi \\
EO 4 = — — TOLL
co"/s’
PBX —»Q—O
City E Exchange area
O—jcos | —PM
#4

PRI

O carrier

TOLL

= Cust loop

Chap. 1

= Interoffice trunk

Il

Tandem trunk

= Terminal trunk

(toll-connecting trunk)

= Intertoll trunk

S
City €
b&
&,
~
p
o
£
City B g
a
-
“ o,
%o
City D
PRI
W < 0%
®

Fi1c. 1-3. A simplitied telephone system.



Telephone Service 7

Switching Plan for Distance Dialing

The plan used to connect toll offices has a large bearing on the per-
formance required of both local and toll transmission systems. In early
practice, toll circuits were operated manually by operators on a so-
called ringdown basis. With such arrangements the number of cir-
cuits that could be connected in tandem was severely limited, and
relatively little use was made of alternate routing. Speed of service
was comparatively slow, and trunks were inefficiently used in many
cases.

Automatic switching of toll circuits permits the use of alternate
routes, so that small trunk groups can be operated at large trunk
group efficiency with attendant economies. An example of the impact
of toll dialing on the trunk layout is shown in Fig. 1-4. The upper
diagram (a) shows the circuit groups that would be required to handle
an assumed flow of traffic on a manual ringdown basis. The lower
diagram (b) shows the circuit groups that would be required for the
same traffic using toll dialing. Final trunk groups are provided
between each lower ranking office and the higher ranking office on
which it homes. All regional centers are interconnected with final
trunk groups. High-usage groups are provided between any two offices
that have sufficient community of interest. Final trunk groups carry
traffic for which they are the only route, and also overflow traffic
for which they are the “last choice” route. In (a) there are 42
different circuit groups. In (b) there are 24 circuit groups used on
a more efficient basis.

The probability that a call will require more than » links in tandem
to reach its destination decreases rapidly as n increases from 2 to 7.
First, a large majority of toll calls are between end offices associated
with the same regional center. The maximum number of toll trunks
in these connections is therefore less than seven. Second, even a call
between telephones associated with different regional centers is routed
over the maximum of seven intermediate toll links only when all of
the normally available high-usage trunk groups are busy. The prob-
ability of this happening in the case illustrated in Fig. 1-2 is only p5,
where p is the probability that all trunks in any one high-usage group
are busy. Finally, many calls do not originate all the way down the
line since each higher class of office will usually have class 5 offices
homing on it and will act as a class 4 office for them.

Figure 1-5 makes these points more specific. The middle column of
this table shows, for the fictitious system of Fig. 1-2, the probability
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Probability
Number of intermediate .
links, n Fig. 1-2 1961 study
Exactly 1 0.0 0.50
2 or more 1.0 0.50
Exactly 2 0.9 0.30
3 or more 0.1 0.20
4 or more 0.1 0.06
5 or more 0.0109 0.01
6 or more 0.00109 0
Exactly 7 0.00001 0

F16. 1-5. Probability that n or more links will be required
to complete a toll call in example cited.

that the completion of a toll call will require » or more links between
toll centers, for values of n from 1 to 7. In computing these prob-
abilities, the assumptions are: (1) the chance that all trunks in
any one high-usage group are simultaneously busy is 0.1; (2) the
solid line routes are always available; and (3) of the available routes
the one with the fewest links will always be selected. The figures
in Fig. 1-5 illustrate that connections requiring more and more links
become increasingly unlikely. These numbers are, of course, highly
idealized and simplified. Actual figures from a Bell System study
made in 1961 are shown in the last column of Fig. 1-5. These numbers
represent the probability of encountering » links in a completed
toll call between an office near White Plains, New York, and an
office in the Sacramento, California region. The assumption was made
that all traffic had alternate routing available and that blocking due
to final groups was negligible. Note that at that time 50 per cent of
the calls were completed over only one intermediate link. This is not
possible in the system shown in Fig. 1-2, where it may be assumed
that the traffic volume does not yet justify a direct trunk between
toll centers. The maximum number of links involved in this par-
ticular system was five, and this number was required by only 1 per
cent of the calls.

The switching pattern that has been described imposes strict
transmission requirements on the toll trunks. Up to seven toll trunks
may be connected in tandem, and successive calls between the same
two telephones may take different routes and encounter different
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numbers and kinds of circuits. When calls are routed over the maxi-
mum number of links, the loss must not be excessive. Also, the
transmission quality should not vary greatly over the different possible
routes that a call might take. If unsatisfactory transmission should
occur, it will not be observed by an operator as in the past, and the
customer’s attempt to report unsatisfactory transmission will dis-
connect the impaired circuit, making identification of the source of
trouble very difficult. It is therefore necessary to provide equipment
which will test trunks on a routine basis.

1.2 SPECIAL SERVICES

Services other than residence, coin, or non-PBX business tele-
phones are, broadly speaking, special services. Most of these are
used for voice communication and differ from standard service prin-
cipally in the arrangements for connecting into the direct distance
dialing (DDD) network (some do not connect at all). In order to
meet customer-to-customer transmission objectives, it is usually
necessary to furnish specially engineered circuits for such service.
Some special services may require more or less bandwidth than is
commonly used for voice transmission.

Data Service

In addition to voice, program, and television channels, the Bell
System provides facilities for the transmission of telephotograph,
facsimile, teletypewriter, and digital data. These facilities may in-
clude special transmitting equipment which encodes the machine
information into electrical analog or digital signals for transmission,
and decoding equipment which translates the signal back into the
original machine language.

The speed at which data can be transmitted is a direct function
of the bandwidth available. The usual voice channel will transmit
data at speeds of about 2000 bits per second without special treat-
ment. Speeds of 4800 bits per second and higher can be achieved in
a single voice channel by adding gain and delay equalization. Since
data is usually transmitted in the form of pulses, impulse noise and
delay distortion may cause errors. Thus, channels which meet voice
transmission requirements may have limited application for data.

Voiceband data may be transmitted either over regular switched
telephone channels or over specially equalized private line facilities.
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Wideband data channels are obtained by using the frequency spec-
trum normally assigned to 6, 12, or 60 telephone channels. Special
terminals and equalization are required and generally are supplied
on a private line basis. Switched service is available between some
large cities, and rapid expansion is anticipated.

Television Service

Television transmission in the Bell System involves connecting
studios, the broadcaster’s master control center, transmitters, and
telephone company television operating centers (TOC) within cities,
and then interconnecting cities by means of nationwide television
facilities. Figure 1-6 shows a typical intracity layout for a large broad-
caster. The local television links are usually video frequency systems
rather than carrier or radio. Two-way connections between the
master control location and the studio are often required for pro-
gramming purposes. For network operation, connecting circuits are
required between the master control room and the TOC where con-
nection to the intercity facility is made.

Studio no. 1
Coaxial systems
Broadcaster’s Broadcaster’s Television
radio master operating
transmitter control center
. Microwave
Studio no. 2 terminal
A2A video | 1|
systems

F1G. 1-6. Intracity television circuits.
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The intercity channels may be either direct connections between
cities or round robin channels with cities connected in a closed loop.
These connecting facilities are formed and reformed each day, de-
pending on the broadcaster’s requirements. Thus, links must be
connected in tandem in different ways on a day-to-day or hour-to-hour
basis. It is therefore not usually practicable to line up or equalize
on an overall basis. Instead, each link must be capable of a trans-
mission quality such that when all the necessary links are connected
in tandem, the signal will have a very small probability of being
unduly degraded. )

1.3 IMPACT OF SYSTEM MULTIPLICITY

In the preceding discussion it was seen that customer-to-customer
communications channels can involve a multiplicity of different
systems connected in many ways. It also was seen that local plant
(i.e., telephone sets, customer loops, and end offices) is basic to every
connection; its efficiency and uniformity with respect to loss, noise,
and impedance (to mention but a few of the factors that must be
considered) affect the entire system. Transmission systems used to
interconnect central and toll offices often include terminals and sec-
tions of line which in turn are composed of numerous more-or-less
identical repeater sections.

This composition of the overall connection gives rise to two prob-
lems that have a major bearing on everything that is done in the
‘design of transmission systems. First, the accumulation of per-
formance imperfections from a large number of systems leads to
severe requirements on individual units and to great concern with
the mechanisms causing imperfections and the ways in which imper-
fections accumulate. Second, the variable complement of systems
forming overall connections makes the problem of economically
allocating tolerable imperfections among these systems quite complex.
Deriving objectives for a connection of fixed length and composition
is a problem involving customer reactions and economics. However,
when the transmission objectives must be met for connections of
widely varying length and composition, the problem of deriving ob-
jectives for a particular system becomes an even more complex
statistical study involving considerable knowledge of plant layout,
operating procedures, and the performance of other systems.



Chapter 2
Transmission Fundamentals

The primary function of a transmission system is to provide
circuits having the capability of accepting information-bearing elec-
trical signals at one point and delivering related signals bearing
the same information to a distant point. Some present-day trans-
migsion systems, such as N carrier, TD2 radio, etc., have been
mentioned in Chap. 1. It has been emphasized that long distance
conversations often require the tandem connection of several such
systems.

System design is concerned primarily with the terminals which
process the signals at each end of the transmission medium and with
the repeaters which perform related functions at intermediate points.
The properties of the transmission medium are basic considerations
in every system design. More often than not, however, a new system
design will be constrained to a choice among a limited number of
standardized transmission media. The areas in which the system
designer will find the greatest challenge to his skills, imagination,
and ingenuity are the terminals and repeaters. This chapter intro-
duces some of the language and concepts used in the evaluation of
transmission performance, illustrates their application in defining
the properties of typical transmission media and circuits, and con-
cludes with a discussion of signal magnitudes, their measurement
and manipulation.

2.1 POWER AND VOLTAGE RELATIONS IN LINEAR CIRCUITS

Since most of a transmission system is comprised of a tandem
connection of several two-port networks, it is necessary to briefly

13
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review many of the relationships commonly used with such circuits.
The input-output relations or transfer characteristics of the indi-
vidual two-port networks are of primary interest for system analysis.
The resulting transfer characteristic of the tandem connection of
several two-ports can then be found by a simple product of the
appropriate transfer characteristics of the networks.

Some of the mathematical relations necessary for the evaluation
of system performance can be explained in terms of the simple
circuit diagram of Fig. 2-1. A source (generator) is characterized
by its open circuit voltage, V,, and its internal impedance, Z,. A
load is characterized by its impedance, Z..

Linear
two-port Ve 3 Z,

F1c. 2-1. Terminated two-port circuit.

Energy is transferred from source to load via a linear transducer.
The transducer may take on a wide variety of forms, ranging from
a simple pair of wires to a complex assortment of cables, amplifiers,
modulators, filters, and similar circuits. The four terminals are
associated in pairs; the pair connected to the source is commonly
called the input port, and the pair connected to the load is referred
to as the output port.

The circuit is linear if the relation between the output signal
(response) and the input signal (stimulus) is determined by a set
of linear differential equations with constant coefficients. In a linear
circuit, signals may be represented by the Fourier series as a summa-
tion of terms of the form

Vi = Er cos (wt 4 dx) (2-1)
or, more conveniently, as a summation of terms of the form

Vi= B e % (2-2)

The input-output relation for each term in such a summation is not
dependent on the presence or magnitude of other similar terms.
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For example, if the generator voltage of Fig. 2-1 is represented
by

Vs = E; et (2-3)
the ratio of V; to V, is given by

jwt+o,)

Vi/Vs= (E: e Py /(B %)

= (Ei/E») &7 % (2-4)

The ratios encountered in telephone transmission are often very large,
and the numerical values involved are awkward. Moreover, it is fre-
quently necessary to form the products of several ratios. The ex-
pression and manipulation of voltage or power ratios is simplified by
the use of logarithmic units. The natural logarithm of the ratio of
Eq. (2-4) is a complex number.

0 =a+ 78 =1In(Ei/Ez) + j(d1 — ¢2) (2-5)

The real and imaginary parts of Eq. (2-5) are uniquely identifiable,
which is to say,

o = 1!1(E1/E2)
B=¢1— ¢ (2-6)

When this measure of a voltage (or current) ratio is used, « is said
to be expressed in nepers and 8 in radians.

The Decibel

The logarithmic unit of signal ratio which finds wide acceptance
is the decibel. Strictly speaking, the decibel (dB) is defined only
for power ratios; however, as a matter of common usage, voltage
or current ratios also are expressed in decibels. The precautions
required to avoid misunderstanding of such usage are developed.

If two powers, p; and p2, are expressed in the same units (watts,
microwatts, etc.), then their ratio is a dimensionless quantity, and
as a matter of definition,

D =10 log (p1/p2) dB (2-7)
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where log denotes logarithm to the base 10, and D expresses the
relative magnitudes of the two powers in decibels.* If an arbitrary
power is represented by o, then

D =10 log (p1/p0) — 10 log (p2/po) dB (2-8)

Each of the terms on the right of Eq. (2-8) represents a power ratio
expressed in dB, and their difference is a measure of the relative
magnitudes of p; and p.. Clearly, the value of this difference is
independent of the value assigned to po. In short, Eq. (2-7) is a
measure of the difference in dB between p; and ps.

When a voltage, expressed as in Eq. (2-1), appears across an
impedance, Zx = Ri -+ jX&k, the power dissipated in the impedance
is equal to

Pe=oRed f'c;(kz/sz) = g Rl (29
where Ix = Ex/ | Zx |
Substitution in Eq. (2-7) gives
D = 20 log (E1/Es) — 10 log (Ry/Rs) — 10 log % dB
(2-10)
D =20 log(I1/I:) + 10 log (R1/R2) dB (2-11)

Let
Dy = 20 log (E1/E>)
Dgr = 10 log (Ri/R>) (2-12)
Dx = 101log (1 + X:2/R:2) /(1 4 X2?/R5?)

Consider the statement: The difference between E; and E. is 20 dB.
What is meant? There are three possibilities:

1. Zy = 2,

In this case Dr = Dx = 0, D = Dr — 20 dB and the meaning is
clear.

*It follows that one neper = 8.686 dB, or very roughly 1 bel.
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2. 7, == Zz, but (X1/R1) = (Xz/Rz)
This is a common case occurring most often with X; = X, = 0.
Voltmeters calibrated in dB can give Dg, but the value should
be corrected by subtracting Dr.
3. (Xi/Ry) 5= (X2/R2)
Clearly Z;, - Zs even if Ry = Rs. In this case both Dr and Dx
need to be evaluated and subtracted from Dg in order to obtain
D.
Situations represented by cases 2 and 3 can (and usually do) result
in misunderstanding when voltage or current ratios are expressed in
dB.* Statements of the type just quoted must be qualified if the
recipient of this information is to be sure that the value quoted is
in fact D and not the uncorrected value, Dg.

Loss, Delay, and Gain

There are several different methods of describing the transfer
characteristic of a two-port network. In general, this will require
specification of four complex quantities such as y or h parameters.
However, in many cases where the network environment (such as
source and load impedances) is controlled, the transfer can often be
characterized by a frequency-dependent complex number describing
the loss (or gain) and phase shift through the network. Since such
description is of limited flexibility, several different means of describ-
ing such a characteristic have come into use, each having merit for
a particular set of circumstances.

Insertion Loss and Phase Shift. Referring again to Fig. 2-1,
suppose that for a particular value of the voltage, V,, it has been
determined that power, ., is delivered to the load, ZL. Suppose then
that the transducer has been removed and the source connected
directly to the load, and the power delivered to Z. has been deter-
mined to be po. The difference in dB between po and p: is called the
insertion loss of the transducer, i.e.,

Insertion loss in dB = 10 log (po/p2) (2-13)

Since the first condition is satisfied, there is no ambiguity in ex-
pressing insertion loss as a voltage ratio. If V, is expressed by Eq.
(2-3), then V, and V3, corresponding respectively to po and p., are

*This remark applies equally to values expressed in nepers, but these units
usually are encountered in situations which satisfy condition 1.
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expressed by Eq. (2-2). Proceeding as in Eqs. (2-4) and (2-6) yields
a restatement of the insertion loss and a definition of the insertion
phase shift:

Insertion loss = 20 log (Eo/E:) dB (2-14)
Insertion phase = 57.3 (¢o — p2) degrees (2-15)

If the transducer of Fig. 2-1 furnishes gain, then E; > E,, and
the insertion loss values are negative. In order to avoid talking about
negative loss, it is customary to write

Insertion gain = 20 log(E>/E,) dB (2-16)

If complex gain is expressed in the form of Eq. (2-5), the phase will
be the negative of the value found in Eq. (2-15). Unfortunately,
there is no standard name which clearly distinguishes between the
phase calculated from a loss ratio and that calculated from a gain
ratio. The ambiguity is entirely a matter of algebraic sign and can
always be resolved by observing the effect of substituting a shunt
capacitor for the transducer. This gives a negative sign to the value
of ¢2 and a positive change in the phase of Eq. (2-15).

Phase and Envelope Delay. The phase delay and envelope delay
of a circuit are defined as

Phase delay = B/w
Envelope delay = dB/dw

where B is in radians, o is in radians per second, and delay is there-
fore expressed in seconds. In accordance with the sign convention
adopted previously, both the phase and the envelope delay of an
“all-pass” network are positive at all finite frequencies.

Phase and Group Velocity. For cables or similar transmission
media, the phase shift is usually quoted in radians per mile. In
this case, phase and envelope delays are expressed in seconds per
mile. Their reciprocals are called phase velocity and group velocity,
respectively, and the units are miles per second.

Available Gain. The maximum power available from a source of
internal impedance, Z;, is obtained when the load connected to its
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terminals is equal to Z:*; i.e., if

Z, = R, + jX.

(2-17)
Zs* = Rs — ]Xs

For an open circuit generator voltage having an rms value, E, the
maximum available power is

Das = E2/4Rs (2-18)

The power actually delivered to Z. in Fig. 2-1 also will be maximized
if the output impedance of the transducer (the equivalent Thevenin
generator impedance) is conjugate to Z.. Designating this power as
Pa2 leads to a definition of available gain, g, as:

9o = 10 log (Da2/Des) (2-19)

Transducer Gain. Ordinarily the impedances do not meet the con-
jugacy requirements, and it is necessary to define the transducer
gain, g:, of the two-port circuit as:

g: =10 lo‘g (pL/pas) (2'20)

where p. is the power actually delivered to the load. Transducer
gain is dependent on load impedance and can never exceed available
gain. Transducer gain is equal to available gain only when the
load impedance is equal to the conjugate of the network output
impedance.

Power Gain. Finally, power gain, g, is defined as:

9p = 10 log (pr/p1) (2-21)

where p: is the power actually delivered to the input port of the
transducer. The power gain is equal to the transducer gain of a
network when the input impedance of the network is equal to the
conjugate of the source impedance. The power gain is equal to the
insertion gain of the network when the input impedance of the net-
work is equal to the load impedance connected to the output of the
network.
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2.2 TRANSMISSION LINES

Today, the functions of the transmission line usually are realized
by using cable pairs or coaxial conductors. Since their characteristics
are described properly by parameters and equations originally de-
veloped for open wire lines, it is common practice to include such
media under the broad classification, transmission lines.

Uniformly Distributed Lines

The transmission characteristics of lines are determined by such
properties as conductivity, diameter and spacing of conductors, and
the (lossy) dielectric constant of the insulation. These properties
in turn determine the electrical primary constants, R, L, G, and C,
representing the uniformly distributed series resistance, series in-
ductance, shunt conductance, and shunt capacitance. It is common
practice to express these constants in ohms, henries, ete. per mile
of cable. The transmission characteristics, or secondary constants,
are calculated from the primary constants by use of the following
equations:

Characteristic impedance, Z;, = 4/ % (2-22)

Propagation constant,y = a + j8 = V(R + joL) (G 4 juC) (2-23)

The characteristic impedance is a complex quantity, expressed in
ohms and independent of length. Its value approaches a constant,
Zy = \/L/C, as the frequency is raised. The propagation constant
expresses the attenuation, «, in nepers per mile and the phase shift,
B, in radians per mile.

If the terminating impedances, Z; and Z., of Fig. 2-1 are both
equal to Z;, then the insertion loss (and phase) of a length [ of
cable is equal to yl. If these impedances have some other value, say
Zr, then the insertion loss [1] is given by the voltage (current) ratio:

%’_ — o (1 — p?)/ (1 — ple—2) (2-24)
2

where

p= (Zr—2Z1)/(Zr+ Z1) (2-25)
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The variation of Z; and y with frequency will usually result in a
significant difference between the attenuation and the insertion loss.
Moreover, the insertion loss will not be proportional to cable length.

The term p in Eq. (2-24) is called the reflection coefficient. Its
magnitude is a measure of the fractional energy loss at an impedance
mismatch. In the present example, there are equal reflections at the
input and output ports. Reflection effects also may be stated in dB
by defining a return loss:

Return loss — 20 log (1/ |p |) (2-26)

Only the magnitude of the reflection coefficient, | p |, is of interest
in ordinary situations. However, the numerator of Eq. (2-25) has
been written in a form which gives the correct sign to wvoltage
reflections.

The actual voltage across the load is equal to the voltage which
would be delivered to a matched impedance plus the voltage reflected
back to the source. As Zr approaches zero, the reflection coefficient
approaches —1, and the (measured) voltage, V. approaches zero.
Conversely, as Zr approaches infinity, p approaches +1, and the load
voltage approaches its open circuit value equal to twice the load
voltage under matched conditions.

Finally, the reflected energy is subject to multiple reflections at
both ports. These reflections are accounted for by the interaction
factor, the denominator of Eq. (2-24).

Twisted Pair Cable

A cable pair is made by twisting together two insulated conductors,
usually of high purity copper. The insulation may be wood pulp
formed on the conductors in a process similar to paper making, or
it may be plastic formed by an extrusion process. (Polyethylene is
a widely used plastic insulation.) Neighboring pairs are twisted
with different pitch (twist length) in order to limit electrical inter-
ference (crosstalk) between them. The pairs are stranded in units,
and the units are then cabled into cores. The cores are covered with
various types of sheaths depending on the intended use. Polyethylene-
insulated cables (PIC) are made in sizes from 6 to 900 pairs while
pulp-insulated cables come in sizes from 300 to 2700 pairs. Unit sizes
range from 6 to 50 pairs for PIC, and 25 to 100 pairs for pulp cables.
Common wire sizes used are 19-, 22-, 24-, and 26-gauge, and in rare
instances 16-gauge is used.

The primary constants of twisted pair cable are subject to manu-
facturing deviations, and change with the physical environment such
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as temperature, moisture, and mechanical stress. The inductance,
L, is of the order of 1 millihenry per mile for low frequencies; and
the capacitance, C, has two standard values of 0.066 and 0.083 micro-
farads per mile although lower capacitance cables are under develop-
ment.

Of the primary constants, only C is relatively independent of fre-
quency; L decreases to about 70 per cent of its initial value as fre-
quency increases from 50 kHz to 1 MHz and is stable beyond; G is
very small for PIC and roughly proportional to frequency for pulp
insulation; and R, approximately constant over the voiceband, is
proportional to the square root of frequency at higher frequencies
where skin effect and proximity effect dominate.

Loading. A detailed study of the attenuation of cable pairs, based
on Egs. (2-22) and (2-23) and typical values for the primary con-
stants, shows that a substantial reduction of attenuation can be ob-
tained by increasing the value of L. Minimum attenuation requires a
value of L nearly 100 times the value obtained in ordinary twisted
pair. The realization of such a value on a uniformly distributed basis
is impractical. Instead, the desired effect is obtained by “lumped”
loading, that is, by inserting series inductance periodically along
the pair.

Loading arrangements are specified by a code letter designating
the distance between loading coils and by numbers which indicate
the inductance value and wire gauge. For example, the designation
of one loading arrangement is 19H88. The number 19 specifies 19-
gauge wire; H indicates the spacing between coils; the number 88
refers to the inductance (in millihenries) of the coils. Loading ar-
rangements that may be found in use include H44, H88, D88, and
B135, where H is the designation for 6000-foot, D for 4500-foot, and
B for 3000-foot spacings. Figure 2-2 illustrates the improvement
obtainable in loss and loss-frequency characteristic with loading.

Similar effects can be obtained by negative impedance loading. In
this approach, a two-terminal active circuit is connected in series
with the conductors of the pair. The inserted impedance gives a
very good approximation to a negative resistance having a value
slightly less than the series resistance of the pair.

In terms of the equations given previously, loading may be thought
of as a means of approximately realizing the available gain of the
system [Eq. (2-19)] or of realizing reflection gain [Eq. (2-24)] by
introducing discontinuities at which | p| > 1. Detailed calculations
of the performance of loaded cables are more conveniently made by
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Fic. 2-2. Insertion-loss characteristics of 12,000 feet of 26-gauge
BST cable measured between impedances of 900 ohms
and 2 ,U.F.

matrix methods, and these have been used to produce tables of the
characteristics of common cables for a variety of loading conditions.
Each type of loading has associated with it a cutoff frequency above
which the attenuation increases very rapidly. The negative im-
pedance devices require power at each loading point.

Bridged Taps. An irregularity frequently found in cables serving
customer locations is the bridged tap. This consists of another pair
of wires which are connected in shunt to the main cable pair at any
point along its length. This pair may or may not be used at some
future time, depending on the way in which service demands develop.
In any case only one of the pairs going away from the bridging point
is likely to be used at any given time. The other hangs open-circuited
across the working pair and introduces bridging loss. In order to
limit transmission impairment, there are rigid rules concerning the
number, length, and location of bridged taps allowable on pairs
assigned to various kinds of service.
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Shielding. The possibility of electrical interference (crosstalk)
between cable pairs has already been mentioned. When signal fre-
quencies of the order of 1 MHz or higher are involved, crosstalk
coupling may become a dominant design consideration. In such cases,
the transmission medium may be isolated from interfering circuits
by shielding.

Shielded, balanced pairs are frequently included in twisted pair
cable in order to provide a satisfactory medium for the transmission
of baseband television (video) signals. In video service the signal
spectrum extends from near 0 to about 4.5 MHz. The 16 PEVL pair
consists of two 16-gauge conductors insulated with expanded polyeth-
ylene and surrounded by a longitudinal-seam copper shield. Both the
balance and the shielding are needed for interference reduction at
low frequencies. The heavy gauge of the conductor and the low
capacitance result in relatively low loss, about 18 dB per mile at the
top of the band.

Coaxial Cable

At higher frequencies, the isolation between transmission paths can
be achieved very efficiently by the use of coaxial conductors. The
coaxial unit consists of a center conductor surrounded by a concentric
outer conductor. For long-haul service, the standard unit has an
inner conductor of 10-gauge copper wire and an outer conductor of
solid copper with a diameter of 0.375 inch. The center conductor is
supported by insulating discs located at approximately 1-inch inter-
vals. A coaxial cable may contain 20 coaxial conductors and groups
of twisted pairs which can be used to pass control and alarm signals
to or from remote repeaters.

At normal operating frequencies, the coaxial outer conductor pro-
vides excellent shielding against extraneous signals. However, at
low frequencies where skin depth is comparable to the thickness of
the outer conductor, the shielding is ineffective. For this and economic
reasons, the coaxial conductor, which is very desirable at radio fre-
quencies, usually loses favor to twisted pair cable at lower fre-
quencies.

The primary constants of a coaxial transmission line are under
better control and are less frequency dependent than those for
twisted pairs. This is because of the inherently more consistent
mechanical structure and because of the shielding from outside in-
fluences provided by the outer conductor. The capacitance, C, is in-
dependent of frequency and is a function of the conductor diameter
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ratio and the permittivity of the dielectric. The inductance, L, is
also practically independent of frequency over the normal fre-
quency ranges used with coaxial lines. This inductance increases at
very low frequencies (audio and below), but the poor shielding quali-
ties of the outer conductor at these frequencies make the use of
coaxial lines at these low frequencies unattractive. The conductance,
G, is a function of the dielectric used between the coaxial conductors.
For air-insulated lines, this conductance is negligible at all frequencies
usually used on such cables. The resistance, R, remains as the im-
portant frequency-dependent primary constant. Because of skin
effect, R increases as the square root of frequency over the frequency
range usually of interest. Rewriting Eq. (2-23) in its real and
imaginary parts yields:

y=atif= |5 VE TG @ F w0 +RG— wrcl”

1/2
+i {—%- [V B+ L% (G*+C?) — RG + wzm} /

Evaluating the real part, o, for G = 0 and B << oL

R (o R .
a~ ?1/% ~ 57 nepers/unit length

The loss in nepers (or dB) per unit length is thus directly propor-
tional to R, making the loss in dB per unit length of coaxial cable
directly proportional to the square root of frequency for the fre-
quencies of common interest.

Doubling the cross-sectional dimensions of the coaxial conductors
halves the resistance (skin effect causes the resistance to be inversely
proportional to conductor surface area rather than cross-sectional
area). As a consequence, the loss in dB per unit length is inversely
proportional to the conductor diameters providing their ratio remains
the same. (It can be easily shown that Z, is a function of the con-
ductor diameter ratio.) As a calibration point, the loss of the 0.375-
inch coaxial conductor at 1 MHz is approximately 4 dB per mile.

2.3 TRANSFORMERS AND HYBRID CIRCUITS

A simple transformer consists of two closely coupled inductive
windings wound around some magnetic material chosen for its high
permeability and low loss at specified signal levels and frequencies.
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Transformers provide efficient coupling between circuits of different
impedance levels or between balanced circuits and unbalanced cir-
cuits. A common application is shown in Fig. 2-3, which illustrates
two transformer-coupled balanced circuits. Signals transmitted in
normal fashion over circuit No. 1 or No. 2 are not affected by cur-
rents entering and leaving via the indicated center taps of the trans-
former windings. In earlier days such circuits were actually used
for speech transmission and were called phantom circuits. Today,
they are used mainly for transmitting d-c power or signaling informa-
tion and are called simplex circuits.

Circuit #1 3 g— ——% g Circuit #1

Simplex circuit : Simplex circuit

Circuit #2 % %—— —§ § Circuit #2

F1G. 2-3. Simplex circuit schematic.

The use of the precisely balanced transformer windings to obtain
conjugacy between transmission paths results in the so-called hybrid
circuits. These can be realized with a single transformer structure,
but the impedance levels required are usually inconvenient. The more
common realization uses two transformers connected as shown by
the simplified diagram of Fig. 2-4. Transformers T: and T: each
consist of at least three tightly coupled windings.

If Z, = Z, and Z; = Z,4, a proper choice of turns ratios will make
port 1 conjugate to port 2, and port 3 conjugate to port 4. That is,
if Z, is a source delivering power to port 1, a negligible part of this
power will be received by impedance Z, and vice versa. Power flow-
ing into the circuit at either port 1 or port 2 will be delivered to
impedances Z; and Z; equally.

In one practical application, Z; is a bilateral two-wire line, and Z4
is a fixed network whose only function is to match Z; and provide the
necessary conjugacy. Impedances Z, and Z. represent a four-wire line
using separate pairs for the two directions of transmission. The terms
trans-hybrid loss and through-balance are used to describe the effec-
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F16. 2-4. Hybrid circuit using two transformers.

tiveness of this circuit. Losses of 50 dB between impedances Z; and
Zs are realizable. In central offices where Z; is different for every
call that is set up, much lower values are common.

2.4 TRANSMISSION LEVEL

Throughout this chapter, the discussion has been in terms of rela-
tive signal magnitudes, e.g., the magnitude of the output signal
relative to that of the input signal. In a long system where a string of
losses and gains produced by cable sections, repeaters, and other trans-
ducers is encountered, it is necessary to account for the signal magni-
tude at many points relative to its magnitude at other points. This
is accomplished by choosing a datum, called the transmission level
point, and determining the relative signal magnitude at any
other point by the simple process of forming the algebraic sum of
the gains, expressed in dB, encountered by any signal traversing the
system. The resulting summation is a number which defines the
transmission level (in dB) at that particular point. It must be em-
phasized that although absolute magnitudes are determined by the
applied signal, the relative magnitudes within the system are uniquely
determined by the transmission level.
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In the interest of convenience and uniformity, the reference point
is defined as the 0-dB transmission level point. Although the refer-
ence point was at one time a point accessible to probes and measuring
instruments, it is seldom so today. As a consequence of improving
transmission, it is now customary to consider the outgoing side of
the toll-transmitting switch as the —2 dB transmission level point.
Signal magnitudes measured at this switch are 2 dB lower than
would be measured at the reference level point if such a measurement
were possible. The following abbreviations for 0-dB transmission
level point are frequently encountered: zero level, zero level point,
0-dB TL, and 0 TLP. To put the concept of transmission level in the
form of a definition:

The transmission level of any point in a transmission system is
the ratio (in dB) of the power of a signal at that point to the
power of the same signal at the reference point.

Typical levels encountered in class 4 or higher offices are shown
in Fig. 2-5. Here it is assumed that switching is on a two-wire basis
and that transmission between the offices is on a four-wire basis. The
via net loss (VNL), to be defined in a later chapter, can be assumed
to be of the order of 1 dB. Each direction of transmission has its
own reference level point, and these are at different places in the
two-wire portion of the trunk. In addition, four-wire transmission
systems have standardized voice-frequency input and output level
points. These levels are —16 dB and +7 dB, respectively. This
standardization is necessary for proper administration and operation
of the telephone network. For instance, it permits interchanging
(patching) different carrier systems for restoration of service.

When two or more trunks are connected in tandem, the level is
redefined as —2 dB at the outgoing side of each outgoing toll switch,
as shown in Fig. 2-6 for one direction of transmission.

It should also be noted that, although the power at the outgoing
toll-office switch will be at an audio frequency, the corresponding
signal power at any given point in a broadband carrier system may
be at some carrier frequency. This signal power, nevertheless, can
be measured or computed, thus specifying the transmission level in
accordance with the definition. Unless otherwise stated, the trans-
mission level is determined at a frequency of 1000 Hz or at a corre-
sponding frequency obtained by modulation of 1000 Hz in the system.
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2.5 SIGNAL AND NOISE MEASUREMENT

A means of characterizing the signals to be handled by a trans-
mission system is just as important as a knowledge of how these
signals are affected by the circuits comprising the system. A detailed
discussion of the nature of typical signals found in telephone message
channels is given in Chap. 3; however, before such factors can be
discussed, it is necessary first to define some of the various measures
of signal magnitude and to combine and relate these measures to the
transfer characteristics discussed so far.

Magnitudes

Since telephone circuits operate with signal powers which rarely
are as large as 0.1 watt and which may be lower than 10~!2 watts,
the use of the watt as a unit of measurement is awkward. A more
convenient unit is the milliwatt, or 102 watts. Many operations
with signal magnitudes can be further simplified by expressing power
in relative dB. This is accomplished by setting po in Eq. (2-8) equal
to 1 milliwatt. Then, the terms on the right side express the powers
p1 and p: in dB relative to 1 milliwatt, abbreviated dBm. Proceeding
in analogous fashion from Eq. (2-4) yields expressions for E; and E.
in dB relative to 1 volt, abbreviated dBV.

Expressing signal magnitude in dBm and system level in dB pro-
vides a simple method of determining signal magnitude at any point
in a system. In particular, if the signal magnitude at 0 TLP is So
dBm, then the magnitude at a point whose level is L, dB is

S: = S0 -+ L, dBm

The abbreviation dBmO0 is commonly used to indicate the signal
magnitude in dBm at 0 TLP.

Volume

A periodic current or voltage can be characterized by any of three
related values: the rms, the peak, or the average. The choice depends
upon the particular problem for which the information is required.
It is more difficult to deal with complex, nonperiodic functions like
speech in simple numeric terms. The nature of the speech (or pro-
gram) signal is such that the average, rms, and peak values, and the
ratio of one to the other, are all irregular functions of time, so that
one number cannot easily specify any of them. Regardless of the
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difficulty of the problem, the magnitude of the telephone signal must
be measured and characterized in some fashion that will be useful
in designing and operating systems involving electronic equipment
and transmission media of various kinds. Signal magnitudes must
be adjusted to avoid overload and distortion, and gain and loss must
be measured. If none of the simple characterizations is adequate, a
new one must be invented. The characteristic unit used is called
volume and is expressed in vu (volume units). It is an empirical
kind of measure evolved to meet a practical need and is not definable
by any precise mathematical formula. The volume is simply the read-
ing of an audio signal on a volume indicator, called the vu meter,
when the meter is read in a carefully specified fashion.

The development of the vu meter was a joint project of the Bell
System and two large broadcasting networks. It was decided that the
principal functions required of such a measuring device are:

1. Measuring signal magnitude in a manner which will enable the

user to avoid overload and distortion.

2. Checking transmission gain and loss for the complex signal.

3. Indicating the relative loudness with which the signal will be

heard when converted to sound.

In practice it is found that the vu meter can be used equally well
for all speech, whether male or female. There is some difference
between music and speech in this respect, and so a different reading
technique is used for each.

For convenience, the meter scale is logarithmic, with a 10-log scale.
That is, readings bear the same relationship to each other as do
decibels; however, the scale units are in vu, not in dB. It is true
that the meter will measure a continuous sinusoid imposed upon it.
It is also true that a correlation between the volume of a talker
and his long-term average power or his peak power can be established.
Such correlations are valuable, but the fact that they exist should
not be allowed to confuse the real definition of volume and vu. Putting
it as simply as possible, a —10 vu talker is one whose signal is read
on a volume indicator (by someone who knows how) as —10 vu. It
should be noted that the vu meter has a flat frequency response
over the audible range and is not frequency weighted in any fashion.

Noise

The measurement of noise, like the measurement of volume, is an
effort to characterize a complex signal. The noise measurement is
further complicated by an interest, not in the absolute magnitude of
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the noise power, but rather in how much it annoys the telephone user.
Consider the requirements of a meter which will measure the sub-
jective effects of noise:

1. The readings should take into consideration the fact that the
interfering effect of noise will be a function of frequency spec-
trum as well as of magnitude.

2. When dissimilar noises are present simultaneously, the meter
should combine them to properly measure the overall interfering
effect.

3. When different types of noise cause equal interference as deter-
mined in subjective tests, use of the meter should give equal
readings.

The 3-type noise measuring set is essentially an electronic volt-
meter with (1) frequency weighting, (2) a detector approximating an
rms detector, and (3) a transient response similar to that of the
human ear. These three characteristics cause the noise measurement
to approximate the interfering effect that the noise would create for
the average telephone user.

Interference is made up of two components: annoyance and the
effect of noise on intelligibility. Both are functions of frequency,
and therefore frequency weighting is included in the set. Annoyance
is measured in the absence of speech by adjusting the level of a given
tone until it is as annoying as a reference 1000-Hz tone. This is done
for many tones and many observers, and the results are averaged
and plotted. A similar experiment is done in the presence of speech
at the average received volume to determine the effect of noise on
articulation. The results of the two experiments are combined and
smoothed, resulting in the C-message weighting curve shown in
Fig. 2-7. The experiments are made with a 500-type telephone; there-
fore, the weighting curve includes the frequency characteristic of
this telephone as well as the hearing of the average subscriber. The
remainder of the telephone plant is assumed to provide transmission
which is essentially flat across the band of a voice channel. There-
fore, the C-message weighting is applicable to measurements made
almost anywhere except across the telephone receiver.

The significance of the weighting curve of Fig. 2-7 is that, for
example, a 200-Hz tone of given power is 25 dB less disturbing than
a 1000-Hz tone of the same power. Hence, the weighting network
incorporated in the noise meter will have 25 dB more loss at 200 Hz
than at 1000 Hz.

Other weighting networks can be substituted on a plug-in basis.
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F1c. 2-7. C-message frequency weighting.

For example, the 3 KC FLAT network may be used to measure the
power . density of white noise. This network has a nominal low-pass
response down 3 dB at 3 kHz and rolls off at 12 dB per octave. The
effective response to white noise is almost identical to that of an
ideal (sharp cutoff) 3 kHz low-pass filter.

Bands of noise are used in the determination of how different noises
contribute to interference. Closest agreement between the judgment
of the telephone user and the reading of the noise measuring set is
obtained if the noises are added on a power basis. That is, if two
tones have an equal interfering effect when applied individually, then
the effect when both are present would be 3 dB worse than for each
separately. :

The third subjective factor which affects the manner in which
noise must be measured is the transient response of the human ear.
It has been found that, for sounds shorter than 200 milliseconds, the
human ear does not fully appreciate the true power in the sound.
For this reason the meter on the noise measuring set (as well as
the vu meter) is designed to give a full indication on bursts of noise
longer than 200 milliseconds. For shorter bursts, the meter indication
decreases.

These three characteristics of the 3-type noise measuring set—
frequency weighting, power addition, and transient response—essen-
tially prescribe the way message circuit noise is to be measured.
This is not yet enough; a noise reference and a scale of measurement
must also be provided.
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The chosen reference is 1072 watts or —90 dBm. The scale mark-
ing is in decibels and measurements are expressed in decibels above
reference noise (dBrn). A 1000-Hz tone at a level of —90 dBm will
give a 0 dBrn reading regardless of which weighting network is used.
For all other measurements the weighting must be specified. The
notation dBrnc is commonly used when readings are made using the
C-message weighting network.

As with dBm power readings, the vu and dBrn readings may be
taken at any transmission level point and referred to 0 dB TLP by
subtracting the level from the meter reading. Thus a typical noise
reading might be 25 dBrn at 0 dB TLP, abbreviated 25 dBrnO0.
Similarly, values of dBrne referred to 0 TLP are identified as dBrnc0.

2.6 POWER AND VOLTAGE SUMMATION

The preceding discussion has emphasized the merits of expressing
signal magnitudes in relative dB or in dBm. However, when the
need arises to determine the sum of two signals stated in dBm, there
are disadvantages. Although the necessary steps are straight-
forward, they also are time consuming. Specifically, suppose it is
known that powers p: and - are flowing in a circuit but these powers .
are expressed as P; and P» dBm, respectively. It is desired to express
the sum, p, of p; and p2 as P dBm. The shorthand notation

P—=P, """ Py (2-27)
will be used to indicate the procedure:
P =10 log [log=!(P1/10) + log=1(P:/10)] (2-28)
Assume that p1 > p» and write
| p=p1 (1+22/p1) (2-29)
which is equivalent to
P=P +D (2-30)
where

D =10 log (1 4 p2/p1) (2-31)
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The maximum value of D is 10 log 2 or about 3 dB. Values of this
function are shown by Fig. 2-8. The curve is plotted with D as the
ordinate and P, — P as the abcissa. In effect, it is a curve of relative
dB. If only the difference, Py — P,, is known, the graph still provides
the information that P exceeds P; by D dB.
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F1c. 2-8. Sum of two powers expressed in dB.

Occasionally, it is necessary to determine the power of the sum
of two voltage or current waveforms. Obviously, if the two waveforms
are uncorrelated, the total power is simply the sum of the powers of
the components. However, if the waveforms are correlated, the sum
can lie anywhere between zero and 8 dB more than the power addition
result. For example, consider two waveforms of equal frequency and
amplitude, but 180 degrees out of phase. The power of the sum of
the waveforms is obviously zero. If instead, the two waveforms are
exactly in phase, the resulting voltage is exactly doubled and the
power quadrupled. Such addition is called in-phase or voltage
addition.
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To emphasize the voltage summation, Eq. (2-27) may be replaced
by

P=P, "4" P, (2-32)

to serve as a reminder that, in Eqs. (2-28) and (2-31), the value 10
is replaced by 20. Otherwise, the same procedure is followed and
the curve of Fig. 2-9 is developed.
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F1G. 2-9. Sum of two voltages expressed in dB.

There are many situations where an adequate estimate of D can
be made by recalling that

log (1 4 ) = 0.4343 (x_—ziJrﬁ;_---) (2-33)

and that for small z, terms beyond the first can be neglected. For
example, in summing the in-phase voltages E: and E; with E; > E,

D =201log (1 4 E»/E,) ~ 8.686 E:/E, (2-34)

If the difference between E; and E: is 20 dB, then the difference be-
tween their sum and E; is about 0.9 dB.
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Chapter 3

The Message Channel

The basic building block of the telephone transmission system is
the message channel. In the broad, classical sense, a message is
considered to be the entity to be transmitted from source to ultimate
destination, whether this entity be speech, pictures, written word,
or data [1]. In telephone terminology, the word message has often
been used to denote speech and to distinguish speech channels from
other types such as teletype, program, or video. In this book, a
message channel is defined as a standard voice-frequency telephone
channel whose performance requirements are primarily determined
by the necessity of providing adequate telephone service, although
other voice-frequency messages such as voiceband data and signaling
must also be considered.

3.1 NATURE OF THE MESSAGE CHANNEL SIGNAL

Basically, the message channel is capable of satisfactorily carrying
any of the following messages:

1. Telephone speech signal

2. Voice-frequency signaling

3. Voiceband data
The telephone speech signal is, of course, the most commonly
encountered.

The Telephone Speech Signal

The telephone set, described in Chap. 4, serves as the transducer
for converting the acoustic energy from the customer to an electrical
signal which can be transmitted along wires. Generally, a direct
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current is sent from the telephone office over the wires leading
to a customer’s set. Changes in the acoustic pressure cause changes
in the resistance of the carbon transmitter which in turn modulates
the direct current. The signal delivered to a telephone office consists
of a direct current (which indicates off-hook conditions) modulated
at an audio rate. It is this modulated current which is commonly
referred to as the telephone speech signal.

The telephone speech signal at the central office has most of its
energy concentrated in a band of frequencies from about 100 Hz
to 5 kHz. This is a result of both the characteristic of the human
voice and the bandlimiting introduced by the telephone set and loop.
This bandwidth is much more than is needed for intelligibility, and
it is advantageous to further limit the bandwidth to improve per-
formance in the presence of interference and noise. The optimum
trade-off between economics and quality of transmission generally
occurs when the telephone speech signal is bandlimited to the range
of 200 to 3300 Hz. Thus, it can usually be assumed that the tele-
phone speech signal has all of its significant energy contained in
this frequency band.

The time-varying waveform associated with the speech signal
is not as easy to characterize. The audio frequencies making up the
basic speech signal are amplitude modulated at a syllabic rate (several
times per second). In addition, the speaker’s pauses between phrases
and sentences result in the speech energy being concentrated in “talk-
spurts” of about 1 second average duration separated by gaps of a
second or so. Thus, the speech signal consists of randomly spaced
bursts of energy of random duration. As a consequence, accurate
measure of the speech signal is difficult at best.

Regardless of these problems, the magnitude of the telephone
speech signal must be measured and characterized in some fashion
which will be useful in designing and operating transmission systems.
As discussed in Chap. 2, the vu meter was developed for this purpose.
The vu meter is designed to measure the approximate rms voltage
averaged over a syllabic interval. As a consequence, the meter gives
no indication of the activity of the talker but only tells how loud he
is when he talks. A talker who pauses a lot may have a higher
volume in vu than one who talks endlessly, yet the endless talker
may have a higher average power. Relating volumes in vu to average
power is usually done by first converting a continuous talker from
vu to average dBm by the relation:

Average power =vu — 1.4 dBm (3-1)
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where the 1.4-dB conversion factor is the result of empirical tests
with a variety of talkers reading text. The average power of a
telephone talker who listens part time is related to that of a con-
tinuous talker by introducing a load activity factor, 71, to obtain:

Average power = vu — 1.4 4- 10 log 71, dBm (3-2)

The peak factor for speech, defined as the ratio of peak to average
power, is relatively high and is a function of talker activity. It has
been empirically determined that the peak factor for a typical con-
tinuous talker is approximately 19 dB. For a talker of lower activity,
peak magnitudes are not affected, but average power is lowered by
the load activity factor, 7r. .

Talker volumes in the telephone plant have been found to be
normally distributed in vu with a mean between —14 and —25 vu
at 0 TLP and a standard deviation between 4 and 6.5 dB depending
upon the geographical area and type of talker. The telephone load
activity factor, 7., is also subject to some variations. A value of
0.25 has been traditionally used for a typical load activity factor.

From. these considerations, it would not be unusual to expect a
transmission system to accommodate a —40 vu talker having an
average power of —41.4 dBm and not distort on a 10 dBm peak
due to a louder talker. Signal-to-noise ratios, which are often used
as a performance criterion for communication systems, are usually
of very limited use in characterizing a telephone transmission channel.
This is primarily due to two factors. As has already been discussed,
signal power can fluctuate widely so that the signal-to-noise ratio is
far from constant. Then too, subjective tests have shown that noise
or any disturbance is most annoying on a telephone channel during
the quiet intervals when no one is talking. It has become standard
in the Bell System to specify the maximum noise power allowed in a
message channel rather than to use signal-to-noise ratios. In the
case of data signals, where the levels are much more closely controlled
and noise during “quiet” intervals is not so important, signal-to-
noise ratios could be used advantageously. However, the levels are
such that the proper signal-to-noise ratio results if absolute noise
power is controlled.

Voice-Frequency Signaling

In addition to the speech signal, a telephone transmission system
must also pass special supervisory signals to the far end. In the
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transmission loop between a central office and the customer, this
signaling takes the form of direct currents for supervision (on- or
off-hook) and for addressing (dial pulsing), and 20-Hz alternating
currents for ringing. This information at the central office may be
transferred to special signaling leads called E and M leads. The d-c
state of the M lead at the originating station determines the state of
the E lead at the called station and vice versa. Although a separate
channel could be established for signaling (and common channel
signaling may be very attractive in the future), it has been found
most convenient to send this information through the standard voice
message channel. Since the channel has a low-frequency cutoff in
the vicinity of 200 Hz, the d-c state of the E and M leads must be
converted. The Single Frequency Signaling System (SF) is the
standard supervisory system for carrier transmission systems.

SF Supervision. The SF system uses the M lead status to key a
2600-Hz sinusoid on the line. The presence of this wave signifies an
on-hook condition, whereas its absence indicates the off-hook condi-
tion. This means that an idle message circuit presents a 2600-Hz
sinusoid on each direction of the transmission system. The level of
each of these waves is nominally —20 dBmO so that a 1000 channel
system carrying only idle circuits must handle 10 dBmO of idle power
in each direction. It is essential that consideration of these super-
visory signals be made part of the system design requirements.

Addressing. The address or number of the called party is generated
by the customer at the telephone. This can be done in a variety of
ways including dictating the number to an operator, dialing, and
TOUCH-TONE®. With the centralized automatic message accounting
(CAMA) system, the address may also include the calling number.

Dialing of a telephone interrupts the loop current between the
central office and the customer. In some types of offices, this is used
to pulse the M lead and in turn pulse the 2600-Hz tone. When this
dial pulsing is used on toll facilities, the level of the tone when
present is nominally —12 dBm0.

A more common means of sending address information over toll
facilities is to convert the dial pulsing or TOUCH-TONE signals
into the Multifrequency Keypulse System (MF or MFKP). This
system uses six audio frequencies (700, 900, 1100, 1300, 1500, and
1700 Hz) to transmit the address information. The system operates
at seven digits per second with each digit transmitted as a 68-milli-
second burst of two of the six frequencies. These signals are trans-
mitted at —6 dBmO for each frequency or —8 dBmO for the pair.
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Such high levels are tolerable because of their short duration. In
order to utilize expensive trunks efficiently, the MF address is usually
transmitted in a 1 to 1-1/2 second burst. This means that the cus-
tomer dialed number is stored at the office until completely dialed
and then transmitted. Similarly, operator dialed calls are placed on
MFKP buttons and transmitted when the operator signifies the
address is complete.

The Voiceband Data Signal

The growth of data signals in the telephone plant has been sig-
nificant in the past several years and is expected to become even
more important in the future. There are two approaches to the
problem of successful data communication. The first is to design
a data transmission plan that is compatible with existing transmission
facilities. This is a problem of optimum data set design rather than
system design and is not pursued here. The other approach is the
placement of additional restraints on a communication channel for
data communications. If carried to extremes, this second approach
would lead to the requirements of ideal transmission channels. As
a practical matter, the degree of “tailoring” of voice message circuits
to accommodate data must be severely limited by economics. How-
ever, the requirements on transmission systems have been upgraded
continuously to reflect improvements in both telephone service and
data service. Thus, new requirements have been devised in such a
way as to optimize the channel performance for both data and voice
telephone transmission.

An example is the case of impulse noise in a telephone system. Such
impulses are commonly encountered near switching offices due to
operation of relays and may be coupled into transmission systems.
The effect of such impulse noise in voice telephone circuits is the
introduction of “clicks” which are subjectively acceptable unless the
power of the impulse becomes significant. In a data circuit, however,
the presence of impulses results in errors which are rather serious
even if the average power of the impulse train is low due to the low
duty cycle of the impulses. Obviously, if voice circuits are to be
compatible with data transmission, they must meet impulse noise
requirements for data. .

Another example is the restriction on waveform distortion for data
transmission. As will be seen in Chap. 5, the demodulation of an SSB
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signal requires reinsertion of the carrier at the exact modulating car-
rier frequency. Any phase or frequency error results in quadrature
distortion of the signal waveform. Such waveform distortion has little
effect on the speech signal but is serious for data transmission. In the
interest of making voice circuits more compatible with data transmis-
sion, the reinserted carrier frequency stability requirement for new
multiplex equipment has been tightened considerably. Although the net
result is an improvement of the quality of the circuit, the sub-
jective improvement on voice circuits is smaller than would justify
the additional design effort required. However, existing technology
in phase-locked oscillators makes the additional effort well worthwhile
for the improvements in data transmission, even if data presently
makes up a small percentage of the total system load. In general,
improvements made in the telephone transmission system to accom-
modate data are limited by economic and practical considerations.

Types of Voiceband Data. It is necessary when designing systems
to have knowledge of the waveforms of data signals that are com-
monly encountered. The basic digital data signal consists of a train
of pulses which represent in coded form the data to be transmitted.
This basic waveform consists of frequency components from direct
current to some reasonably high frequency determined by the ‘“‘sharp-
ness” of the pulse edges. To transmit this information on a telephone
channel requires that this bandwidth be confined to the range of a
message channel, i.e., 200 to 3300 Hz, and that the data signal tolerate
significant phase distortion near the band edges. The high-frequency
components are controlled by suitable pulse shaping and by restrict-
ing the maximum pulse repetition frequency. The low-frequency
components are transmitted by modulating a voice-frequency carrier
with the data signal.

A simple, but not often used, form of data transmission is ampli-
tude modulation of an audio carrier as embodied in an on-off system
for transmitting binary data (n-ary data can be transmitted with n
different transmission levels allowed for the carrier). The peak
power of such a signal is 3 dB above the highest allowed carrier
power. The long-term average power is dependent on the probability
of the various pulse levels.

A more common means of converting a data signal for transmission
on a message channel is to shift the frequency of an audio carrier
by the digital signal. This approach, called frequency shift keying,
is used by the 202-type data set to generate a binary signal with
1200 Hz corresponding to “mark” and 2200 Hz corresponding to
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“space.”” The standard power of the carrier when present in such
systems is —13.0 dBm0. The peak values of such signals are, of
course, only 3 dB higher than the average value so that data peaks
are of considerably lower amplitude than voice signal peaks.

Another means of preparing the data signal for transmission is
to shift the phase of the audio frequency carrier. Such a plan is
generally more efficient than amplitude or frequency modulation and
thus is often used to provide higher capacity on message channels.
The 201 family of data sets uses a four-phase modulation method.
Basically, carrier amplitudes are the same as discussed for frequency-
shift systems, and the previous comments apply.

Narrowband Data. The use of teletype (TWX) and telegraph re-
quires the transmission of digital data at relatively low speeds (less
than a few hundred bits per second). For these applications, multi-
plex systems have been developed whereby several narrowband data
signals share a single message channel. Constraints must be placed
on the multiplexing details to assure that the multiplexed narrow-
band data signal approximately resembles a typical voice signal
regarding average power, single frequency energy, and the distri-
bution of energy across the message channel bandwidth.

For example, the average power on each of N narrowband channels
being multiplexed on a message channel must be 10 log N dB less
than that allowed for a message channel. Similarly, wideband data
occupying N message channels must also approximately satisfy mes-
sage channel constraints with an allowable total average power of
10 log N dB greater than that allowed for a single message channel
but without concentration of the energy at a single frequency.

3.2 MESSAGE CHANNEL OBJECTIVES

The telephone speech signal is usually delivered to the telephone
company in the form of audible sounds impinging on the telephone
transmitter. It is the telephone company’s responsibility to deliver
a replica of this sound to the ear of the called customer. How well
a customer can talk and hear over a channel and his opinion of the
grade of transmission, will depend on:

1. Received acoustic speech pressure, which is a function of the
efficiency of the transmitter and receiver and of the electrical
loss between them, as well as of the acoustic speech pressure
of the talker.



Message Channel Obijectives 45

2. The amount and character of the noise introduced.
3. The frequency response, bandwidth, amplitude distortion, and
(to a small extent) phase or delay distortion.

4. The magnitude and delay of the echo.

5. The crosstalk heard, especially crosstalk which is either in-

telligible or seems nearly so.

There are imperfections other than those listed which should be
considered in a study of message channel objectives. Tones of various
frequencies and character, rapid gain and phase changes, and clicks,
for example, impair message transmission. Furthermore, other special
services such as telegraph, program, and telephotograph impose addi-
tional requirements beyond those set by voice telephone service.

The relationship between message channel performance objectives
and design requirements for a specific transmission system is not as
simple as it seems on first examination. One of the reasons for
this is that the objectives are for the extensive Bell Telephone
System while the largest subunit of this system to be designed at
any one time is a particular transmission system or facility. Thus,
the overall objectives must be allocated to particular parts of the
system with the particular allocation plan determined by both
economic and feasibility factors. This allocation is further compli-
cated by the fact that the Bell System objectives are constantly being
upgraded. It is important that any system design be compatible with
these objectives for the life of the system. Thus, performance require-
ments for a specific system may include allowances for anticipated
changes in future objectives. Because of the wide scope of Bell
System objectives, a significant segment of effort is devoted to setting
and evaluating such objectives as well as relating them to specific
system design requirements.

Grade of Service Concept

A concept known as grade of service is commonly used to determine
acceptable message channel objectives. It combines the distribution
of customer opinion with the distribution of plant performance to
obtain the expected percentage of customer opinion in a given cate-
gory. Grade of service is defined by the integral

/“’ P(R|z) f(z) dw (3-3)

v—

where P(R | z) is the probability distribution that a customer would
place a given stimulus in a given opinion category, R, and f(x) is the
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probability density function of obtaining that stimulus. The distri-
bution function, P(R | x), is obtained through subjective tests which
reveal typical customer reactions to various controlled levels of the
given stimulus (which may be noise, volume, bandwidth, or any other
stimulus for which objectives are to be obtained). The remaining
density function, f(x), characterizes overall system performance for
a given stimulus. In setting equipment performance criteria, the
problem must be worked backwards to determine an adequate f(x)
for a given grade of service. The grade of service for an existing
system is generally obtained through the process shown in Fig. 3-1.

Survey
of
connections

v v

Opinion Distribution
curves of
performance

Grade ‘J
of

service

Subjective
tests

FIG. 3-1. Approach used in deriving the grade of service.

The evaluation of Eq. (3-3) is simplified if, as is often the case,
the distribution P(R |x) and density f(xz) are both normal. For
example, on the basis of subjective testing, assume that for good
or better service P(R | z) is 0.5 when z equals Po (the mean) and has
a standard deviation (due to differences in subjects) of opr. Assume
further that the facility provides a stimulus of mean F, with a
standard deviation of or. What is the grade of service for good
or better performance? In most practical cases, the stimulus will be
expressed in logarithmic (dB) quantities and will be normally dis-
tributed in dB. For this example, it is assumed that the stimulus is
such that the higher it is, the more undesirable (this would be true
for noise or loss but not necessarily for talker volumes). Under
these conditions, a simple technique may be used to calculate grade
of service.

Assume that both f(x) and P(R | ) are normal in dB with means
Fo and P, and standard deviations or and op, respectively. Sub-
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stitution of these distributions into Eq. (3-3) results in a double
integral which must be evaluated to obtain grade of service. It

can be shown that the resulting distribution of satisfaction, Z (),
is also normally distributed in dB with a mean given by

Zoy=F,— Py (3-4)
and a standard deviation given by
0'z='\/0'p2—|—0'1>2 (3-5)

An illustration of the probability of Z(x) is given in Fig. 3-2.
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F1c. 3-2. Normal probability density function.

Clearly, when Z (x) is less than zero, the stimulus is less than
that which still gives good or better service. Thus, it is only for
Z (x) greater than zero that the stimulus is too great to give good
or better service. Then, as indicated in Fig. 3-2

Grade of service __ 1 e [e- zo>2/2ozz] dx (3-6)
good or better or/2m ),

This integral is tabulated in normal tables for a given Z, and o:.
Generally, the telephone system goal is to provide a grade of service
of about 95 per cent good or better, i.e., less than 5 per cent in the
fair category and a negligible number in the poor category.

The implication so far is that grade of service can be related to
the transmission performance for any single stimulus while all other
possible degradations to transmission are ignored. The assumption
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that these stimuli are independent of each other is, of course, not
usually valid. Such interaction effects are usually minimized by
holding all stimuli (other than the one under investigation) at typical
or nominal values and changing the one stimulus under investigation.
This is the basic approach used in subsequent discussions of the
most important transmission stimuli, although often other stimuli
must also be considered.

Received Volume

The basic transmission problem is to provide the proper signal
magnitude at the receiver. This is achieved by controlling the loss
of the telephone connection over reasonable limits and, of course,
is a strong function of the design of the telephone station sets them-
selves. Expected ranges of such losses can be determined by a
series of subjective tests. The results of one series of tests are
shown in Fig. 8-8. The mean value for each transition is determined
by reading the volume at the 50 per cent point. The standard devi-
ation of the nearly normal distribution can be found by noting the
difference (in vu) between the 50 per cent point and the 84 (or 16)
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F1G. 3-3. Judgment of received volume.
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per cent point. From Fig. 3-3, this amounts to about 5 vu (or 5 dB).
From this data, an estimate of customer satisfaction for a particular
distribution of received volumes over a number of calls can be made
to determine the quality.

Noise

Noise, in the most general sense, is any signal present in a com-
munication channel other than the wanted signal. Its effect will
depend upon the receptor of the wanted signal, be it a human ear
or a machine. In order to provide good service to all classes of
service, it is necessary to measure the noise on a scale which reflects
the amount of impairment introduced. In general, the impairment
introduced in speech transmission is reflected in the short-term
rms average value of the noise. The 3-type noise measuring set with
C-message weighting was designed to measure noise in this manner.
In general, the impairment introduced in data transmission is re-
flected in the peak values of noise above a given level. The 6-type
noise measuring set was designed to count these peak values. Each
of these types’is discussed in turn.

Message Circuit Noise. The value of noise read on the 3-type noise
measuring set is a normalized measure of the annoying effects of
noise on speech transmission. Message circuit noise is defined as the
short-term average noise level as measured with a 3-type noise
measuring set, or its equivalent, using C-message frequency weight-
ing. The relationship between the meter reading and customer opinion
of the impairment was determined by subjective tests.

The customer-to-customer noise objectives are based on the ap-
proach discussed previously whereby subjective tests are performed
to provide estimates of customer opinion of various levels of mes-
sage circuit noise, and noise surveys are independently made to deter-
mine the noise performance of the plant. These results are combined
to give ingsight to the present customer satisfaction in terms of
grade of service and to indicate areas where an increase in customer
satisfaction is necessary.

The subjective tests were conducted using 500-type telephone sets
with constant received volume and varying noise which was a com-
posite of power hum, switching office noise, and thermal noise [2].
The quality of the circuit with noise was judged as excellent, good,
fair, poor, or unsatisfactory. The results of these tests plotted in
cumulated. categories are shown in Fig. 3-4. Presented in this way,
the curves show the proportion of excellent, good or better, fair or
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better, and poor or better judgments at the particular noise levels.
A good model of opinion is obtained by fitting normal distribution
functions to the data points. As such, each curve is defined by the
50 per cent point (the mean) and the standard deviation of a nor-
mally distributed random variable.
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Noise level at line terminals of station set in dBrnc
Notes:

1. Valves in parentheses indicate average and standard deviation.
2. Received volume constant, —28 vu.

F1cG. 3-4. Noise judgment curves.

A survey of noise performance of toll connections was also taken
and is shown in Fig. 3-5 [3]. The result of this survey combined with
subjective tests gives the grade of service, also shown in Fig. 3-5.
This indicates that although the grade of service is an impressive
97 per cent good or better overall, it is only 88 per cent good or better
in the long calls. The reason for the poorer performance in the long
calls is that mean noise doubles with a doubling of airline distance.
Since the number of calls made decreases rapidly with distance,
these long distance calls, although. individually important, have a
small effect on the total grade of service calculation.

Carrier Objectives. The long-haul and short-haul carrier noise
objectives were derived to satisfy the customer-to-customer require-
ments when these systems are switched together to form connections
of 1000 to 4000 circuit miles. They specify not only the noise due
to the facility portion of a trunk but also that due to a representative
set of multiplex terminals.
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Fi1c. 3-5. Estimated toll noise distribution from 1962 connection survey data.

A short-haul carrier system is defined as one designed for use
over distances less than 250 miles. A long-haul carrier system is
defined as one designed to be used for distances greater than 250
miles. The optimum allocation of the total noise between short-haul
and long-haul facilities is not directly proportional to length.
Economic considerations for short-haul facilities make it desirable
to allow more noise per mile on such facilities. Since the overall
connection is very unlikely to include more than a few short-haul
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facilities in tandem, the higher allowed noise per mile for the short
distances does not seriously tighten the noise requirements on the
long-haul facilities.

The long-haul and short-haul carrier facilities are assumed to
have noise distributions which are normally distributed at any given
route mileage. The mean values of these distributions are assumed
to vary as a function of distance as shown in Fig. 3-6; the standard
deviations are assumed to be a constant 4 dB at all distances.
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FI1G. 3-6. Length dependence of the mean values of the carrier noise
objectives (standard deviation = 4 dB for all lengths).

Mean values of the noise objective are chosen at 60 route miles
and 1000 route miles for short-haul and long-haul carrier, respec-
tively. This mean value was chosen for a grade of service of 95 per
cent good or better and is 28 dBrnc0O for a 60 route-mile short-haul
carrier system and 34 dBrncO for a 1000 route-mile long-haul
carrier system. The mean noise for a system of other lengths is
then obtainable from Fig. 3-6 and is directly proportional to length
for all systems longer than 60 route miles.

The division of allowed noise between short-haul and long-haul
systems was based upon the noise performance of the types of
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systems presently under development and the economics of noise
reduction in those systems. A different pairing of the objectives
could also give the 95 per cent good or better grade of service but
would not result in the most economical solution.

It should be noted that the objectives are stated at 60 and 1000
route miles rather than at the traditional maximum lengths of 250
and 4000 miles. The reason for this shift is to reduce the sensitivity
of the objectives on the assumed slope of 3 dB per double distance.
Some of the future systems, particularly PCM systems, do not exhibit
a 3-dB noise increase with doubling distance. Thus, the new objec-
tives based on more typical system lengths are much less sensitive
to changes in noise slope with distance.

Impulse Noise. Impulse noise is defined as any burst of noise which
exceeds the rms noise level by a given magnitude. This magnitude
is nominally 12 dB for a 3-kHz bandwidth.

Impulse noise objectives are based primarily on the error sus-
ceptibility of data signals. This susceptibility depends upon the type
of data set used and the characteristics of the transmission media.
Data sets that employ different types of modulation, that operate at
different bit rates, etc., will not all perform in the same manner when
subjected to impulse noise. The important characteristics of the
transmission media are the amount of delay and attenuation distor-
tion, and the rms signal-to-peak impulse noise amplitude ratio. The
impulse noise objectives are therefore determined by the Bell System
data sets which are most susceptible to impulse noise and by the
knowledge of other transmission impairments of the plant.

It is impractical to measure the exact peak amplitude of each
noise pulse or to count the number that occur. Large numbers of
detailed measurements have shown that certain bounds exist for the
distributions of peak noise amplitudes in the ranges of interest.
Studies have shown that expected digital error rates in the absence
of other impairments are approximately proportional to the number
of impulses which exceed the rms data signal by about 2 dB. The
objectives are therefore stated in terms of the number of counts
above a given threshold. Thus, if system objectives on loss, back-
ground noise, etc., are met, and if the impulse counts at the specified
thresholds are within the limits given, the data transmission error
rate should be small.

Voiceband Data. For the higher speed voiceband data sets, an
error rate of 10 results from an average impulse rate of 1.5 per
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minute. Allowances must be made for finite counting rates of prac-
tical impulse counters, and a sufficient measurement interval must
be provided. Impulse noise threshold is therefore defined as that
threshold at which the observed number of counts on a 6-type counter
is 5 in 5 minutes (for trunk groups, etc.) or 15 in 15 minutes (for
loops or single channels).

The sporadic nature of impulse noise requires that one of two
conditions be met in measurements made to estimate it. Either a
long measurement interval is needed or several similar channels
must each be measured for a relatively shorter interval. This is the
reason for requiring 15-minute measurements on loops but only
5-minute measurements on trunks.

The overall customer-to-customer objective is no more than 15
counts in 15 minutes on at least 80 per cent of all calls at a threshold
6 dB below the received signal. To meet this overall objective, it is
necessary to establish the threshold for a loop measurement at 59
dBrnc0 for no more than 15 counts in 15 minutes. The trunk alloca-
tion is somewhat more involved since the threshold is dependent on
trunk length, hence trunk loss. The basic objective to be applied to
trunk groups is 5 counts or less in 5 minutes on at least 50 per cent of
the trunks in each group at the thresholds tabulated in Fig. 3-7. In de-
termining acceptable impulse noise, the relative performance of the
various carrier systems is recognized.

Trunk length Threshold level
(miles) (dBrnc0)
0-125 58
125-1000 59
1000-2000 61
over 2000 64

F16. 3-7. Impulse noise threshold for no more than 5 counts in 5 minutes on
carrier trunk facilities.

Other Data Bandwidths. Impulse noise objectives for narrowband
and wideband data are set in a manner similar to that used for
voiceband data. The basic difference is in the bandwidth of the
impulse counter. In all cases, the counter bandwidth corresponds to
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that of the desired data channel. Because the impulse noise en-
countered in the telephone plant does not have a flat frequency
spectrum, frequency corrections cannot be easily made for different
bandwidths.

Frequency Response

Frequency response objectives are specified in the frequency
domain and are usually broken into two parts: (1) limiting fre-
quencies and (2) inband amplitude distortion. Limiting frequencies
define the points at the edges of the transmission band where the
loss relative to 1000 Hz is 10 dB or less. Inband amplitude distortion
defines permissible deviations in the amplitude response from the
1000-Hz value.

Limiting Frequencies. From the standpoint of transmission quality,
the bandwidth should not change appreciably for different connec-
tions. The major constraints on bandwidth are: (1) the 4-kHz chan-
nel spacing used in most carrier facilities, (2) the state of the art
in filter design, and (8) cost. The limiting frequency objectives are
a compromise among these factors.

The frequency response performance of trunks depends on the com-
posite effect of carrier facilities in tandem, signaling equipment,
terminating sets, office wiring, and other equipment which may be
in a trunk.* As a result of the variability among trunks, there has
been limited application of limiting frequency objectives. Where
objectives have been expressed, they have typically indicated that
the loss at 200 and 3300 Hz shall not exceed the 1000-Hz loss by
more than 10 dB on some percentage of the trunks. Statistical con-
trol is usually maintained indirectly by the design objectives for the
individual pieces of equipment. These objectives must be better
than those for a complete trunk. For example, the bandwidth objec-
tive for the N3 system is 3 dB at 200 Hz and 3450 Hz [5].

Inband Distortion. Variations in the loss across the message chan-
nel must be controlled to give good quality voice transmission and
reasonable error performance for data transmission. When a trunk
is placed into service, circuit tests are frequently made to check the
transmission at selected frequencies. The frequencies and acceptable
limits depend on the type of facility.

*Frequency response distortions for Bell System intertoll trunks have been
measured [4].
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Echoes and Loss

To this point, delay has been ignored as a source of transmission
impairment. Subjective tests have indicated that delay, as such,
does not unduly impair conversation if the round-trip delay is less
than 600 milliseconds. Delays of this magnitude do not occur in
land-based plant but are significant in satellite systems. As dis-
cussed in the following, it is the effect of echoes in the presence of
delay that introduces transmission impairment.

Echoes and Singing. An echo may be produced in a transmission
system wherever there is an impedance discontinuity. In general, a
telephone transmission system is composed of a number of transmis-
sion facilities in tandem with flexible switching possible between
facilities. A typical end-to-end connection is shown in simplified form
in Fig. 3-8. Note that the signal can encounter a significant imped-
ance discontinuity at every switching office. However, it is economically
feasible and highly desirable to design the trunk plant to avoid serious
impedance discontinuities at these switches. This is accomplished by
building out the office wiring and using suitable padding with the
trunks. By these means, return losses of about 20 dB are obtained
in class 4 and higher offices.

The final end office (class 5) presents a different problem. Here the
customer loops present a large variation from one loop to the next.
This is due to differences in loop lengths, wire gauges, environment,
etc. As a consequence, it is economically unattractive to maintain
an average return loss at the end office of more than 11 dB with a
standard deviation of 3 dB over that portion of the voice-frequency
spectrum which is most important from the echo standpoint, i.e.,
500 to 2500 Hz. This impedance mismatch causes a reflection, or
echo, of a talker’s signal to be returned to him on the channel to
which he is listening. Figure 3-8 illustrates such an echo path.
If the echo is not delayed (i.e., if the connection is short enough),
it is indistinguishable from sidetone and is not annoying. If, however,
it is sufficiently delayed in making the round trip, it can be annoying
and can interfere with the talker’s normal process of speech.

An echo traveling in the opposite direction to the signal is often
called a talker echo when it is heard by the talker. If the talker
echo is again reflected so that it travels in the same direction as the
desired signal, it is called a listener echo when it is heard by the
listener. It has been observed that telephone circuits designed to
limit talker echo usually provide adequate listener echo performance
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for voice transmission. However, this is not necessarily true for
data transmission, and return loss on some data loops must be im-
proved by the use of impedance correcting networks.

At frequencies outside the 500- to 2500-Hz band, the return losses
may be poorer than the 11 dB figure quoted previously. Experience
indicates that the important frequency bands are from 250 to 500 Hz
and from 2500 to 3200 Hz. At these frequencies, the return loss is
usually degraded although circuit transmission is still appreciable.
Multiple echoes at these frequencies, although not subjectively annoy-
ing, may lead to a sing or near-sing condition, especially under special
termination conditions, e.g., when an operator’s set is connected to
the line. It is not sufficient to prevent singing—it is further necessary -
in a customer connection to provide enough margin to avoid the
hollow or “rain-barrel” effect which is characteristic of circuits hav-
ing the poor transient response associated with a near-sing condition.
It is, therefore, necessary to provide some loss (of the order of 4-dB
one-way loss) even with short toll lines where delay is negligible and
echo is unimportant. In general, on longer circuits, echo objectives
rather than singing protection determine the required loss.

There is no distinction between two-wire and four-wire portions
of the system shown in Fig. 3-8. However, an echo is only annoying
if it is heard. Thus, in a two-wire system, any reflections will result
in an echo. On the other hand, a four-wire system will not transmit
an echo unless it can appear in the opposite transmission path. Such
appearances can only come about at terminating sets which convert
two-wire to four-wire or vice versa. Thus, the terminating sets are
often incorrectly blamed for the echo which is basically a result of
poor return loss.

Echo Objectives. The magnitude of the echo that a talker hears
will depend on the echo path loss, which is the sum of the return
loss at the distant hybrid and the round-trip loss in the circuit. For
the present, the losses of the loop at the talker’s end of the connection
will be ignored. As previously mentioned, however, the customer’s
tolerance of the echo depends not only on the echo magnitude, but
also on the round-trip delay between echo and original signal. If the
delay cannot be reduced and if return losses have been improved
as much as economically possible by impedance balancing, the echo
magnitude can be decreased by increasing the electrical loss between
the talker and the point where the mismatch occurs, at the unavoid-
able cost of reducing received volumes.
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The objective which has been selected is that the probability of
customer dissatisfaction with the echo performance of a circuit shall
be held to 1 per cent or less when echo is present. The value of loss
which must be inserted to meet this objective for an echo of given
delay can be determined by taking into account the following:

1. The average value and standard deviation of the customer’s

tolerance to echoes as a function of delay.

2. The average return loss producing the echo and the standard

deviation of this distribution.

3. The deviations in toll trunk losses from an assigned nominal

value.

A distribution resulting from the combination of these component
distributions (which are nearly normal) makes it possible to select
the average loss required to reduce to 1 per cent the chance of
customer annoyance by echo (customer and circuit being selected
at random).

The method of computing this average loss must begin with some
knowledge of the results of subjective tests. Figure 3-9 gives the
round-trip loss required by the average person as a function of
delay [6].

Round-trip delay (ms) Mean required loss (dB)
0 14
20 11.1
40 17.7
60 22.7
80 27.2
100 30.9

F16. 3-9. Subjective reaction to echo delay.

It was also found that reaction to echo was normally distributed
with a standard deviation of 2.5 dB for all delays. By combining
this statistical distribution with those of return-loss and trunk loss
deviations, it can be shown that the value of the overall loss which
just meets the talker echo requirements is given by the following
equation:

Mg(d) — MzL + 2.33\/0E® + or? + Noi2
2

Loss = | (3-7)
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Mg (d) = echo tolerance in dB as a function of delay (Fig. 3-9)
Mg — average return loss (11 dB)
or — standard deviation of echo tolerance distribution (2.5 dB)
orL = standard deviation of the return loss distribution (3.0 dB)
o1, — standard deviation of the two-way loss per trunk (2.0 dB)
N = number of trunks

The values given after each parameter are those used in the original
derivation of the overall loss.

From these values, curves of the required loss as a function of
delay and number of trunks are obtained as shown in Fig. 3-10.
The increase in required loss with number of trunks is compensation
for the increased loss variability with increased number of trunks.
In practice, a series of linear approximations to the curves of Fig.
3-10 is used. The approximate curve for a single trunk was derived
by considering:

1. The need for increased loss at low delays to prevent near-

singing.

2. The need for control of noise, crosstalk, and system loading.
The approximate curves for more than one trunk are derived by
adding 0.4 dB for each additional trunk to the loss required for a
single trunk. This loss is approximately the difference between the
exact loss curves. The approximate curves are given by:

Net loss = 0.102 X round-trip delay + 0.4 X number of
trunks 4 4.0 (3-8)

This equation is used for connection round-trip delays of up to
45 milliseconds. Above that delay, the required loss may preclude
adequate received volume, and the trunk is equipped with an echo
SUpPpPressor.

Via Net Loss. It is desirable to assign the overall net loss so that
each trunk of a connection operates at the lowest loss practicable
considering its length and the type of facilities. The procedure is to
assign half of the constant in Eq. (3-8) to each toll-connecting trunk

- (4 dB total on each connection) * and to assign the remainder of the

*The recent change in the method of defining the losses of toll-connecting
trunks has necessitated assignment to the toll-connecting trunk of equipment
having 0.5-dB loss, resulting in a design value equal to VNL 4 2.5 dB. Since
this equipment was previously assigned to the loop, the customer-to-customer
loss has not changed.



Message Channel Obijectives

18
No. trunks

]
17 4
16 I~ 2

1
15—
14 -
13
12 -
npE

Linear

10 approximation

for one trunk

Working net loss which gives satisfactory echo in 99% of cases

0o 10 20 30 404550 60 70 80

Echo path delay—milliseconds

90

100 110

120

61

F1c. 3-10. Relationship between echo path delay and permissible

working one-way loss for a trunk.

net loss to all trunks, including toll-connecting trunks, in proportion
to the echo path delay of each trunk. This remainder is defined as

via net loss and is commonly abbreviated VNL.

VNL = 0.102 X echo path delay of trunk + 0.4 dB

(3-9)
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Since the echo path delay of a circuit is related to the length of
the circuit, this equation is usually given in terms of length and via
net loss factor (VNLF') as:

VNL = VNLF X one-way distance 4+ 0.4 dB (3-10)
where '

2x0.102

VNLF = velocity of propagation

The velocity of propagation must allow for the delay in an average
number of terminals as well as that of the facilities. The accepted
value for the VNLF for most carrier facilities is 0.0015 dB per mile.

Echo Suppressors. As discussed in Chap. 4, echo suppressors are
used to reduce the amount of loss needed in a trunk. However, they
are economically justifiable only in long-delay connections.

In the DDD network, the maximum round-trip delay within any
regional center area is sufficiently short so that echo suppressors are
not needed. However, there is a possibility of greater than 45-
millisecond delay in calls routed between regional center areas. Thus,
all regional center-to-regional center trunks are equipped with echo
suppressors as are high-usage trunks which are over 1565 miles
long or have a VNL calculation of 2.6 dB or greater.

Crosstalk

When a customer places a call, he expects that his conversation
will not be overheard by others. The reception of intelligible cross-
talk creates annoyance and violates privacy. Although nonintelligible
crosstalk does not violate privacy, itis annoying ; because of its syllabic
nature, the customer thinks he could understand it if he were to
listen intently. Thus, the amount of crosstalk has to be kept to a
minimum.

Whether crosstalk is actually heard or not will depend upon many
factors. These factors can be divided into two classes: (1) those
which affect the volume and frequency of occurrence of the received
crosstalk, and (2) those which affect the listener’s ability to hear it.

The factors which affect the volume and frequency of occurrence
of crosstalk can be best shown by considering a simplified pair of
telephone circuits having crosstalk as shown in Fig. 3-11. A more
realistic picture would contain more disturbing circuits; however,
the factors would be the same. For this picture, the disturbed circuit
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Disturbing circuit

Volume of talker

Transmitter
®
)
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Disturbed circuit 1
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Receiver ' Receiver
‘ (
| Losses and gains to listener

F1G. 3-11. Factors controlling the received crosstalk volume.

will receive crosstalk only if the disturbing circuit is active. The
crosstalk received during this time will depend upon the volume of the
disturbing talker, the loss to the point of crosstalk, the coupling loss
between the two circuits, and the loss from the point of crosstalk to
the listener. The ability of a customer to hear a given magnitude of
crosstalk will depend upon his listening acuity in the presence of noise.*

Only one of these factors is uniquely associated with crosstalk and
is controllable by the designer. This factor is the coupling loss. Thus,
the crosstalk objectives are designed to restrict the coupling losses
in a system to an amount that would limit the received crosstalk to
a tolerably low amount.

*Implicit in the measurement of the crosstalk volume and listener acuity
is the efficiency of the telephone set transmitter and receiver.
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Trunk Objectives. The trunk crosstalk objectives are based on
considerations of the effect of intelligible crosstalk. Very little in-
formation is known concerning the annoyance effects of non-
intelligible crosstalk. It is suggested that the intelligible crosstalk
objective be used for nonintelligible crosstalk except in two special
cases, “babble” and “staggering advantage,” where several dB more
crosstalk can be tolerated.

In placing a call, a customer is assigned a trunk randomly. Thus,
the event of a listener hearing intelligible crosstalk is a random event
with a certain probability of occurrence. This probability or cross-
talk index can be calculated by assuming values for the distributions
of factors given in the previous paragraphs. The objective is a
crosstalk index of 1 (1 per cent) for intertoll trunks and an index
of 0.5 for all other trunks.
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Note: 7. = 0.25, and for each valve of R, the parameter B assumes from
left to right the value 0.5 and 1.0.

F16. 3-12. Generalized crosstalk index chart (100 disturbers).
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Generalized crosstalk index charts provide a graphical method for
determining the crosstalk index from the coupling loss for any set of
values for the distributions of the factors given previously. They
were obtained by assuming that each of the parameters was normally
distributed, and then showing that the defining integral for the cross-
talk index was a function of five parameters. Two of these parameters
are the activity factor and the number of disturbers. It was com-
putationally convenient in making these charts to assume that the
activity factor was a constant 0.25 and to make a separate chart
for each value of the number of disturbers. For example, the cross-
talk index chart for 100 disturbers is shown in Fig. 3-12. The re-
maining three parameters of the chart have no physical significance
and have been given the symbols M, R, and B. They are related to the
mean and variance of the various parameters. Charts are available
for different values of the number of disturbers and activity factors.

Use of the Generalized Crosstalk Charts. As an example of the use
of these charts, the mean near-end coupling loss is calculated using
the following set of values* to yield a crosstalk index of 1 for 100
disturbers:

Mean Sigma
Talker volume at class 5 M = —16.8 vu orv =6.4 dB
office
Loss of circuit, class 5
to class 5 M,=8.0dB o =3.0dB
Coupling loss Mci = (to be o= 4.5dB

determined)

Equivalent loop loss My=21dB op=2.2dB
Noise at listener’s
telephone set 20.0 dBrnc 3.0dB
Equivalent loop noise My = 20.5 dBrne oy =3.0dB
Listener acuity without
noise Mint = —80.3 vu omwr = 4.5 dB
Disturbing circuit
activity factor 7= 0.25

*These values have been chosen as an example and should not be thought of
as a representative set of values for an actual problem.
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In order to determine the parameters M, R, and B, the following
formulas are needed:

M'— M'u—MI

_-—————O_I
Ov
=
B=23
(o)

where
My=Mw — My —Mc— M — My
M; = Mixr + My — 6.0
o2 = omr? + on?
o2 = orv® + ou® + oc? + or® + o’

By noting that for near-end crosstalk, ou? 4 o? equals the variance
of the total loss (3 dB), the values for R and B are:

R— V(6.4)° 4 (3.0)° + (4.5)° 4 (2.2)2 _ 1.60
V(4.5)2% 4 (3.0)2
B— 5
T V/(6.4)2 4 (3.0)2 4 (45)? + (2.2)°
With a crosstalk index of 1.0 and these values, Fig. 3-12 gives a

value of —6.13 for M. Since for near-end crosstalk My 4 M equals
M,, the total loss of the circuit, the mean coupling loss is

= 0.576

Mo = —o:M — Mixg —My + Mzy — My — Myy + 6.0
= — (5.40) (—6.13) — (—80.3) —20.5 + (—16.8)
- —8.0—21+6.0
=172.0dB

Means of relating specific facilities to a coupling loss are covered
in greater detail in Chap. 11.
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Chapter 4

Voice-Frequency Transmission

The generation, transmission, and reception of voice-frequency
telephone signals are the oldest and most basic processes in the
practice of telephone transmission. The evolution of methods and
theory has provided a vast body of knowledge covering in great
detail the solutions to many of the problems encountered. This
chapter describes the essential parts of the voice-frequency plant, the
important problems encountered in voice-frequency system design,
and the solutions that are being applied to some of these problems.

The performance and limitations of the elements of the voice-
frequency telephone plant are gaining a new importance that goes
beyond the simple fact that they form a part of every telephone con-
nection. New services, such as the transmission of data signals and
the application of wideband transmission to existing plant, along
with the need for improved transmission performance, require in-
- creased understanding of the voice-frequency plant.

4.1 TELEPHONE SET

The telephone set is composed of a transmitter, a receiver, an
electrical network for equalization, and associated circuitry to control
sidetone and to connect power and signaling. In the present day
telephone transmitter, granules of carbon are held between two elec-
trodes—one, a cup holding the granules and the other, a diaphragm.
The contact resistance between the granules is changed by varying
the sound pressure on the diaphragm. The resulting resistance
variation modulates a battery current flowing between the electrodes,
thereby translating the acoustic message into an electrical signal.

68
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In the telephone receiver, the varying component of this current
passes through a winding on a permanent magnet. The alternate
strengthening and weakening of the magnetic field causes the
diaphragm to vibrate; this generates sound waves corresponding
to those delivered to the transmitter by the talker.

The transmission circuit of the telephone set [1] must separate the
transmitter and receiver circuits to limit the amount of the talker’s
signal appearing in his own receiver (sidetone) and to block the
direct current in the transmitter from the receiver. Subjective tests
have shown that some coupling must be allowed between the trans-
mitter and receiver to provide a controlled amount of sidetone. Too
much sidetone causes the talker to lower his voice, thereby reducing
the volume which the listener receives; too little sidetone makes
telephone conversation seem unnatural and tends to cause people
to talk too loudly. A common-battery anti-sidetone circuit for accom-
plishing this purpose is shown in Fig. 4-1. The three-winding trans-
former and the sidetone balancing network form a hybrid which
places the transmitter in conjugate with the receiver. Capacitors
in the balancing network prevent the direct current flowing in the
transmitter from appearing in the receiver.

Receiver

Induction coil

To loop

Transmitter
Vi

|

F1G. 4-1. Diagram of transmission circuit of 500D-type telephone set illustrating
sidetone balance.

Figure 4-1 is a functional schematic drawn to illustrate the prin-
ciple of the anti-sidetone circuit. The schematic circuit of the 500D-
type telephone set is shown in Fig. 4-2. When the handset is on its
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FI1G. 4-2. Schematic diagram of 500D-type telephone set.

mounting, switchhook contacts S1 and S2 are open, and S3 is closed
to protect the transmitter and receiver from ringing currents. Re-
moval of the handset allows direct current from the central office
(or a local battery) to pass through the transmitter and removes
the short circuit from across the receiver. Dial contact S5 inter-
rupts the battery current to form the dial pulses required to control
the central office equipment. During dialing, contact S6 across the
receiver is closed.

The 500-type telephone set incorporates a number of characteristics
and features that represent improvements over earlier sets. Trans-
mitting efficiency and receiving efficiency have been increased, and
the frequency responses of both the transmitter and receiver have
been extended. Components added to the basic common-battery anti-
sidetone circuit are (1) a dial pulse filter to suppress high-frequency
interference into radio sets, (2) a varistor, Vs, to suppress clicks in
the telephone receiver, (3) an improved sidetone balancing network
(necessitated by the improved transmission characteristics of the
instruments), and (4) an equalizer employing two additional
varistors, V; and V., to reduce transmitting and receiving efficiency
on short loops.

This equalizer helps to solve an important transmission problem
in telephone set design, namely, the interdependence of the trans-
mitting and receiving efficiencies and the wide range of transmitter
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currents caused by the large allowable variation in the resistances
of customer loops. On long loops the direct current from the central
office battery is low; the varistor impedances are therefore high, and
the maximum telephone set efficiency is obtained. On short loops the
high direct current results in low varistor impedances which shunt
the speech currents and reduce the set efficiency. As Fig. 4-3 shows,
the combined receiving response of a 26-gauge loop, station set,
and equalizer is nearly constant for any loop length between
0 and 12,000 feet. The transmitting response variations are substan-
tially less than would occur without the varistors. The overall effect
is to make speech volumes at the central office and at the customer
receivers less dependent on loop length. These volumes are highly
variable because of the differences in customer talking habits and
in the manner in which people hold the telephone transmitter to the
mouth.

Loop resistance (ohms)
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1 1 1 1 1 1 N 1
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Fi1G. 4-3. Relative response of 500D-type telephone set.

Varistors Vi and Vs serve an additional purpose. By a mechanism
similar to the one described for the equalizing function, they com-
pensate for differences in customer loop impedances which would
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otherwise tend to produce unbalance in the sidetone circuit. Pre-
vention of significant unbalance is necessary since the greater effi-
ciency of both the receiver and transmitter makes excessive sidetone
more objectionable.

Connection and Performance

The quality of transmission over a telephone connection will depend
on the received volume, the relative response at different frequencies,
and the interferences. In a typical connection, the ratio of the
acoustic pressure at the transmitter input to the corresponding pres-
sure at the receiver output will depend upon:

1. The translation of acoustic pressure into an electrical signal
across the customer loop.

2. The losses of the two customer loops, the central office equip-
ment, and the trunks.

3. The translation of the electrical signal at the receiving telephone
set to acoustic pressure at the receiver output.

Figure 4-4 shows the transmission-versus-frequency characteristics
(normalized at 1000 Hz) at four separate points in a connection.
Since, in this illustration, the trunk is assumed flat with frequency,
the characteristic shown at point D shows somewhat less deviation
from flat than would normally be encountered in practice.

The importance of speech volume and the losses in various parts
of a telephone connection can be seen by examining the power level
diagram for a typical telephone connection. Figure 4-5 shows the
speech power at various points in a local connection involving a trunk
between two central offices. Additional losses in the trunks or loops
could further reduce the received volume and, depending on the
magnitude of room noise at the receiving end, might require the
talker to speak louder.

4.2 EXCHANGE AREA PLANT

An exchange area is sometimes defined as the area served by a
single central office. More generally, the exchange area includes the
metropolitan area served by one or more central offices. In the ex-
change area, customer loops connect each telephone with its central
office, and trunks interconnect the offices. A typical pattern of loops
and interoffice trunks is shown in Fig. 4-6. Loop and trunk trans-
mission objectives are allocated separately.
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distortionless).
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Loop Design

The selection of wire sizes and loop lengths is based on loop
resistance and a set of rules which take into account the correlation
between resistance and attenuation, the type of office being engi-
neered, the limitations of supervisory signaling and transmission,
the use of loading coils, and the effects of resistance variations due
to temperature changes. In panel and step-by-step offices, supervisory
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signaling limits loops to maximum values of approximately 1200
ohms. In No. 5 crossbar and ESS offices, signaling would permit
a loop resistance of about 1600 ohms. However, these offices ordi-
narily are engineered to a 1300-ohm limit for transmission reasons,
and loading is required on loops 18,000 feet and longer. An allowance
must be made for the resistance of loading coils and for cable
resistance variations due to temperature changes.

For greatest economy in new plant layout, 26-gauge pairs are
used wherever possible, but on a resistance design basis the maximum
length of such loops is 15 kilofeet. A design concept known as
Unigauge allows the exclusive use of 26-gauge pairs for loops of
30 kilofeet or less [2]. This is made possible by the use of a 72-volt
office battery and a range extender. Loops longer than 24 kilofeet
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| | I I | | | | | |
26 Ga
26 Ga 24 Ga
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o
& é a E‘/ Loading coils
)
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= 24 Ga 22 Ga
i h &] E‘ b
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F1G. 4-7. Resistance design.
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require some loading, but the first loading point is 15 kilofeet from the
office. The range extender gives satisfactory transmission by provid-
ing gain and equalization in the talking path. Supervision and ringing
signals bypass the voice repeater.

Range extenders are used on a ‘“concentration” basis. That is, the
number of range extenders available for a group of lines is sub-
stantially less than the number of lines served. The common control
portion of the switching machine (No. 5 crossbar, for example)
determines which calls require range extenders, and connects and
enables them when required.

A comparison of the cable gauges and loading coil requirements for
resistance design and Unigauge layouts is shown in Figs. 4-7 and 4-8.

No. 5 crossbar

central office N
26 NL
8V 11\ 15kft  (80% of customers)
|
RE 5dB |
\/ 26 NL I 26Nt ‘
72V A f A 24 kit (15%) Unigauge
|
RE 5dB |
|
v 26 NL 26H88
72V X A 30kft  (3%)
6 kft
7
RE 5dB ﬂj
\V4 26 NL L 2nes
72V A === A 52kt (2%)
6 kft 6 kft
Extended
unigauge
Range extender
(2500-ohm range, 5-dB midband gain)

A 500-type set

D 88 mH loading coil

F16. 4-8. Uniform gauge loop plant layout.
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These figures show also the cable gauges and loading required to
extend the loop length to 52 kilofeet.

Trunks in the Exchange Plant

The layout of the trunk plant is governed by transmission objec-
tives because transmission loss compensation is usually required on
exchange facilities before the d-c resistance limits for supervisory
signaling are exceeded. A trunk extends from the outgoing side of
the switch, or its equivalent in the originating office, to the outgoing
side of the switch in the terminating switching office to which the
trunk is connected. It therefore includes the switching path at the
terminating end, the office equipment at each end, and the trans-
mission media between the two offices. Transmission objectives for
trunks between central offices (i.e., interoffice trunks) call for an
average loss of 5 dB, with a maximum value of 7 dB. Variation
of attenuation with frequency must be minimized. Meeting present
objectives calls for loading many trunks between central offices
and often necessitates the installation of repeaters.

The objectives for trunks between local and tandem offices are
for a 3-dB nominal loss with maximum value of 4 dB. Trunks between
tandem offices have a via net loss objective which provides sufficient
loss (0.5 to 1.5 dB) to assure adequate stability and echo performance.
Four-wire repeatered lines generally will be required to achieve this
low loss.

Figure 4-9 gives the maximum length in miles and the correspond-
ing resistance for various cable facilities having an insertion loss
of 6 dB. Loss or resistance may govern, depending on the type of
office involved; usually, unless repeaters are used, the transmission
performance is the limiting factor. It should be noted that the data
in Fig. 4-9 is illustrative only. Limiting values of cable length and
resistance (last two columns) should include the effects of central
office equipment. These are not included in the table because their
values vary somewhat among systems.

Return Loss. The interconnections among loops and trunks set up
by switching systems, and the infinitely variable nature of the inter-
faces thus created lead to one of the most difficult problems in voice-
frequency system design, namely, the control of return losses at these
interfaces.

As discussed in Chap. 8, there are two phenomena associated with
return loss. In one case, a poor return loss may cause instability
(singing) or near-instability of amplifiers in the circuit. In the
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d-c Length for 5-dB Total
Gauge Attenuation resistance insertion loss at resistance
and at 1000 Hz (ohms per 1000 Hz between of cable
loading (dB per mile) mile) 900 ohms (miles) (ohms)
26NL 2.8 440 2.2 960
26H88 1.8 448 2.9 1280
24NL 2.3 274 2.8 760
24H88 1.2 282 4.2 1190
22NL 1.8 172 3.4 590
22H88 0.8 180 6.3 1140
19NL 1.3 85 4.3 370
19H88 0.42 93 11.8 1100

F16. 4-9. Cable loss and resistance characteristics.

second case, echoes are produced which are subjectively objectionable
in varying degrees. Echo return loss is defined as a weighted return
loss over the band of frequencies between 500 and 2500 Hz, while
singing return loss is important at all frequencies. The concern here
is primarily with echo return loss and its control through voice-
frequency system designs.

The impedance of a local loop terminated by a telephone set varies
as a funection of frequency, cable design, and loop length. Figure 4-10
illustrates these variations, showing how the impedance varies for
three typical loops. Theoretically, these impedances could be adjusted
by the inclusion of suitably designed networks, but this is econom-
ically unattractive because each loop would have to be so treated.

Individual loops, which may have different impedances, are con-
nected by end-office (class 5) switching systems to trunk facilities,
which may also have different impedances. However, there are
fewer trunks and their costs are shared by many customers. Control
of trunk impedance is therefore somewhat more economical; pre-
cision networks and impedance compensating networks of various
designs are provided for this purpose.

Figure 4-11 illustrates two of the interfaces at which return losses
are important. In Fig. 4-11(a), the compromise balancing network
must of economic necessity be designed to an impedance value that
represents a reasonable compromise in matching a large number of
the highly variable impedances of connected local loops. In Fig.
4-11 (b), the two-wire trunks can be treated economically to approach
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F1G. 4-10. Cable impedance with 500-set termination (24-gauge, nonloaded).

a more nearly constant impedance by the use of suitable building-out
capacitors (BOC) and impedance-correcting networks. Typical echo
return-loss values with large variations about the average are 11 dB
at class 5 offices where loops are terminated, as shown in Fig. 4-11(a),
and 15 dB at class 4 offices where intertoll and toll-connecting trunks
are interconnected, as shown in Fig. 4-11(b).
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The present design for toll-connecting trunks calls for a minimum
loss of 2.5 dB in each trunk to pad out the generally poor impedances
of the local plant. When necessary, the return loss of the trunk is
increased by adding impedance-correcting networks at the toll office.
The maximum loss of the toll-connecting trunks in the present plant
is 4 dB. These transmission objectives can be achieved by any one
of the following means:

1. If the normal loss of the trunk is less than 2 dB, a 2-dB loss

is added at the toll office.

2. If the trunk has a normal loss of 2 to 4 dB, it will adequately

mask the impedance mismatches of the local plant. Its own
impedance, however, may not be very good, and in such cases
it is necessary to add an impedance-correcting network at the

toll office.
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3. If the trunk loss exceeds 4 dB, one or more repeaters must be
added and the trunk loss adjusted to equal the quantity
(VNL 4 2.5 dB). Here, VNL represents the via net loss
computed for the toll-connecting trunk facility as if it were
an intertoll trunk. The toll-connecting trunks entering four-
wire switching centers frequently fall in this category since
the hybrid (approximately 3.5-dB loss) is considered part of
such a trunk. For typical lengths of toll-connecting trunks, the
VNL will be 1 dB or less, so that the addition of 2 dB puts
the trunk loss into the required 2- to 4-dB range. An impedance-
correcting network is added to the trunk at the toll office if
necessary.

In addition to these procedures, most voice-frequency toll-connecting
trunks are loaded to minimize the attenuation variation across the
voice channel. Where round-trip delays of more than 45 milliseconds
are encountered, echo suppressors are used.

Echo Suppressors. An echo suppressor [3] is basically a pair of
voice-operated switches which, while one subscriber is talking, insert
a loss of 35 dB or more in the echo return path. In case both parties
talk simultaneously, the talker whose signal is stronger at the echo-
suppressor will control the switch and will be heard. Although they
effectively suppress echoes, echo suppressors can introduce trans-
mission impairments by sometimes clipping the beginning of words.
There are two basic types, the full and the split echo suppressor. The
full echo suppressor controls both directions of transmission. It
seldom is located at the mid-point of the circuit. Typically, the delay
between the near talker and the echo suppressor is 5 to 10 milli-
seconds while the distant talker may have as much as 35 milliseconds
delay between him and the echo suppressor. The imbalance of switch-
ing control resulting from this arrangement is avoided in the split
echo suppressor. This provides a sensing circuit and switch near each
talker. Normally switch operation is controlled by the distant talker
and introduces high loss in the return (echo) path. This blocks
transmission from the talker nearer the switch. However, the
sensing circuit continually compares signal levels in the transmitting
and receiving paths, and in case of simultaneous talking it always
gives the low-loss path to the louder talker. In the latest designs, this
type of break-in occurs in 2 to 5 milliseconds. In older designs the
louder talker had to persist for 50 milliseconds or longer in order
to break in.



Exchange Area Plant 83

The normal operation of the echo suppressor must be inhibited
for certain types of data transmission. This is accomplished by the
“tone disabler” section of the echo suppressor circuit. A short burst
of single-frequency energy, sent over the circuit immediately after
the connection is set up, activates the disabler and prevents subse-
quent operation of the echo suppressor. Another type of disabling
feature found in some offices permits the switching machine to con-
trol this function and prevent the buildup of circuits having two
echo suppressors in tandem.

Under the present toll-switching plan, echo suppressors are used
only between regional centers or on trunks between regions which
otherwise would have a VNL design of more than 2.5 dB. When
echo suppressors are used, the VNL is set equal to 0.5 dB or less.

Insertion Loss in an Exchange Area Telephone Connection

Intertoll trunks usually are designed to provide good impedance
matches at their terminals and at intermediate points. Furthermore,
intertoll trunks generally introduce no appreciable frequency dis-
tortion. Thus, the attenuation of an intertoll trunk usually deter-
mines its contribution to the effective loss of a circuit.

In the exchange plant, loops and trunks are normally electrically
short and, as mentioned earlier, do not have particularly good im-
pedance matches at junctions. Thus, the impedance at a particular
point of a built-up connection will depend on the impedance termi-
nations at remote points. Likewise, the power loss will be a function
of the attenuation of the components and the reflection gains and
losses at the numerous junctions [4].

Figure 4-12 shows a particular exchange area connection with
the 1000-Hz impedance seen at each junction as computed from the
equivalent tee network for each component. The 1000-Hz attenuation
of each component is also shown. In this instance, the impedance
requirement for maximum power transfer (namely, conjugate im-
pedances) is approximately met at the junction between the trunk
and the central office. At the other junctions, the situation becomes
less ideal in proceeding toward the customer. A detailed computation
shows the 1000-Hz insertion loss between the telephone sets in this
connection to be 10.9 dB. The sum of the attenuations is 13.4 dB.
This illustrates the fact that multiple reflections between component
parts of an exchange area circuit combine in such a way as to make
the summation of individual attenuations an unreliable measure of
total loss.



_‘?;g] ——ple— 475 4 j260 le— 1038 + j194 le— 1166 + j161
1040 — 7185 —] 938 — 7121 —
Tele- Loop Central office Trunk Central office Loop Tele-
phone 3.2dB equipment facility equipment 3.2dB phone
set I | swiren 0.5dB || ee || 0.5dB switch | | set
o o AWV MN - 4 -0
L1 l I §7 I I L
Office Office
2 I I wiring l wiring I I L2
e —Wv —\W\- —0
< 938 — 7121 |@——— 1040 — ;185
1166 + 7161 — 1033 4 194 —] 75 ple . 1033
+ 7260 — 721
< Trunk

Fic. 4-12. Typical impedances at various points in a possible exchange area telephone connection.

¥8

| Aduanbaig-adiop

uoissiwsuna

y doyd



Voice-Frequency Transmission Circuits 85

Realization of the correct 1000-Hz insertion loss is, of course, only
a first step toward the realization of a satisfactory transmission
system. Insertion loss across the entire voice-frequency band and,
for some types of signals, delay distortion must be controlled. In
addition, circuit noise, crosstalk, and nonlinear distortion are a few
of the factors which must be considered in the determination of over-
all circuit quality.

4.3 VOICE-FREQUENCY TRANSMISSION CIRCUITS

Telephone instruments and the voice-frequency facilities to which
they connect may be either two-wire or four-wire circuits. The
economic advantage of using only half as much copper dictates the
use of the two-wire circuits in many voice-frequency trunks and in
most loops, although some special applications (certain military in-
stallations, for example) have required the use of four-wire telephone
sets and loops. The use of four-wire trunks is becoming of greater
importance, but many trunks are still two-wire because of the copper
savings.

Two-Wire Voice-Frequency Circuits

In order to meet the tandem and toll trunk loss requirements, it
is often necessary to add gain to the transmission path. A number of
special problems are encountered when this is required in a two-wire
circuit. The gain introduced must be independent of the direction
of transmission; i.e., the circuit must retain its bilateral properties
for speech signals. Dial pulses must not be impaired and the equip-
ment must be able to withstand the high voltage used to ring the
customer’s bell.

E-Type Repeaters. The most commonly used repeaters for this type
of service are known as the E-type negative impedance repeaters.
A composite schematic of E-type repeaters is shown in Fig. 4-13 [5].
Some of the designs omit some of the elements shown. The gain-
producing circuits are called negative impedance converters (NIC).
Each of these is a two-port amplifier with regenerative (positive)
feedback. The impedance seen at one of the ports is approximately
the negative of the impedance of the network connected to the second
port. The relative magnitudes and phase angles of the impedances
connected to the two ports interact to determine the amount of feed-
back, and improper combinations will cause oscillation. The manner
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F16. 4-13. Block schematic of E-type repeater.

in which the feedback is derived permits a loose classification into
series (—Z) type and shunt (—Y) type converters. The distinction
is between the extremes of impedance which can be connected to the
input port without causing oscillation. The series type is open-circuit
(Z = «) stable while the shunt type is short-circuit (¥ = o)
stable. Clearly, this is a matter of which port is defined as input,
and, in general, interchanging the ports will invert the type of the
converter.

The general E-type repeater is shown in Fig. 4-13. The electrically
identical E1 and E2 repeaters insert series negative impedance in
the line. They contain only those elements shown within the dotted
lines labeled E2. Similarly, the E3 repeaters insert shunt negative
impedance across the line and contain only the elements shown
within dotted lines at the bottom of the figure. Either of these
repeaters can be used by itself to provide bilateral gain; however,
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a substantial impedance irregularity will be introduced in the line.
Even with careful attention to spacing and gain adjustment, changes
in cable characteristics with temperature can cause large variations
in the loss of the circuit.

Improved performance can be obtained by using both types in a
combination called the E23 repeater. The boxes labeled network in
Fig. 4-13 contain a variety of resistors, inductors, and capacitors,
with provision for connecting various combinations of these to the
indicated terminals of the converters. When the proper combination
is used, the repeater will provide the desired gain and a reasonably
good match to the cable impedance.

In the E6 repeater [6] only resistors are used in the adjustable net-
works, and the impedance matching function is performed by a
passive line-building-out (LBO) network separate from the gain
unit. The LBO builds out the cable impedance, for any end section
from zero to nearly a full loading section of cable, to appear as a
fixed resistance of 900 ohms in series with 2 microfarads of capaci-
tance, the desired impedance. The gain unit can then be designed as
a simple 900-ohm, 2-uF converter with negative series resistances
and negative shunt conductances to vary the amount of gain.

22-Type Repeaters. The 22-type repeater takes the general form
shown in Fig. 4-14(a). Hybrid coils are used to split the two direc-
tions of transmission and separate amplifiers furnish gain for each
direction. Equalization and gain can be adjusted independently for
each direction. Good hybrid balance is required to prevent oscillation
in the feedback loop containing two hybrids and two amplifiers in
tandem. This balance is obtained by using networks which match
closely the impedances connected to the conjugate hybrid ports. A
repeater of this type is included in the range extender for the Uni-
gauge system.

So far as external performance is concerned, the E6 and 22-type
repeaters are equivalent. Repeater and cable impedances can be
matched to achieve 35-dB return losses under fixed conditions. Maxi-
mum gains are limited to about 12 dB by cable characteristic changes
due to temperature variations, changes in end terminations during
switching, and crosstalk considerations.

The need for lower losses on exchange trunks and on special
service lines such as carrier circuit extensions over voice-frequency
lines to PBX’s has required continued attention to the problems
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of designing low-loss voice-frequency facilities. Both loading coils
and voice-frequency repeaters are used on these circuits to reduce
their losses.

Figure 4-14 shows that in two-wire operation there is a multiplicity
of singing or echo paths for each repeater. A given repeater is sub-
ject to instability due to its own loop transmission, its own plus
that of the adjacent repeater, and so on until the end of the system.
Thus, the tendency towards instability in two-wire systems increases
as the length of the circuit and the number of repeaters are increased.
As a result, singing and echo performance are the controlling factors
in setting the repeater gains in most long two-wire voice-frequency
circuits. To achieve reasonably high gains in the repeaters, careful
attention must be paid to the installation and maintenance of the
circuit, particularly with regard to the uniformity of loading and
to the balancing or LBO networks at each repeater. Such practical
considerations frequently dictate the use of four-wire systems
equipped with four-wire repeaters.

Four-Wire Circuits

In four-wire operation the major singing path is that which extends
around the circuit, from one end to the other. Thus, four-wire voice-
frequency systems are inherently more stable than two-wire. As a
result, repeater gains in four-wire systems are limited more by
modulation distortion (due to nonlinear amplifiers), echo, and cross-
talk into other systems than by singing considerations.

The minimum loss to which an intertoll trunk can be adjusted is
neatly summarized by the via net loss. The minimum VNL for a
facility is found by multiplying the VNLF by the facility length
and adding 0.4 dB to allow for maintenance variation. Via net loss
factors for the various types of voice-frequency circuits that have
been described are tabulated in Fig. 4-15. The factor for carrier
systems is also shown for comparison purposes.

Facility VNLF (dB per mile)
Two-wire open wire (all wire sizes) 0.01
Two-wire 19H88 0.03
Four-wire 19H44 0.01
Carrier systems (all types) 0.0015

F1G. 4-15. Via net loss factors.
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The use of carrier permits lower loss operation of trunks than
does the use of voice frequency. Since carrier circuits also tend to
be more economical, they are most commonly used now for intertoll”
trunks except where distances are short and cross sections are small.

V4 Repeaters. A number of types of voice-frequency repeaters have
been developed, but only the 24V4 and 44V4 are now in large scale
production. They are used as the basis for practically all new circuit
designs for which this general class of repeaters is applicable. The
remainder of the discussion of repeatered voice-frequency systems is
confined to a description of the V4 design and its use.

Figure 4-14(b) shows the application of the 24V4 and the 44V4
repeaters to a trunk. The 44V4 repeaters are used in four-wire cir-
cuits to provide gain and equalization for each direction of trans-
mission. The 24V4 repeaters provide equalization for one direction
of transmission, gain for both directions, and terminating arrange-
ments to connect the four-wire circuits to the two-wire telephone
plant.

In both the 24V4 and the 44V4, the equalizers are plug-in units that
may be selected to compensate for the loss-frequency characteristics
of any of a variety of cable gauges and loading. Circuits used for
data transmission may also require delay distortion equalization.
This is usually made a part of the equalizer at one of the terminal
repeaters. The flat loss of the combined cable section plus equalizers
is then overcome by a plug-in two-stage transistor amplifier having a
flat gain characteristic and an adjustable gain of 0 to 36 dB.

The 24V4 repeater is shown schematically in Fig. 4-16. A plug-in
hybrid-type terminating set forms the interface between the two-wire
and four-wire portions of the circuit. The balance achieved across
the hybrid is dependent on the match between the impedance of the
balancing network and the impedance of the connections on the
two-wire side of the circuit. When the two-wire circuit is fixed, as it
might well be in Fig. 4-14(a), a precision network may be used;
then, a high degree of balance and excellent return-loss performance
are achievable. However, widely varying balance and return losses
occur when the two-wire side of the circuit is connected to a switch-
ing system, as indicated in Fig. 4-14(b). In these applications, a
compromise network and a capacitance building-out network must
be used to obtain the required average office balance. Figure 4-14(b)
also shows the connection of a low-pass filter used to suppress out-
of-band singing around the four-wire loop.
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Fi1G. 4-16. Block schematic of 24V4 repeater showing hybrid-type terminating set.

Finally, connections to signaling equipment are shown in Fig. 4-16.
A short discussion of the relation between signaling and voice-fre-
quency system design follows.

Signaling

The d-c dial pulse and supervisory range of a signaling system are
functions of the d-c loop resistance as well as of the shunt resistance
and capacitance. Voice repeaters introduce added resistance and
often shunt resistance and capacitance. The added series resistance
must be minimized so that the supervisory range of the circuit is
not appreciably reduced. Even when consideration has been given
to minimum resistance design, shunt capacitance may often limit
the pulsing range. Capacitors shunted across midpoints of repeat
coils must charge and discharge during each pulse, introducing time
constants which may distort pulses and thus decrease the overall
range of the system. There are many different types of pulsing, and
unless the requirements of all types are considered in the design of
voice repeaters, the increase in the transmission range of the system
may lead to a reduction of signaling range.

4.4 INDUCED INTERFERENCES IN EXCHANGE AREA PLANT

The importance of maintaining low losses in the telephone plant
has been pointed out. To achieve satisfactory service, it is also im-
portant to control and minimize interferences. These include message
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circuit noise, crosstalk, and power line induction. Some interferences
(for example, certain types of noise) arise within a message channel;
others, such as crosstalk and power line induction, are due to external
influences. These topics appear frequently in later chapters. For
the present, the discussion is limited to a brief description of the
mechanisms by which such noise is induced and controlled in voice-
frequency systems.

Mechanisms

As the preceding discussion has indicated, a transmission path
can never be entirely isolated from the external world. It may
parallel a power line; it usually lies in proximity to similar paths
(loops and trunks in cables or on pole lines) ; and it passes through
central offices in which switching apparatus creates sizeable transi-
ents. While not intended, coupling to these sources of interference
always exists [7].

Although ground-return circuits were used originally in the tele-
phone plant, these were soon given up in favor of the balanced pair.
The balanced pair has the advantage that interferences induced
equally in both wires of the pair are balanced out. This is illustrated
in Fig. 4-17 where repeat coils are shown at both ends of the circuit.
The signal voltage, esi, causes signal current, sy, to flow. The current
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Fi1G. 4-17. Signals and interferences in balanced pair.
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direction in the two wires is opposite, and thus the signal passes
through the B repeat coil to Zms. An interference which is induced
equally in each wire is indicated by the e:.. generators. In this case,
the currents flow in the same direction along the pair and cancel in
the repeat coil. The currents which flow in opposite directions in the
wires of the pair are known as metallic circuit currents. The currents
which flow in the same direction along the pair are called longitudinal
currents.

Induced interferences may reach the receiver and disturb trans-
mission in two ways. In one case, the coupling between the source
and one of the wires of the pair differs from the coupling between
the source and the other wire; in the second case, there is an un-
balance with respect to ground within the pair.

If the voltages induced in the two
wires of the pair are not equal, then
the interference will appear as both a — 2
longitudinal and a metallic circuit cur- 10
rent. Consider the case shown in Fig.
4-18 where it is assumed that unequal
voltages are induced as a result of
differences in exposure to the disturbing
source. These voltages may be analyzed
into a pair of voltages which would i
cause balanced longitudinal currents,
plus a residual which would cause a
metallic current. The circuit presents
quite different impedances to these two
types of generators. In Fig. 4-18, the
total resulting current in the upper wire ——> 8
is shown as ten units and that in the , 2
lower wire as six units. As shown by the
solid and dashed arrows, these induced
currents can be divided into metallic Fic. 4-18. Metallic and longitu-
currents of two units and longitudinal dinal currents.
currents of eight units. The two units of
metallic circuit current will appear as an interference in Zn,,. A 4 to
1 ratio of longitudinal to metallic current represents an unsatisfactory
circuit. Ratios of 500 to 1 or 1000 to 1 would be more representative
of plant performance.

A similar effect is obtained even when the voltages induced in the
two wires are identical if there is an unbalance in the pair. This

AN~
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unbalance may result from a difference in the resistances of the two
halves of the transformer winding or from a poor splice in one of
the wires. The different impedances result in different currents in
the two wires. The difference can be minimized by making the com-
mon impedance, Z,, large relative to the unbalance in impedance
of the pair.

The coupling between a source of interference and the wires of
a pair may be capacitive, inductive, conductive, or various combina-
tions of these. Coupling to power lines is usually predominantly
inductive, and would be trivial if it were not for the great energy
of the disturbing source. The coupling in cables and open-wire lines
which produces crosstalk at voice frequencies is predominantly
capacitive, although inductive coupling becomes important as carrier
frequencies are approached.

Methods of Reduction

The preceding discussion of mechanisms is sufficient to suggest
how induced interferences may be minimized. It is clearly advan-
tageous to maintain balance within the pair itself. Similarly, the
apparatus to which the pair connects, such as repeat coils, must
be well balanced; a common criterion is that the balance of such
apparatus should be 10 dB better than the best pair with which
it will be used. Another obvious method, to be used when practicable,
is to reduce the coupling between line and source by adequate spacing.
It is one of the reasons for keeping a reasonable spacing between
pairs of open-wire lines, thus reducing the crosstalk between them.

In addition to maintaining balance within the pair itself, it is
important, as the preceding discussion has shown, to expose each
wire of the pair equally to the interfering source. In open-wire lines
this is done by intricate transposition systems. In cables the wires
of a pair are twisted around each other and at various rates (i.e.,
various twist lengths), in order to achieve as much balance and
randomization of coupling paths as possible. When telephone and
power cables are laid in the same trench, a method called random
separation is used for the same purpose.

In repeatered systems, a satisfactory overall signal-to-noise ratio
can be obtained by judiciously spacing repeaters so that signal levels
never become too low relative to the induced noise. (The same
approach is used in systems where thermal rather than induced
noise is controlling, as discussed in detail in subsequent chapters.)
On the other hand, the signal levels must not be set so high as to
make the repeatered circuit a source of excessive crosstalk.
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For the sake of completeness, although they are not economically
applicable to voice-frequency telephone circuits, two other methods
of reduction might be mentioned. One is shielding, as exemplified
by shielded video pairs. The other is crosstalk balancing—the deliber-
ate introduction of coupling paths between pairs of a cable, with the
magnitude and phase of the coupling chosen to balance out the un-
wanted coupling.

Conclusion

Two basic points should be apparent from this survey of typical
methods and basic problems encountered in handling voice-frequency
signals.

1. The wire plant used for exchange area and short-haul toll
transmission is composed of a wide variety of wire sizes, cable
and open-wire facilities, and repeater and loading arrange-
ments.

2. The losses, impedance discontinuities, and interferences have
been engineered and adjusted to be adequate for voice-frequency
transmission.

During the coming years, increasing efforts will be made to adapt
this extremely valuable plant so that it will provide improved trans-
mission and new types of service. The performance, variability, and
limitations of this existing plant will strongly affect the design and
application of new systems.
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Chapter 5

Modulation

Communication signals must be transmitted over some medium
separating the transmitter from the receiver. The information to
be sent is rarely in the best form for direct transmission over this
medium. Efficiency of transmission requires that this information
be processed in some manner before being transmitted. Modulation
may be defined as that process whereby a signal is transformed from
its original form into a signal that is more suitable for transmission
over the medium between the transmitter and receiver [1]. It may
shift the signal frequencies for ease of transmission or to change
the bandwidth occupancy, or it may materially alter the form of the
signal to optimize noise or distortion performance. At the receiver
this process is reversed by demodulation methods. In this chapter
some of the modulation methods and modulation systems which are
commonly used in telephone transmission systems are reviewed.

The process of modulation can be represented in two major forms
(amplitude and angle) by

M(t) = a(?) cos [wt + ¢(t)] : (5-1)

Here a(t) represents the amplitude of the sinusoidal carrier, and
ot 4+ ¢(t) is the phase angle. Although both amplitude and angle
modulation may be present simultaneously, an amplitude-modulated
system is one in which ¢ (t) is a constant and a(t) is made propor-
tional to the moduiating signal. Similarly, an angle-modulated system
results when a(t) is held constant and ¢ (t) is made proportional to
the modulating signal. It is appropriate to discuss each of these two
types separately in some detail.

96
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5.1 PROPERTIES OF AMPLITUDE-MODULATED SIGNALS

Equation (5-1) can be rewritten for amplitude-modulated waves
by ignoring the phase modulation term to obtain

M(t) = a(t) cos wct (5-2)

where the carrier is at the frequency f. (equal to w./27) and a(t)
is the modulating time function. Since the modulated wave is the
product of a(t) and a carrier wave, the process is often called product
modulation. In the most general case, negative values are allowed
for a(t). When a(t) changes sign, the phase of the carrier is re-
versed, i.e., changed by 180 degrees. Although it is shown later that
restricting a(t) to positive values in the time domain is equivalent
to inserting a strong carrier in the frequency domain to produce a
double-sideband transmitted carrier (DSBTC) wave, for the present,
a more general analysis includes the double-sideband suppressed
carrier (DSBSC) case.

If a(t) is a single-frequency sinusoid of unit amplitude at the
frequency f» then

a(t) = cos wmt (5-3)
The modulated wave is then
M (t) = cos wmt cos w.t (5-4)

By a trigonometric identity this may be expanded to
1 1
M (t) = 5 cos (we — wm)t + 5 cos (we + wm)t (5-5)

Equation (5-5) contains no component at the original carrier fre-
quency, f., but only a side-frequency on either side of the carrier,
spaced fn hertz from the carrier, as shown in Fig. 5-1. However,
if a(t) has a d-c component, the resulting M (¢) will have a com-
ponent at the carrier frequency.

The effect of product modulation, then, is to translate a(t) in the
frequency domain so that it is reflected symmetrically about f.. That
this is true for a complex a(t) may be shown by considering a two-
frequency a(t).
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F16. 5-1. Product modulator frequency spectrum—single-frequency modulating
signal.

If a(t) is a wave containing two frequency components (f» and f.),
then

M(t) :—flz—cos (0 — )t - —é—cos (0o -+ ©m) t

+ —;— cos (we — wa) t + —;— cos (we + wn)t (5-6)

This modulated wave is depicted on the frequency scale in Fig. 5-2(a).
The result is as if the two modulating frequency components were
modulated independently and then added linearly. Thus, superposition
holds, the product modulation process is quasi-linear, and it may be
inferred that product modulation translates and reflects the baseband
signal symmetrically about f. without distortion. This is illustrated
in Fig. 5-2, which shows the two-frequency case and also the more
general case of a modulating wave with a continuous spectrum up to
a frequency fr < f.. The resulting output signal is DSBSC.

A special case of DSBSC results if a(t) is given a d-c component.
To see this, consider the two-frequency case again, but let one of the
frequencies equal zero (d-¢). Since zero frequency at baseband
corresponds to carrier frequency after translation, the modulated
wave will have a component present at the carrier frequency, f.. If it
is further assumed that the amplitude of the zero frequency com-
ponent is large enough, a(¢) will never go negative and the modulator
will produce the familiar AM wave.

If either sideband in the DSBSC spectrum, Fig. 5-2(b), is rejected
by a filter or other means, the result is a single-sideband (SSB) wave.
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F16. 5-2. Product modulator frequency spectrum—complex modulating signal.

Basically, single-sideband modulation is pure frequency translation,
with or without the inversion obtainable by selecting the lower rather
than the upper sideband.

Up to this point, three types of amplitude-modulated signals have
been mentioned : double-sideband with transmitted carrier (DSBTC),
double-sideband suppressed carrier (DSBSC), and single-sideband
(SSB). The properties of these three signals are further examined,
and finally a fourth type known as vestigial sideband (VSB) is
considered.

Double-Sideband with Transmitted Carrier

Although it is not mathematically the purest form of amplitude-
modulated signal, DSBTC is perhaps the most familiar and will
be taken up first. The waveform has upper and lower envelopes
which do not overlap as long as the carrier is not overmodulated [2].

Consider a baseband signal (e.g., a complex wave with a continuous
but bandlimited frequency spectrum) with a time function repre-
sented by v (t), and, for simplicity, a maximum amplitude of unity.
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The modulating function, a(t), can be forced positive at all times by
adding unity to v(¢) or, more generally, by substituting 1 4+ mwv (¢)
for a(t) in Eq. (5-2) to obtain

M(t) =[1 4+ mv(t)] cos w.t (5-7)

where m is the modulation index and is equal to unity for 100 per
cent modulation. For a single-frequency modulating wave, v (¢t) be-
comes cos wnt, and the preceding equation can be expanded as follows:

M (t) = cos w.t + m cos wnt cos w.t
= coS w.t + %— cos (we—wm)t + %—cos (wct+wn)t (5-8)

In many instances the use of exponential notation for periodic
functions has advantages over the trigonometric notation which has
been used thus far in this chapter. A particularly useful application
is in the phasor representation of modulated waves as an aid in
understanding the various modulation processes. A sinusoidal carrier,
cos w.t, can be written as

Re [e’wct:'

where Re represents the real part of the complex quantity, and

jo t . e
e ¢ = cos ot + Jsin w.t

The exponential ¢“<* is a counterclockwise rotating phasor of unit
length in the complex plane, and its real part is its projection on the
real axis. This phasor is shown for several values of time in Fig. 5-3.

Now consider the amplitude-modulated wave of Eq. (5-8). This
can be written in exponential notation as

M(t) — Re [eiwct + L;_ ei(wc—wm)t + % ei(mc+mm)t:|

— Re [eiwct<1 + % eiwmt + % e—jmmt>]

In this form the carrier phasor is multiplied by the sum of a
stationary vector and two rotating vectors of equal size which rotate
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F1c. 5-3. Phasor diagram of &' <" for various times.

in opposite directions. As may be seen in Fig. 5-4, the sum of these
three vectors is always real and, consequently, acts only to modify
the length of the rotating carrier phasor. This produces amplitude
modulation as expected.

At this point the average power in the carrier and in the side-
frequencies should be considered. For a unit amplitude carrier and a
circuit impedance such that average carrier power is 1 watt, the
power in each side-frequency will be m?/4 watts, or a total sideband
power of m?/2 watts. Thus, for 100 per cent modulation, only one-
third of the total power is in the information-bearing sidebands.
The sidebands get an even smaller share of the total power when the
modulating function is a speech signal which has a higher peak factor
than a sinusoid. The sideband power must then be reduced to a few
per cent of the total power to prevent occasional peaks from over-
modulating the carrier.

The DSBTC signal is sensitive to certain types of transmission
phase distortion. It is not impaired (except for an absolute delay) by
a transmission phase characteristic that is linear with the frequency.
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The basic requirement is odd symmetry of phase about the carrier
frequency, a condition that is met by a linear phase characteristic in
any segment of its frequency range.

An interesting degradation occurs under certain extreme trans-
mission-phase conditions. Suppose that the lower side-frequency
vector in Fig. 5-4 is shifted clockwise by 0 degrees, and the upper
side frequency is shifted clockwise by 180 — 6 degrees. The resulting
signal, Fig. 5-5, consists of a carrier phasor with the side-frequency
vecters adding at right angles. The resultant vector represents a
phase-modulated wave whose amplitude modulation has been largely
cancelled, or washed out. A low-index DSBTC signal so distorted is
indistinguishable from a low-index phase-modulated signal. This
washout effect will be seen again in the case of product demodulation
of DSBSC, as a result of a phase error in the local carrier used for
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F16. 5-5. Result of certain extreme phase distortion of
DSBTC signal to produce phase modulation.

demodulation. This can be seen by shifting only the stationary unit
phasor (the carrier) of Fig. 5-4 by 90 degrees to obtain the washout
result of Fig. 5-5.

Double-Sideband Suppressed Carrier

The DSBSC signal requires the same transmission bandwidth as
DSBTC, but the power efficiency is improved by the suppression of
the carrier. This requires reintroduction of the carrier at the receiv-
ing terminal, which must be done with extreme phase accuracy to
avoid the type of washout distortion just discussed. Examination
of Fig. 5-4 shows that a phase error of the inserted carrier of 6
degrees results in the effective amplitude modulation being reduced
by the factor cos 6. If the phase error — Aw.t (the inserted carrier
has a frequency error Af.) and the baseband signal is a single-
frequency sinusoid, the demodulated signal will consist of two sinu-
soids separated by twice the error frequency Afe..

The difficulty of accurately reinserting the carrier is the greatest
disadvantage of DSBSC and is probably the reason this form has
not seen more use. However, the transmitted sidebands contain the
information required to establish the exact frequency and, except
for a 180 degree ambiguity, the phase of the required demodulating
carrier. This is so by virtue of symmetry about the carrier frequency,
even with a random modulating wave. One means of establishing the
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carrier at f. is to square the DSBSC wave, filter the component present
at frequency 2f;, and electrically divide the frequency by two [3].
This can be shown by squaring Eq. (5-5) to obtain:

M2(t) = % cos? (we + om)t + 7}— c0s? (we — wm)t

+ L cos (@ - @m) t cOS (@ — wn)t (5-9)

By a trigonometric identity the last term in Eq. (5-9) can be written:

1

L cos (we + wm)t cos (we — wm)t = e

1
5 cos 2w.t + 4 cos 2wmt

(5-10)

The cos 2w.t term can be easily separated by filtering to yield a
sinusoid at 2f. whose frequency can be electronically halved. The
same result would follow from a similar analysis of a complex
modulating wave. It should be noted that a carrier thus derived
will disappear in the absence of modulation.

Single-Sideband

The single-sideband signal is not subject to the modulation washout
effect discussed in connection with the DSB signals. In fact, the
local carrier at the receiving terminal is conventionally allowed to
have a slight frequency error. This produces a frequency shift in
each demodulated baseband component. If the error is kept within
1 or 2 Hz, the system is adequate for high-quality telephone circuits.
However, the single-sideband method of transmission with a fixed
or rotating phase error in demodulation does not preserve the base-
band waveform at all. This may be seen by considering the phasor
representing the upper sideband signal arising from a single baseband
frequency component at fn, Fig. 5-6. The dashed line represents the
reference carrier phasor about which the sideband rotates with a
relative angular velocity, wm.

If a strong carrier of reference phase is added to the received side-
band (as could be done in the receiving terminal just ahead of an
envelope detector), the envelope of the resultant wave will be nearly
sinusoidal and will peak when the sideband phasor aligns itself with
the carrier. An envelope detector would produce in the proper phase
a nearly sinusoidal wave of frequency fm.
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If the carrier phase is advanced 90
degrees, the peaks in the demodulated
wave will occur 90 degrees later, so
that the baseband signal is retarded
by 90 degrees. Although this does not
distort the waveform of the single-
frequency wave considered, in a com- Om
plex baseband wave each frequency - - - =
component will be retarded 90 de-
grees, which will cause gross wave-
form distortion as illustrated in Fig.

5-7. In this figure t},’le baseban_d F1G6. 5-6. Upper sideband and ref-
fundamental and the third harmonic erence carrier phasors
are both shifted 90 degrees. Although for SSB signal.

an envelope detector is assumed here,

similar results would follow from analyzing product detection of
the SSB signal.

This type of distortion is called quadrature distortion. An SSB
signal can be represented as two DSB signal pairs superimposed as
in Fig. 5-8. One DSB pair is chosen so that its resultant aligns with
the carrier, and the other pair has its resultant at right angles or
in quadrature.

Thus, SSB signals inherently contain quadrature components. The
first step in reducing or eliminating quadrature distortion is to
introduce the local carrier in the proper phase to serve as a reference
against which the in-phase or direct component may be identified.
The second step is to design the demodulator to respond only to the
direct component. Since the quadrature component results primarily
in phase modulation of the carrier, it is important that the demodu-
lator be insensitive to these phase perturbations. The use of a strong
or exalted local carrier followed by an envelope detector is one way
of approaching the desired condition. A more exact way to eliminate
the quadrature component is to use a product detector.

Voice transmission is very tolerant of quadrature distortion. As
a consequence, the design of early carrier systems allowed reintroduc-
tion of the carrier with a frequency error. The resulting severe
quadrature distortion renders these systems unsuitable for trans-
mission of accurate baseband waveforms and makes these systems
theoretically unfit for data pulse transmission. Also, many data
signals contain very low frequency or even d-c components. An SSB
system will not transmit these components since practical filters
cannot be built to suppress all of the unwanted sideband without
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carrier phase error causing 90° lag of all
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cutting into the carrier frequency (equivalent to d-c) and the
equivalent low frequencies of the wanted sideband.

A common technique used in carrying data traffic on SSB channels
is to modulate a subcarrier in the data terminal, using angle modula-
tion or types of amplitude modulation which permit transmission of
d-c components. This also solves the quadrature distortion problem,
since the subcarrier is transmitted and used in the ultimate demodu-
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lation in the receiving data termi-

nal. Since the data subcarrier and //1\\
the data sidebands travel the same /| X?;;g:;':;:
path, the former provides the / 1\
proper reference information for |
demodulating the latter, even in \
the presence of frequency shift. Of | \\
course, the baseband channel must | \
be adequately equalized for delay ——==="C~y =7
and attenuation. et /
Single-sideband is the modula- /
tion technique usually used for /

frequency division multiplex of

several message channels prior to Fic. 5-8. Analysis of SSB signal into
transmission over broadband facili- in-phase and quadrature
ties. Actually, SSB techniques are components.

often used for interim frequency translations in the multiplex termi-
nal for purposes of convenient filtering [4]. The bandwidth of the
signal, measured in octaves, may be increased or decreased by such
translations.

Vestigial Sideband

Vestigial sideband (VSB) modulation is a modification of DSB
in which part of the frequency spectrum is suppressed. It can be
produced by passing a DSB wave through a filter to remove part
of one sideband as shown in Fig. 5-9. The demodulation of such a
wave results in addition of the lower and upper sideband components
to form the baseband signal. To preserve the baseband frequency
spectrum, it is necessary to keep the filter-cutoff characteristic
symmetrical about the carrier frequency. This will result in the
spectrum of the sideband vestige effectively complementing the
attenuated portion of the desired sideband. For the same reason, and
to avoid quadrature distortion, the phase must exhibit odd symmetry
about the carrier frequency. As long as the cutoff is symmetrical
about the carrier, it can be gradual (approaching DSB conditions),
or sharp (approaching SSB conditions), or anywhere between these
extremes.

The desired transmission characteristic is shared among the trans-
mitting and receiving terminals and the transmission medium. The
apportioning of the characteristic is determined by economics and
signal-to-noise considerations.
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The VSB signal is similar to

'sB DSBTC for low baseband frequen-
cies and to SSB for high baseband
frequencies. In the cutoff region
the behavior is as shown in Fig.
5-10. The upper and lower side-
frequency vectors add to unity
when they peak along the reference
carrier line, and will, if properly
F1c. 5-10. VSB phasors for intermedi- demodulated, produce the same
ate modulating frequency.  pageband signal as an SSB side-

frequency of unit amplitude.

VSB has the virtue of conserving bandwidth almost as. efficiently as
SSB, while retaining the excellent low-frequency baseband charac-
teristics of DSB. Although the ideal SSB signal should allow the
sideband spectrum to extend all the way to the carrier frequency,
practical limitations on filters and phase distortion make it imprac-
tical. Thus, VSB has become standard for television and similar
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signals where good phase characteristics and transmission of low-
frequency components are important, but the bandwidth required
for DSB transmission is unavailable or uneconomical.

5.2 PROPERTIES OF ANGLE-MODULATED SIGNALS
Referring to Eq. (5-1) with a(t) held constant,
M(t) = Accos [wt +d(t)] (5-11)

where ¢ (t) is the angle modulation in radians. If angle modulation
is used to transmit information, it is necessary that ¢(t) be a pre-
scribed function of the modulating signal. For example, if v (t) is
the modulating signal, the angle modulation ¢ (¢) can be expressed as
some function of v (%).

Many varieties of angle modulation are possible dependlng on the
selection of the functional relationship between the angle and the
modulating wave. Two of these are important enough to have the
individual names of phase modulation (PM) and frequency modu-
lation (FM).

Phase Modulation and Frequency Modulation

The difference between phase and frequency modulation can be
understood by first defining four terms with reference to Eq. (5-11).

Instantaneous phase = w.t + ¢ () rad (5-12)

Instantaneous phase deviation = ¢ (t) rad (5-13)

Instantaneous frequency* — dt [wd + ¢ (t)]

= w: + ¢ () rad/sec (5-14)
Instantaneous frequency deviation = ¢’ () rad/sec (5-15)

Phase modulation can then be defined as angle modulation in which
the instantaneous phase deviation, ¢(f), is proportional to the

*The instantaneous frequency of an angle-modulated carrier is defined as the
first time derivative of the instantaneous phase.
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modulating signal voltage, v (f). Similarly, frequency modulation is
angle modulation in which the instantaneous frequency deviation,
¢’ (t), is proportional to the modulating signal voltage, v (¢). Mathe-
matically, these statements become, for phase modulation,

¢ () =kv(t) rad (5-16)
and for frequency modulation,
&' (1) = kw(t) rad/sec (5-17)
from which
¢(t) =kt / v(t)dt rad (5-18)

where k£ and k; are constants.

These results are summarized in the table of Fig. 5-11. This table
also illustrates phase-modulated and frequency-modulated waves
which occur when the modulating wave is a single sinusoid.

Type of Modulating
modulation signal Angle-modulated carrier
(a) Phase v(t) M(t) = A, cos [wt + kv(t)]
(b) Frequency v(t) M(t) = A cos [w.t + k4 f'v(t)dt]

(¢) Phase A4,, cos wnt M(t) = A, cos (wet + kA, cos wp,t)
. klA'm
(d) Frequency —A,, sin gt M(t) = A cos| wct + ~ oS wmt
Wm
klAm .
(e) Frequency A, cos wpt M(t) = A cos| wit+ ——sin @yt
. Wm

Fic. 5-11. Equations for phase- and frequency-modulated carriers

Figure 5-12 illustrates amplitude, phase, and frequency modulation
of a carrier by a single sinusoid. The similarity of waveforms of the
PM and FM waves shows that for angle-modulated waves it is neces-
sary to know the modulation function; that is, the waveform alone
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cannot be used to distinguish between PM and FM. Similarly, it is
not apparent from Eq. (5-11) whether an FM or a PM wave is
represented. It could be either. A knowledge of the modulation func-
tion, however, will permit correct identification. If & (t) = kv (t),
it is phase modulation, and if ¢’ (£) = kv (t), it is frequency modula-
tion.

Comparison of (c), (d), and (e) in Fig. 5-11 shows that the
expression for a carrier which is phase or frequency modulated by a
sinusoidal type signal can be written in the general form of

M(t) = Accos (wct + X cos wmt) (5-19)
where
X =kAn rad for PM (5-20)
and
X — ";A'" rad for FM (5-21)

Here X is the peak phase deviation in radians and is called the
index of modulation. For PM the index of modulation is a constant,
independent of the frequency of the modulating wave; for FM it is
inversely proportional to the frequency of the modulating wave. Note
that in the FM case, the modulation index can also be expressed as
the peak frequency deviation, k1A, divided by the modulating signal
frequency, wm. The terms high-index and low-index of modulation
are often used. It is difficult to define a sharp division; however, in
general the term low-index is used when the peak phase deviation is
less than 1 radian. It is shown later that the frequency spectrum of
the modulated wave is dependent on the index of modulation.

When the modulation function consists of a single sinusoid, it is
evident from Eq. (5-19) that the phase angle of the carrier varies
from its unmodulated value in a simple sinusoidal fashion, with the
peak phase deviation being equal to X. The phase deviation can also
be expressed in terms of the mean square phase deviation, Dy, which
for this case is X?/2. Similarly, the frequency deviation of a sinu-
soidally modulated carrier can be expressed either in terms of the
peak frequency deviation, kiA. rad/sec or kiAm/2m Hz, or the
mean square frequency deviation, Dy, which is ki2A,.2/8x? Hz2. In the
more general case where the modulation function is a complex signal
(such as a multichannel telephone signal or noise), the peak value
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of the modulation function, and hence the peak phase or frequency
deviation, is not a precisely defined magnitude. For these cases, the
phase or frequency deviation of the carrier is normally expressed in
terms of the mean square or rms value.

Phasor Representation

A wave angle modulated by sinusoids can be represented by phasors
as was done for the AM waves. Generally, the angle-modulated case
is more complex as can be seen by expanding Eq. (5-19) into a Bessel
series of sinusoids in the manner shown in Chap. 19. In the special
case of very low index (X less than 1/2 radian), all terms after the
first can be ignored, and the phasor diagram is very similar to that
for an AM wave except for a phase reversal of one of the sidebands.
In fact, it was pointed out in the

AM discussion that if the inserted _ P

carrier of a DSBSC signal has a P N

phase error of 90 degrees, severe /4

washout occurs, and the previously P - "i ~

amplitude-modulated wave has @ — W use

very little amplitude modulation t=0

but considerable phase (or angle)

modulation. The approximate _ P

phasor diagram for a low-index _ - - Y

angle-modulated system modulated Pt

by a single-frequency sinusoid at == ¢

fm is shown in Fig. 5-13 for several t= ZTZ

values of time. The resultant vector

has an amplitude close to unity at

all times and an index, or maxi- ¢ —>

mum phase deviation, of X radians. t=%m

A true angle-modulated wave

would include higher order terms

and would have no amplitude vari- o

ation. If X is small enough these S~

terms are often ignored. =~ S ~
Several interesting conclusions =~ \‘"

may be observed by comparing the PR L

low-index angle-modulated wave o

with the AM signal shown in Fig. FI1G. 5-13. Phase modulation — low

5-4. Both types of modulation are index.
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similar in the sense that they both contain the carrier and the same
first order sideband frequency components. In fact, for the low-
index case the amplitudes of the first order sidebands are approxi-
mately the same when the indices are equal (X = m). The important
difference is the phase of the sideband components. It may be ex-
pected, therefore, that in the transmission of an FM or a PM wave
the phase characteristic of the transmission path will be extremely
important and that certain phase irregularities could easily convert
phase-modulation components into amplitude-modulation components.

Average Power of an Angle-Modulated Wave

The average power of an FM or a PM wave is independent of the
modulating signal and is equal to the average power of the carrier
when the modulation is zero. Hence, the modulation process takes
power from the carrier and distributes it among the many sidebands
but does not alter the average power present. This may be demon-
strated by assuming a voltage of the form of Eq. (5-11), squaring,
and dividing by a resistance, R, to obtain

p(t) =20

— A cos? [t + $(1)]

—AC L 4 1 cos 2ot + 26(1)] (5-22)

The second term can be assumed to consist of a large number of
sinusoidal sideband components about a carrier frequency of 2f.
Hz; therefore, the average value of the second term of Eq. (5-22)
is zero. Thus, the average power is given by the zero frequency term

Ac2

Pow=%r

(5-23)

This, of course, is the same as the average power in the absence of
modulation.
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Bandwidth Required for Angle-Modulated Waves

For the low-index case where the peak phase deviation is less than
1 radian, most of the signal information of an angle-modulated
wave is carried by the first order sidebands. It follows that the band-
width required is at least twice the frequency of the highest frequency
component of interest in the modulating signal. This would permit
the transmission of the entire first order sideband.

For the high-index signal a different method called the quasi-
stationary approach must be used [5]. In this approach the assump-
tion is made that the modulating waveform is changing very slowly
so that static response can be used. For example, if 1 volt at baseband
causes a 1-MHz frequency deviation (corresponding to k1 = 27 X 108
radians per volt-sec) and the modulating signal has a 1-volt peak,
the peak frequency deviation will be 1 MHz. It is obvious that if the
rate of change of frequency is very small, the bandwidth is deter-
mined by the peak-to-peak frequency deviation. It was mathematically
proven by J. R. Carson in 1922 that frequency modulation could not
be accommodated in a narrower band than amplitude modulation,
but might actually require a wider band [6]. The quasi-stationary
approach for large index indicates that the minimum bandwidth
required is equal to the peak-to-peak (or twice the peak) frequency
deviation.

Thus, for low-index systems (X < 1) the minimum bandwidth is
given by 2fr, where fr is the highest frequency in the modulating
signal. For high-index systems (X > 10) the minimum bandwidth
is given by 2AF, where AF is the peak frequency deviation. It would
be desirable to have an estimate of the bandwidth for all angle-
modulated systems regardless of index. A general rule (first stated
by J. R. Carson in an unpublished memorandum dated August 28,
1939) is that the minimum bandwidth required for the transmission
of an angle-modulated signal is equal to two times the sum of the
peak frequency deviation and the highest modulating frequency to
be transmitted. In the notation previously defined

B, = 2(fr + AF) Hz (5-24)

This rule (called Carson’s rule) gives results which agree quite

well with the bandwidths actually used in the Bell System. It should

be realized, however, that this is only an approximate rule and that

the actual bandwidth required is to some extent a function of the

waveform of the modulating signal and the quality of transmission
desired.



116 Modulation Chap. 5

5.3 PROPERTIES OF PULSE MODULATION

In pulse modulation systems the unmodulated carrier is usually a
series of regularly recurrent pulses. Modulation results from vary-
ing some parameter of the transmitted pulses, such as the ampli-
tude, duration, shape, or timing. If the baseband signal is a contin-
uous waveform, it will be broken up by the discrete nature of the
pulses. In considering the feasibility of pulse modulation, it is im-
portant to recognize that the continuous transmission of information
describing the modulating function is unnecessary, provided that the
modulating function is bandlimited and the pulses occur often
enough. The necessary conditions are expressed by the sampling
principle, as subsequently discussed.

It is usually convenient to specify the signaling speed or pulse
rate in bauds. By definition, the speed in bauds is equal to the
number of signaling elements or symbols per second. Thus, the baud
denotes pulses per second in a manner parallel to hertz denoting
cycles per second. Note that all possible pulses are counted whether
or not a pulse is sent since no pulse is also usually a valid symbol.
Since there is no restriction on the allowed amplitudes of the pulses,
a baud can contain any arbitrary information rate in bits per second.
Unfortunately, the term bits per second is often used incorrectly to
specify a digital transmission rate in bauds. For binary symbols,
the information rate in bits per second is equal to the signaling
speed in bauds. In general, the relation between information rate
and signaling rate depends upon the coding scheme employed.

Sampling

In any physically realizable transmission system, the message or
modulating function is limited to a finite frequency band. Such a
bandlimited function is continuous with time and limited in its
possible range of excursions in a small time interval. Thus, it is only
necessary to specify the amplitude of the function at discrete time
intervals in order to specify it exactly. The basic principle discussed
here is called the sampling theorem, which in a restricted form
states [7]:

If a message that is a magnitude-time function is sampled instan-
taneously at regular intervals and at a rate at least twice the
highest significant message frequency, then the samples contain
all of the information of the original message.
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The application of the sampling theorem reduces the problem of trans-
mitting a continuously varying message to one of transmitting
a discrete number of amplitude values. For example, a message
bandlimited to fr hertz is completely specified by the amplitudes at
any set of points in time spaced T seconds apart, where T = 1/2f7
[8]. The time interval, T, is often referred to as the Nyquist interval.
Hence, to transmit a bandlimited message, it is only necessary to
transmit 2fr independent values per second.

The process of sampling can be thought of as the product modulation
of a message function and a set of impulses, as shown in Fig. 5-14.
The message function of time, v(t), is multiplied by a train of im-
pulses, ¢(t), to produce a series of amplitude-modulated pulses, s(t).
If the spectrum (i.e., the Fourier transform) of v (¢) is given by F (f)
as shown in Fig. 5-14, the spectrum of the sampled wave, s(t), will
be as shown by S(f) in the figure. The output spectrum, S(f), is
periodic on the frequency scale with period fs, the sampling frequency.
It is important to note that a pair of sidebands has been produced
around d-c, fs, 2fs, and so on through each harmonic of the sampling
frequency. This figure also shows the need for fs > 2fr, so that the
sidebands do not overlap. Note also that all sidebands around all
harmonics of the sampling frequency have the same amplitude. This
is a result of the fact that the frequency spectrum of an impulse is
flat with frequency. In a practical case, of course, finite width pulses
would have to be used for the sampling function, and the spectrum of
the sampled signal would fall off with frequency as the spectrum of
the sampling function does.

The amplitude-modulated pulse signal that results from sampling
the input message may be transmitted to the receiver in any form
which is convenient or desirable from a transmission standpoint.
At the receiver the incoming signal, which may no longer resemble
the impulse train, must be operated on to recreate the original pulse
amplitude-modulated sample values in their original time sequence
at a rate of 2fr samples per second. To reconstruct the message, it
is necessary to generate from each sample a proportional impulse,
and to pass this regularly spaced series of impulses through an
ideal low-pass filter with a cutoff frequency fr. Examination of the
spectrum of S(f) in Fig. 5-14 makes the feasibility of this obvious.
Except for an overall time delay and possibly a constant of propor-
tionality, the output of this filter will then be identical to the original
message. Ideally, then, it is possible to transmit information exactly,
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Fi6. 5-14. Sampling with an impulse modulator.

given the instantaneous amplitude of the message at 1ntervals spaced
not further than 1/2fr seconds apart.

Pulse Amplitude Modulation

In pulse amplitude modulation (PAM) the amplitude of a pulse
carrier is varied in accordance with the value of the modulating wave
as shown in Fig. 5-15(c). It is convenient to look upon PAM as modu-
lation in which the value of each instantaneous sample of the modu-
lating wave is caused to modulate the amplitude of a pulse. Signal
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processing in time division multiplex terminals often begins with
PAM although further processing usually takes place before the
signal is launched onto a transmission system.

Pulse Duration Modulation

Pulse duration modulation (PDM), sometimes referred to as pulse
length modulation or pulse width modulation, is a particular form of
pulse time modulation. It is modulation of a pulse carrier in which
the value of each instantaneous sample of a continuously vary-
ing modulating wave is caused to produce a pulse of proportional
duration, as shown in Fig. 5-15(d). The modulating wave may vary

Modulating
(a) sine wave
\J\)/“’“e

Pulse carrier

SR I O

BRI
- - -
(c) - N~ n L
(@) _- H__r Nl r “ r 1L.

o JUULIL

FicG. 5-15. Examples of pulse-modulation systems.
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the time of occurrence of the leading edge, the trailing edge, or both
edges of the pulse. In any case, the message to be transmitted is
composed of sample values at discrete times, and each value must be
uniquely defined by the duration of a modulated pulse.

In PDM, long pulses expend considerable power during the pulse
while bearing no additional information. If this unused power is
subtracted from PDM so that only transitions are preserved, another
type of pulse modulation, called pulse position modulation, results.
The power saved represents the fundamental advantage of pulse
position modulation over PDM.

Pulse Position Modulation

A particular form of pulse time modulation in which the value of
each instantaneous sample of a modulating wave varies the position
of a pulse relative to its unmodulated time of occurrence is pulse
position modulation (PPM). This is illustrated in Fig. 5-15(e). The
variation in relative position may be related to the modulating wave
in any predetermined unique manner. Practical applications of PPM
systems have been on a modest scale, even though their instrumenta-
tion can be extremely simple.

If either PDM or PPM is used to time division multiplex several
channels, the maximum modulating signal must not cause a pulse to
enter adjacent allotted time intervals. In telephone systems with
high peak factors, this requirement leads to a very wasteful use of
time space. In fact, almost all of the time available for modulation
is wasted because many of the busy channels may be expected to be
inactive, and most of the rest will be carrying small signal power.
Consequently, although PPM is more efficient than PDM, both fall
short of the theoretical ideal when used for multiplexing ordinary
telephone channels.

Pulse Code Modulation

Instead of attempting the impossible task of transmitting the exact
amplitude of a sampled signal, suppose only certain discrete ampli-
tudes of sample size are allowed. Then, when the message is sampled
in a PAM system, the discrete amplitude nearest the true amplitude
is sent. When this is received and amplified, it will have an amplitude
slightly different from any of the specified discrete steps, because of
the disturbances encountered in transmission. But if the noise and
distortion are not too great, it will be possible to tell accurately
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which discrete amplitude of the signal was transmitted. Then the
signal can be reformed, or a new signal created which has the
amplitude originally sent.

Representing the message by a discrete and therefore limited
number of signal amplitudes is called quantizing. It inherently intro-
duces an initial error in the amplitude of the samples, giving rise to
quantization noise. But once the message information is in a quantized
state, it can be relayed for any distance without further loss in quality,
provided only that the added noise in the signal received at each
repeater is not too great to prevent correct recognition of the par-
ticular amplitude each given signal is intended to represent. If the
received signal lies between a and b and is closer to b, it is surmised
that b was sent. If the noise is small enough, there will be no errors.
Note therefore that in quantized signal transmission the maximum
noise is selected by the number of bits in the code, while in analog
signal transmission, it is determined by the repeater spacing and
characteristics of the medium.

Coding and Decoding. A quantized sample can be sent as a single
pulse having certain possible discrete amplitudes or certain discrete
positions with respect to a reference position. However, if many dis-
crete sample amplitudes are required (one hundred, for example),
it is difficult to design circuits that can distinguish between ampli-
tudes. It is much less difficult to design a circuit that can determine
whether or not a pulse is present. If several pulses are used as a
code group to describe the amplitude of a single sample, each pulse
can be present (1) or absent (0). For instance, if three pulse posi-
tions are used, then a code can be devised to represent the eight
different amplitudes shown in Fig. 5-16.

These codes are, in fact, just the numbers (amplitudes) at the left
written in binary notation. In general, a code group of n» on-off
pulses can be used to represent 2" amplitudes. For example, 7 pulses
yield 128 sample levels.

It is possible, of course, to code the amplitude in terms of a number
of pulses which have discrete amplitudes of 0, 1, and 2 (ternary or
base 3), or 0, 1, 2, and 3 (quaternary or base 4), etc., instead of the
pulses with amplitudes 0 and 1 (binary or base 2). If ten levels are
allowed for each pulse, then each pulse in a code group is simply
a digit or an ordinary decimal number expressing the amplitude of
the sample. If n is the number of pulses and b is the base, the number
of quantizing levels the code can express is b*. To decode this code
group, it is necessary to generate a pulse which is the linear sum of
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Amplitude
represented Code

000
001
010
011
100
101
110
111

OO WD O

F1c. 5-16. Binary code representation of sample amplitudes

all the pulses in the group, each pulse of which is multiplied by its
place value (1,b,b%,03...) in the code. Systems using codes to repre-
sent discrete signal amplitudes are called pulse code modulation or
PCM systems.
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Chapter 6

Signal Multiplexing

Multiplexing in transmission systems is a means of ultilizing the
same transmission medium for many different users. Before being
placed on the transmission medium, each user’s signal may have to
be modified in some unique way so that it can be separated from
all of the other signals at the opposite end of the transmission path.
This separation involves basically the inverse of the original modi-
fication. There are several ways in which signals can be multiplexed,
the most important being space division multiplex, frequency division
multiplex, and time division multiplex.

6.1 SPACE DIVISION MULTIPLEX

Space division multiplex is simply the bundling of many physically
separate transmission paths into a common cable. A telephone cable
consisting of hundreds (or thousands) of twisted pairs constitutes
a space division multiplex system since many conversations can be
carried on the single cable although each is assigned a unique pair in
the cable. Such a scheme is obviously economical when it is remem-
bered that the transmission right-of-way absorbs a substantial part
of the cost of any transmission system. The advantages of space
division multiplex do not come free, however. First of all, the traffic
must be combined into specific routes to achieve the desirably large
channel cross sections. Secondly, achieving true isolation between
transmission media separated by distances that can be 10 times their
length is nearly impossible. As a consequence, such systems are
subject to interference resulting from coupling between the channels.
Chapter 11 discusses this undesired coupling in more detail.

123
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It should be emphasized that space division multiplex is not con-
fined to voice-frequency circuits. In fact, many of the high-capacity
transmission systems (either frequency or time division multiplexed)
can in turn be space division multiplexed on paralle] facilities sharing
the same right-of-way. A well known example of this is the L4-
carrier system which puts thousands of message channels on a single
coaxial line that is in turn part of a large cable containing many
coaxials.

6.2 FREQUENCY DIVISION MULTIPLEX

In frequency division multiplex (FDM) each channel of the
system is assigned a discrete portion of the transmitted frequency
spectrum. Thus, many narrow bandwidth channels can be accommo-
dated by a single wide bandwidth transmission system. To illustrate
the concept of FDM, a telegraph channel (d-¢ to 100 Hz) and a
telephone channel (200 to 3400 Hz) could easily be placed on a
common transmission medium as long as the medium could handle
all frequencies from d-c to 3400 Hz. To separate the signals at the
receiving end would require only a low-pass filter for the telegraph
channel and a high-pass filter for the telephone channel. A more
common FDM problem, however, is to multiplex several channels,
each of which occupies the same portion of the frequency spectrum.
Then, the multiplexing operation involves a frequency shift of each
channel before launching it on the broadband facility. At the re-
ceiving end, each channel has to be shifted back to the original
frequency spectrum.

Although this discussion is primarily concerned with frequency
division multiplex in the Bell System, there are many other appli-
cations. For example, frequencies are allocated among broadcast
stations using a frequency division multiplex plan in which many
stations can broadcast simultaneously over the same medium and
yvet be separated at a receiver for individual reception. Likewise,
the frequency allocation of microwave stations is a form of FDM.
These applications are not discussed here, although the microwave
frequency allocation problem is discussed in a later chapter.

Before proceeding with the details of multiplexing, it is of interest
to investigate the properties of a modulator and demodulator
(modem), used in the Bell System for frequency translation in FDM.
No attempt has been made to be inclusive, and it should be emphasized
that other methods are available for performing the modulation
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function. Although it is shown in Chap. 10 that with appropriate
filters any nonlinear network can perform the basic modulation
function, the product type of modem discussed here is undoubtedly
the most widely used in telephone applications.

The Ring Modulator

As implied in the previous chapter, the modulating function can
be efficiently accomplished by a circuit that takes the product of the
carrier and the baseband signal. One of the most useful product-type
circuits is the ring (lattice or double-balanced) modulator, which is
shown in Fig. 6-1. If the diodes in the lattice are ideal, it is apparent
that this modulator multiplies the baseband signal by +1 when the
carrier supply is positive and by —1 when the carrier supply is
negative. Thus, it is an ideal product modulator for a square wave
carrier and the baseband signal. However, a square wave carrier,
¢(t), can be expanded by a Fourier series into a summation of
sinusoids at all odd harmonics of the basic square wave frequency

¢(t) = a1 sin wct + a3 sin 3wt + a5 sin Swt 4+ ... (6-1)
Multiplying by a baseband signal v (t) gives:
M) =v(t)e(t)
= av (1) sin w.t + asv (t) sin 3wt 4. . . (6-2)

20,0717
v (%) ’ g é ’ é Switching function

0 A7 17.919 4 c(t)
. Byygpuy

M(t) =v(t)e(t)

®

Carrier supply

F1G. 6-1. Ring modulator.
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Therefore, the baseband signal is multiplied by each of the odd har-
monics to obtain the ideal frequency spectrum shown in Fig. 6-2,
where the amplitudes of the sidebands around the harmonics fall
off with frequency exactly as do the high-frequency components of
the square wave series expansion. Either or both sidebands about
the carrier frequency or any of its odd harmonics may be selected
by filters for the desired signal. To prevent overlap, the carrier fre-
quency must be at least equal to the highest frequency in the baseband
signal.

In the ring modulator the switching function is assumed ideal.
This means that the carrier, as it crosses the zero axis, switches
the diodes instantaneously between zero and infinite impedance. This
idealization produces two benefits.

The first benefit is that changes in carrier amplitude do not affect
the switching function, and the modulator efficiency is therefore
stabilized against carrier amplitude variations. In practice, a “stiff-
ness” of 10 to 1 (0.1-dB increase in ‘modulator loss for a 1-dB
decrease in carrier power) can be easily achieved if desired. Actual
message channel modulators are usually designed, however, to have
a specified overload or limiting characteristic to protect the carrier
system from loud-talker peaks and accidental tones. The desired
overload characteristic is achieved by reducing the carrier so that the
voice signal will control the diodes at a specified amplitude [1]. In
typical cases this reduces stiffness to about 2 to 1.

The second benefit of an ideal switching function is that no products
are produced other than those depicted in Fig. 6-2. These may be
characterized as n.f. = fm, where n, is any odd integer, and f» is any

Relative amplitude

fe 3. 5fc

Frequency

Fi16. 6-2. Ring-type modulator frequency spectrum.
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frequency component of the baseband signal. In practice, other
products, represented by allowing an integer multiplier other than
unity for fm, are formed in the diodes during the finite switchover
intervals. If the diodes of the lattice are identical, only odd harmonics
of the baseband signal are produced. If the diodes are not identical,
even harmonics of both the baseband signal and carrier will be pro-
duced. Diode balance giving 20 dB of suppression of these even
harmonics is easy to obtain, and 40- or 50-dB suppression is possible
by diode selection and is not unusual for telephone multiplex appli-
cations [2].

The ring modulator works equally well for the inverse process of
demodulation. Consider application of an SSB signal occupying the
band from f. 4 fs to f. 4+ fr hertz applied to the ring modulator along
with a carrier of f. hertz. The resulting output spectrum contains
frequencies that are sums and differences of the baseband signal
(fe + feto fc + fr) and all odd harmonics of the carrier frequency, as
shown in Fig. 6-3. Note that the demodulated signal is readily
obtained by a low-pass filter that rejects all of the higher frequencies,
which in this case consist of sidebands on each side of the even
harmonics of the carrier frequency. Note also that the sideband
components on either side of the even carrier harmonics are not of
equal amplitude. This is denoted by the square wave series expansion
coefficients (a.) of Eq. (6-1), which are used to label the sidebands
of Fig. 6-3.

Similarly, if a DSBSC signal with sidebands from f& to fr on each
side of the carrier frequency, f., is applied to a ring modulator with
an inserted carrier at f., the spectrum of Fig. 6-4 results. In
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Fi1G. 6-3. Ring-type demodulator output spectrum—USB and f, applied.
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F16. 6-4. Ring-type demodulator output spectrum—DSBSC and f, applied.

this case the baseband component is twice the amplitude of the
SSB case. This is a result of having two sidebands which (if the
inserted carrier phase is identical to that of the original carrier)
are coherent and thus will add in phase on a voltage basis. On the
other hand, if f. is 90 degrees out of phase with the original carrier,
one baseband spectrum will be 180 degrees out of phase with the
other, and the resulting baseband spectrum will be zero. This is
the washout effect discussed in Chap. 5; it results in the demodu-
lated baseband voltage being proportional to cos 0, where 0 is the
phase error.

Long-haul systems have standardized on SSB for FDM of base-
band signals because it maximizes the channel capacity of the expen-
sive long line. One advantage of carrier suppression is that inter-
modulation products of speech sidebands produced by repeater non-
linearity are unintelligible and noise-like in character, especially if
large numbers of products occur. In contrast to this, transmitted
carriers can produce intermodulation of carriers with an individual
sideband to cause intelligible crosstalk in another channel. Since the
long-haul systems are standardized as to signal format, a hierarchy
of multiplexing terminals has evolved.

Bell System FDM Hierarchy

The practical implementation of frequency division multiplex
may involve many steps of modulation and demodulation. Both
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amplitude and angle modulation may be used within one complete
system. Some of the steps commonly used and the reasons for them
are discussed.

Figure 6-5 depicts the FDM transmission hierarchy for some of
the common broadband transmission systems used in the Bell System.
Only the transmitting terminals are shown, although the complete
set of inverse operations must be performed at the receiving terminals.

The Message Channel. The basic building block of the hierarchical
plan is the message channel. It is important from an administrative
and maintenance standpoint, that a message channel may be con-
sidered an entity, characterized solely by measurements at terminal
voice-frequency jacks made without detailed knowledge of the inter-
vening transmission facilities. For example, an entire microwave
transmission system may be replaced by a broadband coaxial cable
system without seriously affecting the characteristics of the individual
message channels.

The basic message channel, although originally intended for voice
transmission, can be used for the transmission of data. Several
narrowband data signals having components below 200 Hz can be
multiplexed into a single message channel. For example, the 43-type
multiplex terminal uses both FDM and FM to convert several narrow-
band data signals into a composite signal occupying a message chan-
nel [3]. This composite signal consists of several sinusoids in the
voice-frequency range, each frequency modulated by one of the
narrowband data signals. Since the composite signal has no com-
ponents outside the 200- to 3400-Hz spectrum, it can be transmitted
over any message channel. However, FM permits transmission of
the narrowband signal components below 200 Hz.

Data signals requiring more bandwidth than that provided by the
message channel are called wideband data. Some of the access points
in the FDM hierarchy where wideband data can be conveniently
inserted are shown in Fig. 6-5.

The Basic Group. The first multiplexing step for the message
channels combines them into a set of 12 channels, called a group.
The 12-channel modulating equipment is known as an A-type channel
bank [4]. The 12-channel group output of the A-type bank is now
a standard building block for most long-haul broadband systems. The
channel bank has had a history of design improvements at about
5-year intervals, the latest version under development being the A6

channel bank.
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The composition of the 12-channel group is shown in Fig. 6-6.
The slope of each message channel indicates sideband orientation with
respect to audio frequency; i.e.,, highest amplitude represents the
highest audio frequency. Note that the group is formed by taking
channel » (n = 1 to 12) and having it modulate a carrier at a fre-
quency of 112 — 4n kHz. The lower sidebands are then selected by
filtering and combined. The result is a group of 12 inverted sidebands
in the frequency range of 60 to 108 kHz. This frequency range was
optimum for the crystal filters available at the time the original
equipment was designed.

The group then defines another basic building block in the FDM
scheme. Any other signal whose spectrum occupies the 48 kHz
between 60 and 108 kHz could be treated as a group in further multi-
plexing steps. For example, several 303-type data sets have been
developed that are capable of placing about 50 kilobits per second
on a group facility. These have been used for encrypted voice trans-
mission as well as other high-speed data applications. Some 303-type
sets have been designed for half-group application and have a capabil-
ity of about 20 kilobits per second.

Although the A-type channel bank group is most common, other
group configurations are sometimes encountered. For example, the
N3 short-haul carrier system forms groups of 12 message channels
by modulating carriers of frequency 144 1+ 4n kHz and selecting the
upper sideband [5]. The resulting group of 12 noninverted sidebands
(with some transmitted carriers) occupies the 148 to 196 kHz portion
of the spectrum. A single additional modulation step makes the N3
group compatible with the long-haul FDM hierarchy [6].

The Basic Supergroup. The next step in the FDM hierarchy shown
in Fig. 6-5 is the combination of five groups into a 60-channel super-
group [7]. This is accomplished in a group bank as shown in Fig. 6-7
where the nth group (n = 1 to 5) modulates a 372 + 48n kHz carrier.
A filter selects the lower (inverted) sideband and the five are com-
bined to form a 240-kHz supergroup from 312 to 552 kHz. There
are practical reasons for forming the supergroup in this manner
rather than continuing the modulation of unique carriers by individual
message channels. One reason is that economical filters of the required
characteristics are only available over a limited frequency range.
Another important consideration is the number of different filter
designs and different carrier supplies needed. By using a group bank,
five sets of the A-type channel banks can be used in parallel. In
addition to making high production runs possible, the maintenance
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and spare parts problems in the field are simplified. Because of the
two frequency inversions in supergroup generation, the channels in
the basic supergroup have the same orientation as at audio fre-
quencies. High-speed data of up to 250 kilobits per second can enter
the FDM system through 303-type data sets in the basic supergroup
spectrum as shown in Fig. 6-5.

The Basic Mastergroup. In a manner similar to that previously
discussed, the combination of ten supergroups forms a 600-channel
mastergroup [8]. The formation of a mastergroup by a supergroup
bank is shown in Fig. 6-8. Note that two slightly different methods
are shown. The L600 mastergroup occupies the 60 to 2788 kHz band
of frequencies and is the broadband signal used on the L1 coaxial
system and on the TD-2, TJ, TL, and TM radio systems [9-13]. The
U600 mastergroup occupies slightly higher frequencies (564 to
3084 kHz) and is used as a building block for even larger groupings.
Both L600 and U600 mastergroups have gaps between supergroups as
a result of design considerations and limitations which were taken
into account when the frequency allocations were adopted. Note that
all sidebands used for the U600, and all but the second and ninth
supergroups of L600, are lower sidebands and thus invert the basic
supergroup frequencies.

Another signal that enters the FDM hierarchy above the super-
group level is commercial television. Although the television base-
band spectrum has almost twice the bandwidth of a mastergroup,
the radio systems are designed to accommodate it. The rough equiva-
lence is a result of the differences in the frequency spectra. The
spectrum of the mastergroup is basically flat to about 3 MHz, but the
television spectrum rolls off with frequency.

Very Large Groupings. Modern broadband transmission systems
are capable of even larger groupings than mastergroups. For L3
carrier and TH microwave, three mastergroups and one supergroup
comprising 1860 message channels are combined as shown in Fig.
6-9 [14, 15]. The L4 system utilizes six U600 mastergroups
multiplexed to form 3600 channels [16]. Since these larger groups
are rather specialized and restricted to specific systems, there is no
universal name for them.

Other Groupings. Although the message channel groupings dis-
cussed previously are almost always used in the Bell System for
long-haul circuits, they are not universal standards. For example,
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submarine cable circuits utilize special multiplexing. Here, a more
sophisticated terminal design is economically justifiable in order to
obtain additional channels in the available spectrum. Channel banks
have been developed which stack 16 channels in the standard group
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frequency band of 60 to 108 kHz [17]. This is accomplished by spac-
ing the channels at 3-kHz increments instead of 4 kHz. Although
some of the ‘“‘squeezing” is done in the bandwidth of the channel,
two-stage modulation permits the effective bandwidth of the channels
to be 200 to 3050 Hz so that most of the reduction is in the spacing
between the channels in the group. This, of course, results in the
need for more complex and expensive filters and becomes uneconomic
for general application.

Terminal Carrier Supply. Because the channel carriers are not
transmitted with the sidebands, the relative frequency accuracy re-
quirement at opposite ends of a system is especially stringent. Fre-
quency accuracy requirements on the order of one part in 10® are
not unusual. This is stringent enough to preclude the use of separate
free-running channel oscillators. Instead, a single, very accurate base
frequency of 4 kHz is generated, and all carriers are derived as
harmonics of this frequency. This requires carrier supply bandpass
filters ‘'sharp. enough to reject adjacent unwanted harmonics.

Stringent requirements make the carrier supply expensive, and its
cost must be spread over many channels. Thus, long-haul terminal
carrier supplies have evolved as highly centralized installations,
common to as many as several thousand channels. This in turn has
made necessary much redundancy and automatic protection switch-
ing, adding to the cost and complexity.

An oscillator of reasonable cost cannot be depended upon for the
longtime stability required of the base frequency. Instead, each fre-
quency supply is synchronized, or slaved, to a reference signal derived
from an incoming line pilot or from another local frequency supply.
The synchronizing pilots used include 64 kHz on the L1 coaxial and the
TD-2, TJ, TL, and TM radio systems; 308 kHz on the L3 coaxial
and the TH radio systems; and 512 kHz on the L4 coaxial system.
The result of this synchronization is a configuration of frequency sup-
plies connected by synchronizing paths originating with the Bell
System reference frequency standard in New York.

The error is cumulative on these chains of supplies, and therefore
a tight locking requirement is desirable. The latest frequency sup-
plies are phase-lozked, developing phase errors of only a few degrees
at 4 kHz; thus the average frequency error approaches zero as the
measuring interval increases [18]. The free-running stability of the
supply is about one part in 10% per day which is adequate to weather
a reasonable period of pilot outage [19].
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Short-Haul Considerations

Multiplexed carrier systems economical for distances up to about
250 miles are called short-haul systems. The economics of such sys-
tems are much more sensitive to terminal costs than are those of
long-haul systems. To keep short-haul costs down, the terminal
design is usually specialized and integrated into the specific system
design. In fact, short-haul systems have been developed that provide
economical message circuits for distances as low as 15 miles, while
performing satisfactorily for distances as great as 250 miles.

The N-type systems are designed for use on multipair cable and
use a separate cable pair for each direction of transmission. Further
electrical separation of the transmitted signals is obtained by using
different frequency bands for each direction of transmission, i.e.,
36 to 140 kHz (low group) for one direction on one pair, and 164 to
268 kHz (high group) for the other direction on the other pair. The
interchange of the high and low groups at each repeater (called
frequency frogging) is accomplished by modulation with a 304-kHz
carrier. The resulting inversion provides first order equalization of
line slope (increasing attenuation at high frequencies) while fre-
quency frogging blocks a major circulating crosstalk path around
each repeater.

The N1 and N2 systems employ DSBTC with low modulation
index [20, 21]. Although this may appear uneconomical because of
channel bandwidth and power inefficiency, overriding economies in
the terminal design result from the DSB approach. Most important,
requirements on channel bandpass filters are drastically relaxed be-
cause there is no unwanted sideband to be rejected at the transmitting
end, and the carrier does not have to be suppressed by filters at either
end. In addition, the transmitted channel carriers allow simple diode
envelope detectors to be used at the receiving terminal and obviate
synchronizing arrangements. Free-running crystal oscillators are
adequate for generating carriers.

The possibility of additional channels becomes more attractive
for the longer N systems, and the N3 terminal has been developed
to place two groups of 12 SSB channels in the N-type frequency band.
Some of the carriers are also transmitted at a low level to facilitate
the demodulation process [22].

Another factor contributes to the desirability of using SSB on N3 in
the short-haul carrier plant. Multiplexed circuits (including long-
haul) are often dropped in small groups and extended on wire pairs.
In many cases these may be short-haul carrier systems, which require
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demultiplexing the long-haul group to voice frequency and remulti-
plexing on short-haul carrier terminals. If the long-haul and short-
haul terminals had identical formats for a group of channels (12,
for example), this group could be extended directly without going
down to voice frequency. This is highly desirable, not only from the
the standpoint of economy and maintenance, but also for the improve-
ment of channel transmission characteristics. The N3 format, with
12 channel groups, permits compatibility with the basic long-haul
group after slight processing.

The type-O short-haul open-wire system uses twin sideband multi-
plexing [23]. This is basically SSB, but two different channels share
the same carrier, which is transmitted at reduced level. Equivalent
four-wire performance is obtained on a single pair by using different
frequencies for each direction of transmission. This gives maximum
efficiency of the open-wire pairs which tend to be strung as required,
one at a time, and so are not found in abundance. Also, the line
capacity of a pole route is limited by the need for physical spacing
of pairs to reduce crosstalk, especially when carrier frequencies are
involved. The pair-at-a-time philosophy is consistent with the slow
traffic growth pattern on open-wire routes. This factor is also recog-
nized in the O-terminal design, whereby terminals can be installed
economically in increments as low as four channels.

6.3 TIME DIVISION MULTIPLEX

Time division multiplex (TDM) is the third common type of multi-
plexing mentioned in the beginning of the chapter. As the name
implies, it is simply the sharing of a common facility in time—an
extension of the childhood principle of “taking turns.” The basic
idea, of course, is much older than that of FDM, but until recently
most transmission systems used FDM almost exclusively. The funda-
mental reason for this condition is that state of the art limitations
of switching devices delayed development of economical systems.

For signals that are not full time, TDM has often been used in
telephone communications. For example, most telephones are in use
only a small portion of the time; thus, several telephones can time
share a common line to the nearest central office.

Speeding up the time scale, the same principle can be used to TDM
several speech channels by taking advantage of pauses between words
and statements. Utilizing this principle, a Time Assignment Speech
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Interpolation (TASI) system is used on many overseas channels to
effectively increase the capacity of the channels. Again, to avoid
problems with more simultaneous talkers than available channels, the
numbers of talkers and channels should be rather large (100 or so).
Obviously, the switching in such a scheme must be very rapid, and the
resulting complex equipment is not attractive except for use on expen-
sive channels such as overseas applications.

So far, the discussion of time division multiplexing has considered
signals not present at all times. The question arises as to possible
ways of using TDM with signals having significant energy at all
times. Since such signals do not exhibit times at which they can be
ignored in favor of a different signal, some processing is necessary
to break up the signal in time before multiplexing.

The fact that a bandlimited signal can be sampled at discrete
times while preserving all of the information leads to the most
popular method of processing for TDM. Before taking up this appli-
cation of the sampling theorem, additional insight can be gained by
considering another type of processing called time compression. ‘

Time Compression

Consider the desirability of multiplexing N information channels,
each with a top frequency of fr hertz. By entering all N signals into
parallel sections of a storage medium, and by reading sections of the
storage medium serially through the channels at N times the input
rate, a time-compressed output signal is obtained. To aid in visual-
izing the process, consider using tape recorders as the storage
medium. By connecting each of N recorders to one of the N channels,
a parallel recording function is accomplished. The serial readout is
accomplished by moving a playback head N times as fast over a
section of recorded tape, switching to the next machine and doing
the same, etc. After reading part of all N machines, the playback
head is switched back to the first tape and repeats the process. The
frequencies of the baseband signal are all multiplied by N, resulting
in a compressed time scale. A reverse procedure is necessary to
demultiplex the time-compressed signals. v

Since time compression results in multiplexing N channels of band-
width fr into a bandwidth of Nfr, it is reasonable to question its
desirability over standard SSB-FDM, which is just as conserving
of bandwidth but much easier to implement. The answer lies in the
signal distortion caused by nonlinear performance. In FDM systems,
this nonlinear distortion results in spurious products being produced



Time Division Multiplex 141

which appear as noise in all of the demultiplexed channels. In broad-
band systems this intermodulation noise can become objectionably
large. By using time compression, each signal appears on the broad-
band facility by itself in the times when it appears at all. Thus,
although nonlinearities cause distortion of each individual baseband
signal, there can be no intermodulation distortion between the differ-
ent signals. This reduction of intermodulation noise can be an import-
ant consideration with some types of baseband signals (such as
television) and warrants implementation of time compression or some
other TDM scheme. No time-compression system is now in use, but
its application has been seriously considered.

PCM Multiplexing

The time division multiplexing of four time-varying voltages into
a PCM pulse stream is shown in Fig. 6-10. Each voltage (band-
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limited by a low-pass filter) is sampled; the resulting PAM signals
are interleaved; and finally, each PAM sample is encoded into binary
PCM. Although not shown, the inverse functions of decoding and
demultiplexing must be performed at the receiving end. The sampling
interval, T, is the time between successive samples of the message
voltage in a channel. The time interval for each code word (repre-
senting a sample from a single message channel) must be equal to
or less than 1/N times the sampling interval, if N message channels
are to be accommodated.

Clearly, as the number of message channels is increased, the time
interval that can be allotted to each must be reduced since all of
them must be fitted into the sampling interval. The allowed duration
of a coded pulse train representing an individual sample must be
shortened, and the individual pulses moved closer together as the
number of time division channels is increased. The more closely
spaced pulses require greater bandwidth so that bandwidth limita-
tions restrict the number of message channels.

A corollary to the sampling theorem shows that the maximum num-
ber of independent pulses per second that can be successfully trans-
mitted through a bandwidth fr hertz is 2fr bauds. Thus, if fr hertz
is the highest frequency in the message and » is the number of pulses
per code group, approximately nfr hertz of bandwidth per message
is required. This is n (typically 7 to 9) times the bandwidth required
for direct transmission or for SSB. The increased bandwidth dis-
advantage is offset by the noise advantage resulting from the regener-
ation of a new, essentially noise-free symbol at each repeater.

When a number of wire comimunication routes converge on a single
terminal, the ruggedness of the channels is a particularly important
consideration. If the susceptibility of the channels to mutual inter-
ference is high, many separate FDM bands of frequencies may be
required, and the total bandwidth required for the service will be
large. Although PCM requires an initial increase of bandwidth for
each channel, the resulting ruggedness usually permits many routes
originating from, or converging toward, a single terminal to occupy
the same frequency band. As a result, the occupancy of the cable
facility by PCM is exceptionally good, and its other transmission
advantages are then obtained with little, if any, increase in total
bandwidth. In all, PCM is well suited for multiplex message circuits, '
where standard quality and high reliability are required.
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Bell System PCM Hierarchy

Just as a frequency division multiplex hierarchy of group, super-
group, mastergroup, etc., has evolved, a similar plan is developing
for time division multiplexing PCM systems as shown in Fig.
6-11 [24].

The D1 channel bank encodes 24 voice channels into 7-bit binary
PCM for transmission over 1.544-Mb/s T1 repeatered lines. The
D1 channel bank and T1 repeatered line are widely used in the Bell
System as a short-haul carrier system strongly competitive with
N carrier. The transmission medium is twisted pair cable of the
same type typically used for voice-frequency (and N carrier) trans-
mission. The T1 digital line is also capable of handling approximately
1.5 megabit-per-second data so it could also be fed by a wideband
data terminal as shown in Fig. 6-11. This terminal could multiplex
several slower data streams.

The D1 channel bank is being superseded by the D2 channel bank,
which encodes 96 voice channels into 8-bit binary PCM, producing
four lines at the T1 rate, and thus replacing four D1 banks.

The M12 digital multiplex combines four T1 pulse streams into a
single 6.3-Mb/s pulse stream to be transmitted over the T2 repeatered
line. Note that this is slightly higher than four times the T1 rate and
allows for multiplexing unsynchronized lines through a technique
called pulse stuffing described in Chap. 26. The T2 line is also designed
to use conventional twisted pair cable but, because of the increased
capacity, is more sensitive to repeater spacing for the smaller wire
gauges. The 6.3-Mb/s T2 pulse stream appears capable of handling
a 1-MHz PICTUREPHONER® gsignal if an appropriate coding method
is used.

The M23 digital multiplex combines seven pulse streams at the
6.3-Mb/s T2 rate into a single 46.3-Mb/s pulse stream. At the present
time this 46.3-Mb/s pulse stream is not transmitted over any system
but can be used internally in the central office. The 46.3-Mb/s pulse
stream can be generated from the binary words resulting from coding
a U600 mastergroup. Although shown as a simple coder in Fig. 6-11,
the mastergroup is first shifted in frequency before encoding into a
9-bit code. The 9-bit code is necessary in this case to meet noise ob-
jectives while allowing a number of digital encodings and decodings
in tandem. An 8-bit code would have introduced too much noise.

Commercial color television signals are also sampled and encoded
into 9-bit words resulting in a 92.6-Mb/s pulse stream which is equiva-
lent to two 46.3-Mb/s streams.
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Several of the 46.3-Mb/s pulse streams could be interleaved to form
still larger systems. Experimental systems capable of several hundred
megabauds over a coaxial cable facility have been built [25]. Still
further multiplexing of these high-speed pulse streams has been pro-
posed for waveguide or laser systems of the future.
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Chapter 7

Noise and Its Measurement

The word notse is usually used to label those disagreeable or dis-
tracting sounds which one would rather not hear. As such, it is an
acoustic term difficult to describe either qualitatively or quantitatively
although descriptive words such as hiss, click, rumble, crash, pitch,
loudness, etc. are often used. The total noise that reaches a listener’s
ears affects the degree of annoyance and the intelligibility of received
speech. This total noise consists of room noise and circuit noise. Room
noise reaches the subscriber’s ear directly by leakage around the
receiver cap, indirectly by way of the sidetone path through the
transmitter and receiver of his telephone set, and over the normal
transmission path from the far end. Control of such room noise can
only be achieved through design of telephone sets and enclosures and
will not be considered here.

There are many types of circuit noise. Actually, any interference
to a communications channel can be considered noise. For ease in
characterization of this circuit noise, all description will be of the
electrical waves corresponding to noise at the system output. The dis-
turbance associated with these generalized electrical noises includes a
variety of end effects. In the case of television, for example, the ulti-
mate effect produced by noise is against the eye rather than the ear,
and terms such as snow or ghosts describe this effect subjectively.
In the case of telegraph or data, the effect is not an aesthetic one but
rather a threat to the accuracy of the received information.

There are many potential sources of noise or interference in a
transmission system. Some of the most important ones warrant a
chapter by themselves. For example, intermodulation noise resulting
from nonlinearities in the transmission system is covered in Chap. 10.
The interference produced by one transmission channel being coupled
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to another (crosstalk) is covered in Chap. 11. The effects of ther-
mal noise on complex networks are covered in Chap. 8. This chapter
will attempt to describe the commonly encountered noise sources
other than these.

7.1 COMMON TYPES OF NOISE

It is desirable to characterize electrical noise as accurately as
possible. Unfortunately, the most common characteristic of noise is
its nondeterministic nature; i.e., the exact waveform of the noise
cannot be predicted. If prediction were possible, it would be an easy
matter to generate a replica of the incoming noise and subtract it
from the actual noise to achieve effective noise-free performance.
Lack of accurate waveform information does not prevent placing
a meter across a noise source to read the rms voltage (or current)
produced by the noise and thus have a measure of the amount of
noise. Similarly, the amount of electrical noise can be determined
by the average, peak, or rectified average voltage (or current) meas-
ured on an appropriate meter. The relationships between these
quantities are different for different types of noise. Furthermore,
changing the frequency spectrum of the noise through filtering has
an effect on the noise, depending on the type of noise.

A common method of characterizing many types of noise wave-
forms is through the use of probability; specifically, the probability
distribution or probability density functions. The probability dis-
tribution, P(V), gives the probability that the voltage is less than V.
Plotted as a function of V, the probability distribution function goes
from 0 for V. = —w to 1 for V = «. The slope of the distribution
curve represents the probability density function, p(V). Since the
total area under the density function is equal to unity, the area
under the p(V) curve in the interval from V = V; to V = V,
represents the fraction of time or probability of V being in that
interval. The probability distribution function can be obtained from
a noise wave by use of a level distribution recorder consisting of a
bank of parallel threshold indicators feeding integrating output
meters. Since the gathering of such data is rather laborious, it is
fortunate that the probability function can usually be derived from
a knowledge of the source of the electrical noise.

A probability function does not uniquely define random noise.
The parameter missing is the time (or frequency) scale. This is
commonly supplied by the frequency spectrum of the noise wave.
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Since the wave is not time limited, the Fourier spectrum, which is an
energy spectrum for all time, does not exist. Instead, the power
spectrum is used, since this is measurable. Analytically, the mean
square voltage spectrum, or spectral density, is commonly used and
is identical with the power spectrum if the impedance is one ohm.

The time scale of a noise wave can also be characterized by the
autocorrelation function. This is a function giving the degree of
dependence between amplitudes of the wave at any two instants of
time. It can be shown that the autocorrelation function and spectral
density are Fourier transform pairs [1].

Single-Frequency Interference

It may seem strange to treat a sine wave of known amplitude,
frequency, and phase as if it were a noise wave. From a strictly
theoretical point of view, disturbance from such a wave can be
eliminated by locally generating a sine wave 180 degrees out of phase
to cancel the interference. In actual cases, however, an interfering
sine wave may originate from an external uncontrolled source and
its amplitude, frequency, and/or phase are subject to unpredictable
variations. It is, therefore, sometimes convenient to treat single-
frequency interference as if it were noise with a sinusoidal distribu-
tion of magnitude versus time.

If a sine-wave voltage has peak amplitude, A4, the amplitude density
function is given by [2]

V) = —A<V <4
(7-1)
=0 | VI>A
The corresponding distribution function is
1 1 .V
P(V):7—|—7arcs1n—A— —A<<V<A
=0 V<—-A (7-2)

These are plotted in Fig. 7-1.
The peak value of this sine wave is given by 4 or 20 log A dBV.
However, many voltmeters do not read peak values but instead rectify
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the voltage and read the average. This average absolute value can
be determined by doubling the density function of Eq. (7-1) for
positive values of V, which corresponds to rectification, and by taking
the expected value of V [2],

4 2V
E[[V[]:/ T o WalV :—277_é (7-3)

Thus, the average absolute value is 20 log 7/2 = 38.92 dB below
the peak value.

Similarly, the rms voltage is given by the square root of the
expected value of V2 or

. A V2 . A
Vrms = ——— dV = = -
V[A A2 — V? V2 (7-4)
The rms voltage is then 20 log \/2 = 3.01 dB below the peak value.

The ratio of rms voltage to average

i absolute voltage is called the form
|

|

|

| 1/wA
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A

factor. For a sine wave this is
0.91 dB. This factor has signifi-
cance because many meters are
constructed to respond to the rec-
tified average voltage and yet are
o calibrated in terms of rms sine-
V—> wave voltages (i.e., they read 0.91
dB high). Errors can result when
noise voltages of other form factors
are measured on such a meter and
assumed to be the correct rms
value.
Pilots. Single-frequency sinu-
o5l — — — soids are purposely placed on a
carrier facility as pilots for a num-
ber of reasons. Their use for syn-
0 chronizing reinserted carriers has
already been mentioned in the
previous chapter. In addition,
(b) Distribution function pilots are aften employed for line
regulation and maintenance. As a
consequence, they can produce un-
Fic. 7-1. Probability density and dis- desired interference which can be
tribution for a sine wave. classed as single-frequency noise.
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For example, nonlinearities in the system may produce harmonics of
the pilots. If one of these harmonics falls into an FDM voice channel,
the demodulated output for that channel will contain a single-fre-
quency audio tone. Such effects can be minimized by careful selection
of pilot frequencies. For example, by making all pilots multiples of
4 kHz and forcing all carriers to be at 4-kHz multiples, no inter-
modulation products of pilots can fall in a channel. The levels of
pilots should also be carefully considered. Generally, the minimum
level necessary for the pilot to perform its given function should be
used. Higher level pilots not only increase the magnitude of the
interference but can also use a significant amount of the allowed
power on the system.

Supervision. The tones used for supervision (and occasionally
signaling) are also sources of single-frequency interference. The most
common type of SF supervision places a 2600-Hz sinusoid on all idle
channels. This tone can crosstalk into adjacent busy voice-frequency
circuits and appear as an undesired 2600-Hz noise tone. A more
subtle means of interference can arise when FDM channels encounter
a nonlinearity. In this case, the side frequency corresponding to the
tone (2600 Hz from the carrier frequency) can interact with a pilot
or other supervisory side frequency to produce spurious products
that may disturb other channels in a multichannel system.

Thermal Noise

Thermal noise is a phenomenon associated with Brownian motion
of electrons in a conductor. In accordance with the kinetic theory of
heat, the electrons in a conductor are in continual random motion
in thermal equilibrium with the molecules. The mean square velocity
of the electrons is proportional to the absolute temperature. Since
each electron carries a unit negative charge, each flight of an electron
between collisions with molecules constitutes a short pulse of current.
Because of the number of such randomly moving electrons and the
frequency of collisions, some electrical manifestation of the behavior
will be expected across the terminals of the conductor. Based on this
model, it would be intuitively expected that the average voltage (d-c)
is zero (otherwise, charges would pile up at one end of the conductor
and stay there). But such random motion of charges would be ex-
pected to give rise to an a-c component. This a-c component of noise
was first observed in 1927 by J. B. Johnson of Bell Telephone Labora-
tories [3]. A quantitative theoretical treatment was furnished by
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H. Nyquist in 1928 [4]. The effect has been called Johnson noise,
thermal noise, thermal agitation, and resistance noise.

The equipartition law of Boltzmann and Maxwell (and the works
of Johnson and Nyquist) states that for a thermal noise source the
available power in a 1-Hz bandwidth is given by

pn (f) = kT watts/Hz (7-5)

where &k = Boltzmann’s constant — 1.3805(10%) joule/°K, and T
is the absolute temperature of the thermal noise source in degrees
Kelvin. At room temperature, 17°C or 290°K, the available power
turns out to be p.(f) = 4.0(102') watts/Hz or —174.0 dBm/Hz.

The result given by the equipartition theory is one of a constant
power density spectrum versus frequency. Because of this property,
a thermal noise source is referred to as a white noise source—an
analogy to white light which contains all visible wavelengths of light.
Actually the analogy has not been correctly drawn since in optics the
uniform distribution of white light is based on wavelength rather
than frequency. The term white noise has become well established
to mean uniform distribution with frequency and will be used here.

In all reported measurements, the available power of a thermal
noise source has been found to be proportional to the bandwidth over
any range from direct current to the highest microwave frequencies
commonly used. If the bandwidths were unlimited, the results of the
equipartition theory say that the available power of a thermal noise
source would also be unlimited. This difficulty can be traced to short-
comings of the equipartition theory and can be resolved by applying
a few principles of quantum mechanics to the problem. The result of
this application is that kT must be replaced by hf/[exp (hf/kT) —1]
of quantum mechanics where & = Planck’s constant = 6.625(10-34)
joule-second. Applying this result to the expression for available
power of a thermal noise source gives

hf

pa(f) = oxp (hf/kT) —1 watts/Hz (7-6)

Thus, at arbitrarily high frequencies the thermal noise spectrum
eventually drops to zero. This does not mean that noiseless devices
could be built at these frequencies. A quantum noise term equal
to hf has to be added to Eq. (7-6) in this case. From Fig. 7-2 this
transitional region is at about 40 GHz for T = 2.9°K, at 400 GHz
for T = 29°K, and at 4000 GHz at room temperature.
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F1G. 7-2. Available thermal noise power at high frequencies.

For most practical purposes the available noise power of a thermal
noise source is directly proportional to the product of the bandwidth
of the system or detector and the absolute temperature of the source.

Thus,
po = kTB.w watts (7-7)

where B, is the noise bandwidth of the system or detector in hertz,
and p, is the available noise power in watts. Expressing the available
noise power in dBm gives

P, = —174 + 10 log B dBm (7-8)
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This represents a minimum amount of noise power which must
ultimately limit the fidelity of amplification when the input signal
is weak.

Gaussian Distribution. The gaussian distribution is the limiting
form for the distribution function of the sum of a large number of
independent quantities which individually may have a variety of
different distributions [5]. This result is known in statistics as the
central imit theorem. Thermal noise, which may be regarded as the
superposition of an exceedingly large number of random, practically
independent electronic contributions, satisfies the theoretical condi-
tions for a gaussian distribution. The gaussian probability density
function for zero mean is shown in Fig. 7-3, and its equation is

p(V) = i/z_ exp (—V2/20:2) (7-9)

On T

The distribution function is also shown in Fig. 7-3 and is given by
the integral of Eq. (7-9)

pvy=—21__|[" exp(z_'x2>dx (7-10)

ouN/2m)_ on?

Values for this integral have been tabulated for various values of
V/on [6].

It can be easily shown that the mean square voltage (the expected
value of V2) is equal to the variance, o.2. Thus, the rms voltage
of a gaussian distributed noise source is given by o, the standard
deviation. The full-wave rectified average voltage can be obtained
by taking the expected value of V using the one-sided “folded” density
function

2 ® V2
n 0 n

:Gn/t/g

The form factor or ratio of rms to average absolute voltage is given
by \/m/2 = 1.258 which is equivalent to 1.96 dB. From the previous
analysis of a sine wave, the form factor for a sine wave is 0.91 dB.

(7-11)
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This difference is of practical (V) = 1/(a \/2) exp (— V220
significance if a rectifying-type
meter calibrated to read rms values
for a sine-wave input is used to
measure noise. The rms value in-
dicated for thermal noise will be
1.05 dB too low.

Gaussian noise has a probability
greater than zero of exceeding any (a) Gaussian density function
finite magnitude no matter how
large. Thus, the peak factor given
by the ratio of peak to rms voltage 1.0
does not exist for a thermal noise
signal. For this particular case
it is convenient to modify the
definition of peak factor to be the
ratio of the value exceeded by the
noise a certain percentage of the
time to the rms noise value. This V—>
percentage of time is commonly
chosen to be 0.01 per cent. A table
of the normal distribution shows
that signal magnltudes greater F1G. 7-3. Gaussian probability density
than 3.890» (ie., | Vl > 3.8904) and distribution functions.
occur less than 0.01 per cent of the
time. Since o is the rms value of the noise signal, the peak factor
for a thermal noise signal is 3.89, or 11.80 dB. Inclusion of 0.001
per cent peaks increases the peak factor by only 1.1 dB to 12.9 dB.

This peak factor must be considered when making thermal noise
loading tests on amplifiers and repeatered telephone systems. Con-
sider a physical amplifier. This device can handle only a limited
amplitude range before the signal is clipped or otherwise distorted.
If the amplifier is to be used to amplify a sine-wave signal or a ther-
mal noise signal without distorting the waveforms, the power han-
dling capacity for thermal noise is 8.8 dB less than that for a sine
wave.

The fact that thermal noise is white as well as gaussian has led
many engineers into carelessly treating white and gaussian noise
as synonymous. Such is not always the case. For example, passing
gaussian noise through a linear network such as a filter will leave
it gaussian but may drastically change the frequency spectrum. On

-V 0 %

[ R

P(V)—»
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(b) Gaussian distribution function



156 Noise and lts Measurement Chap. 7

the other hand, a single impulse will not have a gaussian amplitude
distribution but will have a flat or white frequency spectrum.

Simulation of White Noise by Randomly Phased Sine Waves. For
purposes of analysis of communications systems, it is desirable to
use alternate representations for the gaussian noise signal. One
very useful representation is obtained by approximating the gaussian
noise signal by a sum of a large number of sine waves of different
frequencies having uniformly random phases. Thus,

k

N
en(t) = 2 Ax cos (27 it - ) (7-12)
k=1

where
kx = the number of sine waves used to approximate the noise signal
Ay — the amplitude of the kth sine wave
frx = the frequency of the kth sine wave

0, — the phase of the kth sine wave

In order that the combination of sine waves be a good representation
of the noise signal, its statistics should approximate those of the noise
in both the time and frequency domains.

The power spectrum of the noise signal for practical purposes is
constant with frequency. In order to have the sine-wave representa-
tion simulate the power spectrum of the noise signal over a band of
frequencies, fi to f», it is necessary to make the power spectrum of
the sine-wave representation constant over this range of frequency.
One convenient way of accomplishing this is by making the ampli-
tudes of the various sine-wave components equal and by spacing the
components equally between fi and f.. The number of sine waves
needed is determined by the required accuracy of the simulation.
The probability distribution of the sum of randomly phased sine
waves has been studied by several investigators and is not discussed
here [7]. Figure 7-4 illustrates how the peaks are related to the rms
value of the sine-wave sum in terms of the probability that peaks
exceed a given level. The distribution applies to sine waves of the
same or different frequencies so long as the phasing between them
is uniformly random. Where different frequencies are involved, they
should not be commensurably related.
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F1G. 7-4. Distribution of instantaneous amplitudes of randomly phased sine waves.

As to how many such sine waves would be required for a good
approximation, an examination of Fig. 7-4 indicates that the dis-
tribution for ten sine waves closely approximates that of the gaussian
distribution (infinite number of waves). From this it appears that
ten or more sine waves are sufficient for engineering purposes.

<—— Noise -—b'd—— Lload —»
source

Equivalent Circuits of Thermal
Noise Sources. It was pointed out
in Eq. (7-7) that for all practical
purposes the available power of a
thermal noise source at a tempera-
ture, T°K, in a bandwidth, B., is
Pa = kTBw. A good example of a
thermal noise source is a resistor.
A suitable noise equivalent circuit
for a resistor is a noise voltage gen-
erator, e,, connected in series with
a hypothetically noiseless resistor
having the same resistance, R. If
this generator and resistor are con-
nected to a load resistor having a
resistance, R;, as shown in Fig. 7-5,

>
-

)

3r

<

O

en rms = \/4kTRB.,,

Fi6. 7-5. Equivalent circuit of a noisy

resistor.
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the generator delivers power to the load resistor, Ri. It can be
eagily shown that the generator delivers its maximum power to
the load resistor when R; = R. This maximum power is
Pa = (ea__)?/AR. The maximum power is said to be the available
power of the Thévenin source shown in Fig. 7-5. The available power
of a thermal noise source is po = kTBw». Equating these two powers
and solving for the rms value of voltage of the equivalent Thévenin
generator,

en s — V4ETB,R (7-13)

A Norton equivalent circuit for a noisy resistor may be determined
in a similar manner. In this case, Fig. 7-6, the rms current of the
noise generator would be

. . _ . /4kTB.
znms_1/ jo (7-14)

where R is the resistance of the original noisy resistor. Since a re-
sistor is a thermal noise source, the temperature, T, is the actual

physical temperature of the resistor in de-
o grees Kelvin.

nected in series as shown in Fig. 7-7(a), the

Thévenin equivalent of the resulting noise

o source can be determined. By combining the

Tn yms = VARTB./R equivalent circuits of the two resistors shown

in Fig. 7-7 (b), the new equivalent circuit of

Fic. 7-6. Nortonequivalent Fig. 7-7(c) is o'btained. 'The.e rgsistance, R,

circuit of a noisy Of the new equivalent circuit is K1 + Ry,
resistor. and the open circuit voltage, e,, is

C) I . If two noisy resistors, B; and R., are con-
in

€n — enl + en2 (7-15)

Since the voltage produced by these two generators is uncorrelated,
the open circuit rms voltage produced by the two resistors is given
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F16. 7-7. Noisy resistors in series.

by a root sum square (rss) of the individual rms voltages. Since

en, = \/4KTB.R,

enﬂms = \/4ICTBwR2

it follows that

en =\/4kTB. (B: + E:) (7-16)

It has been assumed that both resistors have the same physical
temperature and that the rms open circuit voltage of the noise source
is directly proportional to the square root of the internal resistance
of the source.

In the case of a noise source consisting of two resistors, R and
R,, connected in parallel, the equivalent source resistance is
R:R>/(R: + R»). It can be shown that the equivalent rms open circuit
voltage is

R:R:
en, = A/ 4kTB, -2 -
rms 1/ Bu gt B (7-17)

Again the open circuit rms voltage is directly proportional to the
square root of the equivalent internal resistance of the noise source.
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Care must be taken in deriving Eq. (7-17) if the Thévenin equivalent
circuit is used. The expression for the instantaneous open circuit
voltage should be calculated first, and from this, the rms circuit
voltage should be computed. In general, it can be shown that for a
two-terminal resistive network having all resistors at the same
temperature, the rms open circuit noise voltage is directly propor-
tional to the value of resistance seen looking into the resistive
network, regardless of the interconnections existing among the
resistors in the network.

Now the effect of reactive elements in connection with noisy
resistors can be considered. If the circuit consists of a capacitor
and resistor connected in parallel, the capacitor cannot dissipate any
noise power from the resistor. If the capacitor generates noise, this
power must be dissipated in the resistor. This would mean that the
resistor would get hotter and the capacitor colder. This behavior
is contrary to the entropy law of thermodynamics. Hence, the initial
assumption that the capacitor generates noise is false. The same
argument holds for inductive elements as well. Reactive elements
do not contribute to noise in an RLC network, but since the impedance
of a reactive element is frequency dependent, the noise appearing
at the output of an RLC network can have a frequency shape. In
general, for a two-terminal device consisting of passive linear ele-
ments having a driving point impedance, Z (f) = R(f) 4+ iX(f), the
rms open circuit noise voltage in a small frequency band, df, is

en =~/AETRE(f)df (7-18)

Noise Temperature. Since the available noise power of a thermal
noise source is directly proportional to the absolute temperature of
the source, it is said that the noise source has a noise temperature
expressed in degrees Kelvin. In the case of a thermal noise source,
the noise temperature is equal to the physical temperature of the
source. The concept of noise temperature is extremely useful when
characterizing the available power of other types of noise sources
(such as noise diodes and microwave gas noise tubes). It can be said
then that the noise temperature of such a device is the temperature
of a thermal noise source which produces the same amount of avail-
able noise power as the device under consideration. That is, if a
given noise source produces an available power of p. watts in a small
frequency interval of df hertz, the noise temperature of the noise
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source is given by T = pa/kdf. It should be emphasized that the noise
temperature of a noise source does not have to equal the physical
temperature of the source.

It should also be pointed out that the noise temperature of a noise
source may be a function of frequency. In the definition of noise
temperature of a noise source, the noise power is measured in a small
frequency interval. Hence, the noise temperature of the noise source
will be a function of frequency if the noise power spectrum of the
source is not flat with frequency.

Note that the concept of noise temperature does not have to be
restricted to noise sources alone. The noise power measured at the
output of an amplifier can be expressed in terms of an equivalent
noise temperature. The noise appearing at the output terminals of
an antenna may also be expressed in terms of noise temperature. In
this case the term antenna noise temperature is used. The more noise
picked up by the antenna, the higher the antenna noise temperature.
Such noise is due to radiation from objects on earth as well as objects
in outer space such as the sun, moon, radio stars, and hot ionized
interstellar gases.

Another noise temperature concept used in connection with one-
port devices is that of excess noise temperature. Excess noise tem-
perature of a noise source may be defined as the difference between
the noise temperature of the source and the noise temperature of a
thermal noise source at standard or room temperature (290°K). Thus,

T.= T—1T, (7-19)
where

T, — excessive noise temperature
Ty = standard or room temperature
= 290°K = 17°C = 62.6°F

T — noise temperature of the noise source

With this definition it is possible to have noise sources having nega-
tive as well as positive excess noise temperatures, for example a
resistor at a temperature less than To.

Many commercially available noise sources having resistive termi-
nations are calibrated in terms of excess noise temperature. Excess
noise temperature may be interpreted as the noise temperature of the
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source in excess of that of the resistive termination in the source.
If the termination is at standard temperature, then the noise source
may be used as calibrated. If the termination resistor is not at
standard temperature, then a suitable correction factor must be used,
taking into account the difference between the actual termination
temperature and the standard temperature. Care should therefore be
taken when using the term excess noise temperature, especially in
cases where such devices are used to make noise measurements on
amplifiers.

Shot Noise

Shot noise is due to the discrete nature of electron flow and is
found in most active devices. It was first observed in the anode cur-
rent in vacuum-tube amplifiers and was described by W. Schottky in
1918. According to Schottky, the mean square noise current in a
1-Hz bandwidth is

trms® = 291 (7-20)

where ¢ = charge of the electron = 1.6(10*°) coulombs, and I =
direct current through the device in amperes.

Since shot noise is made up of a very large number of independent
contributors, the central limit theorem implies that the amplitude
distribution of shot noise would be gaussian, the same as thermal
noise with the variance given by Eq. (7-20). Observations confirm
this assumption. Similarly, over the frequency range of practical
interest, it is often accurate to assume that each impulsive component
of this noise contains frequency components uniformly distributed
across all frequencies of interest, with the result being that shot
noise (as well as thermal noise) is considered white noise. There
are however two primary differences between shot noise and thermal
noise.

1. The magnitude of thermal noise is proportional to absolute °
temperature, whereas shot noise is not directly affected by
temperature.

2. The magnitude of shot noise is proportional to the square
root of current. Thus, it is related to signal amplitude, whereas
thermal noise is not.

Linear filtering or shaping of shot noise does not affect its gaussian
properties but certainly does not leave it white. Again, the terms
white and gaussian are not synonymous.
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Low-Frequency (1/f) Noise

A third type of gaussian distributed noise is low-frequency noise,
also called contact noise, excess noise, flicker noise, or 1/f noise
because of its peculiar increase towards very low frequencies. This
noise is associated with contact and surface irregularities in cathodes
and semiconductors. It appears to be caused by fluctuations in the
conductivity of the medium. Great advances have been made in the
reduction of this effect by cleaning and passivating semiconductor
surfaces. A good device may have negligible 1/f noise above about
1 kHz although the corner frequency can be a few decades higher in
frequency for high-frequency low-noise transistors. The effect limits
the performance of crystal video detectors for microwave frequencies.
The law of variation for the spectral density of this noise is expressed

by [2]

_K -
p(f) = Iz watts (7-21)

where v ranges from about 0.8 to 1.5. It is interesting to note that
if v were exactly unity, the power in a band of frequencies from
fi to f2 would be given by

_ [ K . CInf .
”—/, L a=K(nfi—inf) (7-22)

1

This expression would give an infiite amount of noise power if the
band extended down to zero frequency or up to infinite frequency.
Since the actual noise power is finite, the exact 1/f law can only hold
over a limited frequency band not including zero or infinity. It is
remarkable that experimental observations have followed the 1/f
law very closely over many frequency decades extending downward
to a fraction of a hertz.

Reevaluating Eq. (7-22) for v less than unity shows that the power
would then remain finite for f1 equal to zero but not for f. infinite.
Similarly, if v is greater than unity, the expression remains finite
for infinite f» but not for fi equal to zero. Thus, no value of » can
give a law which is valid at both ends of the frequency spectrum.
It is difficult to find a physical model that fits the experimental ob-
servations over a frequency band which is many octaves wide but
does not include zero or infinite frequency.
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Rayleigh Noise

Noise is considered to be of the narrowband type if the noise band-
width is small compared with the midband frequency. Gaussian
noise then assumes the characteristic appearance of a sinusoidal
carrier at the midband frequency modulated in amplitude by a
low-frequency wave whose highest frequency component is dependent
upon the bandwidth of the noise.

The low-frequency envelope can be generated physically by applying
the narrowband noise wave at high level to the well known envelope
detector circuit whose output voltage represents the envelope and is
a smooth curve through the positive peaks of the noise. When the
noise is gaussian, the envelope has what is called the Rayleigh dis-
tribution. The probability density function is

v V2
p(V) = ;a—exp <— F) 1%4 >0 (7-23)
and the distribution function is
& ) 4
P(V):l—exp(—égz— V>0 (7-24)

Curves for these functions are shown in Fig. 7-8. Note that only
positive values occur. The average value is not zero but is given by

® V2 V2 T
E[V] :[ o2 eXp <— W) dV = 5 (7-25)
The mean-square value is

E[V] /m v < V2>dV 20 (7-26)
= 5 exp| — 5 = 202 .
o a2 202

That is, the mean square of the envelope is twice the mean square
of the original noise wave. The mean-square a-c component is

E[V] —(E[V]}Y = (2 — %) o? = 0.429 o> (7-27)
The rms a-c component is the square root of Eq. (7-27), or 0.655 o.

The form factor of the complete Rayleigh noise wave is 2/ \/; =1.128,
or 1.05 dB.
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Defining peaks of Rayleigh noise
as that value exceeded 0.01 per
cent of the time, results in a peak
factor of 9.64 dB, or over 2 dB
less than that for gaussian noise.
The Rayleigh distribution is im-
portant in the narrowband case in

0.5/0

p(V) —»

which an envelope detector is quite ottt
often a part of the receiving appa- v
ratus. Much confusion can result (2) Rayleigh density function

when the distinction between the
Rayleigh and gaussian peak factors
has not been considered.

1.0

P(V)—>

0.5

Impulse Noise

Impulse noise consists of short oL
spikes of energy having an ap-
proximately flat frequency spec- (b) Rayleigh distribution function

trum over the frequency range of
interest. The noise arises from gy 7.3 Rayleigh probability func-
switching transients in central tions.
offices and from corona-type dis-
charges that occur along a repeatered line. The human being appears
to be reasonably tolerant of clicks and pops, i.e., impulses below
levels which might cause hearing damage. However, PCM and data
receivers are relatively intolerant of these impulses since they can-
not distinguish between impulse noise and the pulses to be detected.
Therefore, current study and control of impulse noise have em-
phasized effects on digital transmission.

If pulses occur independently at random times, the number arriving
in any fixed interval follows a Poisson process. This process is
characterized mathematically by [8]

(VT)" e—vT
n!

P(n) = (7-28)

where P(n) is the probability that exactly n pulses occur in a time
interval of duration, T, and v is the average number of pulses occur-
ring in unit time. However, impulse noise on telephone channels
does not follow a Poisson distribution. It has been found empirically
that the number of arrivals per unit time can be approximated by a
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log normal distribution. The important differences between noise
impulses and steady noise is that the impulses are short relative to
the time between them such that the receiving circuits resolve in-
dependent events. Narrowing the bandwidth would eventually cause
the distinct pulses to merge into a steady noise wave. Before this
merger takes place, however, the heights of the noise peaks tend to
vary directly with bandwidth, whereas the rms noise follows the
square root. This is because the isolated peaks represent addition of
nearly equal in-phase components uniformly distributed in frequency.
Band reduction cuts off a proportional number of equal contributors.
The rms value is proportional to the square root of the average power
which is directly proportional to bandwidth. It is thus possible to
change the peak factor of impulse noise by filtering. Considerable
reduction in the effects of impulse noise on a narrowband circuit can
be achieved by preceding the bandlimiting part of the system by
a wideband peak-clipping circuit. That is, it is better to clip while
the peak factor is high than to wait until the pulses have been
smeared over more time by bandlimiting.

Quantizing Noise
1/V, The conversion of analog signals
to digital form in PCM systems
gives rise to round-off errors that
p(V) result in what is called quantizing
noise. The coded representation
0 of the sample amplitude can be
—V2 0 V2 exactly right only when the
sampled value corresponds exactly
with one of the discrete code words.
For all other values in a typical
P (V) system, there is an error which can
range from a negative half step to

10 —— — —
| a positive half step. For a linear
05 : quantizer not subject to overload,
|
|
|

(a) Rectangular density function

the quantizing errors can be as-
sumed equally likely, for if enough
steps are used to make the quality
acceptable, there is little tendency
(b) Distribution function for the values to favor any region
within a step. If the clipping

Fi1c. 7-9. Probability functions for caused by overload is ignored, the
quantizing noise. result is a noise which has a

—V2 Y V.2
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uniform or rectangular density function throughout the range of
minus half a step size (—Vs/2) to plus half a step size (V,/2), as
shown in Fig. 7-9 where V; is the voltage difference between steps.
The size of V can be made as small as desired by simply increasing
the number of steps and hence the length of the code word per sample.
However, this increases the required bit rate (thus required band-
width) or decreases the capacity of a fixed bit-rate system so that
it is advantageous to allow the quantizing noise to be as large as
tolerable.

The probability density function, p(V), for quantizing noise is
constant and equal to 1/V; throughout the range —V,/2 to V,/2, and
zero outside this range as shown in Fig. 7-9. The distribution func-
tion, P(V), is a ramp which represents the area of the density func-
tion up to the point, V, and thus starts from zero at —V,/2 and
increases to unity at Vs/2 as shown. The average value of V is zero
since plus and minus values occur symmetrically. The average rectified
value of V is obviously V,/4. The mean-square value of V can be
calculated as

v /2

VY (7-29)

sa= [ 7 av=1;

-V /2

The quantizing noise thus contributes an rms noise voltage equal
to the step voltage divided by \/12. The peak factor is \/3, or 4.8 dB.
The form factor is simply 2/1/3, or 1.25 dB.

It can be shown that the frequency spectrum of the quantizing
noise is essentially flat over the range of interest [9]. Thus, if the
sampling rate is twice the highest baseband frequency, the mean
square noise at baseband is given by Eq. (7-29). If a narrower
band of quantizing noise is selected, the gaussian form is approached
with mean power proportional to bandwidth. By sampling at a
higher rate than the minimum allowed, the quantizing noise per-
formance can be improved by additional filtering. For example, if
a baseband with highest frequency, fr, is sampled at 4 fr and all com-
ponents above fr are filtered out, the signal-to-quantizing noise ratio
will be improved by 3 dB.

Defining the signal-to-noise ratio as the ratio of mean full-load
sine-wave power to mean quantizing noise power results in the ratios
shown in Fig. 7-10 for various numbers of quantizing levels. Note
that each added binary digit improves the signal-to-noise ratio by
6 dB. Quadrupling the sampling rate and filtering would also improve
the signal-to-noise ratio by 6 dB. Since adding a binary digit requires
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Number of Number of binary digits Signal-to-noise
quantizing levels in coded representation ratio, dB
8 3 20
16 4 26
32 5 32
64 6 38
128 7 44
256 8 50
512 9 56
1024 10 62

F1G. 7-10. Signal-to-noise ratios with various numbers of quantizing levels.

much less bandwidth increase than quadrupling the sampling rate,
quantizing noise is made as small as necessary by utilizing enough
digits in the code.

In the transmission of speech, the effects of quantizing noise can
be reduced by making the quantizing steps large in the low probability
amplitude ranges and making the steps smaller in the high probability
ranges. For speech, this results in effective amplitude compression
at the transmitting end with subsequent expansion at the receiving
end and is called companding (compressing—expanding). Com-
panding can be performed on the analog signal before linear coding,
or the same effect can be achieved with a nonlinear encoder. This is
further discussed in Chap. 25. :

One obvious characteristic of quantizing noise that is different
from the other types discussed is that quantizing noise is only present
when the signal is present. Technically, it is a form of distortion
resembling in many respects the intermodulation noise discussed
in Chap. 10. Analytic techniques are usually used to evaluate quan-
tizing noise since it is very difficult to measure directly.

Summary

All of the form and peak factors of the types of noise amplitude
distributions are summarized in the table of Fig. 7-11. In addition,
this table lists the corrections necessary when measuring rms noise
voltage with a meter responsive to the rectified average voltage.
Again it should be emphasized that this table considers amplitude
distributions in the time domain. The frequency spectral density
may be flat, shaped, or bandlimited. Possible forms of the spectral
density are discussed in the last column.



Correction for

s Form factor, Peak factor rms calibration Noise Typical power
Distribution ’ .
rms/rect. avg. | (0.01% if necessary) of average examples spectrum
reading sinusoid
Sine 0.91 dB 3.01 dB 0 dB Tones Single frequency
Thermal noise
Flat over range of
eneral interest
. Shot noise g e
Gaussian 1.96 dB 11.80 dB +1.05 dB
. Power proportional
1/£ noise to wavelength
Envel P Bandlimited to the
. nvelope of narrow- imat band
Rayleigh 1.05 dB 9.64 dB +0.14 dB - : approximate pass
band gaussian noise of the gaussian noise
. A Flat over range
Poisson Undefined Undefined Undefined Impulse noise of usual interest
. X Approx. flat over band
Quant1z1}1g noise up to half the sampling
Rectangular 1.25 dB 4.77 dB +0.34 dB (not directly

measurable)

frequency although
signal dependent

F16. 7-11. Summary of common noise distributions.
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7.2 NOISE MEASUREMENT

The measurement of the amplitude of noise is made difficult by
the nondeterministic nature of noise waveforms and by the ampli-
tude dependence on bandwidth. Thus, it is usually necessary to
average the noise amplitude over some time interval and to charac-
terize the frequency response of the amplitude-indicating measuring
device. This latter characterization is often performed by preceding
a wideband measuring device with a filter described by a transmittance
function. Transmittance, H (f), of a two-port network is defined as
the ratio of the output current or voltage to the input current or
voltage. Transmittance can be dimensionless (voltage or current
ratio), an admittance (output current to input voltage), or an im-
pedance (output voltage to input current).

In many noise measurements, the interest is in the noise power
rather than a voltage or current. As a consequence, the magnitude
squared of the transmittance function, | H(f) | 2% is of more interest.
Although H (f) is complex in gen-
eral, its phase characteristic is of
no interest when dealing with aver-
age power. For noise analysis pur-
poses, it is convenient to define
an ideal bandpass transmittance,
whose magnitude is shown in Fig.

0 fi f 7-12, to have a value of zero for all

Frequency, f —» frequencies below fr and above fs,

and a constant value of H, from

FIG. 7-12. Absolute value of ideal band-  f; to fo. The bandwidth of such a

pass transmittance function. function is fo — fi. If an ideal

transmittance with f» — fi = 1 Hz is followed by a power meter (or

mean-square voltmeter), the meter will read | Ho | 2 times the noise

power density (or spectral density) at the input port of the trans-
mittance averaged over this 1-Hz range.

| H(f) | —»

The noise bandwidth of any transmittance function is defined as
the width of an ideal bandpass filter which has an absolute trans-
mittance value equal to the maximum absolute value of the trans-
mittance function, and which delivers the same average power from
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a white noise source as the given transmittance function. Thus, noise
bandwidth, B., is given by

__1 N 2 -
Bw_,H0|2/O |H(f) |2df Hz (7-30)

where Hy = the maximum absolute value of H(f).

This is illustrated in Fig. 7-13 showing a representative squared
transmittance function and a rectangle, ABCD, having the same area.
The width of the rectangle is the noise bandwidth, B.,. The deter-
mination of noise bandwidth reduces to the evaluation of an integral.
For example, it can be shown that the noise bandwidth of a tuned
RLC circuit is simply

B — %‘1 Hz (7-31)

where f, is the resonant frequency, and @ is a measure of the selec-
tivity given by wol /R or w,C/G.

—
=

IH(f)|*

Frequency, [ ——&
Fi1g. 7-13. Example of noise bandwidth.

Noise Measurement with a Voltmeter

Noise voltage can be determined under limited conditions with an
a-c voltmeter. Since noise voltage is random, considerable fluctuation
of a meter reading can be expected. Ideally, such fluctuation can
only be eliminated by averaging the noise readings over an infinite
time interval. More practically, a meter that integrates the reading
over a time period which is long compared to the reciprocal of the
bandwidth removes most of the fluctuation. For bandwidths greater
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than several tens of kilohertz, the physical damping of most meter
movements effectively performs the integration.

If the voltmeter reads true rms voltage and has a bandwidth (or
frequency response) greater than the noise spectrum being meas-
ured, the voltmeter reading will be the total rms voltage of the noise.
In the case of gaussian noise, this total rms voltage corresponds to
o, the standard deviation of the noise. If the rms voltmeter has a
bandwidth less than that of the noise, the reading is proportional
to that noise within the bandwidth of the meter. When the noise is
shaped with frequency, the meter reading will, of course, be pro-
portional to the average noise power in this bandwidth.

For example, if it is desired to measure the noise in a 4-kHz
band within a broadband multiplex load, a filter having a 4-kHz noise
bandwidth must be inserted between the measuring point and the
voltmeter. " If it is further desired to shape the band of noise with
frequency, the filter transmittance function | H(f)|? must have the
appropriate frequency shape. Such bandlimiting and shaping are
often referred to as mnoise weighting and will be subsequently
discussed.

When rectifying type a-c¢ voltmeters are used to measure noise,
correction factors must be applied to reflect the difference in form
factors. Such correction requires knowledge of the character of
the noise.

Noise Measurement with a Selective Detector

The determination of the power spectrum of a given noise source
(such as the noise load applied to test a broadband transmission sys-
tem) is often performed by the use of a selective detector. Actually,
the selective detector is in principle an a-¢ voltmeter preceded by a
filter as just discussed. However, most selective detectors are tunable
(or switchable) over a range of frequencies much greater than their
noise bandwidths. Most practical selective detectors have fixed input
impedances and are often calibrated in terms of power rather than
voltage. Average reading detectors must have form factor corrections

applied.
For example, consider the case of obtaining a reading of N, dBm

of white noise known to be gaussian. If the selective detector used is
sensitive to rectified average voltage, the form factor correction from
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Fig. 7-11 amounts to 1.05 dB. Power spectral density at the detector
input is given by

P,=N.—10log B, +1.05 dBm/Hz (7-32)

where B, is the noise bandwidth of the detector.

Noise Measurement on Telephone Channels

Although the previously discussed techniques are applicable to noise
measurement in transmission channels, the near standardization of
noise requirements for telephone channels has resulted in noise meas-
uring meters specifically designed for such application.

Message Circuit Noise [10]. Noise measurement on message chan-
nels in the Bell System is characterized by an interest in how much
the noise annoys the subscriber, rather than by the absolute magnitude
of the average noise power. A meter which measures message circuit
noise is essentially an electronic voltmeter with (1) frequency weight-
ing, (2) an rms detector, and (3) a transient response resembling
that of the human ear. These characteristics cause the noise measure-
ment to approximate the interfering effect that the noise would create
for the average telephone user.

Although other frequency weightings are used, as discussed in
Chap. 2, the most common weighting is C-message weighting shown
in Fig. 2-7. Quantitative effects of this and other weighting networks
can be determined by integration of the appropriate transmittance
function.

Let W (f) represent the weighting of the noise shaping network in
dB relative to the transmittance at 1 kHz. The squared transmittance
function is given by

l H (f) l 2 — 1QWH/10 (7-33)
The total weighted noise power for noise of p; (f) watts/Hz is given by

pr = /‘” | H(f) |2 pi(f) df  watts (7-34)
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The effect of the weighting over the frequency range from f: to f.

is given by [11]
f
/ * pilf) df
f

x=10log — L dB (7-35)
/ | H(f) | *pi(f) df

5

The weighting network attenuates the noise power by x dB. For
fi = 0 and f» = 38 kHz, x ~ 2.0 dB for flat pi(f) and C-message
weighting. Thus, 0 dBm of flat noise from 0 to 8 kHz (with no
power outside this range) is 90 — x — 88.0 dBrne. Similar data
for any other weighting and/or noise shape can be obtained by
evaluating Eq. (7-35).

Impulse Noise [12]. Digital signals such as data and PCM are not
affected by noise in the same way as analog voice signals. For ex-
ample, the annoying hiss due to thermal noise has no effect on digital
signals unless its amplitude approaches the amplitude of the signals.
On the other hand, impulses which cause tolerable clicks or pops on
voice circuits result in almost certain errors because of their high
amplitude. Specific counters have been designed to measure this
impulse noise. Basically, an impulse counter consists of a weighting
network, a rectifier, a threshold detector, and a counter of events
above threshold. For ease of operation, the measuring sets include
a timer which can be set to count automatically the events above
threshold for a fixed time interval and then stop, holding the reading.
Because of mechanical limitations of the counters used, the presently
available counters can only resolve events separated by more than
7.5 milliseconds. Closer spaced impulses are counted as a single im-
pulse, although they could be resolved by using electronic counters.

A typical impulse counter for use in the voice-frequency band has
a threshold that is adjustable in 1-dB steps from 40 to 99 dBrn with
a choice of terminating (600 ohm) input impedance or bridging
(high) input impedance. A timer is capable of being set in 1-minute
increments up to 15 minutes, although a 5-minute measuring interval
is becoming standard for message circuits.

Several impulse counters can be used at different thresholds simul-
taneously to obtain information about the distribution of the magni-
tudes of the impulses. For efficiency, a four-threshold unit has been
designed to facilitate such measurements, and it includes a timer
capable of timing intervals up to one hour.
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For wideband applications (such as wideband data or PICTURE-
PHONE service), special impulse measuring sets are being developed.
These wideband noise measuring sets include wideband weighting
networks and both average reading meters and impulse counters.

Psophometric Noise Weighting [13]. Although the dBrnc has be-
come a standard unit of message circuit noise in the Bell System, it
is not an international standard. The International Telegraph and
Telephone Consultative Committee (CCITT) has defined noise as
measured on a psophometer which includes a specified weighting that
differs slightly from the C-message weighting used in the Bell
System. For general conversion purposes, it is usually sufficient to
assume that the psophometric weighting of 3-kHz white noise de-
creases the average power by about 2.5 dB (to be compared with
the 2.0-dB factor for C-message weighting). The term psophometric
voltage refers to the rms weighted noise voltage at a point and is
usually expressed in millivolts.

It has become common in recent years to refer to average noise
power (delivered to 600 ohms) rather than to noise voltage; this
power is often expressed as picowatts psophometric (pWp). The
relationship to psophometric millivolts is

3 2
pWp = (psophorgg‘:)rlc mV) X 108 picowatts (7-36)

or in dB quantities,

dBp = 10 log (pWn) (7-37)
For noise flat from 0 to 3 kHz, dBp can be related to dBrnc by

dBp = dBrne — 0.5 (7-38)

This relationship is not exact for other noise shapes because of the
differences between psophometric and C-message weighting.

The results of the previously discussed noise units are summarized
in Fig. 7-14. The data is particaularly useful when converting from
one noise unit to another, since an estimate of the effects of frequency
spectrum can be obtained by comparing the three conditions tabulated.
The 1-kHz values are given for comparison of the various reference
conditions used. The 1-kHz psophometric reading appears 1 dB high
because the psophometric reference is 1 pW at 800 Hz. The 0- to
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3-kHz band of white noise approximates the noise obtained from a
message channel. The broadband white noise readings are propor-
tional to the total area under the weighting curve and thus give
significant information concerning the weighting function above
3 kHz. Similar data for other conditions or weightings can be ob-
tained by integrating the appropriate weighting characteristic over
the required frequency band.

Noise

Total power of 0 dBm

White noise

unit 1000 Hz 0 to 3 kHz —43d§§mnz
dBrne 90.0 dBrne 88.0 dBrnc 88.4 dBrne
dBrn 3 KCFLAT | - 90.0 dBrn 88.8 dBrn 90.3 dBrn
dBrn 15 KC FLAT 90.0 dBrn 90.0 dBrn 97.3 dBrn
dBa* 85.0 dBa 82.0 dBa 82.0 dBa
e :ﬁﬂgznzgf)’g;) 870 mV 582 mV 604 mV
f;‘;phmetric 1740 mV 1164 mV 1208 mV
pWp 1.26 X 109 pWp 5.62 X 108 pWp 6.03 x 108 pWp
dBp 91.0 dBp 87.5 dBp 87.8 dBp

*The dBa is obsolete but is given here for reference.

Fi1c. 7-14. Comparison of various noise measurements.
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Chapter 8
Noise in Networks and Devices

The previous chapter discussed many of the types and general
aspects of electrical noise affecting transmission systems. The dis-
cussion in this chapter will continue with the effects of noise on
two-port networks and modulated signals. The most common types
of noise are thermal noise (due to random motion of electrons) and
shot noise (due to quantum flow of electricity in electronic devices).
Since both are gaussian, most of the discussion will pertain to
effects of gaussian noise. The results are sometimes applicable to
other types of noise with the applicability justified by little more than
the common attitude that if the noise cannot be predicted exactly, it
may be assumed to be gaussian.

8.1 NOISE PRODUCED BY NETWORKS AND DEVICES

All transmission systems are made up of combinations of various
electrical networks and devices which are themselves usually made up
of individual components. In the following paragraphs the noise prop-
erties of these components are related to the terminal properties of
specific, commonly used networks. The networks and devices will
usually be characterized as two-port networks—a characterization
which lends itself well to placing several networks in tandem to pro-
duce a working transmission system. Means of characterizing the
terminal noise properties of two-port networks are discussed as are
some of the means used to measure these properties. Most of the
emphasis is on two-port networks in general, with specific results
applicable to specific types of networks.

178
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Calculation of Noise Output

Consider the common case of a two-port linear network being driven
by a source of impedance, Z;, as shown in Fig. 8-1. The open circuit
output voltage of this network, Vo, can be related to the voltage across
the input port, Vi, by the transmittance function, H(f):

Vo

7 H(f) (8-1)
Equation (8-1) is often awkward to use in practice. A knowledge of
the source voltage, V,, is not adequate to determine V;; knowledge of
the source impedance, Z;, and network input impedance, 7, is also
needed. Similarly, if the two-port is driving a load impedance, Z.,
measurement of the loaded output voltage will not determine the open
circuit voltage unless Z» and Z. are both known.

Two-port network

Fi1G. 8-1. A general two-port network with H(f) = V,/V,.

Some of these problems can be alleviated by defining the transfer
characteristic of a two-port in terms of available powers. This was
done in the previous chapter for a resistor where the available noise
power is simply kTB.. Note that this is independent of the resistance
value. The available power gain of a two-port network is defined as
the ratio of available signal power at the output terminals of the
network, to the available signal power at the input terminals of the
network. For the two-port shown in Fig. 8-1, the available source
power is

| Ve |2

4R, (8-2)
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where Rs 4 jX; = Z;. The available output power is

| Vo |?

4R, (8-3)
where Ry 4+ jX, = Z>. Thus, from the above definition the available
gain is given by

Ge= V13 R, (8-4)
From the network,
R Zl
V1 e Zl —I— Zs Vs
Vo Vo Z; (8-5)

V: = 71 Zl “I‘ Zs
Substituting Eq. (8-1) into (8-5), and (8-5) into (8-4) yields

2 Rs
R,

ety = | B0 2

(8-6)

Note that the available gain is dependent on the source impedance,
Zs; the input impedance, Z:; and the output resistance, R.. However,
the available gain is independent of the load impedance if the network
is unilateral.

The utility of the concept of available gain is realized when cas-
cading unilateral two-port networks. It can easily be shown that the
available gain of unilateral networks in cascade is equal to the product
of the available gains of the individual networks.

Consider a noiseless two-port network with available gain, g.(f),
and with the input connected to a thermal noise source having a
noise temperature, T. The available noise power from this source
in a small band of frequencies, df, is given by

pn = kTdf watts (8-7)
The available noise power at the output is given by

Pno = ga (f) ETdf watts (8-8)
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In general, this simple relationship between noise at the input and
output of a network holds only for noiseless networks. If the net-
work contains lossy elements or gain producing elements such as
transistors, the network is not noiseless since these elements repre-
sent internal noise sources of the network. It is desirable then to
have some means to characterize the amount of noise a network adds
to a system by virtue of its internal noise sources. Two such means
of characterization have been developed. These are the concepts
of effective input noise temperature of a network and noise figure, or
noise factor, of a network.

In the case of networks which are not unilateral, it is usually con-
venient to express the open circuit output noise voltage (or spectral
density) in terms of short circuit transfer admittances, yo. [1]. If
each of the N uncorrelated noise generators in a network is considered
as an individual port, by superposition, the output noise spectral
density at port 0 is given by

N Y )
on
So =2k E ‘__Yoo
=1

Since many practical transmission networks are unilateral and the
available gain concept is intuitively more attractive than the transfer
admittance approach, available gains are used in the following dis-
cussion. The discussion could have been carried out equally well
by using the concept of actual power delivered to the load and the
transducer gain of the network.

T.R. volts? /Hz (8-9)

Effective Input Noise Temperature

Consider a two-port network having an available gain of ga(f).
When it is connected to a noise source having a noise temperature of
T, the available noise power in a small band, df, at the output of
the network is pn... This power is made up of two components: the
power due to the external noise source, g.(f)kTdf, and the power
due to the internal noise sources of the network, p... This can be
expressed as

Pno = 9o (f) KTAf + Dre

The power p.. is the available noise power of the network when the
input of the network is connected to a noise-free source. It is
assumed that the noise voltages of the noise source driving the net-
work and the noise sources internal to the network are uncorrelated.
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If the noisy network is replaced by an equivalent noiseless one having
two noise sources at its input, one of the noise sources will be the
original external noise source having a noise temperature of T, and
the other noise source will have a noise temperature which produces
the noise power, p... The effective noise temperature, T., of this
equivalent representation of the internal noise source of the noisy
network is

Pre
Te = — 57 8-10
ga(f) edf (8-10)
The available noise power at the output of the network in terms
of the effective input noise temperature now becomes

pno:ga(f)k(T+Te)df (8'11)

The effective input noise temperature, T., can vary as a function of
frequency, depending upon how g. and p.. vary. Furthermore, since
the available gain of the network is a function of the manner in
which the signal source is connected to the network, the effective
input noise temperature will be a function of this as well. To reiter-
ate, the effective input noise temperature of a two-port network is
that input source noise temperature which, when connected to a noise-
free equivalent to the network, results in an output noise power
equal to that of the actual network when connected to a noise-free
input source.

Noise Figure

The IRE definition of noise figure for a two-port network is as
follows: ‘“The noise figure (noise factor) at a specified input fre-
quency is the ratio of (1) the total noise power per unit bandwidth
at a corresponding output frequency available at the output when
the noise temperature of the input source is standard (290°K) to
(2) that portion of this output power engendered at the input fre-
quency by the input source” [2]. The standard noise temperature
of 290°K approximates the noise temperature of most input sources.
In terms of previous definitions,

o _ . pno _
Noise figure = nr = 9o (F) eTodf (8-12)
where Ty — 290°K. A noise figure such as this described for a narrow-
band, df, is called a spot noise figure, which can vary as a function of
frequency.
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An alternative but equivalent manner of defining noise figure is
in terms of the signal-to-noise degradation a network produces. The
noise figure of a two-port network may be defined as the ratio of the
available signal-to-noise power ratio at the input of the two-port
network, to the available signal-to-noise power ratio at the output
of the two-port network, when the temperature of the noise source at
the input is standard. The following terms are defined:

Dso — the available signal power at the output of the two-port
network.

psi = the available signal power at the input of the two-port
network.

Pno = the available noise power at the output of the two-port
network in a small band, df.

pni = the available noise power at the input of the two-port
network in a small band, df.

Since the temperature of the source is standard, pn = kTodf. The
definition of noise figure in terms of these symbols is then

__ Psi/Pni __ Psi/kTodf (8-13)

nr — —
r Dso/Prno Pso/Pro

To show that this definition is equivalent to the IRE definition, it is
only necessary to note that g.(f) = Ps/Ps. Hence, Eq. (8-13) can
be written as

— Pro  Psi_  Dmo -14
"= KTodf Do 9a(F) kTodf (8-14)

which is the expression resulting from the IRE noise figure definition.

In terms of the short circuit transfer admittances, the noise figure
of any two-port can be determined from

N
’I’LF_—_‘Z

n =1

2 RnTn
RsT()

Yon

Yor

(8-15)

where the ¥’s are found by including the source resistance as port 1
of the N+1 port network.

Another useful noise figure concept is that of average noise figure.
Average noise figure may be defined as the ratio of the total available
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noise power at the output of a tWo—port network (when the noise -
temperature of the input source is standard), to that part of the
total available output noise power due to the noise of the input source
alone. Let p.: be the total available noise power at the output of the
two-port network. Then in terms of previous definitions,

) . = _ pnt
Average noise figure — nr = JokToBu (8-16)

where B, — the noise bandwidth of the two-port network. Consider
the relationship between spot noise figure and average noise figure.
The available noise power, P, in a small band, df, at the output of
a network is

Pno = 1r (f) 9o (f) kT odf (8-17)

The total noise power is the integral over frequency of this power or

Pt = / " puodf = KT / " gu(F)ne () df

0

Noise bandwidth, on the other hand, was defined in Eq. (7-30) as
1 0
Bw:—/ 9a(f)df
9o J,

Substituting these expressions in the definition for average noise
figure,

[ emmwma

Nnr =

. (8-18)
/ go(f) df

This then is the quantitative relation between average and spot noise
figure. Both of these noise figures may be expressed in dB by taking
10 log of the ratio.

Spot noise figure is useful when describing the noise behavior of a
network as a function of frequency. In an FDM telephone system,
channels are stacked in frequency; therefore, the spot noise figure
of the repeaters is needed to describe the noise behavior from channel
to channel. In an FM system it is necessary to know the total noise
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across the bandwidth of the FM receiver in order to calculate
breaking in such a system. Here the average noise figure of the FM
receiver is a useful quantity.

Relation of Noise Figure to Effective Input Noise Temperature.
The noise figure and effective input noise temperature of a two-port
network are related analytically. It was shown in Eq. (8-11) that
the available noise power appearing at the output of a network in a
small band, df, iS pro = ga(f) k(T + T.) df, where T is the noise tem-
perature of the input source, and T. is the effective input noise tem-
perature of the network. To make this output noise power conform
with that required in the definition of noise figure, it is necessary to
make the noise temperature of the input source equal to standard tem-
perature, To. Hence, Pro = 9o (f)k(To + T.)df. The output noise in
terms of noise figure is from Eq. (8-17) : Pno = nrgkTodf. Equating
these two powers, nrTo = To + T.. Solving for nr in one case and
T. in the other,

nr =1+ % (8-19)

and
Te=To(nr —1) (8-20)

The concept of noise figure is most useful when the input source has
a noise temperature approximately equal to standard temperature.
Consider the expression for the noise power at the output of the
network, Pn.. = nrg.kTodf. Rewriting this equation in terms of dBm
(reference 1 mW),

P., = Nr + G, + 10 log kTodf + 30
= Nr 4+ Go — 174 dBm + 10 log df dBm (8-21)

The symbols are defined as follows:

Pno=10log P  4Bm

10®
Nr=10 log nr dB
Go =10 log ga dB

Hence, the available noise power of the two-port network in dBm can
be written as the sum of the noise power of the thermal noise source
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in dBm, the available gain of the network in dB, and the noise figure
of the network in dB. The effects of internal noise sources of a
two-port network can therefore be taken into account by adding the
noise figure in dB to the available noise power of the source in dBm.

The concept of effective input noise temperature is useful when
the source noise temperature differs from that of standard tempera-
ture. It has a distinct advantage when the noise performance of a
complete communications system is being evaluated. Specific use of
effective input noise temperature is discussed later with respect to
low noise applications.

Cascaded Networks. The two networks connected in tandem as
shown in Fig. 8-2 have effective input temperatures, T., and T., and

—O 9 o O 9: O—ft—0
T T., Te,
—O nr n, O=—fp————0

F16. 8-2. Cascaded networks and noise.

available gains, g1 and g.. Suppose that these two tandem amplifiers
are connected to a noise source having a noise temperature, 7. In a
small frequency band, df, the noise power due to the noise source only
is glgglchf. The noise power due to noise sources in the first network
is g192kT. df, and the noise power due to noise sources in the second
network is gokT. . df. The total noise appearing at the output of the
second network is kg2 (9174917 +T.,)df. The portion of this noise
due to noise sources internal to the two networks is kg2 (91T +Te,) df.
The effective input temperature of the two networks in tandem is then

kg2(91Te, + Te,) df
9192kdf

T., =

T, 4+
=Te, + -

This result can be easily generalized to n networks in tandem. The
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resulting effective input noise temperature is

Te Te
N — (8-22)

€1...n el+g| 9192 ... 0n-1

Using the relationship between noise figure and effective input noise
temperature, it can be easily shown that the resulting noise figure
of n stages in tandem is

7’LF2—1+ nr — 1

nr e~
g1 gi92 . . . gn—1

=1+ (8-23)

The significance of these two relationships becomes apparent when
considering a multistage amplifier in which each stage has an avail-
able gain of at least 20 dB (ratio of 100). If each stage has the same
effective input noise temperature, then the noise contribution of only
the first stage is significant. Only noise sources occurring before or
in the first stage of the amplifier need be considered so far as noise
calculations are concerned. However, if the gain of the first stage
is small or if the noise contribution of the second stage is large, then
it is necessary to take these into account when making noise calcula-
tions.

Attenuators. Consider an attenuator inserted between a noise
source and a load as shown in Fig. 8-3. Assume that the noise
source has a noise temperature of T degrees and that the lossy
elements of the attenuator are at a temperature of T degrees. Atten-
uators are usually calibrated in terms of insertion loss betw<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>